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Preface

The papers in this volume were presented at the INDIA 2016: Third International
Conference on Information System Design and Intelligent Applications. This
conference was organized by the Department of CSE of Anil Neerukonda Institute
of Technology and Sciences (ANITS) and ANITS CSI Student Branch with tech-
nical support of CSI, Division-V (Education and Research) during 8–9 January
2016. The conference was hosted in the ANITS campus. The objective of this
international conference was to provide opportunities for researchers, academicians,
industry personas and students to interact and exchange ideas, experience and
expertise in the current trends and strategies for Information and Intelligent
Techniques. Research submissions in various advanced technology areas were
received and after a rigorous peer-review process with the help of programme
committee members and external reviewers, 215 papers in three separate volumes
(Volume I: 75, Volume II: 75, Volume III: 65) were accepted with an acceptance
ratio of 0.38. The conference featured seven special sessions in various cutting edge
technologies, which were conducted by eminent professors. Many distinguished
personalities like Dr. Ashok Deshpande, Founding Chair: Berkeley Initiative in Soft
Computing (BISC)—UC Berkeley CA; Guest Faculty, University of California
Berkeley; Visiting Professor, University of New South Wales Canberra and Indian
Institute of Technology Bombay, Mumbai, India, Dr. Parag Kulkarni, Pune;
Dr. Aynur Ünal, Strategic Adviser and Visiting Full Professor, Department of
Mechanical Engineering, IIT Guwahati; Dr. Goutam Sanyal, NIT, Durgapur;
Dr. Naeem Hannoon, Universiti Teknologi MARA, Shah Alam, Malaysia;
Dr. Rajib Mall, Indian Institute of Technology Kharagpur, India; Dr. B. Majhi,
NIT-Rourkela; Dr. Vipin Tyagi, Jaypee University of Engineering and Technology,
Guna; Prof. Bipin V. Mehta, President CSI; Dr. Durgesh Kumar Mishra, Chairman,
Div-IV, CSI; Dr. Manas Kumar Sanyal, University of Kalyani; Prof. Amit Joshi,
Sabar Institute, Gujarat; Dr. J.V.R. Murthy, JNTU, Kakinada; Dr. P.V.G.D. Prasad
Reddy, CoE, Andhra University; Dr. K. Srujan Raju, CMR Technical Campus,
Hyderabad; Dr. Swagatam Das, ISI Kolkata; Dr. B.K. Panigrahi, IIT Delhi;
Dr. V. Suma, Dayananda Sagar Institute, Bangalore; Dr. P.S. Avadhani,
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Vice-Principal, CoE(A), Andhra University and Chairman of CSI, Vizag Chapter,
and many more graced the occasion as distinguished speaker, session chairs,
panelist for panel discussions, etc., during the conference days.

Our sincere thanks to Dr. Neerukonda B.R. Prasad, Chairman, Shri V.
Thapovardhan, Secretary and Correspondent, Dr. R. Govardhan Rao, Director
(Admin) and Prof. V.S.R.K. Prasad, Principal of ANITS for their excellent support
and encouragement to organize this conference of such magnitude.

Thanks are due to all special session chairs, track managers and distinguished
reviewers for their timely technical support. Our entire organizing committee, staff
of CSE department and student volunteers deserve a big pat for their tireless efforts
to make the event a grand success. Special thanks to our Programme Chairs for
carrying out an immaculate job. We place our special thanks here to our publication
chairs, who did a great job to make the conference widely visible.

Lastly, our heartfelt thanks to all authors without whom the conference would
never have happened. Their technical contributions made our proceedings rich and
praiseworthy. We hope that readers will find the chapters useful and interesting.

Our sincere thanks to all sponsors, press, print and electronic media for their
excellent coverage of the conference.

November 2015 Suresh Chandra Satapathy
Jyotsna Kumar Mandal

Siba K. Udgata
Vikrant Bhateja
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Study and Analysis of Subthreshold
Leakage Current in Sub-65 nm
NMOSFET

Krishna Kumar, Pratyush Dwivedi and Aminul Islam

Abstract As the technology scales down, the subthreshold leakage increases
exponentially which leads to a dramatic increase in static power consumption
especially in nanoscale devices. Consequently, it is very important to understand
and estimate this leakage current so that various leakage minimization techniques
can be devised. So in this paper we attempt to estimate the subthreshold leakage
current in an NMOSFET at 16, 22, 32 and 45 nm technology nodes. Various factors
which affect the subthreshold leakage such as temperature, drain induced barrier
lowering (DIBL) and other short channel effects have also been explored. All the
measurements are carried out using extensive simulation on HSPICE circuit sim-
ulator at various technology nodes.

Keywords Subthreshold leakage � Scaling � Threshold voltage � Short channel

1 Introduction

MOSFETs have been scaled down aggressively since 1970s as per scaling rules
followed by the industry (guided by Dennard’s scaling theory) in order to achieve
higher packing density, reduced power consumption and increased performance [1].
However, leakage currents have also increased drastically with continuous tech-
nology scaling. Scaling MOSFET below 32 nm is very much challenging task.
Hence, new device structures like SOI and multiple gate transistors are being
investigated. Scaling below 32 nm such as 22 and 14 nm requires new kind of
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device structure such as tri-gate or multi-gate [2]. Various leakage currents con-
tribute to total leakage in a MOSFET but there are three major types of leakage
currents—the subthreshold, the gate tunneling and band to band tunneling [3]. As a
consequence of scaling the MOSFETs, their supply voltages have to be reduced to
prevent the high field effects and reduce power consumption. Therefore, to maintain
reliable operation, the threshold voltage (VTH) has to be scaled down. For short
channel MOSFETs, the drain voltage starts decreasing the barrier between the
source (S) and the channel. This is called drain induced barrier lowering (DIBL)
effect. The threshold voltage of MOSFET also decreases with decrease in the
channel-length which is called VTH roll off due to short channel effect (SCE). All
these effects cause a substantial increase in the subthreshold leakage current. Since
subthreshold current (ISUB) is the diffusion component of drain to source current,
temperature also affects it significantly.

The rest of the paper is structured as follows. Section 2 describes the sub-
threshold current in detail. Section 3 explains how the various factors namely
temperature and SCE (such as DIBL) affect the subthreshold leakage current.
Section 4 concludes the paper.

2 Subthreshold Current (ISUB)

Depending on the gate (G), source (S) and drain (D) voltages, an NMOSFET can be
biased in three regions-subthreshold region, linear region and saturation region. For
an enhancement type NMOSFET, the VGS (G to S voltage) at which the concen-
tration of electrons in the channel is equal to the concentration of holes in the p−

substrate is known as threshold voltage (VTH). An NMOSFET is said to be biased in
subthreshold region when the gate-source voltage (VGS) < (VTH). Ideally an
MOSFET should be off in that condition but a drain to source current does flow
which is called the subthreshold leakage current (ISUB). According to International
Technology Roadmap (ITRS), ISUB is defined as the D-to-S current when the D is
biased to VDD and the gate, substrate and source terminals are all biased to ground
(GND). The expression for the drain to source current in the subthreshold region is
given by [4]

ISUB ¼ I0ðm� 1Þe
VGS�VTH

mVT 1� e�
VDS
VT

� �
ð1Þ

where,

I0 ¼ l0Cox
W
L
V2
T ð2Þ
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and

VT ¼ KBT
q

: ð3Þ

The factor m in the above equation equals ΔVGS/ΔΨS, which comes out to be
1 + Cdm/Cox. Here, ΨS represents surface potential and Cdm represents depletion
layer capacitance.

In the subthreshold region, the drain to source current is dominated by the
diffusion current [5]. This subthreshold region can be identified as the linear region
in the semi log plot of IDS versus VDS as shown in Fig. 1.

The reciprocal of the slope of the linear region in the plot, shown in Fig. 1 is
known as the subthreshold slope. Ideally, it should be small so that the MOSFET
can be turned off effectively in subthreshold region. However, for 22 nm technology
node, it comes out be ≅ 92 mV/decade. This shows that subthreshold leakage is
indeed a major problem in sub-65 nm technology regime. An important conclusion
that can be drawn from Fig. 2 is that, whereas for long channel MOSFETs ISUB is
almost independent of VDS, it starts increasing with VDS in short channel
MOSFETs. It can also be observed that as the device-dimensions scale down, the
subthreshold leakage (ISUB) increases exponentially.

-0.5 0 0.5 1 1.5
-12

-10

-8

-6

-4

 Gate-to-Source Voltage, VGS

 l
og

(I
D

S)

NMOS:22nm/22nm
T       = 25o C
V

DS
   = 0.8 V

V
S
     = 0 V

V
BS

   = 0 V

Fig. 1 Log (IDS) versus VGS

at 22 nm technology node

Study and Analysis of Subthreshold Leakage Current … 3



3 Factors Affecting Subthreshold Leakage

3.1 Body Effect

The threshold voltage for a MOSFET is given by

VTH ¼ VT0 þ cð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2uF � VBS

p
�

ffiffiffiffiffiffiffiffiffi
2uF

p
Þ ð4Þ

where, VTH = threshold voltage, VBS = substrate potential w.r.t. source,
VT0 = threshold voltage at VBS = 0 V and 2φF = surface potential.

It can be seen that, if source/body junction is more reverse-biased, i.e. VBS is
negative the VTH increases. This is called body effect. This correspondingly causes a
decrease in the subthreshold current. Figure 3 shows the semi log plot of IDS versusVGS

for differentVBS at 22 nm technology node. Virtually no change can be observed in the
SS (subthreshold slope) at different body biases while a downward shift can be
observed in theweak inversion region indicating a decrease in the subthreshold current.

3.2 Mechanism for DIBL

In a long-channel MOSFET, the drain (D) and source (S) junctions are quite apart
and so the drain bias does not affect the potential barrier between the S (source) and
the C (channel). This potential barrier is largely controlled by the gate bias.
However, in short-channel MOSFETs, the S and D are so close to each other that
the drain-source potential has a strong effect on drain-to-source current (IDS). This
closeness results in considerable field-penetration from D to S. Due to this
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field-penetration the potential barrier (PB) at the S is lowered. The degree of the PB
lowering depends upon the drain voltage (also on channel-length (L) and
channel-doping concentration (NCH)) [6]. This phenomenon is known as so called
drain-induced barrier lowering (DIBL). Since the barrier height is reduced, more
number of electrons can move into the channel resulting in higher IDS at a given
gate voltage. DIBL can be modeled as the upward shift in the semi log plot of IDS
versus VGS for different VDS, as shown in Fig. 4 [7].

The physics of DIBL can be explained from a different angle by considering the
depletion layer around the drain diffusion region. Under the zero VDS condition, the
depletion layers around S/D diffusion regions are very thin. As VDS increases the
depletion layer widens around drain diffusion region.

Equation (4) is not suitable for predicting VTH at scaled technology where impact
of DIBL is pronounced. In short-channel devices, the depletion region around the
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drain extends into the channel region with increase in VDS. Therefore, the drain
voltage assists the gate voltage in the formation of inversion layer. Hence, VTH

decreases due to DIBL effect. The DIBL effect can be simply modeled as:

VTH ¼ VTH0 � gVDS ð5Þ

where, VTH0 is the threshold voltage at VDS = 0 V, and η is the DIBL coefficient.
The values of η as calculated from Fig. 5 come out to be 0.27, 0.23, 0.18, and 0.01
for 16, 22, 32, and 45 nm technology nodes respectively. It shows that DIBL effect
is more noticeable in short-channel MOSFET and leads to decrease in threshold
voltage, which is evident from the plot shown in Fig. 5.

3.3 Temperature

Since VLSI circuits operate at elevated temperature due to heat generated in the
circuit, the analysis of variation of subthreshold leakage with temperature becomes
imperative. In subthreshold region major component of IDS is diffusion current (and
not the drift current). The diffusion current density for one dimensional flow of
electrons is given by the equation

JnðxÞ ¼ qDn
dnðxÞ
dx

ð6Þ

where, Jn(x) = diffusion current density due to electrons, Dn = electron diffusion
coefficient, dn(x)/dx = concentration gradient of electron.

The equation contains a temperature dependent parameter: Electron diffusion
coefficient (Dn). Moreover, the subthreshold leakage depends on the threshold
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voltage which is also temperature dependent. Hence, the thermal behavior of
subthreshold current can be explained on the basis of following two factors.

3.3.1 Electron Diffusion Coefficient (Dn)

With the increase in temperature, the kinetic energy of the electrons increases and
hence, their ability to diffuse along the channel also increases, which leads to an
increased diffusion coefficient. Consequently, the diffusion current density rises and
thus the subthreshold current increases substantially.

3.3.2 Threshold Voltage

The threshold voltage equation is given by [8]

VT ¼ VFB þ 2uF þ c
ffiffiffiffiffiffiffiffiffi
2uF

p
ð7Þ

where, VT = threshold voltage, 2φF = surface potential, γ = body effect coefficient.
The term VFB is the flat band voltage.

In the threshold voltage equation, there are two temperature dependent terms:
surface potential (2φF) and flat band voltage (VFB). So, the temperature dependence
of threshold voltage can be explained on the basis of following two factors.

Surface Potential (2φF)

The energy gap between the intrinsic fermi level (which is almost at the middle of
the band gap (Ei)) and the fermi level of a doped semiconductor is given by the term
qφF. As temperature increases, carrier-concentration increases in semiconductor due
to thermally generated electron-hole pairs. Therefore, a p-type semiconductor
becomes more p-type due to more concentration of holes. Thus, the fermi level
shifts towards valence band and hence φF increases.

Flat Band Voltage (VFB)

The flat band voltage (VFB) as given in (8) is actually the difference between the
work functions of n+ doped poly gate and p-type body

uMS ¼ uM � uS ð8Þ

where, φM = work function of n+ polysilicon, φS = work function of p-type sub-
strate. φMS always comes out to be negative for this case. With increase in
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temperature, the fermi level of the p-type substrate shifts towards the valence band
which increases φS (since φS = 2φF) and hence, φMS becomes more negative.

So, with rise in temperature, φMS = VFB becomes more negative i.e. it decreases.
Therefore, the terms φF and VFB have conflicting dependence on temperature.
However, the rate of decrease of flat band voltage with temperature is more than the
rate of increase of φF with temperature [9]. Hence, the threshold voltage has a
negative temperature coefficient. So, the subthreshold current increases with tem-
perature as shown in Fig. 6.

3.4 Short-Channel Effect (SCE)

In short channel devices, the distance between the source and drain become com-
parable to the width of the depletion region formed between the diffusion regions
and the substrate. Due to this, the electric field pattern becomes two dimensional in
short channel devices [6]. For very small geometries, the threshold voltage
decreases with channel length. This is called short-channel effect (SCE). It can be
explained on the basis of “charge sharing” model shown in Fig. 7 [7]. Since electric
field is perpendicular to equipotential contours, it can be inferred that the depletion
charges which are in the approximately triangular regions near the source and drain
junctions, have their field lines terminated not on the gate but instead on the source
and drain junctions. These depletion charges are called “shared” charges since they
are electrically shared with the source and drain and should not be included in the
equation of threshold voltage. Therefore, the net effective depletion charge (QD)
which is to be included in the Eq. (9) decreases and is equal to charge contained in
the trapezoidal region.
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It simply means that the total bulk charge which the gate has to invert decreases
and hence the threshold voltage decreases as given by (9) [10].

VT ¼ uMS �
Qi

Ci
� QD

Ci
þ 2uF ð9Þ

where, φMS − Qi/Ci = flat band voltage, Qi = effective positive charge at the
interface, QD = effective depletion charge at the interface, Ci = capacitance of the
insulator, 2φF = surface potential. Due to this VTH roll off, the subthreshold leakage
increases.

4 Conclusion

This paper carries out thorough investigation on subthreshold leakage current of
nanometer MOSFETs and concludes that the leakage current has drastically
increased with continuous technology scaling. This increased leakage current has
resulted in increased leakage power. Due to this leakage power, very limited room
for dynamic power is left since total power for a given system is predefined.
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Implementations of Secure Reconfigurable
Cryptoprocessor a Survey

Rajitha Natti and Sridevi Rangu

Abstract One among the several challenges in the area of applied cryptography is
not just devising a secure cryptographic algorithm but also to manage with its
secure and efficient implementation in the hardware and software platforms.
Cryptographic algorithms have widespread use for every conceivable purpose.
Hence, secure implementation of the algorithm is essential in order to thwart the
side channel attacks. Also, most of the cryptographic algorithms rely on modular
arithmetic, algebraic operations and mathematical functions and hence are com-
putation intensive. Consequently, these algorithms may be isolated to be imple-
mented on a secure and separate cryptographic unit.

Keywords Trust � FPGA security � Cryptographic processor � Reconfigurable
cryptosystems

1 Introduction

There is an alarming need for securing wide area of applications of cryptography
that we use in our daily life besides military, defense, banking, finance sectors and
many more. To cater to this need innumerable products/services have been
developed which are predominantly based on encryption. Encryption in turn relies
on the security of the algorithm and the key used. The different encryption algo-
rithms proposed so far have been subjected to various forms of attacks. While it is
not possible to devise an algorithm that works perfectly well and sustains all forms
of attacks, cryptographers strive to develop one that is resistant to attacks and that
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performs well. The task is not just to propose a new algorithm but to create an
environment that improves the performance of the algorithm and that protects the
keys from attacks.

A cryptoprocessor is a specialized processor that executes cryptographic algo-
rithms within the hardware to accelerate encryption algorithms, to offer better data,
key protection. Commercial examples of cryptoprocessors include IBM 4758,
SafeNet security processor, Atmel Crypto Authentication devices. We present the
different forms of attacks possible on cryptoprocessors in Sect. 2. The implemen-
tation of cryptoprocessors on reconfigurable platform is considered in Sect. 3.

The following are the different architectures of cryptographic computing [1].

• Customized General Purpose Processor: The processor is extended or cus-
tomized to implement the cryptographic algorithms efficiently. Typical com-
mercially available solutions are CryptoBlaze from Xilinx or the AES New
Instructions (AES-NI) incorporated in the new Intel processors. [2, 3] focus on
instruction set extensions for cryptographic applications and embedded systems
respectively.

• Cryptographic processor (cryptoprocessor): It is a programmable device with a
dedicated instruction set to implement the cryptographic algorithm efficiently.
[4–6] are examples of cryptoprocessor implementations.

• Cryptographic coprocessor (crypto coprocessor): It is a logic device dedicated to
the execution of cryptographic functions. Unlike the cryptoprocessor it cannot
be programmed, but can be configured, controlled and parameterized.

• Cryptographic array (crypto-array): It is a coarse grained reconfigurable archi-
tecture for cryptographic computing (Fig. 1).

1.1 Motivation

A number of reconfigurable systems have been developed since the 1990s, as they
offer strong protection of IP, better protection of key data against vulnerabilities, by
integrating functions in software layers into hardware i.e., to System on Chip

Fig. 1 Architecture of
cryptoprocessor [1]
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(SoC) or field programmable gate array (FPGA) or application specific integrated
circuit (ASIC) depending on functionality. Reconfigurable systems have the ability
to hardwire the keys i.e., they can be ‘zeroized’ and can be unseen by world. They
are tamper resistant and offer trust.

Reconfigurable systems are more adaptable to applications at low production
cost. Video games and all microprocessor unit embedded systems like home
appliances and those found in vehicles are examples. They have their use in telecom
applications to handle high speed data stream, in rapid prototyping and emulation,
in image and signal processing and many more.

1.2 Novelty and Significance to State of the Art

As software security cannot prevent against hardware attacks, secure processor
architectures have been proposed. We identify problems ignored by the current
cryptoprocessors like security of interconnects; secure booting, secure key man-
agement with focus on lightweight cryptography and post quantum code based
cryptography.

The state of art reveals that cryptoprocessor have been implementedwith respect to
applications [3] or to address specific issue for instance to overcomeDPA attack [7] or
Cryptoprocessor for SDR etc. or cryptoprocessor for a particular algorithm [8, 9].

1.3 Applications of Cryptoprocessors

Numerous applications of cryptoprocessor exist. Cryptoprocessors can be used in
Automated Teller Machine Security, E-commerce applications, smart cards, wire-
less communication devices, resource constrained devices such as sensors, RFID
tags, smart phones, smart cameras, digital rights management, trusted computing,
prepayment metering systems, pay per use, banking, military and defense
applications.

1.4 Importance of Security in Hardware Processes

The secure development of software processes has led to the need for inclusion of
security as an aspect to software development lifecycle. This is done as a part of the
training phase at the beginning of the SDLC as per Microsoft Security Development
Lifecycle.

Similarly, there is a need to incorporate security activities into all phases
of development lifecycle for hardware processes. Cryptographic hardware is
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vulnerable to both software and hardware attacks and hence security needs to be
considered as an integral part of product lifecycle.

Security Assurance is one of the important parameters for many embedded
applications which are lightweight and resource constrained. The emergence of
system on chip, network on chip applications has further fuelled the need for
security assurance. Hence the software development lifecycle has been adapted to
hardware in [10] as depicted in Fig. 2.

2 Attacks on Cryptoprocessor

The different forms of hardware attacks of algorithmic implementations on cryp-
tographic devices in literature have been identified as given below

(i) Side Channel Attack: A study of the literature reveals that a major amount of
research has been expended during the last decade on side channel attacks
and countermeasures. Side channel attacks can happen in one of the fol-
lowing ways:

(a) Timing Analysis: Time required by the device to perform
encryption/decryption can be used to get additional data to perform an
attack.

(b) Electromagnetic analysis: It is based on the electromagnetic radiation
from the circuit that executes the encryption/decryption algorithm.

Fig. 2 Incorporating hardware SDL checkpoints into the PLC [10]
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(c) Power Analysis: Power consumed by the device implementing the
algorithms can be used to perform the attack. It can be of the form
Simple Power Analysis or Differential Power Analysis.
Side channel attacks and countermeasures can be found in [11–14]. Side
channel attack on bit stream encryption of Altera Stratix II and Stratix III
FPGA family in the form of black box attack can be found in [11]. To
combat IP theft and physical cloning bit stream encryption is used.

(ii) Fault Injection Attacks: involves inserting fault deliberately into the device
and to observe erroneous output.

(iii) Counterfeiting: is to use your name illegally on a clone.
(iv) Insert Trojan Horse: is a common method used to capture passwords.
(v) Cold boot attack: is a technique to extract disk encryption keys [15].
(vi) Cloning: in which your design is copied without knowing how it works.
(vii) Reverse Engineering: is finding out how the design works.
(viii) Steal IP: IP is stolen either with the intention to sell it to others or to reverse

engineer.

Another classification of attacks on cryptoprocessor as mentioned in [16] is as
follows:

2.1 Invasive

Invasive attack gives direct access to internal components of the cryptographic
device. The attack can be performed by manual micro probing, glitch, laser cutting,
ion beam manipulation etc.

2.2 Local Non Invasive

This form of attack involves close observation to operation on the device. The side
channel attacks listed above may be considered as an example of such an attack.

2.3 Remote Attacks

Remote attacks involve manipulation of device interfaces. Unlike the previous
attacks these attacks do not need physical access. API analysis, protocol analysis,
cryptanalysis are examples of such an attack. While API analysis is concerned with
cryptographic processor, cryptanalysis involves finding out the flaws in the algo-
rithms primitives.
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3 Implementations of Cryptosystems

There is a growing interest in devising cryptographic hardware that is resistant to
the attacks mentioned in Sect. 2, side channel attacks in particular. Security in the
digital world is primarily fulfilled by using cryptography. Numerous optimizations
have been proposed and implemented for enhancing the performance and efficiency
of the cryptographic algorithms that serve the innumerable applications in various
fields. We present few such algorithms which have been implemented on FPGA
and also on ASIC in certain cases. The significant consideration of most of them is
time area product, besides analysis related to side channel resistance, amount of
hardware resources utilized etc.

3.1 Symmetric Key Algorithm Implementations

We now discuss few implementations of symmetric key cryptographic algorithms
on FPGA. Cryptoraptor [17] considers high performance implementation of set of
symmetric key algorithm. The architecture comprises of processing elements
(PE) linked by connection row (CR). The PE has independent functional units for
arithmetic, shift, logical, table look permutation and operations. Multiplication is
limitation due to the limited addressing structure of table look-up unit (TLU). It also
lacks support for varying modulo in modular arithmetic operations.

Implementation of AES, RC5 and RC6 block cipher algorithms is considered in
[18] in which they discuss area analysis and power consumptions.

3.2 Implementations of Asymmetric Cryptographic
Algorithms

Many implementations of the asymmetric cryptographic algorithms exist with
optimizations to address the needs of embedded system applications. Tim Erhan
Guneysu in [19] investigates High Performance Computing implementation of
symmetric AES block cipher, ECC and RSA on FPGA (Table 1).

Table 1 Characteristic of ECC and RSA crypto blocks [23]

Feature ECC (146 bits) RSA (1024 bits)

Frequency (MHz) 50 28

Logic size (slices) 3,036 4,595

Execution time 7.28 ms (scalar multiplication) 58.9 ms (decryption with 1024-bit key)
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3.3 Implementations of Hash Functions

Hash functions are used for authentication, for providing data integrity and along
with public key algorithms as digital signatures. MD5, SHA1, SHA-512 are
prominent hash digest algorithms. BLAKE is one of the candidates of SHA3 and
Keccak is SHA3 finalist which is based on sponge structure (Table 2).

3.4 Implementations of Lightweight Cryptography

For the fast growing applications of ubiquitous computing, new lightweight cryp-
tographic design approaches are emerging which are investigated in [20].

FPGA implementation on low cost Spartan III of ultra light weight cryptographic
algorithm Hummingbird is considered in [21]. Hummingbird has its application in
RFID tags, wireless control and communication devices and resource constraint
devices (Table 3).

3.5 A Glance on Code Based Cryptography
and Its Implementations

Encryption with Coding Theory by Claude Shannon as basis is used in McEliece
and Niederreiter which are considered as candidates for post quantum cryptosys-
tems. McEliece is based on binary Goppa Codes which are fast to decode. McEliece
and Niederreiter differ in the description of the codes. While the former cannot be
used to generate signatures the later can be used (Table 4).

Table 3 Implementation results of PRESENT-128 [20]

Cipher Block
size

FPGA
device

Maximum
frequency
(MHz)

Throughput
(Mbps)

Total
equiv.
slices

Efficiency
(Mbps/slice)

PRESENT-128 64 Spartan-III
XCS400-5

254 508 202 2.51

Table 2 Comparison of hardware implementation of Hash functions [24]

Algorithm Technology Area Frequency (MHz) Throughput
(giga bits per second)

Blake-512 [25] FPGA Virtex 5 108 slices 358 0.3

Keccak-1600 [26] FPGA Stratix III 4684 LUT 206 8.5
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4 Conclusion and Open Problems

A study on existing approaches to software engineering for hardware processes is
considered in this paper besides investigating the general characteristics, imple-
mentations and uses of reconfigurable cryptoprocessors.

One of the challenges is the remote attacks (in the form of API attack) on
cryptoprocessor which may be passive or active and which unlike the physical or
invasive attacks doesn’t need any contact with the implementation unit.

We need to focus on the formal tools for verification and validation of hardware
design processes. The metrics that can be used for assessing the performance is still
limited to throughput which again is platform, algorithm and application dependent
and not generic. Hence the comparison of the algorithm performance cannot be
judged very easily. There is a lot of scope on the adaptation of the process
development lifecycle with respect to hardware or embedded software.

Wollinger et al. [22] discuss on the architectures of programmable routing in
FPGA in the form of hierarchical and island style. FPGA security resistance to
invasive and non-invasive attacks is still under experimentation as new attacks are
devised before existing attacks are solved.

Much of the work on cryptoprocessors is specific to the application domain or to
address a particular form of attack and is not generic to cater to many applications
unless customized.

Key management in general is not considered as part of the cryptoprocessor
implementation. Several designs of cryptoprocessors are proposed and imple-
mented but still fully functional cryptoprocessor designs addressing integrity, key
generation, key management, privacy of both symmetric and asymmetric cryp-
tosystems is still a challenge.

Acknowledgments This work has been carried out as a part of Ph D under TEQIP-II.

Table 4 McEliece
decryption implementations
[27]

Property Spartan-3an Virtex-5

Slices 2979 1385

BRAMs 5 5

Clock frequency 92 MHz 190 MHz

Clock cycles 94,249 94,249

Decryption latency 1.02 ms 0.50 ms

Security 80 bits 80 bits
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Mitigating and Patching System
Vulnerabilities Using Ansible:
A Comparative Study of Various
Configuration Management Tools
for IAAS Cloud

Sanjeev Thakur, Subhash Chand Gupta, Nishant Singh
and Soloman Geddam

Abstract In an organization, Configuration management is an essentially impor-
tant technique for assuring that the desired configuration are intact all the time.
Configuration keeps an eye on management and consistency of a software product’s
versions, update etc. Currently many system administrators manage and maintain
their systems using a collection of batch scripts. Ansible replaces this plodding and
makes application deployment over cloud very simple. In this paper we will
understand and exploit Ansible’s true potential. We will write playbooks for
patching system vulnerabilities and also understand the advantages of using
Ansible.

Keywords YML � Configuration management � Chef � Puppet � Ansible

1 Introduction

A Large number of IT organizations depend on golden images, manual procedures
and custom scripts to perform repetitive tasks. Since these IT Organizations are
spanned across the globe with large teams, these techniques are difficult to maintain,
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track and keep up. This would result in diminished profit and low productivity. To
overcome this issue, configuration management came into the rescue of IT organi-
zations around the globe. There are numerous meanings of configuration manage-
ment and variety of conclusions on what it truly is. Configuration management is a
procedure of anticipating, recognizing and confirming the change in a product.
Configuration management is built with the intentions to remove error and confu-
sions caused by any kind of mismanagement of version upgrades, deployment,
maintenance etc. It deals with holding the inexorable change under control [1].

Configuration management is a discriminating foundation of IT automation, it
provides tools which permit you to deal with the packages, configure files and many
different settings that prepare servers to do their allotted tasks. If automated con-
figuration management is not implied in such scenarios then one has to do all the
above mentioned tasks probably manually or with batch scripts. It’s not only time
consuming but also inclined to human mistake. Automating configuration man-
agement reduces a ton of manual work and makes more noteworthy reliability along
with consistency. Configuration management is additionally about rolling out any
improvements to the system in a sorted out way so that your servers are adjusted
deliberately and effectively, while representing connections between system ele-
ments [2].

A system vulnerability is considered to be as a major security hole in the
deployment process. Administrators around the world keep a sharp eye on the state
of the system but the stock machine really needs to be secured first even before the
context of the system changes afterwards. Before automation came into light, the
administrators faced a huge challenge of writing the batch scripts and then running
them manually on each system. Moreover this task is also prone to errors since the
administrator might just forget to patch a few open ports or just forget a script to
run. To help administrators with the initial patching of servers we use a Ansible
Playbook which securely patches all the systems in one go.

2 Need for a Configuration Management Tool

The first question that arises while dealing with configuration management is the
fact that why automate the whole process. To begin with, administrators have been
overseeing the system deployment and configurations with the help of shell scripts
or some per-configured system image. These methodologies do provide us with a
standardized technique of building the system but at the same time disallow us from
keeping the system at desired state. Of-course we can reach the fancied state with an
extraordinary script, however this script won’t let you know when design float
happens because of little manual changes or mechanized overhauls. Moreover this
script is also not able to reset the server to the right state. Cloud moreover is
considered to be an expanding framework and if you are using scripts to manage
your systems then it only increases the already complicated tasks. Writing manual
custom scripts give rise to a lot of problems which include [3].
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Human mistakes, Delicacy in custom made scripts, Custom made scripts might
not be easy to understand, Unsalable, Unpredictable nature of script.

Automated configuration management takes out a considerable measure of
manual work, and makes more noteworthy steadfastness and consistency. The
administrator simply needs to notify the configurations he wants and the configu-
ration management system roles them on to the servers and bring them back to the
desirable states. Operations including upgrades, monitoring, status checking are all
performed at a swift speed and even in a case of failure the administrator is notified
specifically. One can rapidly check that the staging environment are arranged the
same as production environment. Clearly, the benefits of automation are foreseen
since it makes the whole process highly efficient and more productive.

3 Kick Starting Configuration Management

When it comes down towards the bare question of how to actually begin with
configuration management, the answer is starting ‘small’. One needs to begin with
the things that are repetitive in nature and also more inclined toward errors. To dig
deeper into automated configuration management, choosing a small problem in a
system controlled by you is highly proactive in nature since it is isolated from the
outside environment and saves time [4].

A numerous amount of system administrator start from automation of SSH,
DNS, NTP, Squid etc. i.e. the regular practices which consume a huge amount of
time. Apart from these tasks, application deployment, applying fixes and upgrades
can be carried out too. Evaluation of capabilities and levels of integrations offered
by a configuration management tool needs to be performed before implementing it
for the business, and this must be done in such a way that it fulfills the intended
purpose. The technology must also be chosen with ability to scale with the growing
demands. The configuration management tool should be able to meet the following
needs: Assist the cardinal configuration management along with composite tasks,
Backings current use cases along with the technical roadmap, Should be able to
provide pre-configured solutions and Inserts right in the automation tool series.

4 Ansible

Ansible is a fundamentally basic automation engine that automates configuration
management, provisioning in cloud, intra-service orchestration, application
deployment, and many other IT needs. It is designed for multi-tier deployments.
Ansible models the IT framework by portraying how the majority of systems relate
with each other, instead of simply dealing with only one server individually.
Ansible is agentless and has no extra custom made security infrastructure which
makes it very easy to deploy. Moreover it uses YAML for writing playbooks which
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permits the depiction of automation jobs in a manner that corresponds to simple
English. It also supports idempotency and makes changes noticeable. Ansible is
designed with the aim of being less difficult and simpler to comprehend. Since it
utilizes an agentless structural engineering, the need of bootstrapping machines
with a client vanishes. Apart from this, it uses a straightforward easy to understand
file formatting which can be understood both by system administrators as well as
developers [5]. Initially tools like “SmartFrog” where used in practices but it didn’t
supported continuous delivery, later more configuration management tools rolled up
like Puppet and chef. Ansible on the other hand is the advanced ad hoc execution
engine and is considered to be the 3rd generation configuration management tool.
Ansible uses modules to be pushed on the nodes which are being managed. The
modules are basically small programs which are composed with resource models of
the coveted state of node. After this Ansible executes these modules using a SSH
connection by default and automatically removes them when the tasks get com-
pleted. The library which contains modules can dwell on any machines and no
daemons, servers or databases are needed for this purpose. The basic architectural
working is shown as in Fig. 1.

There are three key concepts on which Ansible rely upon which includes
Inventory files, Playbooks and Modules. Moreover Ansible also lets the flexibility
to call inventory files from Rackspace, Amazon EC2 instances etc. Ansible also
allows the placement of this inventory file in anywhere as you like [6].

After the inventory files, comes the Ansible Playbooks. Playbooks permit the
organization of configurations and management in a very straightforward, intelli-
gible “.yaml” files. Playbooks consists of tasks which are known as plays written in
YAML files.

Ansible provides abstraction by implementing modules. In numerous ways, this
is the place the genuine power in Ansible untruths. Ansible has the capacity to make

Fig. 1 Ansible mode of operation
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framework administration idempotent by abstraction of states and commands in
modules. This is an imperative idea that makes configuration management tools
significantly more capable and protected than something like a run of the mill shell
script. It is sufficiently testing to compose a shell script that can arrange a frame-
work (or bunches of frameworks) to a particular state. It is greatly difficult to
compose one that can be run over and again against the same frameworks and not
break things or have unintended symptoms. At the point when utilizing idempotent
modules, Ansible can securely be run against the same frameworks over and over
without fizzling or rolling out any improvements that it doesn’t have to make [7].

5 Comparison with Other Configuration Management
Tool

Configuration management tools are designed with the aim to simplify configura-
tion and management of hundreds or even thousands of servers placed around the
world. There are a variety of tools available in the IT industry which perform
configuration management for such large server farms both on premises or in the
cloud. We study some of the best 3rd generation tools for configuration manage-
ment tools and give our reasons why Ansible is the best tool out there.

5.1 Puppet

Puppet is considered to be the most intact when it comes to modules, actions and
user interfaces. Puppet consists of simple and nice language which describe the
nodes. Puppet speaks to the entire picture of server farm arrangement, enveloping
pretty much every working framework and offering profound instruments for the
primary Operating systems. Puppet works on the basis of client and server basis.
Puppet supports both GUI as well as CLI. Puppet provides a dashboard in GUI
which can be accessed via web and this gives the flexibility to orchestrate from
anywhere. Command line interface (CLI) is quite is clear and permits the module to
be downloaded and establishment by means of the ‘puppet’ command. At that
point, alterations made on the configuration files are obliged to customize the
module for the correct task. Moreover Puppet do gets slow from time to time
whenever the number of clients increase, the common defect of client server system
[8, 9]. Many administrators prefer running it in the masterless mode where the
manifests are put inside git or bit-bucket (version control systems) and later rolled
out on every hosts they manage. This can be scheduled as a cron job too.
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5.2 Chef

Chef is quite alike to Puppet in most of its ideas. It constitutes of a Central server
and agents which reside on the nodes being managed. This clearly states that Chef
unlike Ansible is not agent-less and requires agents to be explicitly installed over
the nodes. Moreover, Chef requires a workstation to oblige the central server.
Installation of the agents can be done by the help of ‘knife’ which basically
employees SSH connection. Authentication is done using certificates. Chef con-
figure revolves mostly around the popular version control system, Git. Chef
provides a web interface, however it does not provides the capacity to change
configuration. It lacks far behind Puppet’s web interface, yet takes into account
the node organization and inventory control. Chef also has a huge collection of
modules and scripts which are termed as ‘recipes’ which depend vigorously on
Ruby. This is a reason Chef is very appropriate in development-centric infras-
tructures [10].

5.3 Salt

The Command line interface of Salt is quite closely related with Ansible’s CLI and
makes use of the push method to communicate with client. But similar to Puppet it
follows a basic client and server architecture. Git or Package managers can be used
to install this system. The nodes are referred as minions. Salt support multiple level
of servers which helps to increase the redundancy. The master-level server can
control the slave servers which directly control minions. Also, the minions can
directly contact the master servers which allows direct correspondence between
master and slave. On the downside, Salt is still very buggy and under improvement.
The web interface lacks a lot of feature as compared with other systems [11]
(Table 1).

Table 1 Various configuration management tool and their attributes

Configuration management tools Agent based Architecture License Language

Ansible No Rapid deployment GPL Python

Puppet Yes Client-server Apache Ruby

Chef Yes Client-server Apache Ruby

Salt Both Client-server Apache Python
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6 Patching System Vulnerabilities Using Ansible

Any prepared system administrators can let you know that as you develop and include
more servers and designers, client organization unavoidably turns into a weight.
Keeping up customary access gives in the earth of a quickly developing startup is a
daunting task. Whenever a system administrator is asked to setup new servers for the
purpose of deployment, the first task that he does is to patch up the sever to get rid of
any kind of vulnerability. But imagine doing this on hundreds or even thousands of
servers using scripts is a very tedious task and also quite prone to errors. So the first
few minutes on the server could seem like a nightmare. This task can be done in the
first 5 min while being on a control node and the idea is to automate. Ansible allows
all this in just a fewminutes as desired. In this section we explore the shear strength of
Ansible by deploying a full playbook onto a EC2 Ubuntu server placed in cloud.
Ansible recommends the use of a flexible directory structure which involves sub
divisions into roles and modules. A system administrator want to perform a serious of
tasks which could take a lot of time if done using the shell scripts individually.
A typical system administrator logs in the server and sets the root password first. Then
creates a user account followed by securing the SSH. Then he usually adds the SSH
keys used by his team onto the servers. When done with this, the administrator sets up
automatic security updates while locking the firewall down. Some system adminis-
trator also configure a log service to deliver the server logs on daily basis.

In this paper we are using an EC2 Ubuntu 14.04 image from the Amazon web
services cloud for deploying it on cloud. We will be connecting to this server from a
local control node running Ubuntu on-premise. Since Ansible works upon SSH and
doesn’t require any other agent on the host machine, the first thing which needs to
be done is to generate a ssh keygen for the purpose of authentication. The public
key is stored on the EC2 Server placed in cloud inside the secure ssh directory. The
playbook structure is simple to understand as shown in Fig. 2.

Fig. 2 The playbook structure defining all the roles
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The tasks defined in Fig. 2 are self-describing and understandable even to a
novice programmer. We write the below playbook for the implementation purpose
of this research. The playbook is defined as consisting of tasks or more specifically
plays which are executed one step at a time. This makes the playbook secure and
consistent with its overall workflow.

The playbook is executed on the control node, this node can be even accessed
from a remote machine over ssh channel. Our playbook patches most of the
common vulnerabilities which exists on a stock machine. The output from the
successful run of this playbook is depicted in Fig. 3.

Fig. 3 Playbook resulting changes
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7 Conclusion

This paper introduces Ansible as one of the most upcoming configuration man-
agement tool in the IT industry. We give our reasons to show why Ansible is
prominently a better solution than other tools which involve more complexity. With
the major emphasis laid on the simplicity, Ansible supports a wide variety of rapid
deployments and quick fixes offerings. Some of the major advantages we noticed
about Ansible included idempotency, declarative nature, re-usability, extensibility,
immediate rollouts, staggered push and workflow push, cloud integration and many
more. We wrote a playbook which showed the agility of Ansible over cloud
platform. This gives a clear idea of the working and syntax of Ansible’s playbook
automation. Some of the minor drawbacks which are still being perfected is the
constant demand for a windows support. The windows support is currently being
incorporated upon and apart from this, a compliance report feature of many pull
based system can also be integrated with some extra efforts.
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Adaptive Fractal Image Compression
Based on Adaptive Thresholding
in DCT Domain

Preedhi Garg, Richa Gupta and Rajesh K. Tyagi

Abstract The encoding procedure for fractal image compression consumes up
huge amount of time due to enormous number of search operations through domain
pool. Sequential search continues till a best harmonious block is found for a range
block. Domain pool reduction, an adaptive fractal image encoding method is one
solution to overcome this computational complexity. The use of variance domain
selection in DCT domain with lesser operations for domain-range comparison is
fruitful. In this paper, variances of range and domain blocks are compared and only
domain blocks under a threshold value are taken. To further optimize the perfor-
mance, adaptive thresholding in quadtree partitioning is applied in ally with vari-
ance domain selection approach. Experimental results show that executing the
proposed method on grayscale images shortens the encoding time and improves the
PSNR.

Keywords Fractal image compression � No search � DCT domain � Variance
domain selection � Adaptive quadtree partitioning

1 Introduction

Encoding images compactly has a vital role in minimizing the space for mass
storage of digital images and in fostering communication channel for faster trans-
missions Fractal image encoding uses important property of fractals known as
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self-similarity within images [1]. This novel idea of fractal image compression
ensures high compression ratio, fast decompression. Fractal encoded images
include beneficial properties which make this technique more powerful and
demanding. The decoded image is resolution independent because of multiresolu-
tion property of fractals [2].

The idea originally introduced in 1988 by Barnsley et al. was based on Iterated
Function System which encodes the image with the aid of affine transformations
[3]. His idea was based on the principle that whole image is a fractal [4].

Further in 1989, Jacquin [5] utilized the self-similarity characteristic within
images and achieved high compression ratio based on Partitioned Iteration Function
System (PIFS). Fractal Image compression shows unsymmetrical behavior [6] for
encoding and decoding procedures. Fractal image compression was firstly applied
in spatial domain where each and every original pixel of the image got manipulated
[7]. Spatial domain works by considering each single pixel of range cell and finding
the best possible match for the pixel in domain cell. In 1994, Monro and Woolley
[8] implemented no searching approach in spatial domain to vanquish the enormous
encoding time of fractal image encoding. Non search technique attempts to search
for an optimal position for a domain block on range block [9].

In full searching, the domain pool is created using a sliding window which
moves in horizontal and vertical directions with integral step equals to 1, starting
from top left corner and ending at bottom right corner of the original image [10].
A fast no search technique is introduced by Furao and Hasegawa [11] to eliminate
search over domain pool by fixing location of range cell on domain cell. A faster
technique was applied by combining no search algorithm with adaptive quadtree
thresholding.

The traditional quadtree portioning was suggested by Fisher [12] which divides
the range block into four sub squares when it is not perfectly matched with domain
block. Adaptive quadtree portioning incorporates the use of adaptive tolerance at
each level of decomposition.

In 1996, Thao [13] in his work has described the use of DCT domain for its
capability of concision of information. The basic operating principle of DCT is to
disintegrate the image into segments which provides fewer transform coefficient
with better signal approximation [14]. DCT domain allows rapid application of
symmetrical operations and RMS distance measure is more accurate with DCT
coefficients [15, 16]. Mehdi and Hamid [17] proposed a knack skill of performing
non search fractal image compression under frequency domain using the concept of
DCT. To wave off the long encoding time, DCT was applied to range and domain
blocks and then no search algorithm are executed.

Chong and Minghong [18] brought in the concept of adaptive search of
removing the incompetent domain cells so as to foster the speed of image com-
pression. Hasan and Xingqian [19] introduced the various adaptive approaches
which include reducing the complexity as well as the number of similarity com-
putation to reduce the encoding time.

In this paper, a new approach of adaptive fractal image compression using
variance domain selection is put forward with no need of doing any search.
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The proposed algorithm will also take into consideration the effect of using
adaptive thresholding in quadtree partitioning. The combined algorithm will save
the search time and raise the compression ratio with image quality as much as
possible. Comparative results will be shown for propose algorithm with the
baseline method which includes only non search fractal image compression in
DCT domain.

Following section throws light on searchless algorithm in DCT domain.
Section 3 puts forward the concept of quadtree partitioning and also the affect of
using adaptive thresholding for the same. This section is organized to talk about
zero means intensity level approach, reduced domain size method, range exclusion
method and reduced domain pool method also known as variance domain selection
method. Finally, Sect. 4 outlines the proposed algorithm with detailed steps
describing the working of the algorithm. Proposed method will be taking up
variance domain selection approach with adaptive thresholding. Experimental
results and conclusion follows the Sect. 4.

2 Searchless Encoding in DCT Domain

The information compacting capability of discrete cosine transform acts as bene-
ficial advantage for fast and easy compression of the images [15]. The DCT of a
discrete 2D function is computed using Eq. (1).

F u; vð Þ ¼ a uð ÞaðvÞ
XM�1

x¼0

XN�1

y¼0

f x; yð Þcos 2xþ 1ð Þ pu
2M

h i
cos 2yþ 1ð Þ pu

2N

h i
ð1Þ

And inverse 2D transform is calculated using Eq. (2)
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where x, u = 0,1,…, M − 1 and y, v = 0,1,…, N − 1 and aðuÞ ¼
1ffiffi
2

p ; u ¼ 0
1; u 6¼ 0

�

If DCT Eqs. (1) and (2) are applied on block of size B × B then it will give B × B
dc coefficients. The frequency transform of whole image turn the small coefficients
of edges into zero and consumes up great amount of encoding time. As long as cell
size increases, the count of DCT coefficients also keep on increasing which affects
the encoding time [17].

The no search fractal image encoding technique based on DCT domain is por-
trayed in the Procedure 2.1.
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Procedure 2.1 No search fractal image encoding in DCT domain procedure

• Divide the original image into range blocks of size B × B and into domain
blocks of size 2B × 2B.

• Apply DCT transform to range and domain cells.
• Calculate mean of range block and of four neighboring pixels of domain blocks.
• Choose a value for threshold TH.
• For each range block

– Set the range block on the domain block at position (rowR − B/2, colR − B/2)
– Calculate error using Eq. (3)

E R;Dð Þ ¼
Xn
i¼1

sdi þ o� rið Þ ð3Þ

– where R and D are the mean value of range and domain block respectively, s
is scaling factor and o is contrast scaling.

– If E R;Dð Þ\TH then store the dc coefficient which is Frð1; 1Þ.
– Store the best scaling offset by considering Fr 1; 1ð Þ ¼ Fd 1; 1ð Þ ¼ 0.
– Otherwise perform the quadtree partitioning on range cells.

The dc coefficient of range cell, Fr 1; 1ð Þ and domain cell, Fdð1; 1Þ are computed
using Eq. (1). Setting the range cell on the domain cell at position (rowR − B/2,
colR − B/2) as it gives good reconstruction fidelity [17].

3 Adaptive Thresholding

High flexibility and low overhead of segmenting the range blocks is being pro-
vided by quadtree partitioning. The conventional theory of Yuval Fisher [12]
suggests the pre-fixing of threshold value by expert experiences for range-domain
cell matching.

The working of quadtree partitioning is based on tree structure. The root node
represents the original image and its 4 child nodes depict the sub blocks called
range blocks [20]. And each child node correspondingly has 4 child nodes which
act as sub range blocks. The maximum depth of the tree and maximum allowable
fixed threshold is aforementioned this procedure. Partitioning algorithm iterates
until maximum depth of the tree is achieved [20]. Adaptive thresholding tech-
nique introduced by Liangbin and Lifeng [19] considers the features of input
image and sets the adaptive threshold value accordingly. Another adaptive
thresholding method introduced by Furao et al. [11] suggests adaptive RMS
tolerance. A linear equation is used to change the tolerance at each
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decomposition level which is shown in Eq. (4) where n denotes the nth
decomposition level.

Tnþ1 ¼ 2Tn þ 1 ð4Þ

The outlined Procedure 3.1 depicts the summary of the adaptive threshold in
quadtree encoding algorithm.

Procedure 3.1 Adaptive thresholding in quadtree encoding procedure

• Read an original image as input of size 512 × 512.
• Generate range blocks and domain blocks of size B × B and 2B × 2B

respectively.
• Set an initial value for the adaptive tolerance.
• For each range block

– Match the range block with domain block and calculate RMS for current
range block and domain block by using Eq. (3).

– If RMS < Adaptive Tolerance then save the IFS parameters.
– Otherwise apply quadtree partitioning to range block and repeat this step.

4 Proposed Algorithm

The fundamental Image compression with the help of Domain Pool Reduction FIC
based on no search algorithm in DCT domain includes an encoding procedure as
well as decoding procedure. The encoding procedure aims at reducing the encoding
time while maintaining the image quality and takes as input the original image to be
compressed and present the IFS code. On the other hand, the decoding procedure
decodes the IFS code (input) into the decoded image.

Algorithm 5.1 Searchless fractal image compression using variance domain
selection approach in DCT domain algorithm

• Load the original image of size M × N into an array.
• Generate all the non overlapping range blocks of size B × B.
• Generate all the domain blocks of size 2B × 2B.
• Choose an initial threshold value for quadtree partitioning.
• Choose a standard threshold for variance domain selection.
• Set the adaptive thresholding equation for each decomposition level of quadtree

partitioning.
• For each range block

– Compute its mean value r and variance Vr value using Eqs. (1) and (2)
– Calculate the variance for each domain block in domain pool and store it

in Vd.
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– Verify the condition using Eq. (3), if condition is true then keep the domain
block and

Perform no search in DCT domain using Procedure 2.1
Execute Procedure 3.1 if domain block does not match.

– Otherwise discard the domain block

• Generate the IFS code with the help of Huffman coding using scaling parameter
s and dc coefficient of the range block.

• At decoding side, load the IFS code and decode it using Huffman decoding and
generate the decoded image.

5 Experimental Results

To accentuate the encoding time with constant quality of the decoded image, the
proposed algorithm is compared with baseline method i.e. without variance domain
approach and adaptive thresholding. The results are also shown for domain pool
reduction method with fixed threshold for quadtree partitioning. The values are being
encoded using 2 bits for scaling parameter and 8, 7, 7, 7 bits for dc coefficient at each
level of decomposition of quadtree partitioning respectively. The maximal size of the
range block is taken to be 16 × 16 whereas 4 × 4 is taken to be minimal size.

For all the algorithms, the decoded image is obtained with the same number of
recursions of the encoded affine transformations. The simulation of the proposed
method is done using MATLAB 7 on computer with A8 AMD processor and
Windows 7 operating system. The tested images are the grey scale images of size
512 × 512 8 bpp. The suggested algorithm is 1.2 times faster than baseline algo-
rithm with approximately same PSNR. The initial value for the adaptive thresh-
olding is taken to be t = 1 and is varied using Eq. (4). Also the standard threshold
value for variance domain selection can be 10–50 [11]. In the experiment performed
the value is taken to be SDTH = 25. Table 1 depicts the comparison values for
proposed algorithm and baseline algorithm. It can be seen in the table that encoding
time has been decreased and also compression ratio have been increased signifi-
cantly. The results for the baseline algorithm are being quoted from [17].

Table 2 shows the result for proposed method with fixed threshold having
SDTH = 25. The encoding time is about 2 times faster than the baseline algorithm
with higher compression ratios. For this case, one can obtain higher performance
but the image quality falls down significantly.

Table 1 Comparison of
proposed algorithm and
baseline algorithm

Baseline algorithm Proposed algorithm

CR ET (s) PSNR CR ET (s) PSNR

Lena 41.15 18 29.44 19.88 17.22 30.82

Baboon 5.87 157 23.17 7.45 41.41 22.33

Peppers 9 26 32.12 14.95 21.18 29.84
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The initial value for the adaptive thresholding in quadtree partitioning can be
varied to get different values for performance analysis parameters. The values are
being shown in Table 3 where initial value is varied and results are being noted.

Table 2 Performance
parameters for propose
algorithm with fixed threshold

Proposed algorithm with fixed
threshold

CR ET (s) PSNR

Lena 25.54 12.95 29.13

Baboon 8.64 35.88 21.07

Peppers 23.62 15.23 28.16

Table 3 Effect of different
value of initial adaptive
threshold on Lena image
using proposed method

T (initial value) CR ET (s) PSNR

−1 5.33 64.99 31.79

−0.5 6.32 50.27 31.78

0 11.00 31.58 31.56

0.5 15.26 23.39 31.21

1 19.08 18.88 30.82

2 28.01 13.42 29.88

3 36.56 10.16 29.07

Fig. 1 Graph showing change in compression ratio and encoding time wrt t (initial threshold) for
Lena image
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With decreasing value for t, PSNR and encoding time increases, also compression
ratio decreases. We need to set such an initial value that it gives good image quality
with minimal encoding time which is obtained at t = 1 as depicted in Fig. 1.
Therefore, for Tables 1 and 2 we have taken the same initial value for adaptive
thresholding.

The experimental results for adaptive non search fractal image compression in
DCT domain with adaptive thresholding in quadtree partitioning is shown in
Fig. 2 for images of Lena and Baboon. Figure 2a, b shows the original images
for Lena and Baboon respectively whereas (c) and (d) are the decoded images
for both.

Fig. 2 Experimental results of proposed method: a and b are original images and c, d are decoded
images
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6 Conclusion

The most distinctive benefit of using the algorithm that is put forward in this paper
is the combination of reduced domain pool and non search mode with adaptive
decomposition. As results have proved, by directly assigning less number of
domain blocks to each range cell for matching, the search time can be shortened.
This communication comes up with the implementation of adaptive no search
fractal image compression using adaptive thresholding in DCT domain so as to
improve performance. The selection of initial value for adaptive thresholding has
also been discussed in this paper. Degradation in image quality has been observed
with fixed threshold in quadtree partitioning as compared with adaptive threshold.
Moreover, the proposed algorithm improves the compression ratio with the PSNR
as much as similar. To further vanquish the encoding time with same image quality,
the new algorithm could be implemented using Fast DCT and Real DCT.
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Improved Resource Exploitation
by Combining Hadoop Map Reduce
Framework with VirtualBox

Ramanpal Kaur, Harjeet Kaur and Archu Dhamija

Abstract MapReduce is a framework for processing huge volumes of data in
parallel, on large groups of nodes. Processing enormous data requires fast coor-
dination and allocation of resources. Emphasis is on achieving maximum perfor-
mance with optimal resources. This paper portraits a technique for accomplishing
better resource utilization. The main objective of the work is to incorporate virtu-
alization in Hadoop MapReduce framework and measuring the performance
enhancement. In order to realize this master node is setup on physical machine and
slave nodes are setup in a common physical machine as virtual machines (VM), by
cloning of Hadoop configured VM images. To further enhance the performance
Hadoop virtual cluster are configured to use capacity scheduler.

Keywords Hadoop � MapReduce � HDFS � Virtualization � Cluster

1 Introduction

Everyday 2.5 quintillion bytes of data is produced in structured, semi structured and
unstructured formats [1]. With the explosion this Big Data, companies are now
focusing on controlling data, to support the decisions making for their future
growth. The intricacy of today’s analytics requirements is beating the existing
computing capabilities of legacy systems. Apache Hadoop software library
framework provides simple programming model that permits distributed processing
of large datasets within clusters [2]. It is capable of scaling up from single server to
thousands of physical machines, where each machine offers its own local compu-
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tation and storage resources. Hadoop library has been designed to identify and
control failure at the application layer only instead of depending on hardware for
high-availability. It is self-managing and can easily handle hardware failure. HDFS
which is the distributed file system of Hadoop for cheap and reliable data storage
and MapReduce Engine which provides high performance parallel data processing,
are the two major components of Hadoop. In addition Hadoop can scale up or down
its deployment with no changes to codebase.

With its distributed processing, Hadoop can handle large volumes of structured
and unstructured data more efficiently than the traditional enterprise data ware-
house. While first deployed by the main web properties Hadoop is now widely used
across many sectors including entertainment, healthcare, government and market
research. Being an open source and ability to run on commodity hardware, the cost
saving is visible from initial stages to further growth of organizational data.

1.1 MapReduce

High scalability allows Hadoop Map Reduce to compute large volume of data in a
moderate time. This is achieved by allocating the job in small tasks that are divided
among a large pool of computers. Map refers to data collection phase where data is
divided into smaller parts and processed in parallel. Key/Value pair is passed as
input to Mapper to produce intermediate Key/Value pair. This intermediate
Key/Value pair is passed on to Reducer, used for data transformation. This is the
data processing stage as it combines the results of map functions into one final
result. Map uses the data of one domain and gives the output back in another
domain of data.

MAP K1;V1ð Þ ! LIST K2;V2ð Þ

Intermediary keys and values are listed for each block of data. MapReduce
collects the data of same key. The reduce function is applied in parallel to each
output of map phase.

REDUCE K2;LIST V2ð Þð Þ ! LIST V3ð Þ

Figure 1a, b example of word count demonstrate the concept of map reduce.
The rest of the paper is structured as follows. Next section describes the ongoing

work in this field. Main emphasis in Sect. 3 is placed on exhibiting the design and
implementation details of the incorporation of virtualization in Hadoop
MapReduce. Section 4 supports the whole discussion with experimental results (in
Sect. 5) to prove the effectiveness of the technique used and finally Sect. 6 con-
cludes the paper with future enhancements.
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2 Previous Work

In order to process huge volumes of data efficiently, fast allocation of resources is
required. If whole setup is established from physical machines, achieving quick and
proper allocation along with fast coordination of nodes, is a big problem, as
computations involved are huge. Although Hadoop MapReduce works very well, a
lot of work is going on to further improve the performance. Adding and configuring
new physical machine with increasing number of requests takes significant amount
of time. David de Nadal Bou, in his work to provide support for managing Hadoop
cluster dynamically, used a modified internal Hadoop scheduler that adapts the
available resources in the cluster for running jobs according to time restrictions [3].
With the adapted internal scheduler a flexible and self-adaptive service for Hadoop
environments was developed. Virtualized Hadoop performance was presented in
performance study by Jeff Buell, clearly stating the role of virtual machine for
performance improvement [4].

Fig. 1 a Map output of word count. b Reduce output of word count
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3 Proposed System and Design

Creating and configuring a new physical machine every time a node is to be added
in existing Hadoop setup, takes time. However with virtualization, cloning of
previously configured VM can be done while adding a new node to Hadoop cluster.
A virtual Hadoop cluster is established by setting up master node on the physical
machine and slave nodes on VM. The complete system can be viewed as shown in
Fig. 2. Master node is a name node containing a job tracker which controls and
coordinates the task trackers available in virtual slaves. It does not contain any data
of files rather keeps the directory tree of all files in the file system, and tracks where
the file data is kept in cluster with the help of job tracker. The data is actually saved
in Data node. In order to facilitate parallel processing on huge data, there will be n
number of data anodes managed by central name node. The proposed system uses
cloning and virtualization for adding and maintaining these data nodes.

4 System Implementation

The mount up of a virtual cluster requires different steps. Next section lists them,
with the requisite and surroundings. After configuring the Hadoop on Virtual
machine, master node and slave nodes are connected to make a virtual cluster. The
master node is configured to have capacity scheduler to have better planning of jobs
in this virtual cluster. Hadoop configuration is driven by the following site-specific
configuration files:

Fig. 2 Virtual Hadoop cluster
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• conf/core-site.xml
• conf/hdfs-site.xml
• conf/mapred-site.xml

4.1 Configuring Hadoop

Hadoop 2.4 is used for experiment with JDK1.8. Hadoop is installed and a cluster
of multi node setup is made [5]. The whole setup is established on a dedicated
Hadoop user in Ubunto. Secure shell (SSH) access is required in Hadoop as the
nodes attached exist either on different systems or VMs. SSH key is produced for
all devices in the cluster. The Hadoop daemons, Namenode and Datanode along
with Jobtracker and Tasktracker are configures to execute MapReduce job on the
cluster setup. In order to install ssh and setup certificate, following set of commands
are used

• sudo apt-get install openssh-server
• ssh-keygen -t rsa -P ‘‘
• cat */.ssh/id_rsa.pub≫ */.ssh/authorized_keys
• ssh localhost

Hadoop configuration is complete after setting up of Hadoop environment
variable and modification of conf/core-site.xml, to include a base for other tem-
porary directories along with the name of default file system.

4.1.1 Configuring HDFS

Configuring HDFS includes specification of path on local file system where
namespaces are saved in NameNode along with transaction logs. Paths on the local
file system of the data node where blocks are stored, is also mentioned. All spec-
ifications are done in conf/hdfs-site.xml.

4.1.2 Configuring Map Reduce

Alterations are made in conf/mapred-site.xml to describe parameters associated
with JobTracker and TaskTracker. IP address and port number for JobTracker is
specified. The path of the data files stored by MapReduce framework on HDFS is
also specified in this file. These are stored as input to various jobs.
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4.1.3 Configuring Capacity Scheduler

The master node by default makes use of FCFS scheduler. In process to have better
resource utilization, conf/mapred-site.xml is modified again to have capacity
scheduler for JobTracker. CLASSPATH in conf/hadoop-env.sh is also updated by
specifying the capacity-scheduler jar. Then the file conf/mapred-site.xml is modi-
fied to include a new property, mapred.jobtracker.taskScheduler where scheduler is
set to capacity scheduler.

4.2 Building Hadoop Cluster

Oracle Virtual-box has been used for creating three virtual machines with the base
memory 512 MB and a maximum capacity of 8 GB. Dynamically allocated virtual
disk file are used to ensure flexibility in storage management. This has major role in
performance enhancement [6].

4.2.1 Configuration of Virtual Machine

Virtual machines are setup to establish a network connection. Later on different
VMs are created with the help of cloning of VM. VirtualBox 11.0.0 is installed for
demonstrating 64 bit Ubuntu.

Setting up of Network Connection

Host machine and VM are required to be SSH connected through network. For this
vtun, uml and Bridge utils need to be installed on the Host machine. Network
address translation Adapter exists in the system by default; bridge and tap devices
are created in Host machine. When theses setting are done successfully on each
machine then Ssh is configured on both the machines. In each machine the setup of
the bridge and tap device is done automatically at the booting time. Each VM is
attached to corresponding one tap device to have same connection on multiple.
Multiple tap devices are created for this.

Installing Hadoop on VM and Cloning of VM

Installation of Java on one VM is done followed by SSH installation and config-
uration. Hadoop source file is copied to this VM. As soon as correct working of
Hadoop on VM is assured, it is added as a slave node in the cluster. In order to
speed up the process of creating clusters, rest of the slaves are cloned instead of
configuring a new machine. Cloned machines will be having same name and IP
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address as the machine from which it has been cloned has. Changes are made in /
etc./hosts/and /etc./hostname files for allocating distinct names and IP Addresses.

Entire setup is complete with the establishment of successful connection
between all nodes of the cluster and running MapReduce program.

5 Results and Discussions

Performance is recorded by running MapReduce program of word count on both
physical and virtual cluster. Size of input data is mentioned in Table 1. Execution
time is observed and comparison is presented in Table 2 for physical and virtual
cluster. Charts shown in Fig. 3a, b show the results in different perspective.

For recording the performance, two types of setup are established. One with a
group of physical machines and other one by connecting one physical machine with
two virtual machines. One has been configured as master node and other two as
slave nodes. Each virtual machine has been given with 1024 MB RAM and 2
processors with 8 GB HDD. MapReduce program of word count is executed on
three different data sets. Observations are recorded in Table 2.

Table 2 also contains the execution time taken to run the same program on same
datasets but using virtual cluster. Virtual machines has been allocated the same
configuration as physical one. Results obtained are analysed in two different ways
as shown in Fig. 3a, b.

Chart in Fig. 3a compares the execution time for program of word count. While
Fig. 3b describes performance in terms of input size. Figure 3a clearly depicts the
success of having virtual machine as slave over physical machines. Bars showing
the time taken by physical slave machine is always exceeding the second bar.
Addition of third virtual machine on this configuration lead to slow working of
processor. That can easily be overcome by increasing the capabilities of master
machine.

Table 1 Size of input dataset Name Size in MB

Dataset 1 2.5

Dataset 2 3.8

Dataset 3 6.2

Table 2 Execution time of
word count in physical cluster
and virtual cluster

Name Physical cluster
(time in s)

Virtual cluster
(time in s)

Dataset 1 32 26

Dataset 2 54 39

Dataset 3 58 42
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Figure 3b shows the time variation with input size while using virtual machine
and physical machine. Execution time is increasing with the size of input data.

Adding more number of nodes to cluster can decrease execution time signifi-
cantly. It all depends upon the capacity of machine on which this setup is made.

The data set used for this experimental setup is small. Whereas the capabilities of
Hadoop allows it to process huge volumes of data.

6 Conclusion and Future Work

An experimental setup to have better resource utilization by combining MapReduce
framework with VirtualBox, is made. Integration of virtualization with multimode
setup of Hadoop, for executing programs of MapReduce reduced the execution time
significantly. In future work can be extended to include analysis of cluster size and
number with respect to time. Scalability issue can be addressed by including
multiple master in single cluster.

Fig. 3 a Comparison of
execution time. b Input size
with respect to time
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Density Based Outlier Detection
Technique

Raghav Gupta and Kavita Pandey

Abstract Outlier Detection has become an emerging branch of research in the field
of data mining. Detecting outliers from a pattern is a popular problem. Detection of
Outliers could be very beneficial, knowledgeable, interesting and useful and can be
very destructive if remain unexplored. We have proposed a novel density based
approach which uses a statistical measure i.e. standard deviation to identify that a
data point is an outlier or not. In the current days there are large variety of different
solutions has been efficiently researched. The selection of these solutions is
sometimes hard as there is no one particular solution that is better than the others,
but each solution is suitable under some specific type of datasets. Therefore, when
choosing an outlier detection method to adapt to a new problem it is important to
look on the particularities of the specific dataset that the method will be applied. To
test the validity of the proposed approach, it has been applied to Wisconsin Breast
Cancer dataset and Iris dataset.

Keywords Outlier � Density � Outlier � Outlier detection technique

1 Introduction

An outlier is an observation which is significantly deviated from other observations
of the datasets due to abnormal/suspicious behavior of the system, generating data
values. Outlier detection refers to the problem of finding those unusual
non-conforming/inconsistent values in the datasets i.e. values which are not
according to the usual pattern/trend of the other values. From a very long period, a
large number of outlier detection techniques has been applied to detect and, remove
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noisy observations from datasets. The introduction of outlier values is the result of
mechanical failure, deviations in system behavior, deceitful behavior, human error,
instrumentation error or simply through natural deviations in populations. Their
detection can find faults in a system and credit card frauds before they escalate with
potentially catastrophic consequences. These day amount of data is increasing at a
very drastic rate. There is a need of mining the data to get knowledge from this data.
This huge data may consist of unexpected, doubtful, unconventional, noisy values
which are known as Outliers. These inconsistent values have different name
according to area of application domain i.e. outliers, anomalies, exceptions, strident
observations, novelties or noise. They could be very useful and interesting if they
are detected and can be very distractive if left undiscovered. Outlier detection have
some very meaningful real world applications e.g. Fraud Detection, Insider Trading,
Medical Health Anomaly Detection, Fault Diagnosis, Social Welfare, Environmental
Monitoring etc. Sometimes outlier detection can be useful in security purposes for
example air safety. Lets’ take an example where outlier detection served helpful in
security. One of the high jacked airplanes of 9/11 had a particular anomaly. It has five
passengers which (i) were non-US citizens (ii) had links to a particular country
(iii) had purchased a one-way ticket (iv) had paid in cash (v) had no luggage. Of
course one or two such passengers in an airplane is a normal observation but 5 in a
particular plane is an anomaly.

Outlier detection is an important aspect in the domain of data mining and
knowledge discovery, which aims to identify abnormalities in observations in a
large dataset. In the Fig. 1, the observations points are spread uniformly in the
dimension. The observation ‘o’ is an outlier. As the number of points that lie in its
radius ‘r’ are very few as compared to the other points. In other words the locality
of point ‘o’ is quite sparse whereas the locality of other points is dense.

Many good techniques methodologies exists for outlier detection. Generally
density based approaches are more preferred. These approaches have large number
of computations. In this paper we proposed a new approach based on density based
approach to reduce number of computations. This paper is divided into five sec-
tions. Section 2 presents related work about density based algorithms. Section 3
presents our version of algorithm, proposed work. In Sect. 4 results are presented
and the Sect. 5 presents conclusion and future work.

Fig. 1 Visualization of
outliers [5]
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2 Related Work

The traditional definition of an outlier is given by Hawkins [1] which defines an
outlier is an observation that deviates so many other observations as to arouse
suspicion it has been generated by a different mechanism. Breunig et al. introduced
the concept of local outlier, a kind of density-based outlier. He assigns each data a
local outlier factor (LOF) which tell about an observation that given point is an
outlier depending on their neighbourhood data points. These type of approaches are
closely linked with the k-nearest neighbor. These methods selects a definite counts
of nearest neighbors and based on that decides data point is an outlier or not. These
approaches select those points that are within a fixed range/radius of the test data
point, i.e. those points that are within an imaginary hypersphere around the test
observation data points. If the number of points are equal or less than the selected
percentage of the total number of data observations, that data observation is con-
sidered to be an outlier. Techniques that require user set attributes are generally not
preferred in an unsupervised scenario, but this approach is interesting since its
percentage can easily be compared to a p-value. One issue with these techniques is
that they have a difficulty with data sets that contain regions of varying density.
Breunig et al. [2] solves this, by giving each data point an outlier score based on the
ratio of the average local density where the data point resides and the data point
itself, which is called the local outlier factor (LOF). This method has been extended
both to improve the efficiency and to relate to different structures in the data.

Jiang et al. [3] presented a clustering based outlier detection which uses the
concept of density based outlier detection. This is a two-step approach where first
clustering is done using one pass algorithm then on the basis of outlier factor score
outlier is detected. Tao [4] has also presented an outlier detection method which
also based on clustering. In the proposed approach DBSCAN clustering algorithm
is applied to core objects after that LOF is applied on non-core objects. This
technique reduces the computation of LOF algorithm as number of data observation
points is reduced. This reduction reduces computation time so as it increases the
efficiency of LOF method.

Mohemmed et al. [5] proposed an approach based on Particle Swarm
Optimization which automatically selects the initialization parameters. Buthong
et al. [6] presented a new approach based on LOF is introduced for parameter free
outlier identification algorithm to calculate the Ordered Distance Outlier Factor.
A new formulation is introduced to determine outlier score for each object point by
using the difference of ordered distances and later on this value is used to compute
an outlier score. The score of every iteration is used to give a degree of outlier to
every instance and compare it with the Local Outlier Factor. The algorithm work as
first the distance matrix is calculated using the computing the distanced between
every iterations. Then all the distances are ordered row-wise to construct ordered
distance matrix and the difference of the ordered distance is calculated between the
distance di and the next distance dj, in this way difference ordered matrix is gen-
erated. Then ordered outlier factor (OOF) is computed for every data point then are
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arranged in ascending order and the first k instances are the outlier. The complexity
of the algorithm is O(n2).

Dai et al. [7], concentrated on privacy preserving Local Outlier Factor. A novel
algorithm is proposed for privacy preserving k-distance neighbors search. A privacy
preserving kDN search protocol has been proposed. The proposed algorithm con-
sists of two parts: computation and communication. The Table 1 shows the general
approaches to estimate the outlier detection. Various advancements have been done
on the basis of these approaches and still going on.

3 Proposed Work

Assume a circle of radius ‘r’ whose center is the data point or we can say that an
imaginary circle is drawn of radius ‘r’ at data point as a center. For an obser-
vation to be an outlier it should contain a lesser number of data points in it. The

Table 1 Comparison of various approaches to outlier detection

Approach Assumption Problem Solution

Depth
based

Outliers are objects on
outer layers

Inefficient in 2D/3D
spaces

Points having a
depth ≤ k are reported
as outliers

Deviation
based

Outliers are the
outermost points of the
data set

Naïve solution is in O
(2n) for n data objects

The variance of the set
is minimized when
removing the outliers

Distance
based

Normal data objects
have a dense
neighborhood

Approaches are local Outliers are far apart
from their neighbors,
i.e., have a less dense
neighborhood

Density
based

The density around an
outlier is considerably
different to the density
around its neighbors

Exponential runtime w.
r.t. data dimensionality

Compare the density
around a point with the
density around its local
Neighbors

High
dime–
nsional

Normal points are in
the center of the data
distribution

Data is very sparse,
almost all points are
outliers, concept of
neighborhood becomes
meaningless

Use more robust
distance functions and
find full Use more
robust distance
functions and find
full-dimensional
outliers dimensional
outliers

Statistical
based

All the data
observations follow a
same characteristics
statistical measures

In a multi valued
attribute dataset every
attribute has own
characteristic trend

Use dimension
reduction techniques to
reduce attributes. Then
calculate the statistical
parameters.
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selection of ‘r’ is done for the whole dataset using the statistical mean of each
attribute individually. This mean is summed up to calculate the Manhattan dis-
tance which forms the radius for every data point. Further the number of points in
the radius are calculated to get outlier factor. We compute a fitness ratio k

r where
‘k’ is the number of points in neighborhood within the radius ‘r’. If the fitness
values comes below a threshold value, the point is marked as outlier. When esti-
mating the neighboring points, consider only the points which are not
marked outliers. The fact behind doing this, the point which is estimated as outlier
already, no point of considering it again. This reduces the number of computational
steps. The proposed algorithm is presented in the box below. This algorithm is
suitable for multi-dimensional numerical datasets in which data observations lies
uniformly.

For experimental work we have installed the RStudio and R-language project on
the Windows system. Firstly we created a dummy dataset of 20 observations with
the 4 outlier values. This is just to check the feasibility of the proposed approach.
A generalize radius of dataset is identified using standard deviation and the radius is
used to estimate number of points that lie in neighbourhood within the radius, if it is
found below a certain threshold the point is in sparse region, it can be outlier. Then
we applied the approach to Iris Dataset which has four attributes and Breast Cancer
dataset which has 10 attributes. Because of large number of dimensions, the
dimension reduction of the Breast Cancer dataset is done. We have applied the
Principal Component Analysis on the Breast Cancer Dataset. The result of this
analysis is shown in Fig. 2 which depicts that the majority of the information lies up
to component 3. As a result we have considered the first four attributes of the
datasets.

Fig. 2 Principal component
analysis
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Algorithm

Input: dataset, threshold value
Algorithm:
1. D<- Dataset;
2. Add column flag to D;
3. r<-compute_radius(D);
4. While(D!=empty){
5. Select ‘m’ objects from D;
6. Calculate ‘n’ number of neighbors in radius ‘r’ whose outlier flag is zero;
7. Evaluate only those observations with flag value= =0;
8. Check fitness of ‘n/r’: 
9. If(n/r < threshold){
10. Mark observation flag value as outlier;
11. }
Output: Observations with flag value 1 are outliers

We checked whether the data point is the outlier or not for those points, if yes,
marked the point as outlier, again selecting the points until all the points are
evaluated. Note that, the points which are marked outliers will not me use again for
further analysis. We have selected Wisconsin Breast Cancer Dataset and Iris
Dataset and applied our approach on them. Firstly we did a dimensionality
reduction using Principal.

Component Analysis. Then we computed the radius ‘r’ for the remaining attri-
butes of the datasets. Then randomly m objects are selected. The fitness ratio is
calculated and is compared with the threshold value. If value is lesser, the point is
an outlier. Finally we got outliers. The time complexity of the proposed approach in
O(n2).

4 Results

The results of our proposed approach are compared with the traditional density
based approach. The results shows that with the proposed algorithm there is a
reduction in the iterations in comparison to the traditional density based outlier
detection algorithm. The results are tabulated in Table 2.

In Fig. 3a we have compared graphically the decrease in the number of iterations
of the proposed approach with traditional density based approach. The Table 3
gives the analysis the number of outliers detected by both the approaches i.e.
traditional density based approach and proposed approach. Both the approaches
detects same number of outliers. We can find the correctness of the proposed
approach with the traditional approach. In Fig. 3b, the graphical representation of
Table 2 is presented, we can compare from the graph that there is not a major
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difference in the actual number of outliers and the number of outliers detected. It
can be conclude from the results the proposed approach shows significant
improvement. Also if datasets of ‘n’ points and having ‘m’ outliers then complexity
will me O(n*(n − m)) and in worst case the complexity will be O(n2).

5 Conclusion and Future Work

Outlier detection is a very emerging field of data mining. This field has number of
applications in the current scenario because data size is increasing day by day. In
this paper, we have presented a new approach based on density based outlier. The

Table 2 Comparison of results

Dataset No. of
observation
points

Total number of iterations Percentage
reduced (%)In density based

approach
In proposed
approach

Dummy 20 400 320 20

Iris 100 10,000 9100 9

Breast
cancer

300 90,000 87,500 3
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Fig. 3 a Graphical representation of results. b Analysis of output results

Table 3 Analysis of outputs

Datasets No. of
observation
points

Total number of outliers detected Actual number of
outliersBy proposed

approach
By traditional
approach

Dummy 20 4 4 4

Iris 100 9 9 10

Breast
cancer

300 10 10 15
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new approach is applied for the validation to different datasets of different
dimensions, densities and we get the better results in terms of number of compu-
tations. For the feasibility it is first applied to dummy dataset and then applied to
standard datasets to find its effectiveness.

The future work can be done in two directions. First is the proposed work can be
made scalable to high dimensionality datasets and second is the selection of
threshold value for evaluation of fitness can be automated.
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Systematic Evaluation of Seed
Germination Models: A Comparative
Analysis

Lalita Chaudhary, Rajesh, Vikas Deep and Preeti Chawla

Abstract Agriculture field has recently adopted the various techniques to boost the
production and monitoring of seed germination in a professional manner.
Temperature is the key factor in amending the germination of non-dormant seeds.
This paper presents the various computational developed prediction models for
calculating seed germination growth rate. Also in this paper their merits and
demerits are depicted to analyze them. These are helpful in monitoring and con-
trolling the seed germination process to enable higher quality storage and produce
good yield of crops.

Keywords Seed germination � Germination rate � Prediction model � Temperature

1 Introduction

There are numerous factors which affects the germination of non-dormant seeds.
These factors include seed size, water content, gene control, temperature, depth of
planting, seed dormancy, soil moisture, humidity, etc [1–3]. Temperature is the
amidst factor that intensely influences the germination rate of non-dormant seeds
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[4]. The relationship between environmental temperature and seed germination rate
is complex. But the enhanced research field in agriculture has embraced numerous
methods and techniques to improve the production and monitoring of seed ger-
mination. Analyzing the cause affecting the crop manually is quite impossible. To
speed up the process of detection of any harm caused to the seed germination or
yield of crop we need to apply computer technology which also will help in
controlling temperature, water content, and moisture etc requirement accordingly to
the crop or seed. Further the advancement in technologies, artificial neural network
enables the development of various prediction methods that helps in improving
germination rate of non dormant seeds. The artificial neural network prediction
models provide a mechanism that organize, monitor and control the seed germi-
nation process in an effective way. This paper enlightens few computational seed
germination prediction models which are influenced by temperature with few other
germination parameters. Further a comparison among them is depicted below.
Temperature is the basis for models used in predicting germination rate for
non-dormant seeds [5].

There is an ongoing research to augment the tools and technique used for
measuring various physical parameters required for germinating seeds. We use
computational prediction models for a variety of purposes in diverse applications.
With respect to agriculture we use it for monitoring crops, automating the agri-
culture process and controlling the seed germination process to enable higher
quality storage and produce good yield of crops.

2 Germination Rate and Analysis

In the field of agriculture and gardening, the germination rate portrays how many
non-dormant seeds are likely to germinate in a specified period. In seed physiology,
germination rate is the reciprocal of time taken by the seed for the process of
germination to accomplish starting from time of sowing. Predominantly, germi-
nation rate increases or upsurge with raise in temperature up to the optimum
temperature (T0) and declines at temperatures exceeding it [6]. Plant growth rate
increases with rises in temperature from the base (Tb) to the optimum temperatures
and declines at temperatures between the optimum and the ceiling ones (Tm) [7].
A seed germinates in an ample range of temperature, but their maximum germi-
nation noticeably changes at the upper and lower thresholds of this range. The
bound of temperature within which germination is at its maximum varies depending
on species and seed quality [8] (Fig. 1).

Different models used in this paper for quantifying germination rate against
temperature. The advantages of these functions are that they used parameters are
referring to biological concepts such as fundamental temperatures, native germi-
nation rate, and emergence [9–12]. Also they are computationally and manually
executable. Yousry A. El-Kassaby describes a mathematical cumulative seed ger-
mination method based on four methods which are cumulative germination
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percentage at time x yoð Þ, germination capacity (%) (α), shape and steepness of the
germination course (b) and germination speed (c) [13]. Zahra Heidari compared 3
temperature functions for calculating germination rate and showed that temperature
has significant effect on germination rate [14]. Ghasem Parmoon used a non linear
regression method to show the response of seed germination by using a temperature
function. Stuart P. Hardegree concludes that the characterizations of seed germi-
nation response for mostly models are based on cardinal temp. Wei-Quing Wang
presented a mathematic model that enumerates the effects of temperature along with
storage time and on germination rate of aspen seeds. Mehmet Basbag illustrated that
the germination rate was concerned by different temperature for different duration
(Table 1).

Fig. 1 Block diagram for germination rate prediction model
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3 Future Works and Conclusion

This paper describes the various prediction models used for calculating seed ger-
mination rate using various parameters. The paper also describes the merits and
demerits of various seed germination rate predication models, which are very
helpful in the field of agriculture to monitor and control the germination growth of
seed. Further the seed germination prediction model could also be applied to
develop a user interface that collects all the variations and represents it on a
graphical system on the basis of which we can monitor and control the seed
germination process to enable higher quality storage and produce good yield of
crops.
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Business Modeling Using Agile

Lalita Chaudhary, Vikas Deep, Vishakha Puniyani, Vikram Verma
and Tajinder Kumar

Abstract The selection of methodology used is of great importance in business
process modeling. It has a great impact on satisfaction of the customer. The aim of
this paper is to fulfill the gaps of the existing model using agile methodology. There
also exist several aspects in the business modeling as proposed by various scholars
such as market-oriented aspects, value aspects, product oriented aspects, actors in
business aspects etc. There were various shortcomings in the existing business
agility. Keeping those short comings in mind the model is being proposed and
hence various advantages are being extracted.

Keywords Business model � Agile structure � Quality

1 Introduction

Business process modeling is an event of showing how processes of an enterprise
be improved and how they are being analyzed. Business process modeling in this
concern may or may not require information technology. But business process
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modeling can be improved using agile methodology. Business process modeling
provides a generic classification scheme for all artifacts that can be used to describe
the Enterprise.

Agile methodology is based on iterative and incremental development where
requirement and solutions evolve through collaborations between self organizing
and cross functional terms. It promotes various approaches in iterative environment.
Agile approach aims to improve system modeling by combining best practices in
context of a particular project.

Business process modeling can be simply defined as an activity that represents
and organizes enterprise working process. These days due to the demanding nature
of customers over quality an important issue of agility comes across where the
business entities need to fulfill customer’s requirements at a steady pace keeping
quality in mind. There also exist several aspects in the business modeling as pro-
posed by various scholars such as market-oriented aspects, value aspects, product
oriented aspects, actors in business aspects etc. (Fig. 1).

All these aspects are necessary to be considered so as to provide a quality to the
customers related to product in a specific business model. Although many business
enterprises take advantage of the automated business processes but still what they
lack is agility due to operating in highly turbulent environment due to rapid
globalization.

2 Literature Survey

It was to investigate the business process agility and to develop execution. Taking
into consideration a systematic and comprehensive analysis of enterprise agility
different view point architecture was developed. The structure which is already
studied has two phase architecture. When first phase is considered every view point
is considered in terms of agility. Wherein second phase has a combinational view

Fig. 1 Aspects in business
modelling
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point where viewpoints are combined and tested in terms of agility. It was an event
driven approach and was applied to promote agility [1–10].

There were various obstacles in the existing system due to which another model
was being proposed:

• The lack of understanding of various assets and capital investment in an
organization.

• The lack of understanding of various assets and capital investment in an
organization.

• Less flexibility in budget.
• Unprioritized business agility.
• Team conflicts based on priorities and business models.
• Long processes occupying business models should be avoided.
• Some obstacles also include a very high initial cost required to start up a project.
• Inefficiency amongst the collaboration of stakeholders.

3 Proposed Model

Enterprise business agility is modeled to improve the organizational structure where
fulfilling the demand of the customers is a challenging task where quick delivery
with assured quality is a priority. The market oriented business model has various
aspects where the economic, social and environmental factors need to be considered
to satisfy the customers. When we come to agility where we require great outcomes
there exist a planned structure which needs to be followed and various conditions or
drivers for business agility that need to be considered. The structure which is
improved is described in the figure.

3.1 Innovate Business Model in Agile Environment

In this step we plan the prerequisites to be delivered to customers. But to prove the
agile requirement we need to have a continuous interaction with the customer. So
reviews and feedback come out to be an important step where we can improve the
quality. Also the customer requirement may change over time so the model of
business agility should be free to adapt and implement new changes (Fig. 2).

3.1.1 Adapt Process to Satisfy Agility Business Model

As the technological advances, the enterprise business model should overthrow old
processes and should be ready to adapt new practices, tool and techniques to ensure
fast deliver.
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3.1.2 Changes in Business Modelling Agility

In an enterprise business model we also need to consider the culture of people or
stakeholders in an organization and a mindset shift to adopt agility to overcome
obstacles in fast and quality delivery to the customers.

3.1.3 Execution

When all the data is reported in accordance with the customer we need to execute
the finalized implementation as a final product that is of assured quality the cus-
tomer is supported further, still any changes need to be accommodated.

Fig. 2 Proposed model for business modeling using agile
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3.2 Drivers to Ensure Agile Capabilities

• Responsiveness In an enterprise business model if the stakeholder needs to be
quick in responding to new changes to ensure a quick delivery.

• Competency As there exists a competition amongst various business enterprises
so agile business model ensures to provide an efficient structure to satisfy the
customers.

• Flexibility Flexibility can be coined as a major driver in an agile business
model. It needs to be applied in a variety of component factors such as budget
designed by a business model, i.e. budget should be flexible as per the
requirements of the customers

• Flexibility in restructuring requests customers can change the requirements so
agile business model ensures flexibility.

• Speed A rapid delivery of the request of customer requirements is a major
concern and important concept in agile business model. Long processes of
business that take too long to be implemented should be avoided.

3.3 Advantages Ofenterprise Business Modelling Agility

• Improved quality of application or product developed Since the customer
interaction is implemented for fast and quality delivery in business agility. So
we get an enhanced application at the end.

• Increased technical investment return in business agility Using the business
agility improves the end productivity of an organ which ultimately benefits all
the stakeholders involved.

• Benifiting the existing system by rapidly including emerging technology As
discussed in figure, in the adaption phase we are open to accept new prac-
tices,tools,processes that can help us to benefit our existing system and improve
the quality.

• Modular structure As in figure we can reduce the development time and
reduce the interdependency by specifying specific tasks in various phases so that
when various teams wish to use only specific ones are able to do so.

• Improved quality Since we ensure that customers are involved whenever it is
required in the long term improves the quality at the end.
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4 Conclusion

In this paper a business model is being proposed which uses agility. It helps in
overcoming certain obstacles of the existing system. The proposed model helps in
extracting various advantages like improvement in quality, increasing technical
investment, improved quality of development.
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An Efficient Hybrid Encryption Technique
Based on DES and RSA for Textual Data

Smita Chourasia and Kedar Nath Singh

Abstract The data security in almost every field is a challenging concern all
around the globe. The application area may be as wide in the area of banking,
internet, network and mobile data etc. The main focus of this paper is to secure the
text data and provide a comparison with different parameters. DES and RSA are
being used for comparison. A hybrid approach has been proposed in this paper
based on the combination of DES and RSA algorithm. The comparison is done on
the basis of size, length, number of keys and the time of encryption and decryption.
The overall results suggest the hybrid encryption approach for the encryption and
decryption process.

Keywords DES � RSA � Hybrid approach � Cryptography

1 Introduction

Data security is the main importance of today’s age as the data has been com-
municated and shared through web, network, banking and sensor etc. [1–5]. There
are several research work are carried in this direction to go through in the main
communication stream with different control strategy.

In [6] there are three essential strategies for secured data security and accessibility
are cryptography, steganography and watermarking. Among these three, the first one,
cryptography [7–9], manages the improvement of systems for changing over data in
the middle of clear and incoherent structures amid data trade. Steganography [10, 11],
then again, is a method for concealing and separating data to be passed on utilizing a
transporter signal [6]. The third one, watermarking [12, 13], is a method for creating
legitimate strategies for concealing restrictive data in the perceptual information. In
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[14] authors have recommend that the large portion of the information, the estima-
tions of the neighboring information are firmly related (i.e. the estimation of any
given pixel can be sensibly anticipated from the estimations of its neighbors [15, 16].
So to accomplish the higher relationship quality and expanding the entropy worth can
make more impact [17]. Distinctive cryptography calculations are, undoubtedly used
nowadays for securing correspondence channels using open key like DES, AES and
Blowfish calculations [18]. An open key exchange depends on upon a key which is
created through time and logical strategy to scramble the data encryption depends on
upon the measure of key used [19]. It is clear from the above discussion that the data
security is very crucial concern. So concerning this view a hybrid security approach
has been presented. This method is also compared with simple DES and RSA.

2 Related Works

In 2011, Matalgah et al. [20] motivated by system coding hypothesis a productive
half and half encryption-coding calculation that obliges utilizing customary
encryption just for the first little measure of information. In their proposed calcu-
lation, all whatever remains of the data will then be transmitted safely over the
remote channel, utilizing system coding, without a requirement for utilizing cus-
tomary encryption. The same with the distinctive methodology has been proposed
in [21, 22]. In 2011, Wai Zin et al. [23] watch that because of expanding the
advancements security frameworks are extremely well known in numerous terri-
tories. The security of data can be attained to by utilizing encryption and
steganography. In 2011, Sandeep Bhowmik et al. [24] recommend that the ade-
quacy of the insurance through encryption relies on upon the calculation connected
and in addition on the nature of the “key” utilized. It determines the way in which
the “key” is to be picked. This work concentrates on an absolutely new approach
towards the “key” era for encryption algorithms. In 2011; Rohollah Karimi et al.
[25] explore shortcomings in existing Geoencryption frameworks and propose a
few answers for increment the wellbeing and dependability in these frameworks.
For this reason they show another geoencryption convention that will permit por-
table hubs to impart to one another securely by confine disentangling a message in
the particular area and time period. In 2012, Rajavel et al. [26] proposed another
cryptographic calculation in light of mix of hybridization and revolution of shapes.
Hybridization was performed utilizing enchantment 3D shapes with m number of n
request enchantment square for the creating crossover blocks. In 2012, Fanfara et al.
[27] recommend that Communication security is one of numerous informatics parts
which have gigantic advancement. Delicate information is progressively utilized as
a part of correspondence and that is the motivation behind why security prerequisite
is all the more convenient and essential. In 2012, Lili Yu et al. [28] recommend that
calculation security is extraordinarily enhanced, through examining a few renowned
information encryption calculations, and enhancing some information encryption
calculations, and organizing encryption calculations in some request. In 2012,
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Seung-Hoon Cho et al. [29] proposes an ongoing information stockpiling frame-
work that is made out of the pressure of the flight and voice information in view of
DPCM, the encryption of the compacted information utilizing AES encryption
calculation and the re-plan of the encoded information by rearranging system.

3 Method

This paper presents an efficient scheme for text data encryption. In this paper an
efficient framework has been presented for data security. In these framework two
separate frames is designed separately for client and server. The server has the
privilege to register the user and the register user only can see the data after proper
authorization. The server can upload the data also. There are three phases in the
process completion which are explained subsequently. In the first phase DES
algorithm is applied which is working as per the steps suggested in algorithm 1. The
data is first prepared by the admin and then the cipher text is send to the client. The
authorized client can view the data by applying the appropriate key. Here there is
only one key is needed. Based on the process the key length, number of keys,
encryption and decryption time along with the size of the file is registered in the log
details. In the second phase RSA algorithm is applied which is working as per the
steps suggested in algorithm 2. The data is first prepared by the admin and then the
cipher text is send to the client. The authorized client can view the data by applying
the appropriate key. Here there are there are three keys are needed namely public,
private and modulus key. Based on the process the key length, number of keys,
encryption and decryption time along with the size of the file is registered in the log
details. In the third phase Hybrid algorithm is applied which is working as per the
steps suggested in algorithm 3. The data is first prepared by the admin and then the
cipher text is send to the client. The authorized client can view the data by applying
the appropriate key. Here there are there are three keys are needed namely public,
private, modulus, string and integer key. Based on the process the key length,
number of keys, encryption and decryption time along with the size of the file is
registered in the log details.

Algorithm 1: DES [30, 31]

Step 1 DES utilizes 16 rounds. Each round of DES is a Feistel figure.
Step 2 The heart of DES is the DES capacity. The DES capacity applies a 48-bit

key to the furthest right 32 bits to produce a 32-bit yield.
Step 3 Expansion P-box

Since RI − 1 is a 32-bit information and KI is a 48-bit key, we initially
need to grow RI − 1 to 48 bits.

Step 4 Although the relationship between the information and yield can be
characterized scientifically, DES uses Table to characterize this P-box.
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Step 5 After the extension stage, DES utilizes the XOR operation on the extended
right area and the round key. Note that both the right segment and the key
are 48-bits long. Likewise take note of that the round key is utilized just in
this operation.

Step 6 S-Boxes
The S-boxes do the genuine disarray. DES utilizes 8 S-boxes, each with a
6-bit information and a 4-bit.

Step 7 Apply s-box standard.
Step 8 We can make each of the 16 adjusts the same by including one swapper to

the 16th round and include an additional swapper after that (two swappers
wipe out the impact of one another). The round-key generator makes
sixteen 48-bit keys out of a 56-bit key.

Algorithm 2: RSA [32–34]
The Rivest-Shamir-Adleman (RSA) calculation is a standout amongst the most

mainstream and secure open key encryption routines. The calculation profits by the
way that there is no proficient approach to component huge (100–200 digit)
numbers.

Utilizing an encryption key (e,n), the calculation is as per the following:

1. Represent the message as a number somewhere around 0 and (n − 1). Huge
messages can be separated into various pieces. Every square would then be
spoken to by a whole number in the same reach.

2. Encrypt the message by raising it to the eth power modulo n. The outcome is a
ciphertext message C.

3. To unscramble ciphertext message C, raise it to another force d modulo n
4. The encryption key (e,n) is made open. The unscrambling key (d,n) is kept

private by the client.

The most effective method to Determine Appropriate Values for e, d, and n

1. Choose two huge (100+ digit) prime numbers. Indicate these numbers as p
and q.

2. Set n equivalent to p * q.
3. Choose any huge whole number, d, such that GCD(d, ((p − 1) * (q − 1))) = 1
4. Find e such that e * d = 1 (mod ((p − 1) * (q − 1)))

Algorithm 3: Hybrid Algorithm
This hybrid algorithm is the combination of DES and RSA.

Step 1 Receive the initial text message
Step 1 KEYLENTGH = 256;
Step 2 The key pair is generated by the Key pair scheme based on RSA.
Step 3 It initializes the key length based on the same mechanism adopted in the

other.
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Step 4 We can make each of the 16 adjusts the same by including one swapper to
the 16th round and include an additional swapper after that (two swappers
wipe out the impact of one another). The round-key generator makes
sixteen 48-bit keys out of a 56-bit key.

Step 5 The key pair is generated by the key pair method.
Step 6 The method used for finding the public key is getPublic() method.
Step 7 The method used for finding the private key is getPrivate();
Step 8 The instance of RSA is use for finding the modulus and integer key.
Step 9 It is then parsed to generate the cipher text.

4 Results Evaluation

The results based on the log generated are discussed in this section. We have
compared the results based on four different parameter. First is the number of key as
the number of key increases it enhances the security. So in the first case hybrid
algorithm approaches good security as five consecutives keys are used. In the
second case the key length Hybrid and RSA performs good as shown in Figs. 3 and
4. In third case of variations in the file size again hybrid algorithm out performs as
the changes are negligible. In case of time DES outperforms and then hybrid gives
good performance. So based on the overall evaluation hybrid is good in most of the
cases but in terms of time DES performs better (Figs.1 and 2).

Start

File Upload

DecryptionClient Final 
Result

Encryption

RSA DES Hybrid

Fig. 1 Flowchart
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Fig. 2 Number of keys used in RSA, DES and hybrid

Fig. 3 Length of keys used in hybrid

Fig. 4 a Length of Keys used in RSA b Length of Keys used in DES
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5 Conclusions

In this paper an efficient hybrid encryption technique has been proposed. The
proposed scheme has been compared with the DES and RSA algorithm. The
parameters used for the comparison are length of key, number of key, size of file
and time of encryption and decryption. In case of number of key hybrid algorithm
approaches good security as five consecutives keys are used. In the second case the
key length Hybrid and RSA performs well. In third case of variations in the file size
again hybrid algorithm out performs as the changes are negligible. In case of time
DES outperforms and then hybrid gives good performance.
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Application of Machine Learning
on Process Metrics for Defect Prediction
in Mobile Application

Arvinder Kaur, Kamaldeep Kaur and Harguneet Kaur

Abstract This paper studied process metrics in detail for predicting defects in an
open source mobile applications in continuation with our previous study (Moser
et al. Software Engineering, 2008). Advanced modeling techniques have been
applied on a vast dataset of mobile applications for proving that process metrics are
better predictor of defects than code metrics for mobile applications. Mean absolute
error, Correlation Coefficient and root mean squared error are determined using
different machine learning techniques. In each case it was concluded that process
metrics as predictors are significantly better than code metrics as predictors for bug
prediction. It is shown that process metrics based defect prediction models are
better for mobile applications in all regression based techniques, machine learning
techniques and neuro-fuzzy modelling. Therefore separate model has been created
based on only process metrics with large dataset of mobile application.

Keywords Code metrics � Process metrics � Software metrics � Defect prediction

1 Introduction

Process [1] metrics [2, 3] are quantitative measures which are collected across the
project over long period of time that has the capability to improve the efficiency of
software process. Process metrics can be used to predict the bugs before formal
testing which enhance the quality of the software [4]. Bug prediction greatly
reduces the testing cost and usage of resources. Process metrics are used as
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indicators that lead to long term process improvement. Different process metrics are
recorded from the comments posted by developers in open source repositories.

Earlier researchers started predicting bugs using code metrics [5–7] but at current
state of the art many researchers have worked on code and process metrics both on
different datasets but very few research has been done on defect prediction of
mobile applications. In our recent research we observed that process metrics are
better predictors for bug prediction than code metrics for mobile applications with
small dataset. We continue this research with large dataset and more emphasis is on
building bug prediction models using process metrics as predictors. The main aim
of this research is to extract process metrics from the change history [8] of source
codes. Various modelling techniques have been applied to predict fault prone
modules. Large dataset of mobile applications has been taken in this research to
produce more reliable results. Code metrics are also compared with process metrics
with different dataset and different modelling techniques. To the best of our
knowledge, this current study may be the first attempt where neuro-fuzzy modelling
is applied on process and code metrics both for mobile applications.

The remainder of this paper is divided into the following parts: In Sect. 2
Background presents a brief summary of the relevant researches regarding to the
source code metrics and process metrics for defect prediction. Section 3 presents
metrics which gives a brief summary of source code metrics in 3.1 and process
metrics in 3.2 that are being used in this research. Section 4 gives the description of
research methodology and how the data is collected. Analysis has been presented in
Sect. 5. Section 6 discusses the limitations. Conclusion and future work are pre-
sented in Sect. 7.

2 Background

Already many researchers have done work on code and process metrics both [9–11]
for defect prediction, but there is hardly research has been done on defect prediction
of mobile applications with large scale dataset of process metrics.

Ruchika Malhotra et al. [12] addressed four issues in their paper: (a) machine
learning techniques are compared using non popular large data sets. (b) perfor-
mance of defect prediction models is measured using inappropriate performance
measures. (c) less use of statistical tests. (d) models are validated using same data
set from which it is trained. In their research dataset used is MMS application
package of Android but in our research we have used different application packages
of mobile operating system-Android and in our study process metrics are used as
predictors to predict the fault prone modules.

Cagatay Catal [13] provided the systematic review of software fault prediction
studies which emphasized on methods, metrics and datasets. Their review is con-
ducted with the help of 74 fault prediction papers where it has been concluded that
more public datasets have been used and usage of machine learning algorithms are
increased since 2005. Dominant metrics are the method level metrics in fault
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prediction research area. But in our study we have used a mobile
application-Android as a dataset and process metrics for predicting the defects in
softwares which help in software process improvement.

Emad Shihab et al. [14] used the statistical approach for building explainable
regression models. Experiment is performed on Eclipse open source project in
which it is observed that 4 out of 34 code and process metrics effects the likelihood
of finding a post release defect. They quantified the impact on predicting the
defects. It was also observed that simple models showed comparable performance
over complex PCA-based models.

Foyzur Rahman et al. [15] analysed both code and process metrics form different
views for building prediction models. They build many prediction models across 85
releases of 12 open source large projects and compared the stability, performance
and portability of different set of metrics. It was then concluded that code metrics
are less effective predictors than process metrics. The reason concluded for this
observation was that code metrics do not change release to release which lead to
stagnation in prediction models. This results in the same files to be repeatedly
predicted as defective. But in our research we analysed code and different set of
process metrics across mobile applications.

Wahyudin et al. [16] investigated defect prediction with large dataset of widely
used Open Source Softwares based on product and process metrics and combina-
tion of both. The results show that process metrics had strong correlation for
predicting defect growth between releases. Combination of both process and pro-
duct metrics provide better results for predicting defects which improved the
accuracy and identify modules for improving process and product.

Johari et al. [17] computed class level object oriented metrics using ckjm-1.9: A
tool for calculating Chidamber and Kemerer Java Metrics and Metrics 1.3.6, which
is an eclipse plugin. Dataset is taken from SCM (software configuration manage-
ment) repository which contains the details of revisions made to open source
software. Each revision has the details of classes which have a bug. Relationship
between the number of revision made to a class and the measure of software metrics
extracted from ckjm is studied. Thus buggy areas are identified which can predict
the maintainability of the software.

In this current paper, we study three defect prediction models: Code metric
model, Process metric model and combined model of code and process metrics both
for predicting defects in Android camera application using regression, machine
learning techniques and neuro-fuzzy modelling. We also study Code metric model,
Process metric model and combined model of code and process metrics both for
predicting defects in Android alarmclock application using neuro-fuzzy modelling.
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3 Metrics

Two different types of metrics have been studied: Code and Process metrics which
are extracted from dataset to predict the defective modules in system. This step is
expected to enhance the quality and improve the performance of the software
system.

3.1 Code Metrics

Code metrics are the metrics which are also known as product or source code
metrics that are calculated from ckjm tool [18]. Code metrics are calculated by ckjm
tool [19]. Metrics which are calculated by ckjm for each class are tabulated in
Table 1. Description of each metric is given in our previous paper [1].

Table 1 Ckjm metrics description

Metric Description Metric Description

WMC Weighted methods per
class

DAM Data access metric

DIT Depth of Inheritance tree MOA Measure of aggregation

NOC Number of children MFA It is the ratio of number of methods
inherited by a class to the number of
methods accessible by member methods
of the class

CBO Coupling between object
classes

RFC Response for a class CAM
IC

Cohesion among methods of class
Inheritance coupling

LCOM Lack of cohesion in
methods

CBM Coupling between methods

Ca Afferent couplings

Ce Efferent couplings AMC Average method complexity

NPM Number of public methods CC McCabe’s cyclomatic complexity

LCOM3 Lack of cohesion in
methods. LCOM3 varies
between 0 and 2

AC
count

It is the average of the McCabe’s
cyclomatic complexity which is
calculated for each method

LOC Lines of code MAX
count

It is the maximum value of CC among
all the methods
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3.2 Process Metrics

In our study process metrics are gathered from the repository where developers of
particular application have posted the comments for all the bugs and commits
occurred. Process metrics improve the performance of software and they are
extracted manually. These metrics gets changed from revision to revision so gives
better results so that performance can be compared for different revisions. Process
metrics are collected over long period of time across all revisions. Following
metrics are recorded from the comments by different authors for the particular
revision of the dataset given in Table 2:

Table 2 Process metrics

LOC_ADDED Number of lines added. It is the sum of lines added for all the code
added, comments added and blanks added in a class for a specific
revision of dataset

LOC_DELETED Number of lines deleted. It is the sum of lines deleted for all the
code deleted, comments deleted and blanks deleted in a class for a
specific revision of dataset

CODE_ADDED Number of source code lines added.This metric refers to the
source code lines added in a class due to bug.It is the sum of the
source code lines added for all the changes in a class

CODE_DELETED Number of source code lines deleted. This metric refers to the
source code lines deleted in a class due to bug. It is the sum of the
source code lines deleted for all the changes in a class

COMMENT_ADDED Number of comment lines added. This metric refers to the
comment lines added in a class due to bug. It is the sum of the
comments added for all the changes in a class

COMMENT_DELETED Number of comment lines deleted. This metric refers to the
comment lines deleted in a class due to bug. It is the sum of the
comments deleted for all the changes in a class

BLANKS_ADDED Number of blanks added. This metric refers to the blanks added in
a class due to bug. It is the sum of the blanks added for all the
changes in a class

BLANKS_DELETED Number of blanks removed. This metric refers to the blanks
removed in a class due to bug. It is the sum of the blanks removed
for all the changes in a class

NA Number of Authors. This metric refers to the number of distinct
authors that checked or changed a particular file or classdue to the
bug into the repository for the particular revision of dataset

NR Number of Revisions. This metric calculates the number of times
the class is referred for each bug in a specific revision

NB Number of Bugs. This is the most important metric which is
recorded as number of times a particular class is involved for
bug-fixes. This metric is considered as the predictor variable for
defet prediction during modelling
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4 Methodology and Data Collection

In our study, mainly process metrics of a mobile application have been studied to
predict faulty modules for the Android release 1.6 camera application package
which has been extracted from the Android platform. Code metrics are also com-
pared with process metrics of android camera package. Neuro-fuzzy modelling is
applied on both alarm clock and camera application package of Android and then
results are compared to find which set of metrics is better. In this paper camera is a
huge software package for which we have extracted process metrics for defect
prediction. The research methodology is shown in Fig. 1, which demonstrates how
to build defect prediction models using process and code metrics. At first, fact
finding deals with the study of related work in this field. Once we are thorough with
the understanding of our topic, then we understand the metric extraction tools,
statistical tools, machine learning tools and open source software in planning phase.
Next in data extraction phase, dataset is extracted from the open source repository
github then it is processed to extract 20 static code metrics listed in Table 1 using
the tool-CKJM [18]. 11 Process metrics listed in Table 2 are recorded from the
comments posted by the developers. The comments due to bugs are extracted using
the filters from the openhub repository [20]. Next the data analysis phase deals with
predicting the number of bugs both with the code and process metric sets using
different types of modelling techniques and comparing the results that which one is
the better metric set and creating the separate prediction models based on process
metrics for camera package of Android. Lastly in conclusion phase, final results and
model are presented which are build during the result Only Java files are considered
as Android is mainly built with java programming language. In this study we also
analyze the relationship between process metrics and number of defects in each
class files. Table 3 gives the detail description of Camera package for Android with
total number of bugs noted down.

Fact Finding

Planning

Data Extraction

Data Analysis

Conclusion

Fig. 1 Steps for predicting
defects
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Once source code metrics and process metrics are calculated, modelling is
performed using Weka tool, SPSS 20 and MATLAB. Different modelling tech-
niques have been applied to the metrics for predicting the fault prone modules like
Regression, Machine Learning techniques and Neuro-Fuzzy modelling. Table 4
gives the brief overview of all the techniques used.

In our current paper we have given our emphasis on process metrics. First we
applied neuro-fuzzy modelling to Android Alarmclock Package then we compared
code metrics with process metrics taking huge dataset of Android Camera Package.
At last we have taken all the buggy classes and created the model using Process

Table 3 Summary of the android camera package

Dataset #Java classes Commits Contributors Number of bugs

Camera release 1.6 40 8032 114 1560

Table 4 Modelling techniques used

Modelling
technique

Description Tool

Regression
analysis

The process of constructing a mathematical model or
function that can be used to predict or determine one
variable by another variable or variables

IBM SPSS
version 20

RBFNetwork The RBF network is one hidden layer neural network with
several forms of radial basis activation functions. The most
common one is the Gaussian function

Weka 3

Simple linear
regression

It is the lowest square estimator of a linear
regression model with a single dependent variable

Weka 3

SMOreg SMOreg implements the support vector machine for
regression. The parameters can be learned using various
algorithms. The algorithm is selected by setting the
RegOptimizer

Weka 3

IBk It is a k-nearest-neighbour classifier that uses the same
distance metric

Weka 3

Kstar KStar (K*) is an instance-based learner which uses entropy
as a measure, and results are presented which compare
favorably with several machine learning algorithms

Weka 3

LWL Locally Weighted Learning is a class of function
approximation techniques, where a prediction is done by
using an approximated local model around the current
point of interest

Weka 3

MLP Multi Layer Perceptron Classifier is a network consisting of
a layer of input nodes, one or more hidden layers of
computation nodes (Perceptrons) and an output layer of
computation nodes connected through synaptic links

Weka 3

Neuro-fuzzy
modelling

Neuro fuzzy logic is implemented using matlab R2011a.
To demonstrate the fuzzy logic control capabilites of
MATLAB, simulation is performed

MATLAB
R2011a
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metrics of Android Camera Package. In our previous research we have taken small
dataset of Android Alarmclock package and compared the models based on three
predictors: Correlation Coefficient, Mean Absolute Error and Root Mean squared
Error. But in this study we have applied an advanced technique neuro-fuzzy
modelling in process metrics based defect prediction of mobile application.
Regression Analysis is also done using different tool. Based on our study we
concluded process metrics are better measures for predicting fault prone modules,
that is why we have created separate models using only process metrics. During
modelling two types of variables are considered: Independent variables and
Dependent variables. All the code and process metrics which are extracted from the
dataset are taken as independent variables. Here we are predicting buggy areas so
number of bugs which is extracted from the large dataset for each class is taken as
dependent variable. The aim of this study is to investigate advanced modelling
techniques in process metrics based defect prediction, using large dataset of mobile
application-Android camera package. We have used three different tools for ana-
lysing code and process metrics: SPSS, Weka, MATLAB. We analyse the
following:

• Firstly we compared code and process metrics based defect prediction models of
Android Alarmclock package using neuro-fuzzy modeling technique

• Secondly we compared code and process metrics of large dataset of Android
Camera Package using various modelling techniques.

• Thirdly we have created models using only process metrics of Android Camera
Package taking all the buggy classes and applied various modelling algorithms.

5 Analysis

In analysis at first step, Neuro-Fuzzy modelling technique is applied to the dataset
of Android Alarmclock Package. MATLAB is used for performing neuro-fuzzy
modelling. Mean absolute error is calculated from the code written in MATLAB
and number of bugs which are extracted manually from the openhub repository.
Three models are built using only code metrics and process metrics separately and
then the combination of both set of metrics. First Fuzzy logic is performed to
calculate mean absolute error from the output. Then neuro-fuzzy modelling is
performed. Mean absolute error = ∑| Number of Bugs-Predicted number of
bugs/Number of classes (5.1) meanabserror1 is calculated for fuzzy logic and
Meanabserror2 is for neuro-fuzzy modelling. Predicted number of bugs is calcu-
lated from fuzzy logic and number of bugs is the process metric for each class
which is extracted manually from the comments posted by various developers.
Fuzzy modelling is proved slightly better than neuro-fuzzy modelling. Mean
absolute error should attain less value with various modelling techniques. Three
models are built using neuro-fuzzy modelling on Android Alarmclock package.
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Mean absolute error for process metrics, code metrics and combined set of metrics
using fuzzy modelling is given in Tables 5, 6 and 7 respectively.

It is observed that mean absolute error of Android alarmclock package is:
Code metrics: 1.825229
Process metrics: 1.4612
Combined metrics: 1.649135557
Thus process metrics are proved better predictors using fuzzy logic than code

metrics. Next we take large dataset of mobile application-Android Camera Package
where various modelling algorithms are used to analyse the performance.

Table 5 Mean absolute error for process metric (fuzzy-alarmclock)

No. of
bugs

Meanabserror1 Meanabserror2 No. of
bugs

Meanabserror1 Meanabserror2

1 1.003743 1.25491 8 6.098037 5.503654

1 0 2.34E-08 5 1.599141 0.260016

1 0.652597 0.594572 1 2E-15 3.34E-08

6 2 2 0 0.633817 0.969809

2 2 2 4 1.088268 1.805571

1 1.878505 0.799555 3 0.411765 0.269997

0 1.84466 2.132034 3 0.362069 0.257186

0 1.301703 3.808601 5 2.504899 3.13229

– – – – 1.4612 1.549262

Table 6 Mean absolute error
for combined metric
(fuzzy-alarmclock)

No. of bugs Meanabserror1 Meanabserror2

1 1.363636 1.268418

1 3.727272 3.740019

1 3 3

6 2 2

2 1.621951 1.612161

1 0.460526 0.471106

0 2.31E-19 2.15E-19

0 0.921053 0.956796

8 5 5

5 1 1

1 0.80154 0.798332

0 4 4

4 2.307692 2.283809

3 1 1

3 1 1

5 1 1

– 1.825229 1.820665
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Linear regression is applied using SPSS 20 tool which looks at the predicting
powers of the established constructs on the dependent variable and inspect if the
metrics are significant predictor or not. In our study bug prediction models are built
from regression analysis where measures Coefficient of Correlation (R) and The
coefficient of determination (R2) are determined. R2 value should be close to 1.
Table 8 presents the bug prediction models that are being developed by using
Regression analysis on static metric dataset of Android_package_camera.

Next machine learning algorithms which have been used for predicting defects
on the basis of accuracy measures: Correlation Coefficient, Mean Absolute Error
and Root Mean Squared error using Weka tool on Android Camera Package version
1.6. Here also we built three models, two with code and process metrics each and
third with combination of both for predicting fault prone modules.

Table 9 displays the value of correlation coefficient of process metrics, code
metrics and combination of two For Android Camera Package. Accurate models
should attain high value of correlation coefficient. It is visible from the graph of

Table 7 Mean absolute error
for combined metric
(fuzzy-alarmclock)

No. of bugs meanabserror1 meanabserror2

1 0.5 0.144701

1 0.965116279 0.909708

1 3 3

6 2 2

2 2 2

1 3 3

0 5.29963E-10 7.4E-10

0 0.921052632 0.960458

8 5 5

5 1 1

1 1 1

0 4 4

4 0 0

3 1 1

3 1 1

5 1 1

– 1.649135557 1.625929

Table 8 Bug prediction models using regression of android camera package

Datasets Metrics R R square Predictors

Android_Camera Code 1.000 1.000 MAX,DAM,DIT,NOC,Ca,MOA,CAM,AC,
CBM,LCOM3,AMC

Android_camera Process 1.000 1.000 NA, BLANK_DEL, COMMENT_DEL,
BLANK_ADD, NR, CODE_ADD,
COMMENT_ADD
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Fig. 2 that in all the machine learning algorithms, process metrics have higher value
than code metrics for Correlation coefficient. The combination of both also attain
almost same value of process metrics so there is no need to calculate code metrics.
With process metrics we may attain the satisfactory value.

Mean absolute error is also calculated from Weka tool in which process metrics
performs significantly better than code metrics and combination of two as shown
graphically in Fig. 3. Modelling techniques should have low value of mean absolute
error. Table 10 displays the techniques and process metrics and code metrics with
different values of mean absolute error for camera Package. Root mean squared
error is measured for process metrics, code metrics and combination of two by
various modelling algorithm whose value should be 1 as shown in Table 11 and
graphically in Fig. 4.

Table 9 Correlation coefficient of camera package

Technique Linear
regression
model

Multilayer RBFNetw Simple
Li

SMOreg Ibk Kstar LWL

Process −0.9735 0.9883 0.9683 0.9999 0.9802 0.9822 0.9833 0.9633

Code 0.5371 0.8953 0.4461 0.8634 0.8177 0.9743 0.9442 0.9682

Combined 0.939 0.9635 0.9126 0.9999 0.9537 0.9743 0.9787 0.9705

-2

-1

0

1

2

Process

Code

Combined

Fig. 2 Graphical representation of correlation coefficient of camera package

0

50

100 Process

Code

Combined

Fig. 3 Graphical representation of mean error of camera package
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From the above and with our previous research [1] we can conclude that whether
its the large dataset or small dataset of mobile application process metrics are the
better predictor to predict the faulty modules than code metrics with machine
learning modelling techniques. We have also observed that in comparison to var-
ious machine learning algorithms, simple linear regression outperforms all other
with satisfactory results in defect prediction of mobile applications. Neuro-Fuzzy
modelling is also applied to Android Camera Package to calculate the same mean
absolute error using MATLAB for code metrics, process metrics and combination
of both in Tables 12, 13 and 14 respectively.

It is observed that mean absolute error of Android camera package using neuro
fuzzy logic is: Code metrics: 78.04695 Process metrics: 8.845541667 Combined
metrics: 78.84153 Thus process metrics are proved better predictors using fuzzy
logic than code metrics.

Next we use only the process metrics of large dataset of mobile application:
Android Camera Package containing all the buggy classes in which developers
have found the bug since 1.6 version of Android.11 process metrics have been

0

50

100

150
Process

Code

Combined

Fig. 4 Graphical representation for root mean squared error of camera package

Table 12 Code Metrics No. of bugs Meanabserror1 Meanabserror2

58 44.9143 45.5476

1 138 138

18 9.227 9.1695

23 116 116

5 0.3714 0.4323

11 11.5692 11.3395

6 0.4815 0.4878

1 138 138

253 114 114

4 135 135

277 150 150

60 79 79

– 78.04695 78.08139
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recorded in this study from openhub repository for this particular application. We
have created bug prediction models using only the process metrics by applying
various modelling algorithms including Regression Analysis, Machine Learning
Algorithms and Neuro-Fuzzy Modelling. For process metrics R square value is
found to be .999 which is the acceptable value during regression analysis. Machine
Learning Algorithms are applied to process metrics consisting of 40 classes of
mobile application: Android Camera Package. Bug prediction models are built on
the basis of three predictors: Correlate Coefficient, Root Mean Squared Error, Mean
Absolute Error. It is found that Simple Linear Regression model is the best one to
predict bugs as it estimates the desired value of all the predictors: Correlation
coefficient: 0.9994, Mean absolute error: 1.2327 and Root mean squared error:
1.9306

Table 13 Process Metrics No. of bugs Meanabserror1 Meanabserror2

58 26.5263 31.6465

1 0 0

18 7.5277 6.107

23 12.0512 16.9027

5 1.1895 0.9762

11 3.4001 0.4072

6 0.0128 8.0208

1 0 0

253 21.6908 26.4557

4 3 15.1429

277 21.8731 28.5984

60 8.875 0.0152

– 8.845541667 11.18938

Table 14 Combined metrics
of Code and Process

No. of bugs Meanabserror1 Meanabserror2

58 52.49351 49.09192

1 138 138

18 9.226994 0.586197

23 116 116

5 4.012987 3.290809

11 9.883375 6.378347

6 0.481481 4.152978

1 138 138

253 114 114

4 135 135

277 150 150

60 79 79

– 78.84153 77.79169
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Neuro Fuzzy Modelling is applied only on process metrics of 40 faulty classes of
camera package using MATLAB. Mean Absolute Error (MAE) is calculated which
is found to be 9.71 with large dataset which is comparable to previous calculated
MAE with comparable small dataset.

6 Limitations

Not many researchers have done their work on mobile applications for bug pre-
diction so there might be error in data collection while extracting code and process
metrics from it. We have done our analysis by taking small and large both types of
datasets for mobile application as to strengthen our point towards bug prediction.

Earlier we have used simple techniques on Android Alarmclock Package for
version 1.6. In this study we have used more advanced techniques to compare the
results obtained. So we have tried to eliminate bias in selection of techniques and
datasets. When we obtained code metrics, we have to create jar file of the source
code of Android Alarmclock Package and Android Camera Package in Android
Environment. This may have excluded some class files of packages. So there might
be some classes which may have bugs but missed out which can be threat to the
validity of results. The datasets which are used in this study are based on Android
package camera and Android alarmclock package are written in Java language. The
models build by this study likely to be valid for Object oriented languages, for
example C++ or Java, however further research can establish its usefulness in
predicting bugs in other paradigms. Only java class files are used to calculate
metrics for the android package. Other files are excluded in our study. Some
unknown errors might creep in while mapping between source files and defects,
extraction of code and process metrics. In addition process metrics are extracted
from Android github and openhub repository which may contain some errors.
Defect prone areas are observed from the Android package of single version 1.6.
Other versions of same package may be included for getting more confidence about
the results.

7 Conclusions and Future Work

The aim of this study was to find the metrics that are significant in predicting bugs
and to build bug prediction models on large dataset of mobile application. Defect
predictors are identified using a set of 20 code metrics and 11 process metrics
extracted from openhub repository. Android Camera package of version 1.6 is used
to build bug prediction models based on process metrics. It has been observed that
whether its a small dataset of mobile application or large process metrics are better
predictors than code metrics. Prediction models are built to identify the class files
which are defective or which are not. We presented a new set of process metrics that
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are significant predictors of faulty areas other than Chidamber and Kemerer metric
suite. Future work will focus on following issues for defect prediction: (1) Other
than object oriented java programming language class files other files may also be
included to extract code and process metrics for bug prediction. (2) More versions
of Android application should be carried out with other packages in order to cal-
culate faulty areas. (3) The results of the gathered metrics should thoroughly be
verified using other metrics gathering sources/tools.
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Automatic Insurance and Pollution
Challan Generator System in India

Harleen, Shweta Rana and Naveen Garg

Abstract In today’s time there is paper wastage of issuing the pollution and
insurance certificate. Traffic police used to check the documents which cause traffic
jam on the road. This paper proposes use of Information technology to save the
usage of paper; corruption and it reduce possibility of misuse of power by proper
monitoring by introducing smart chips in the number plates of the vehicles which
will provide necessary details required for monitoring. Everything will be done
automatically just by fetching the number plate of the vehicle this will reduce the
problem of traffic jam as well as consumption of paper.

Keywords Insurance � Pollution � Challan � AIPCS

1 Introduction

The traffic police were established as early as 1929 in the British Raj in some states
of the country. The Traffic Police are a specialized unit of the Police responsible for
overseeing and enforcing traffic safety compliance on city roads as well as
managing the flow of traffic. As time passed, government changed its system and
converted the paper challan system into the electronic challan system.

Traditional challan system that is spot challan, in this system challan is issued on
the spot if there is any traffic rule violation [1].

E-challan introduced in 2012, it is an electronic format of the challan. E-Challans
are taken by photo evidence only. It is an electronic receipt for challan payment.
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This challan can be paid directly by cash, at any E-seva Centre or by any other
payment mode as specified on the challan [1].

1.1 Handheld Machine [2]

In this system, the entire challan—right from driver’s name, driving license num-
ber, nature of offence, section of the Motor Vehicle Act invoked and the fine
amount—is written manually and consumes a lot of time. With the help of machine,
in small period of time more cases could be booked and the waiting time for the
offender would get reduced drastically (Fig. 1).

1.2 Manual System [2]

In manual system, when the challan is issued, the fine is paid on the spot or over a
period of time, but the previous record is not available on that time means instantly.

Traffic violations will hereafter be booked by Multi-Purpose Handheld System
(VIOLET) dedicated for Spot Fining System. The software runs on any
android-based tablet or cellular phone and is integrated to a Bluetooth printer to
dispatch receipts [3]. These include details in which the device was used, at what
location the fine has been collected, details of the overall fine collected per day,
information about which officer had used the system. These could be forwarded or
printed out for official records.

In our system we basically focus on the insurance and pollution challan issued
by the traffic police. In the traditional challan system, the major problem is that we
don’t have any records of the previous challans paid or not, paper wastage, unable
to prove the vehicle is being stolen, corruption, misuse of power and consume a lot
of time. E-challan works on GPRS/GSM. In our proposed system, we can establish

(a) (b)

Fig. 1 a Spot Printout of Pending E-challan against your vehicle [1]. b A hand-held machine to
issues e-challan [2]
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a website where we can check the history, if the vehicle has any traffic offences
registered against it. Traffic police using these sites know about the details of fine,
user charges, when the challan is issued and vehicle is not having the updated
pollution as well as an insurance check. It helps the traffic police to maintain a
database of traffic violations and keep track of habitual offenders. Insurance and
pollution registration certificates are mandatory to carry. The limit of insurance is
1 year and the pollution is almost for 3 months after that we renew these two
certificates. We establish software in which we can check all the details online.
When the vehicle is registered then all the details are submitted. This website will
give details of offence description, fine amount, user charges, and the total fine
amount.

It will provide you with the details of your challan which you can pay easily.
This will obviously reduce corruption as every challan will have an entry and audit
can be made to verify details.

2 Challenges Faced by Current System of Issuing Challan

There are some serious challenges faced by the police department in enforcing
traffic laws which are being discussed below:

2:1 Corruption This is the most serious issue faced by the police as the enforcing
law officer takes bribe and does not discharge his duty honestly. It encourages
the serial offenders as they feel like they can get away easily after violating
traffic rules which results in heavy casualties on the road.

2:2 No Record of Previous Violations at the Go The law enforcement officer on
the field having direct contact with the public do not have any real time data
relating to the previous violations committed by the offender. This problem
handicaps the law enforcement officer in evaluating the seriousness of the
violations causing unnecessary leniency in some cases.

2:3 Misuse of Power The law enforcement officers misuse their powers to gain
undue financial favors from the violators to let them go which causes various
serious problems in the nearby future and loss of human life.

3 Proposed System

The Camera Placed on roadside will detect the number plate of Car. From Car
number plate, it will fetch all information of car i.e. Pollution_Expiry_date,
Insurance_Expiry_date, Insurance company and other required details. These dates
will be compared from Today_date automatically and Challan will be generated.
A Challan will be generated from this system, if expiry_date is less than today_date.
Amount of Challan will be taken by the system and Challan can be sent to
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registered address which has been fetched from Car number plate. In this process,
no manual system is required. For Automation of Challan for Insurance and
Pollution, proposed system require following steps:

3.1 Automatic License Plate Reader

First step is to detect car number plate. An Automatic License Plate Reader (ALPR)
technique is available for scanning number plates and collecting toll tax via this
technique. ALPR is an image processing technology used to identify vehicles by
these license plates. It is a special form of OCR (Optical Character Recognition)
where algorithms are employed to transform the pixels of the digital image into the
text of the number plate. Systems commonly use infrared lightning to allow the
camera to take the picture at any time of day.

This technique is already available of scanning number plates and collecting toll
tax. AIPCS (Automatic Insurance Pollution Challan System) will detect car number
plate and fetch the details from registration number of car (Figs. 2 and 3).

Fig. 2 How the automatic generator system work

Fig. 3 Automatic license plate recognition [4]
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3.1.1 Details Behind Car Number Plate

Every Car has its registration number which is pasted on front and rear side of car.
This registration number will have following details which will be helpful in
generating Challan:

Car Registration number, Name, Address, Mobile number, mail id of Car
Owner, Pollution details and Insurance details.

Insurance Details: Insurance policy number, Number of Insurance company,
Expiry date and Type of Insurance.
Pollution details: Pollution_Id, Pollution_Expiry_date and Region of Pollution.

After scanning of car number plate, administrator has all details. So, next step is
to organize data of Pollution and Insurance.

3.2 Pollution

It is mandatory for the owner of the vehicle to carry the pollution control certificate.
Pollution check is prepared in the pollution booth Centre; these booths are available
at many petrol pumps. Computerized facilities are provided for checking the pol-
lution level and issues of pollution control certificate. Pollution under control
certificate contain each information regarding vehicle. If the pollution check is not
issued regarding that vehicle then it is against the rules related to the traffic police. It
is most common violation which goes undetected as it does not have proper
database/records. Till now, after pollution check, we receive hard copy of pollution
certificate which we have to produce at the time of checking by Police.

The proposed system will generate online pollution certificate which we will be
saved at administrator database and customer will receive confirmation of Pollution
check on email id and mobile number via message. By using this technique, no hard
copy of pollution certificate is required which will save paper.

The details of the pollution check of the vehicles are recorded to the system and
uploaded to the central server directly such as vehicle registration number, model,
category, date of mfg., fuel, date, time, valid up to, and address from where pol-
lution check is done.

This data will be saved in two tables i.e. Customer_table and
Administrator_table. Customer_table and administrator_table will have details as
shown in Tables 1 and 2 respectively.
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3.3 Insurance

Insurance paper is prepared by the Insurance Companies such as National Insurance
Company Limited, HDFC, and Reliance etc. Insurance Certificate includes each
information of vehicle.

If the vehicle does not contain the Insurance Certificate then it is against the rules
related to the traffic police. It is the violation which is done by the vehicle owner
due to their negligence. Information related to all the vehicles by all the insurance
companies will be uploaded on the central server database which will be accessible
for the enforcement agency at all times. Fields such as Vehicle Registration Number
and Place of Registration, Policy number, Issue Date, Period of insurance and
Name of the Company and Vehicle Owner address are uploaded to the central
server by the company.

A central database is created which is shown in Tables 3 and 4.
Each pollution booth and various insurance companies are connected to the

central server, when the camera rays fall on the chip which is embedded in the
number plate, and then it fetches each information related to that vehicle. Then
information is passed on to the administration. Through the administration table, it
will check all the details related to the vehicle. Administrator_table check the
current date and expiry date of the vehicle for pollution as well as for insurance. If
expiry date is greater than the current date then it issues the challan and send the
letter to the address of the vehicle owner and alternatively it alert the customer
about the pollution check and insurance challan through messages. If there is issued
any challan related to pollution and insurance send message to the registered mobile
number, tell the customer about where the challan is taken out, on which date and
time.

3.4 Expiry Check Table

Vehicle registration number is unique number for each vehicle.
Insurance_Expiry_date and Pollution_Expiry_date are checked with respect to the
present_date. Pollution check and Insurance check are carried out, if it is expired, or
not.

Table 2 Administrator_table
of pollution

Vehicle registration number Category (W) Expiry_Date

DL2CAP5408 4 18/Oct/2015

DL2CAP6798 4 12/Aug/2015

DL2CAP4509 4 15/Jun/2015

Customer_table will help to check customer profile at instant
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3.5 Challan Table

After comparison of Current_date with Pollution_Expiry_Date and
Insurance_Expiry_Date, we received the list of all vechicles whose pollution or
Insurance has been expired. As discussed in Table 5 that Pollution of vehicle
number DL2CAP4509 and Insurance of Vehicle number DL2CAP6798 has been
expired. So, Administrator will get table of all violated vehicles along with their
expiry date as shown in Table 6.

Now, software will generate the challan related to that policy and send it to the
particular address, it will ease the workload and reduce the wastage of paper. Help
the traffic police maintain a database of traffic violations and keep track of habitual
offenders. By using this approach, traffic police catch the frequent offenders in a
more efficient and structured manner (Fig. 4).

There are different possibility of challan either for pollution or insurance.

1. If the pollution check and the insurance check date are less than the current date,
then there will be no case of challan.

2. If the pollution check is greater than the current date and the insurance check is
less than the current date, then the challan will be issued only for the pollution
not for insurance.

3. If the pollution check is less than current date but insurance check greater than
current date, then the challan will be issued only for the insurance.

4. If the pollution check and the insurance check are greater than the current date,
then challan will be issued for both.

Challan Letter is generated for the owner of the vehicle if he/she doesn’t have
their updated pollution as well as insurance check (Fig. 5).

Vehicle owner can submit the challan by any mode of payment and adminis-
trator will confirm the submission of challan payment.

Table 4 Administartor_table for insurance

Vehicle registration number Issue date Start date Expiry date

DL2CAP5408 18-Sep-2014 27-Sep-2014 26-Sep-2015

DL2CAP4509 20-Nov-2014 24-Nov-2014 23-Nov-2015

DL2CAP6798 16-Jan-2015 19-Jan-2014 18-Jan-2015

Table 5 Expiry_check table

Vehicle
registration
number

Insurance
expiry date

Pollution
expiry date

Current
date

Insurance
expired

Pollution
expired

DL2CAP5408 26/Sep/2015 18/Oct/2015 20/Jul/2015 No No

DL2CAP4509 23/Nov/2015 15/June/2015 20/Jul/2015 No Yes

DL2CAP6798 18-Jan-2015 12/Aug/2015 20-Jul-2015 Yes No
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4 Advantage

4:1 Transparency and Accountability The proposed system will definitely bring
transparency in the system as all the transactions will be made through use of
technology which will lead to more accuracy in processing resulting into
higher accountability.

4:2 Save Paper In the modern times every effort should be made to protect the
environment and use of technology that leads to protection of trees and forests
by being paperless should be encouraged.

4:3 Information for Pollution and Insurance Renewal A message and email
will be sent to registered mobile number and mail id respectively before
10 days of expiry of Insurance and pollution. By this process, every person
will take care of renewal of Insurance and pollution.

Fig. 5 Challan format

Fig. 4 Function performed at administrator end
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5 Conclusion

The system which is mentioned above once implemented will help to obey the rule
and regulation developed by ministry of transport and prevents the surroundings
from pollution. There can be a few difficulties in this automated system such as
initial cost of implementing the whole system. Once the system is setup and work in
progress the cost will decrease. This will help in managing the information of every
vehicle and manage the pollution and insurance details of every vehicle and provide
the transparency in the system.
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Effectively Implementation of KNN-Search
on Multidimensional Data Using Quadtree

B.D. Jitkar, S.D. Raut and S.T. Patil

Abstract In modern systems like location based network systems, radio frequency
identification based network systems where we use different techniques to collect or
capture the data. This represents them in position with the Longitude and Latitude
which we call as Multidimensional Data. So study of multidimensional data is
attracting more attention in research field. In this paper we are focusing mainly on
effective searching for nearest neighbor search. Data is collected using some type of
capturing/scanning device. This captured region in divided into quad format two
times and an indexing is applied for fast and accurate searching of objects. By
considering different facts we propose a new technique of nearest neighbor for
effective cost model. Comprehensive experiments shows that quad region technique
gives better performance in nearest neighbor search on multidimensional objects.

Keywords Multidimensional data � Quadtree � KNN search

1 Introduction

Computer Technology is growing at a pace very fast in all the directions like
hardware, software, networking, support system. Because of which computer is
playing very major role in every business. In every business data plays a major and
important role for further improvement in the business. As number of days passes,
data goes on increasing. This huge data is stored using many advanced techniques.
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This data can be collected either personally or by appointing agency or through any
sensing device. This indicates that we can collect data through multiple ways which
is required for business enhancement or working or processing. The collected data
is single dimensional data as it can be identified by only one attribute of record. The
applications which are location based collects the data using some type of sensing
devices or radio frequency devices [1]. This data contains data with its location. So
for identifying the data with attribute we also need its location which raises the need
for multidimensional data management system or applications. Many real time
applications such as environment monitoring, transportation system, sensor net-
work, medical diagnosis etc. have multidimensional data [2]. These all applications
either scans or sensors or generates data at frightening rate. It is very much
important, in such applications where the explosive growth of information or data is
taking place, how we store the huge data, and access the information or data which
are most important part for user or application. There are many data base man-
agement systems which provide efficient way to store the data. But for the fast result
it is not only important to store the data but also effectively retrieve the data at faster
rate. This can be possibly partially achieved by using fast storage device. If data
goes on increasing it might be possible that query takes more time for execution or
display required result. Indexing is one of the most effective and ever-present tool
for reducing query execution time in traditional database system. All database
systems support variety of index structures like B-Tree, hash indexing, R-Trees [1].
Different database system use different index structure that works on single
dimensional data. For multidimensional data we have designed effective indexing
structure for storing as well as fast and accurate retrieving of the data.

The queries like point query, range query, top-k query and probabilistic nearest
neighbors query can be executed on multidimensional data. Searching of nearest
neighbor or range search is main problem in many applications like location based
services (LBS), global position system (GPS), and sensor data analysis [1].
Recursively dividing region into Quad format (two times) is the new technology
which can be used for effective and accurate searching. This is very flexible
technology and here we adaptively build collections of the objects so that overall
cost of the range query, nearest neighbor search can be minimized regarding the
cost model using Quad region format. For range query and nearest neighbor search
on uncertain objects this index structure will help effectively for accurate and fast
retrieval of data.

2 Related Work

In many places or applications Radio frequency identification (RFID) networks,
Location Based System or sensor networks are widely used [3]. The nearest
neighbor and range searching is fundamental problem in these types of applications.
In many location based system location of the objects with their details are obtained
by sensor devices or some type of readers. Resent research involves filtering and
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verification paradigm which evolves filtering cost in terms of I/O or CPU cost [4].
Considering this cost an effective index structure must be used for effectively
indexing the objects in the database to get fast and accurate response for nearest
neighbor and range query for multidimensional objects. This indexing must be in
such a way that range query and nearest neighbor query must work effectively and
accurately [5].

3 Proposed Work

There are exactly four leaf nodes for every internal node of a Quadtree structure. In
this structure a two-dimensional space is portioned recursively by subdividing it
into four quadrants or regions two times [5]. This structure is a novel index
structure which can be used to effectively organize the multidimensional objects n
quad region format. Also arbitrary PDFs are also calculated for every region using
formula (Fig. 1)

P
Cell ObjectsP
Total Objects

where every divided region is called as cell.
Quadtree can support nearest neighbor query, range query, uncertain range query

where the search region is multidimensional [5]. Comprehensive experiments show
the efficiency of the Quadtree technique in many types of queries such as uncertain
range query and K Nearest Neighbor query with different factors like number of
records, different theta values, different K values etc.
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Fig. 1 System architecture
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For effectively and flexibly processing of multidimensional objects a new
technique is constructed which significantly improve the performance of the K
Nearest Neighbor. In this new technique filtering and selecting multidimensional
object is applied only on selected objects from selected cells/regions instead of
going through all the multidimensional objects. Therefore the overall cost is
minimized.

3.1 Quad Tree

A quad tree is a region partitioning tree data structure in which a region is recur-
sively subdivided into 2 sub regions (cells). Many applications widely use this quad
tree technique because of its simplicity and regularity. In this paper, we focus on
two-dimensional region and all techniques suggested are immediately applied on
given region/spaces. In our work, we say a Quadtree is optimal as the cost model if
is minimized [5]. In using quad tree, focus is on efficient construction of Quadtree
to reduce/minimize the overall cost of the nearest neighbor and range search query.
The region is divided into 16 cells and is numbered using Hilbert code as shown in
Fig. 2 (Fig. 3).

Fig. 2 U-Quadtree structure numbering

11

03 08 14 19

1 2 4 5 6 7 9 10 12 13 15 16 17 18 20 21

Fig. 3 U-Quadtree structure
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3.2 Range Query

In this type of query instead of searching in all the regions or cells we get the lower
and upper bounds followed by filtering-and-verification of objects. Also PDFs are
calculated for every cell for selected region. This technique extracts all nonempty
cells which are contained or overlapped by range query. This gives the lower and
upper bounds of the appearance probabilities of the objects and the cost to compute
lower and upper bounds of the appearance probabilities. Since the selected region
of search is restricted to select bounded area rather than full area the cost is
minimized.

3.3 K Nearest Neighbor Search

Here a new KNN algorithm based on the Quadtree is used. The essential idea is to
identify the promising objects based on the summaries on different factors like
threshold and distance of the objects from query point Q. The computational cost is
still expensive if simply we try to calculate the distance using formula (1) of each
object from query point Q.

For example consider following Fig. 4.
We are considering Q as Query Point. Then from Q we are calculating distance

of every object (p) using formula

Distance ¼ ABS
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðQ:x� p:xÞ2 þðQ:y� p:yÞ2

q
ð1Þ

After calculating distance using above formula, rearrange the objects according
to distance of p from Q. as shown below (Fig. 5).

Fig. 4 KNN search
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With distance with threshold value per cell is also mentioned for searching
criteria if required. To calculate the threshold value of objects of same type or every
cell formula is used as

P
Cell ObjectsP
Total Objects

ð2Þ

Now from arranged objects select TOP K objects as per requirement and return
the objects.

In the following, a new KNN algorithm is considered which incrementally
extends the search region from the query point Q to prune objects based on their
summaries following the collecting and filtering paradigm.

In algorithm, 3rd step gets the cell to which query point Q belongs to. Then all
objects including current cell and nearby cells are collected together in 4th step. In
5th step PDFs and distance is calculated of all the objects collected in previous step
and those objects are arranged in ascending order on distance n 6th step. In 7th step
we selected the required objects which are returned in 8th step.

Algorithm for KNN Search
Input: UQ: the UQuad tree set region from U sets.

Q: Query Point
θ: Threshold Value
k: Number of items
d: distance for range

Output: Set of items with expected threshold and within distance from query
point Q.

1: Get the Query Point Object for Query
2: Get the Threshold Value, distance and value for k for Search
3: Get the Cell of Query point Q.
4: Get the items from above cell and also nearby cells.
5: Calculate the PDFs and distances from Q of the items

which we get from above step.
6: Arrange the above items as per distance in ascending order.
7: Get the top k items from Step 6 having distance < d and if required PDF >= θ.
8: Return the qualified items.

Fig. 5 Distance wise arranged objects

116 B.D. Jitkar et al.



The cost required is comparatively less because we are searching into limited
region instead of full region.

The experimental results are shown below for different values of K, theta (Θ),
records (Fig. 6).

Above experimental result shown for different theta values which are processed
for regular search and Quadtree structure search (Fig. 7).

Above experimental result shown for different number of records and same
theta, K, distance values which are processed for regular search and Quadtree
structure search (Fig. 8).

Above experimental result shown for different number of K values and same
number of records, theta, distance values which are processed for regular search and
U-Quadtree structure search.

Fig. 6 Time complexity for
different THETA (Θ) values

Fig. 7 Time complexity for
different number of records
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4 Conclusion

For effective and fast working of KNN search and range query a region is divided
into recursively quad format 2 times. Because of this divide format searching is
done in limited regions called cells which makes searching accurate and faster.
However if collectively data is stored it will take huge memory space as data is
captured reclusively periodically. So it may be possible that U-Quad tree technique
many take time. So for effectively searching clustering of data can be possibly
implemented further for fast search with U-Quad Tree.
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Edge Detectors Based Telegraph Total
Variational Model for Image Filtering

Subit K. Jain and Rajendra K. Ray

Abstract For the existing issues of edge blur and uncertainty of parameter
selection during image filtering, a novel telegraph total variational PDE model
based on edge detector is proposed. We propose image structure tensor as an edge
detector to control smoothing process and keep more detail features. The proposed
model takes advantages of both telegraph and total variational model, which is edge
preserving and robust to noise. Experimental results illustrate the effectiveness of
the proposed model and demonstrate that our algorithm competes favorably with
state of the-art approaches in terms of producing better denoising results.

Keywords Image denoising � Telegraph equation � Variational model � Partial
differential equations (PDEs)

1 Introduction

From last two decades, nonlinear partial differential equations (PDEs) based
methods have been widely employed for image denoising and edge detection in
digital images, due to its well established theory in literature [1–5]. Most of the
nonlinear diffusion models are generalized from the following model, in which the
diffusion is controlled by a variable coefficient [6].

It ¼ rðcðjrIj2ÞrIÞ inX� ð0; þ1Þ
@I
@n ¼ 0 in @X� ð0; þ1Þ
Iðx; y; 0Þ ¼ I0ðx; yÞ inX

8<
:

9=
; ð1Þ
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Subsequently, Rudin, Osher and Fatemi proposed a total variational model
which smooths the original image and obtains the resultant image by minimizing
the energy function [7].

To our best knowledge, parabolic equations acquire the center stage in the field
of image denoising. But, the hyperbolic PDEs could improve the quality of the
detected edges and so enhance the image better than parabolic PDEs [8]. In their
model (the TDE model), proposed by Ratner and Zeevi [8], the image is viewed as
an elastic sheet placed in a damping environment,

Itt þ cIt ¼ rðcðjrIj2ÞrIÞ inX� ð0; þ1Þ
@I
@n ¼ 0 in @X� ð0; þ1Þ
Iðx; y; 0Þ ¼ I0ðx; yÞ; Itðx; y; 0Þ ¼ 0 inX

8<
:

9=
; ð2Þ

where c and c are the elasticity and damping coefficients, respectively. Note that the
TDE model is a hyperbolic equation which interpolates between the diffusion
equation and the wave equation. It has been proved that using this family of
equations enables better edge preservation and enhancement when compared with
diffusion-based approaches. For different elasticity coefficients, the TDE model can
be treated as the improved versions of the corresponding nonlinear diffusion
models.

Inspired by the work of Catté et al. [9], Cao et al. [10] presented the following
improved telegraph diffusion (ITDE) model applied to image restoration,

Itt þ cIt ¼ rðcðjrIrj2ÞrIÞ inX� ð0; þ1Þ ð3Þ

With Ir ¼ Gr � I : Ir is the smoothed version of image I convolved by a
Gaussian smoothing kernel Gr.

The variational methods are proven tools to stabilize the PDE and makes it less
dependent on the number of iterations [4]. Inspired by the ideas of [7, 8, 11], we
propose a novel telegraph total variational model using the telegraph equation and
total variational model along with an edge detector function. We first propose the
Telegraph Total Variation (TTV) model and then we add an edge detector function
in the propose model which is named here as edge detector function based
Telegraph Total Variation (ETTV) model. The paper is organized as follows: The
Sect. 2 deals with the proposed model. Section 3 shows an appropriate numerical
realization. Numerical Experiments are carried out and studied in Sect. 4. Finally,
the paper is concluded in Sect. 5.

2 Telegraph Total Variational Model

Noise removal and feature preservation are the main task of image filtering. Hence,
image denoising process consists two major objectives, (1) Minimization of high
frequency components and (2) Enhance and preserve the features of image.
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Motivated from the work of [7, 8], it is natural to investigate a model inherits the
advantages of the Telegraph equation and Total variation model. Our proposed
Telegraph Total Variation (TTV) model as follows:

Itt þ cIt ¼ r rI
jrIj
� �

� kðI � I0Þ inX� ð0; þ1Þ
@I
@n ¼ 0 in @X� ð0; þ1Þ
Iðx; y; 0Þ ¼ I0ðx; yÞ; Itðx; y; 0Þ ¼ 0 inX

8><
>:

9>=
>; ð4Þ

Using the information obtained by magnitude of the gradient, the diffusion
function lower the diffusion near the edges. This model may not be good enough in
the case of edge preservation when there is a loss of edge connectivity. Hence, to
increase the edge preservation, we introduce a structure tensor function [12] in the
proposed scheme (ETTV model), which yields

Itt þ cIt ¼ r aðIÞ rI
jrIj

� �
� kðI � I0Þ inX� ð0; þ1Þ

@I
@n ¼ 0 in @X� ð0; þ1Þ
Iðx; y; 0Þ ¼ I0ðx; yÞ; Itðx; y; 0Þ ¼ 0 inX

8><
>:

9>=
>; ð5Þ

where, aðIÞ ¼ 1� FðIÞ provides a pixel wise edge characterization using the image
local structure measure function, FðIÞ ¼ d1 � d2 þ jd1 � d2j2, where d1 and d2 are
the eigenvalues of Hessian matrix of the image I.

3 Numerical Scheme

To solve the proposed model, here we construct an explicit numerical method. The
explicit schemes are commonly used in the literature and considered as the simplest
option but the shortcoming with this is that it needs small time steps for stability
[13, 14]. In this work, we use an explicit scheme with small time step to validate our
model.

Let h represents the spatial step grid size and s is the time step size. Denote
Ini;j ¼ Iðxi; yj; tnÞ where xi ¼ ih; yj ¼ jh and tn ¼ ns. Since the diffusion term is
approximated by central differences, we use the following notations,

@I
@t

¼ Inþ 1
i;j � Ini;j

s
;
@2I
@t2

¼ Inþ 1
i;j � 2Ini;j þ In�1

i;j

s2
;

@I
@x

¼ Iniþ h;j � Ini�h;j

2h
;
@I
@y

¼ Ini;jþ h � Ini;j�h

2h
;

@2I
@x2

¼ Iniþ h;j � 2Ini;j þ Ini�h;j

h2
;
@2I
@y2

¼ Ini;jþ h � 2Ini;j þ Ini;j�h

h2
;
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Hence, we can write the proposed model as the discrete form as follows:

ð1þ csÞInþ 1
i;j � ð2þ csÞIni;j þ In�1

i;j ¼ s2 rðaðIni;jÞ
rIni;j
jrIni;jj

 !
� kðIni;j � I0ÞÞ

) ð1þ csÞInþ 1
i;j ¼ ð2þ csÞIni;j � In�1

i;j þ s2 rðaðIni;jÞ
rIni;j
jrIni;jj

 !
� kðIni;j � I0ÞÞ;

where image local structure measure function can be calculated as,

FðIni;jÞ ¼ dn1 � dn2 þ jdn1 � dn2j2:

4 Experimental Results

In this section, we evaluate the experimental results obtained by applying both the
proposed models (Eqs. 4 and 5) on some standard test images. The performance of
the proposed models are compared with those obtained by PM model [6], TDE
model [8] and ITDE model [10].

We use the Mean Structural Similarity Index (MSSIM) [15] and Peak Signal to
Noise Ratio (PSNR) [16], to evaluate the performance of our models. The formulas
used for calculating PSNR and SSIM are as follows,

SSIMðx; yÞ ¼ ð2lxly þ c1Þð2rxy þ c2Þ
ðl2x þ l2y þ c1Þðr2x þ r2y þ c2Þ

PSNR ¼ 10log10
maxðI0Þ2

1
rc

Pr
i�1

Pc
j¼1 ðIt � I0Þ2

 !
:

Here lx; ly; r
2
x ; r

2
y ; rxy is the average, variance and covariance of x and y,

respectively. c1 and c2 are the variables to stabilize the division with weak
denominator. For both quality measures, a high value suggests that the filtered
image is closer to the noise free image. Also for objectively evaluate the perfor-
mance of edge detector, we have used Figure of Merit (FOM) [17] parameter. Apart
from this, some other approaches have also been proposed for defining the per-
formance of edge detector [18].

For experiment, we have used the set of standard test images of size 256 × 256.
Images are degraded with white Gaussian noise of zero mean and different standard
deviations (e.g. r 2 ð20; 40Þ). In these experiments we have considered the
parameters values as follows: the time step size Dt ¼ 0:25, the grid size h ¼ 1 and
threshold parameter k ¼ 10.

Figure 1a, b show the noise free “Lena” image and its noisy image with
Gaussian noise of mean 0.0 and s.d. 20, respectively. Figure 1c–g depict the
enhanced images by using PM, TDE, ITDE, proposed TTV and ETTV model,
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respectively. We observed that the proposed ETTV model has an impressive
smoothing effect which is visually comparable to the existing methods along with
proposed TTV model, in restoring and edge-preservation. It confirms the usefulness
of the telegraph model combined with TV model as a better denoising model, along
with structure tensor to detect the true edges more efficiently.

Similarly, Fig. 2 shows the denoising performance of the proposed methods on a
“House” image, degraded with white Gaussian noise of zero mean and r ¼ 40.
Figure 2a–d show the denoised images and corresponding edge maps using dif-
ferent approaches discussed above. All these studies confirm that our proposed

(a) (b) (c)

(d) (e) (f)

(g)

Fig. 1 a Original Lena image. b Lena image with Gaussian noise of mean 0.0 and s.d. 20,
Denoising of image using c PM model. d TDE model. e ITDE model. f TTV model. g ETTV
model
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ETTV model can achieve both image enhancement as well as noise reduction,
better than any other models discussed here.

The quantitative comparisons of different models, in terms of MSSIM and PSNR
values, for different noise levels are shown in Table 1. From this table, one can
observe that proposed TTV model produces better results than existing PM, TPM
and ITPM models, whereas proposed ETTV model produces best results among all
the models in all the cases. Also, proposed ETTV model efficiently preserves the
finer details as compared to the standard TDE model as it inherits the advantage of
the standard diffusion method and interpolates between the parabolic and the
hyperbolic PDE models. So, it can better preserve and describe the textures of the
image. That is why, the proposed ETTV model obtains higher MSSIM and PSNR
than the other methods, for the different noise levels.

5 Conclusion

In this paper, we proposed couple of new models, i.e., TTV and ETTV models, for
better preservation of edges and small details in an image, based on the combination
of telegraph equation and variational model along with a structure tensor based
edge detector. Numerous numerical studies are carried out with different noise
levels to validate our models. Our numerical studies reveal that both TTV and
ETTV models are better than the existing PM, TPM and ITPM models, in general,
and ETTV model is better than the TTV model, in particulate, for denoising ability
in terms of visual quality and quantitative quality measures (e.g. MSSIM and
PSNR).

(a) (b) (c) (d)

Fig. 2 Denoised House image and corresponding edge map using a TDE model, FOM ¼ 0:5079.
b ITDE model, FOM ¼ 0:5160. c TTV model, FOM ¼ 0:5266. d ETTV model, FOM ¼ 0:5358
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6 Future Work

In future, we will compare the proposed system with some statistical approaches
(e.g. Bayesian model) along with time complexity and computational complexity of
proposed system. Also to improve convergence speed of proposed models,
Advanced numerical schemes and better algorithms can be used. This will be a
good future scope of the present work.
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Cloud Based K-Means Clustering Running
as a MapReduce Job for Big Data
Healthcare Analytics Using Apache
Mahout

Sreekanth Rallapalli, R.R. Gondkar
and Golajapu Venu Madhava Rao

Abstract Increase in data volume and need for analytics has led towards inno-
vation of big data. To speed up the query responses models like NoSQL has
emerged. Virtualized platforms using commodity hardware and implementing
Hadoop on it helps small and midsized companies use cloud environment. This will
help organizations to decrease the cost for data processing and analytics. As health
care generating volumes and variety of data it is required to build parallel algo-
rithms that can support petabytes of data using hadoop and MapReduce parallel
processing. K-means clustering is one of the methods for parallel algorithm. In
order to build an accurate system large data sets need to be considered. Memory
requirement increases with large data sets and algorithms become slow. Mahout
scalable algorithms developed works better with huge data sets and improve the
performance of the system. Mahout is an open source and can be used to solve
problems arising with huge data sets. This paper proposes cloud based K-means
clustering running as a MapReduce job. We use health care data on cloud for
clustering. We then compare the results with various measures to conclude the best
measure to find number of vectors in a given cluster.
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1 Introduction

Clustering algorithms are used to solve the most of cluster related issues which are
focused for small data sets. With increase in volume of data over the years, data sets
now a day are very huge and cannot be accommodated into the memory. There are
many efficient clustering algorithms [1] in operational which can solve the data
intensive problems. The most commonly used algorithm for clustering is K-means.
It is simple to solve the problems. In order to solve the large data set problems,
technologies based on open source are useful. Mahout on Hadoop [2] platform can
be promising for solving large data set problems. Cloud [3] based K-means clus-
tering with mahout shows good results when run on Amazon EC2 [4]. Further
sections in this paper focus on various aspects of clustering algorithm and struc-
tured as follow: Sect. 2 presents some fundamental aspects of clustering and various
algorithms for Mahout. Section 3 discuss about Proposed Mahout K-means clus-
tering algorithm on cloud for healthcare data. Section 4 discuss about MapReduce
job for K-means clustering. Section 5 presents the results and analysis. Conclusion
is presented in Sect. 6.

2 Fundamental Aspects

2.1 Clustering in Mahout

A collection of an algorithm, a notion of similarity and dissimilarity, a condition to
stop are the things which are required for clustering. Similar items can be grouped
together for certain groups. Clustering is all about grouping the items near to
particular set. Implementation of clustering is discussed as many ways in Mahout.
K-means, fuzzy K-means and canopy clustering are few implementations. For
health care records analysis we use K-means clustering. Hadoop library [5] consists
of binary file format. Mahout clustering also takes input as binary format. Create an
input file and then follow the three steps to input to algorithm. Once the input is
ready we can use the clustering K-means algorithm.

2.2 Clustering Algorithms in Mahout

There are many clustering algorithms which work for the data sets. But few
algorithms do not fit for the large data sets. K-means is one of the fundamental
algorithm which works for all types of data sets. The other algorithms are fuzzy
K-means, canopy clustering, dirichlet and latent dirichlet analysis.

K-means algorithm initially starts with a set of k centroid points [6]. The
algorithm process in multiple rounds until maximum limit of set criterion is
reached. In mahout to run a clustering data we need to implement KMeansClusterer
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class or KMeansDriver class. In-memory clustering of data is done by
KMeansClusterer. To implement K-means as a MapReduce job KMeansDriver act
as an initial point. These methods can run on Apache Hadoop cluster.

Canopy clustering has an ability to quickly generate clusters. Optimal number of
clusters k, can be specified which is required by K-means. This algorithm can be
executed using CanopyClusterer or CanopyDriver class [6].

Fuzzy K-means algorithm generates overlapping clusters from the data set [7]. It
discovers the soft clusters. The classes used for this algorithm is FuzzyKMeans-
Clusterer and FuzzyKMeansDriver.

Dirichlet algorithm is based on Bayesian clustering algorithm [6]. This algorithm
start with a set of data points called as Model Distribution. In memory clustering is
based on DirichletClusterer class and DirichletDriver as a MapReduce job.

Latent Dirichlet algorithm is a model of dirichlet clustering. This algorithm
reads all the data in a mapper phase in parallel and finds the probability of each
occurrence in the document [6]. In memory implementation in this algorithm is not
available, where as MapReduce implementation can be achieved by LDADriver
class.

Cloud based K-means clustering shows best performance for computation in a
datacenter on DISA Virtual Machine (DVM) [8]. Experiments conducted on dif-
ferent data size and number of nodes proved that for K-means clustering. Mahout
K-means clustering works for large data sets and is scalable. Consistency is main-
tained by mahout K-means clustering between several experiments conducted [4].
Clustering patient health records via sparse subspace representation is given in [9].

3 Proposed Mahout K-Means Clustering Algorithm
on Cloud for Healthcare Data

In this section we take a set of health care data and discuss how Mahout K-means
clustering can be promising. Table 1 shows the code and description for various Ill
health’s. Table 2 shows the patient id and their ill health data. We then take a data
set for running K-means clustering using the class.

Table 1 Code description for ill health

Ill health code Description of ill health

HBP High blood pressure

DHBP Diabetic with high blood pressure

DHBPHS Diabetic, high blood pressure with heart stroke

DINS Diabetic with insulin dependent

DKD Diabetic with kidney related disorder
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In the first stage K-means clustering start with random data as the centroid
(Fig. 1). The map stage assigns each point to the cluster near it (Fig. 2).

As discussed in Sect. 2.2 K-means clustering algorithm in-memory clustering of
the data is achieved by KMeansClusterer. The algorithm given below will take the
points in vector format around the given data of health codes. This program can
execute on apache hadoop cluster on cloud.

Table 2 Patient ID and their
ill health data set

Patient ID Ill health code data set

P111 HBP, DHBP

P112 HBP, DHBP, DHBPHS

P113 HBP, DKD

P114 DINS, DHBPHS

P115 DHBP, DKD

Fig. 1 K-means clustering
with random points

Fig. 2 Map stage

130 S. Rallapalli et al.



Algorithm 1 Computing K-means for healthcare data 

Input: Data is in List<vector> format. 
Output: K-means for patient data 

1. Begin with n clusters, each containing one object and we will number the 

clusters 1 through n.

2. Compute the between-cluster distance D(p,q) as the between-object distance 

of the two objects in p and q respectively, p, q =1, 2, ..., n. Let the square 

matrix D = (D(p, q)). If the objects are represented by quantitative vectors 

we can use Euclidean distance.

3. Next, like pairs of p and q clusters is identified, such that the 

distance, D(p, q), is minimum among all the pair wise distances.

4. Join p and q to a new cluster t and compute the between-cluster 

distance D(t, k) for any existing cluster k p, q . Once the distances are 

obtained, corresponding rows and columns are eliminated to the old 

cluster p and q in the D matrix, because p and q do not exist anymore. Then 

insert a row and column in D which matches with cluster t.

5. Repeat Step 3 a total of n − 1 times until there is only one cluster left.

4 MapReduce Job for K-Means Clustering

In Mahout KMeansDriver class can be instantiated for MapReduce [10]. The
RunJob method is the entry point to MapReduce Job. The input parameters for the
algorithm are the hadoop configuration, the sequence file which contains the input
vectors. Initial cluster centers are contained in sequence file. The K-means clus-
tering for MapReduce job can be given as

KmeansDriver.runJob(hadoopconf,InputVectorFilesDirPath,
ClusterCenterFilesDirPath, OutPutDir, new EuclideanDistanceMeasure(),
ConvergenceThreshold, numIterations, True,False)

Figure 3 shows K-means clustering for MapReduce [11] Job. The input file is
taken as sequence file containing vectors. The data chunks from each vector are
then sent to parallel mappers. The mappers then send the data to reducer’s stage
where the data is reduced to all points of clusters from mapper.
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5 Results and Analysis

In this section we find out the distance measure between two health care data codes
using various methods. The results between two points are then compared for the
number of iterations each method takes to do the K-means algorithm processing.
The Euclidean distance measure between the points in the health care data graph is
given by

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1 � y1Þ2 þðx2 � y2Þ2 þ � � � þ ðxn � ynÞ2

q
ð1Þ

where x1, y1 are the points to be considered in Health data codes.
The squared Euclidean distance measures is given by

D ¼ x1 � y1ð Þ2 þðx2 � y2Þ2 þ � � � þ ðxn � ynÞ2 ð2Þ

The Manhattan distance measure is given by the equation and shown in Fig. 4.

D ¼ x1 � y1j j þ x2 � y2j j þ � � � þ xn � ynj j ð3Þ

The cosine distance measure is given by

D ¼ 1� x1y1 þ x2y2 þ � � � þ xnynð Þ
ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx21 þ x22 þ � � � þ x2n

p
Þð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðy21 þ y22 þ � � � þ y2nÞÞ

p ð4Þ

Tanimoto distance measure is given by

Fig. 3 MapReduce for K-means clustering
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D ¼ 1

� x1y1 þ x2y2 þ � � � þ xnynð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx21 þ x22 þ � � � þ x2nÞ

p
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðy21 þ y22 þ � � � þ y2n

p
� ðx1y1 þ x2y2 þ � � � þ xnynÞ

ð5Þ

A Weighted Distance Measure class allows giving weights to different dimen-
sions in order to increase or decrease the effect of a dimension.

The cosine distance measure takes one iteration whereas squared Euclidean
distance measure takes five iterations and remaining measure takes three iterations
for the algorithm processing.

Cluster 1: HBP, DHBP, DHBPHS—Patients with High Blood Pressure and
Diabetes are prone to Heart strokes.

Cluster 2: HBP, DHBP, DINS—Patients with High Blood Pressure and Diabetes
also will be Insulin Dependent in future.

Cluster 3: DINS, DKD—Patients with Diabetes and Insulin based are likely to get
any type of Kidney disorders in near future.

5.1 Experimental Results

For the proposed algorithm we intended to take patient data set which contains
500,000 records of patients with more than 100 different parameters. These records
are then supplied to cloud based hadoop cluster running k-means as MapReduce
job. The tests are performed on Amazon Elastic Cloud Computing (EC2). The
results obtained are mentioned in the Table 3. The block size of the HDFS was

Fig. 4 Distance measure
between two healthcare
records
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128 MB, and the data replication is set to a default value of 3. The k-means can be
run on multimode cluster. We can see the number of iterations taken by the
algorithm is less when the number of nodes increases.

6 Conclusion

In this paper we have discussed how Mahout can be a promising tool for algorithm
of K-means. It is also a good tool for visualizing the algorithm. DisplayKMeans
class shows cluster movement position after every iteration. KMeansClusterer
method is the best method for clustering the health records. In-memory clustering
using K-means works with large data sets which have many records. Number of
hadoop clusters need to be mentioned while running. The MapReduce algorithm
helps the large data sets to run on multiple machines with each mapper getting a
subset of the points. Mapper job will compute the cluster which is near to it by
reading the input points. K-means clustering MapReduce algorithm is designed to
run on Hadoop cluster.
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Symbolic Decision Tree for Interval
Data—An Approach Towards Predictive
Streaming and Rendering of 3D Models

V. Vani and S. Mohan

Abstract 3D content streaming and rendering system has attracted a significant
attention from both academia and industry. However, these systems struggle to
provide comparable quality to that of locally stored and rendered 3D data. Since the
rendered 3D content on to the client machine is controlled by the users, their
interactions have a strong impact on the performance of 3D content streaming and
rendering system. Thus, considering user behaviours in these systems could bring
significant performance improvements. To achieve this, we propose a symbolic
decision tree that captures all attributes that are part of user interactions. The
symbolic decision trees are built by pre-processing the attribute values gathered
when the user interacts with the 3D dynamic object. We validate our constructed
symbolic tree through another set of interactions over the 3D dynamic object by the
same user. The validation shows that our symbolic decision tree model can learn the
user interactions and is able to predict several interactions with very limited set of
summarized symbolic interval data and thus could help in optimizing the 3D
content streaming and rendering system to achieve better performance.
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1 Introduction

In recent times, 3D modeling and rendering has gained attention over the internet
and most of the multiuser virtual environment renders the entire world once it is
fully downloaded from the server [1]. Therefore, to get the first response from the
server, the clients/users ought to wait till the requested region of the model is
completely downloaded with all necessary refinements to get rendered. Due to the
increased complexity of the 3D model, even with the high bandwidth user has to
wait for a longer time to view the model. To reduce the waiting time of the user,
prediction based 3D streaming and rendering [2–5] technique is made available to
the users. On the other hand, for the last few decades, the Decision tree based
predictors [6] are considered to be one of the most popular approaches for repre-
senting predictors or classifiers. Researchers from various disciplines have used this
decision tree for possible data classification and prediction. In this paper, instead of
considering the large set of user interaction data available data as such, it is pro-
posed to convert those data with necessary preprocessing to symbolic data with the
summarized data set. Further, these summarized data sets can be used to construct
the symbolic decision tree [7–10]. Also, an attempt is made to consider Symbolic
Decision Tree for necessary classification and prediction of the profiled user
interactions. The user interaction profiles collected offline helps us to conduct
experiments and estimate the misclassification rate and prediction accuracy.

In the proposed work, the user interaction patterns are profiled by fixing the
number of camera views to six to construct predictive models based on Symbolic
Decision Tree. The considered six views are Top, Bottom, Left, Right, Front and
Back with respect to 3D object. These six viewpoints are considered to be sufficient
to visualize the projected object from different angles. However, in addition to the
camera views, the eye position (x, y, z), eye orientation (x, y, z), object position
(x, y, z), current key press as well as next key press are recorded to train the
predictors. The user interaction patterns with the above mentioned parameters are
profiled by considering different users across various 3D models with static or
dynamic behaviors. The predictors are trained based on the collated user interaction
patterns. These trained predictors are used to predict the probable next key press,
and thus to stream and render the appropriate portions of 3D models more effi-
ciently to enrich the user experience.

2 Decision Tree

One of the classical soft computing approaches proposed by Han et al. [6] is a
decision tree classifier which is referred in this paper to predict the next key press of
the user during his/her interactions with the chosen 3D model. The decision tree
classifier is a recursive partitioning algorithm which divides the nodes into sub
nodes based on the discrete function. As a result of this division/partition, the leave
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node of the decision tree is assigned to one class that specifies most appropriate
target value or the probability value.

Figure 1a describes a sample CART [6] decision tree that reasons the next user
key press. Given this classifier, the analyst can predict the response of a user (by
sorting it down the tree), and understand the behavioral characteristics of the users
while interacting with the 3D objects. In Fig. 1a, there are 11 nodes and each node
is labeled with its corresponding values. Leaf nodes represent the possible 6 target
classes ranging from 1 to 6 which represent the next key press and CK represents
the Current Key and UZ represents camera orientation (Up Vector: UX, UY, UZ) in
the Z direction. Figure 1b gives the corresponding decision tree rules for
classification/prediction.

3 Proposed Work

3.1 An Approach to Construct Symbolic Decision Tree

Input: Profiled User Interactions of Dynamic 3D Cow Model Training Data Set (93
tuples)

Process:

1. Extract the user interaction data set and normalize the continuous data to fall in
the range between –1 and +1 using Min-Max Normalization [6] algorithm.

2. Partition the tuples in the data set based on the Current Key(CK), View Point
(VP) and Next Key (NK).

Decision tree for classification 
1 if CK=5 then node 2  

elseif CK in {1 2 3 4 6} then node 
3 
 else 5 

2   class = 5 
3     if CK in {1 2 3 4} then node 4  

elseif CK=6 then node 5  else 6 
4      if CK=2 then node 6  

elseif CK in {1 3 4} then  node 7 
else 2 

 5  class = 6 
 6  class = 2 
 7  if CK in {1 3} then node 8  
     elseif CK=4 then   node 9 else 3 
 8  if UZ<-0.31 then node 10  
    elseif UZ>=-0.31 then   node 11 else 3 
 9  class = 4;10  class = 1; 11  class = 3 

(a) (b)

Fig. 1 a Decision tree. b Decision tree classification rules
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3. Covert the normalized and partitioned data, into interval data with minimum
and max value for each attribute and reduce the number of tuples and make it as
symbolic data.

4. Construct the histogram using standard set of bins for all the interval data
pertaining to the Partition ij to determine the splitting attribute

5. Compute the Information of each attribute using histogram distribution as well
as for the partitioned data Dij

6. Compute Information Gain between Info(Dij) and InfoA(Dij)
7. Choose the attribute with maximum Information Gain as the splitting attribute
8. Based on the splitting attribute Divide the chosen partition Dij to reach the

possible output class
9. If the possible output class is not reached or else number of tuples in the

partition is more than 1 then repeat the steps 3 to 7
10. Repeat the steps 3 to 8 by choosing the next partition from the available ‘n’

partitions

Output: Constructed Symbolic Decision Tree with Set of Decision Rules for
Prediction.

3.2 Illustration

The illustration of the step by step approach to construct the Symbolic Decision
Tree is specified in this section.

Step 1: The user interaction over 3D dynamic cow model that was
profiled already is used for constructing the symbolic decision
tree. Initially the composite attributes eye position, eye orienta-
tion and object position whose values are continuous are nor-
malized to fall between the range –1 and +1 using To normalize
the values in these continuous parameters, Min-Max
Normalization [6] method is used. In case of Symbolic
Decision Tree based Predictors, the continuous attributes are
discretized by determining best split-point for the parameters
(Eye Position, Eye Orientation & Object Position) where the
split-point is a threshold on the parameters. The Sample data
subset with single values recorded and normalized is shown in
Fig. 2.

Step 2: Based on the CK and NK, the tuples in the user interaction
profile with 10 different attributes are partitioned. Figure 2 rep-
resents one such partition where the CK, VP and NK with 3, 1
and 3 values respectively.
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Step 3: The partitioned tuples with single data are converted into
interval data by considering minimum and maximum values
under each continuous attributes. Figure 3 shows normalized
single data set converted into interval data. In this case, 5
tuples are reduced to 1 tuple with the interval data.

Step 4: The interval data are assigned to bins by using following algo-
rithm to determine the splitting attribute based on the informa-
tion gain [8]. Figure 4 shows the sample histogram distribution
for the considered training set with 93 tuples.
Algorithm to distribute the partioned interval data into his-
togram bins.

1. For every interval data set in the partition, the appropriate bin
is determined. In the below algorithm, let us assume eye
position Xmin and Xmax interval data is chosen with 93 rows
in it.

Fig. 2 Un-normalized and normalized data set

Fig. 3 Conversion of single data set to interval data
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2. The number of bins is considered to be 10 and are initialized
and transformed as follows x = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0];
x = x′;

3. Total number of tuples is assigned with the value n = 93;
4. For every tuple in the set

for i = 1:n
bincount = (xmin(i)−xmax(i))/0.2; binpos = (xmin(i)−1)/0.2;
binpos = binpos + 1;
for j = 0:bincount x(binpos) = x(binpos) + 1; binpos = bin-
pos + 1 end
end

5. Bar graph with the updated bin value is displayed

Steps 5, 6 and 7: The InfoA (D) and Info (D) are calculated to compute Gain (D)
where A indicates information based on the Attribute and D
indicates information for whole partition.

GainðAÞ ¼ Info ðDÞ � InfoA ðDÞ ð1Þ

The attribute with the maximum gain is chosen as the splitting attribute for the
available data. From the given distribution in Fig. 4, Info Eye Position X(D), Info Eye

Position Y(D), Info Eye Position Z(D), Info Eye Orientation X(D), Info Eye Orientation Y(D),
Info Eye Orientation Z(D) and Info Eye Position X(D) are computed along with Info(D),
InfoCK (D) and InfoVP (D). From the Table 1, its observed that InfoVP (D) has the
maximum gain and it is considered as the splitting attribute to continue with the
next iteration with the available data. The Steps 1 through 7 is repeated to construct
the decision tree for the considered 3D dynamic cow model training data set with
93 tuples. Figure 5 shows the complete symbolic decision tree for the chosen
model.

EyePosition_X EyePosition_Y EyePosition_Z EyeOrientation_X

EyeOrientation _Y EyeOrientation _Z ObjectPosition_X

Fig. 4 Histogram distribution for interval data (3D dynamic cow model: training set)
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4 Results and Inferences

For the experimentation purpose, single user interactions over dynamic 3D cow
model at two different instant of time is considered to generate training and testing
data sets. Figure 5 shows the constructed symbolic decision tree for dynamic 3D
cow model. There were 93 training tuples and 30 testing tuples in the original data
set. These tuples are reduced to 22 and 13 respectively during the conversion
process of single data to interval data. This indicates that when the number of
interactions in the same direction is high, the reduction is the number of tuples will
also be high. These 22 training tuples are considered to construct the symbolic
decision tree as given in Fig. 5. In order to validate and estimate the prediction
accuracy of the constructed symbolic decision tree, 13 testing tuples are considered.
From the prediction result, it is found that the constructed symbolic decision tree
could classify and predict 10 testing tuples correctly out of given 13 tuples. This

Table 1 Information gain Info Gain

Info (D) 2.40855

InfoCK (D) 2.40855 0.00

InfoVP (D) 1.32218 1.09

InfoEye Position X (D) 2.49197 –0.08

InfoEye Position Y (D) 2.08272 0.33

InfoEye Position Z (D) 2.24548 0.16

InfoEye Orientation X (D) 2.5013 –0.09

InfoEye Orientation Y (D) 2.44062 –0.03

InfoEye Orientation Z (D) 2.1635 0.25

InfoObject Position X (D) 2.19909 0.21

Fig. 5 Symbolic decision
tree for dynamic 3D cow
model
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gives the misclassification rate of 15.38 %. Also, Table 2 shows the comparison of
the misclassification and accuracy rate for the same dynamic 3D cow model across

Classification and Regression Tree (CART) and Symbolic Decision Tree. For
the considered 3D model user interaction profiles, we could achieve quite
encouraging prediction accuracy by using Symbolic Decision Tree over CART.

5 Conclusion

In this paper, an attempt has been made to construct and validate the predictors by
using a Symbolic Decision Tree with the reduced interval data set. This predictor
was used already in diversified areas of computing ranging from Pattern
Recognition to Data Mining. However, this approach is first attempted to predict the
best possible next key press of the user during 3D streaming and rendering. It is
based on the constructed Symbolic Decision Tree. To construct/train the predictors,
various user interaction profiles collected from single user are considered. These
profiles of the user interactions at a particular time instance or over a period of time
were collected for a specific 3D model. Thus this prediction approaches can be
recommended for prediction based 3D content streaming and rendering. Also, the
experiments can be further extended by considering multiple user interactions over
various static and dynamic 3D models and the prediction accuracy can be
estimated.
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Predictive 3D Content Streaming Based
on Decision Tree Classifier Approach

S. Mohan and V. Vani

Abstract 3D content streaming and rendering system has attracted a significant
attention from both academia and industry. However, these systems struggle to
provide comparable quality to that of locally stored and rendered 3D data. Since the
rendered 3D content on to the client machine is controlled by the users, their
interactions have a strong impact on the performance of 3D content streaming and
rendering system. Thus, considering user behaviours in these systems could bring
significant performance improvements. Towards the end, we propose a decision
tree that captures all parameters making part of user interactions. The decision trees
are built from the information found while interacting with various types of 3D
content by different set of users. In this, the 3D content could be static or dynamic
3D object/scene. We validate our model through another set of interactions over the
3D contents by same set of users. The validation shows that our model can learn the
user interactions and is able to predict several interactions helping thus in opti-
mizing these systems for better performance. We also propose various approaches
based on traces collected from the same/different users to accelerate the learning
process of the decision tree.

Keywords 3D streaming � Decision tree � Machine learning � Predictive model �
Progressive meshing � User interactions profiling
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1 Introduction

Over the past few years, constant research towards audio and video streaming
standards have improved the user experience in accessing audio and video contents
over the network [1]. This has been supplemented with various wireless tech-
nologies from 3G to 6G which has created a wide business opportunity for
audio/video streaming like in YouTube. With current users adapted to broadband
networks and 3D acceleration cards, delivery of huge 3D data streams could be
made viable through a considerable amount of research on 3D streaming and
rendering over the network. This also will ensure that there is no plug-ins required
to be installed on the client side in contrast to existing application like Second Life.
In 3D streaming, the streaming sequence is based on the visibility or interest area of
each user, making it individually unique among the users. On the other hand in
audio and video, streaming is sequential though we can forward and go to the
specific frame. Frames are well organized and it is not view dependent [2, 3].
Enriching the user experience through 3D streaming over the network is evident as
it would provide the initial response quickly to the client without the need for a
complete download of the 3D data representing the 3D scene. 3D streaming is the
process of delivering 3D content in real-time to the users over a network [4, 5]. 3D
streaming is carried out in such a way that the interactivity and visual qualities of
the content may match as closely as if they were stored locally.

This proposed study, attempts to create a client-server framework to stream
exactly the visible portion of the 3D content that is being viewed by the user and
render it appropriately on a client machine. This reduces remarkable amount of
mesh transmissions from the server to the client because most of the time the users
do not view the 3D scene in entirety. The user moves while interacting with 3D
objects are profiled for necessary predictions. The well-known soft computing
approach called Decision Tree based Predictors is chosen for necessary classifi-
cation and prediction of the profiled user interactions. The user profiles collected
offline helps us to determine the close match with the move and reduce the amount
of data being brought from the server to the client [6–8].

2 An Approach to Discretize 3D Parameters

In the proposed work, an attempt is made to construct predictive models based on
well proven soft computing approach namely Decision Tree based predictor. In
order to construct a decision tree, the user interaction patterns are profiled by fixing
the number of camera views to six. The considered six views are Top, Bottom, Left,
Right, Front and Back with respect to 3D object. These six viewpoints are con-
sidered to be sufficient to visualize the projected object from different angles.
However, in addition to the camera views, the eye position (x, y, z) EP, eye
orientation (x, y, z) EO, object position (x, y, z) OP as well as current key press are
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recorded to train the predictor. The user interaction patterns with the above
mentioned parameters are profiled by considering different users across various 3D
models with static or dynamic behaviors. Also, progressive user interactions at
different instant of time on the same 3D model are considered. The predictors are
trained based on the collated user interaction patterns. These trained predictors are
used to predict the probable next key press, and thus to stream and render the
appropriate portions of 3D models more efficiently to enrich the user experience.

3 Approaches to Construct and Validate Predictors

To construct and validate the predictors, three approaches are considered in the
proposed work based on User and 3D model perspectives. In these two perspec-
tives, the single user-multiple 3D models and multi user-single 3D model
approaches are considered to construct and validate the predictors. These two
approaches along with the progressive single user-single 3D model approaches are
fair enough to conclude whether the predicted move is 3D model dependent or user
dependent.

Progressive Single User-Single 3D Model (PSU-S3DM): In this approach
(Fig. 1), single 3D complex (e.g. “Armadillo”) model is considered and user
interactions at different instant of time on the model are profiled. Here the validation
is centered on the user and the 3D model as well. It is basically a one to one
relationship. This approach is used to predict the accurate path of a particular user
while interacting with the model over a period of time. The prediction results after
training the predictors are tested against another set of user interaction patterns
collected from the same user while interacting with the same model. From the result
of this approach, the pattern of a particular user on a 3D model can be predicted
precisely.

Single User-Multiple 3D Models (SU-M3DM): In this approach (Fig. 2), single
user interactions across multiple 3D models are profiled. It is used to predict how a
specific user interacts with different 3D models. This leads us to the conclusion that
whether the interaction patterns vary with respect to the 3D model or it is same
across all the 3D models. The prediction results after training the predictors can be

Fig. 1 PSU-S3DM
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validated against another set of interaction patterns collected from same user while
interacting with a new 3D model. From the result of this approach, the pattern of a
particular user on a new 3D model can be predicted to certain extent. This type of
prediction may not be accurate as the user interaction patterns may sometimes be
subjective (depends on the 3D model being viewed). Hence this results in a more
user specific patterns.

Multiple Users-Single 3D Model (MU-S3DM): In this approach (Fig. 3),
multiple user interaction patterns on a 3D model are profiled. It can be used to
predict the possible user interaction pattern on a specific 3D model (e.g.
“Armadillo”). The prediction results can be validated against a new user interaction
patterns on the same 3D model. From the results of this approach, user interaction
patterns on a specific 3D model can be derived more accurately. Hence this results
in a more model specific patterns.

4 Decision Tree Based Predictors

The Decision Trees are considered to be one of the most popular approaches for
representing classifiers. Researchers from various disciplines such as Statistics,
Machine Learning (ML), Pattern Recognition (PR), and Data Mining (DM) have
dealt with the issue of growing a decision tree from available data. For the first time,
the decision tree based predictor is considered to construct predictive model for 3D
streaming and rendering in the proposed work.

Figure 4a describes a sample decision tree that reasons the next key press the
user might take. Given this classifier, the analyst can predict the response of a user
(by sorting it down the tree), and understand the behavioural characteristics of the
users about the 3D object interactions. In Fig. 4a, there are 11 nodes and each
node is labelled with its corresponding values. Leaf nodes represent the possible 6

Fig. 2 SU-M3DM

Fig. 3 MU-S3DM
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target classes ranging from 1 to 6 which represent the next key press and CK
represents the Current Key and UZ represents camera orientation (Up Vector: UX,
UY, UZ) in the Z direction. Figure 4b gives the corresponding decision tree rules
for classification/prediction.

In Decision Tree base Predictors, the continuous attributes are discretized by
determining “best” split-point for the parameters (EP, EO and OP) where the
split-point is a threshold on the parameters [9, 10]. We first sort the values of P in
increasing order. Typically, the midpoint between each pair of adjacent values is
considered as a possible split-point. Therefore, given v values of P, then v� 1
possible splits are evaluated. For example, the midpoint between the values pi and
piþ 1 of P is

ðpi þ piþ 1Þ
2

ð1Þ

InfoAðDÞ ¼
Xv
j¼1

Dj
�� ��
Dj j � InfoðDjÞ ð2Þ

If the values of P are sorted in advance, then determining the best split for P
requires only one pass through the values. For each possible split-point for P, we
evaluate InfoP(D), where the number of partitions is two, that is v = 2 (or j = 1;2) in
Eq. (2). The point with the minimum expected information requirement for P is
selected as the split point for P. D1 is the set of tuples in D satisfying P ≤ split point,
and D2 is the set of tuples in D satisfying P > split point. The process of identifying
the split point is repeated for each continuous attributes.

Decision tree for classification
1 if CK=5 then node 2 

elseif CK in {1 2 3 4 6} then node 3 else 5
2 class = 5
3 if CK in {1 2 3 4} then node 4

elseif CK=6 then node 5 else 6
4      if CK=2 then node 6

elseif CK in {1 3 4} then    node 7 else 2
5  class = 6
6  class = 2
7  if CK in {1 3} then node 8 

elseif CK=4 then node 9 else 3
8  if UZ<-0.31 then node 10

elseif UZ>=-0.31 then 
node 11 else 3

9  class = 4      10  class = 1 11  class = 3

(a) (b)

Fig. 4 a Decision tree. b Decision tree classification rules

Predictive 3D Content Streaming Based on Decision Tree … 151



4.1 CART and Misclassification Rate

The Classification and Regression Tree (CART) is constructed by considering
training tuples of the 3D model [9, 10]. Once the tree is constructed, the testing
tuples are used to validate and compute error rate of the decision tree based pre-
dictor. The cost of the tree is the sum over all terminal nodes of the estimated
probability of that node times the node’s cost. The constructed tree is also used to
predict the presence of testing tuples. If the prediction succeeds, then the success
count is incremented by 1. The ratio between the success count in other words
number of predicted tuples and the total number of testing tuples will determine the
misclassification rate.

Steps for computing misclassification rate are given below:

1. During training, train a Decision Tree based predictor from a training set
ðI1;O1ÞðI2;O2Þ. . .; ðIn;OnÞ where I is Input parameter, O is the output label.

2. During testing, for new test data ðInþ 1; Inþ 2; . . .; InþmÞ, the predictor generates
predicted labels ðO0

nþ 1;O
0
nþ 2; . . .; O

0
nþmÞ,

3. Calculate the Test set accuracy(acc) with the true test label (Onþ 1;Onþ 2; . . .;
OnþmÞ

acc ¼ 1
m

Xm
i ¼ nþ 1

1Oi ¼ O0
i

ð3Þ

4. Calculate the test set

misclassification ðerrorÞrate ¼ 1� acc ð4Þ

5 Experiment Analysis

5.1 Experiments

To conduct the experiment and draw inference on the constructed predictors,
two 3D static models and three 3D dynamic models are considered. There are 8
input parameters namely, “Current Key Press”, “View Point”, “Eye Position”, “Eye
Orientation” and an output parameter “Next Key Press” is considered in case of 3D
static models. In case of 3D dynamic model, in addition to the 8 input parameters,
object’s position which is dynamic (Ox–x direction linear movement is considered)
is also considered as given in Table 1 with actual value recorded during interaction
and after normalizing it. The Current Key Press and Next Key Press takes any of the
following values ranging from 1 to 6 indicating rotation operation Rϴ in any one of
the directions: +ϴx/−ϴx (2/1), +ϴy/−ϴy(4/3), +ϴz/−ϴz (5/6). While building the
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3D model for streaming and rendering based on the user interactions, a bounding
sphere is used to enclose any type of 3D models being visualized. A bounding
sphere is used to make the centre of the camera (eye) to always focus on the 3D
model’s centre. This is required to compute the viewpoints with respect to the
centre of the 3D model. These parameters are used to construct the Decision Tree
based Predictors The parameters namely Current Key Press, Next Key Press, View
Points are discrete attributes whereas the parameters namely EP, EO and OP (in
case of dynamic model) are continuous attributes. These continuous attributes are
normalized using min-max quantization approach and then discretized by using the
Eq. 1.

5.2 Results and Inference

Table 2 shows the 3D static models along with its attributes. The highlighted
models have been used for user interactions profiling and further experiment
analysis. Initially, profiles of progressive user interactions performed at different
instance of time over static 3D Armadillo model are considered. There are 3382
training tuples collected at different instant of time and 180 testing tuples of same
user is considered for validation. There are totally 23 pruning levels. Figure 5a

Table 1 Un-normalized and normalized data set

Current Key View Point

Eye Position Eye Orientation Object Pos Next 
KeyX Y Z X Y Z X

0 1 3.7761 -13.15 4 0 0 1 0.77612 3

3 1 3.3579 -13.15 4.357 -0.09983 0 0.995 23.584 3

3 1 2.9062 -13.15 4.6705 -0.19867 0 0.98007 13.581 3

3 1 2.4254 -13.15 4.9373 -0.29552 0 0.95534 4.5788 3

3 1 1.9204 -13.15 5.1547 -0.38942 0 0.92106 -0.91464 3

3 1 1.3962 -13.15 5.3207 -0.47943 0 0.87758 -6.4229 3

0 1 0.1 - - 0.06 0 1.00 0.00 3

3 1 0.1 - - - 0 0.98 0.77 3

3 1 0.1 - - - 0 0.90 0.44 3

3 1 0.1 - - - 0 0.78 0.13 3

3 1 0.0 - - - 0 0.61 -0.05 3

3 1 0.0 - - - 0 0.40 -0.24 3

Table 2 Decision tree based
predictors performance

Static 3D models No. of vertices No. of triangles

Dumptrucka 26,438 23,346

Armadillob 1,72,974 3,45,944
aOpen Scene Graph Standard Model
bStanford Model
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shows the error rate of the tree. The solid line in this figure shows the estimated cost
for tree size, the dashed line marks one standard error above the minimum, and the
square symbol marks the smallest tree under the dashed line. The constructed
decision tree based predictor for progressive single user interactions on single 3D
armadillo static model could predict and classify 166 tuples properly out of 180
tuples. Therefore, the achieved misclassification rate is only 0.0778 (i.e., 7.78 %)
and 92.22 % testing tuples are classified and predicted exactly by the constructed
decision tree.

Secondly, single user interactions over multiple 3D models are considered.
Figure 5b shows the error rate of the constructed decision tree for static 3D
dumptruck model. There are 517 training tuples and 319 testing tuples considered
to construct and validate the decision tree. From the prediction result it is found that
the constructed decision tree could classify and predict 240 testing tuples correctly
out of given 319 tuples. This gives the misclassification rate of 0.2476 (i.e.,
24.76 %).

Figure 5c shows the error rate of the constructed decision tree for static 3D
armadillo model. There are 331 training tuples and 340 testing tuples are considered
to construct and validate the decision tree. From the prediction result it is found that
the constructed decision tree could classify and predict 141 testing tuples correctly
out of given 340 tuples. This gives the misclassification rate of 0.5853 (i.e.,
58.53 %). The test tuples collected out of same user interactions for the respective
models are used to predict the misclassification rate. Also, to affirm that the user
interaction pattern is always subjective, test tuples collected when the user interacts
with static 3D dumptruck model (horizontal shape) is used to predict the perfor-
mance of constructed decision tree which is trained using training tuples of static
3D armadillo (vertical shape) model. This gives the misclassification rate of 0.8500
(i.e., 85 %). This result shows that when the models are different, misclassification
rate of user interaction pattern is higher. Hence, it is concluded that user interaction
pattern varies based on the model that is being viewed.

Finally, multiple user interactions on static 3D armadillo model are considered.
Here 54 user profiles are considered to construct the decision tree and 55th user
profile is considered to validate the tree and calculate the misclassification rate.
There are 25,127 training tuples and 1258 testing tuples are considered to construct
and validate the decision tree. From the prediction result it is found that the

(a) (b) (c)

Fig. 5 Error rate of the constructed decision tree
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constructed decision tree could classify and predict 1159 testing tuples correctly out
of given 1258 tuples. This gives the misclassification rate of 0.0787 (i.e., 7.87 %).
This infers that, when there are more user interaction patterns on a particular 3D
model, it is more accurate to predict a new user’s interaction on the same 3D model.
Table 3 shows the decision tree based predictors’ consolidated performance results.

6 Conclusion

In this paper, an attempt has been made to construct and validate the predictors by
using a soft computing approach namely Decision Tree. This predictor was used
already in diversified areas of computing ranging from Pattern Recognition to Data
Mining. However, these approaches are first attempted to predict the best possible
next key press of the user during 3D streaming and rendering. It is based on the
constructed Decision Tree. To construct/train the predictors, various user interaction
profiles collected from single user to multiple users are considered. These profiles
of the user interactions at a particular time instance or over a period of time were
collected for a specific 3D model or set of 3D models. The results of these pre-
dictors applied for various approaches reveals that the exact prediction of next user
move is possible to a larger extent. Thus this prediction approaches can be rec-
ommended for prediction based 3D content streaming and rendering.
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Quantitative Characterization
of Radiographic Weld Defect Based
on the Ground Truth Radiographs Made
on a Stainless Steel Plates

P. Chitra

Abstract This paper presents a new approach for quantification of radiographic
defects. This approach is based on calculating the size of the pixel using the known
image quality indicator present in the radiographic image. This method is first
applied on the ground truth realities of different shapes whose size is known in
advance. The proposed method is then validated with the defect (porosity) where
the defect is quantified accurately. The image processing techniques applied on the
radiographic image are contrast enhancement, noise reduction and image seg-
mentation to quantify the defects present in the radiographic image. The image
processing algorithms are validated using image quality parameter Mean Square
Error (MSE) and Peak Signal to Noise Ratio (PSNR).

Keywords Defect quantification � Image quality indicator � Image processing �
Ground truth radiographs

1 Introduction

The digital information present in the image should be made visible to the viewer.
The quality of image formed on radiographic film depends on the exposure factors,
source, film types etc. [1–3]. Image enhancement is the first preprocessing step in
automatic detection of features in the digital image. An image enhancement step
includes contrast enhancement and noise reduction [4].

Once denoised, for retaining the visual information in the image there is a need
for preserving the edges of an image. Edges are the representation of discontinuities
of the image intensity function. Edge detection algorithm is essential for preserving
the discontinuities. The edge detection algorithm is broadly classified into deriva-
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tive approach and pattern fitting approach. Derivative approach is done by means of
mask and pattern fitting by edge filter [5]. Edges in the image are linked using
morphological operation. Dilation and erosion is the primary operator in morpho-
logical approach.

Nacereddine et al. [6] suggested the use of geometrical transformation (rotation,
translation and Scaling) for quantitative analysis of weld defect images in industrial
radiography. The geometric attributes are large in number because of the raw
features present in the weld. The quantitative analysis of the weld defect images
thus extracted, the major problem remains how to build a set of attributes which
characterize the most accurately these defect regions [6]. Vilar et al. [7] Proposed an
automatic defect identification and classification procedures for the detection of
standard defect such as porosity, slag inclusion and crack. The feature present in the
radiographic defect such as area, centroid, major axis, minor axis, eccentricity,
orientation, Euler number, equivalent diameter, solidity, extent and position are
used for classification of the defects. From the result it was found that the algorithm
is able to identify and classify the defects 99 % [7]. Chaudhary et al. [8] used an
standard image processing technique (Otsu thresholding) for segmentation of holes
of diameter approximately 1, 2, 4, 5 and 10 respectively drilled on a aluminum
plate. The holes are assumed as defect in the plate. The holes are quantified in terms
of pixels. The percentage error in pixel based segmentation is calculated with
respect to the physical measurement. From the result it was found that it 94 % of the
drilled holes are correctly segmented and quantified. Later the same technique is
applied to the several defects such as chipping, crack and voids present in the
radiographic image. The false alarm rate is 8.1 % is obtained by this method [8].

Yazid et al. [9] uses Fuzzy C mean clustering as a first step is to identify and
isolate the defects. The method gives the sensitivity of 94.6 %. The drawback of
this method is manual selection of threshold value for converting into binary image
[9]. Kasban et al. [10] presented a qualitative and quantitative characterization of
radiographs using image enhancement and denoising techniques. The parameters
considered are PSNR, RMSE, standard deviation and execution time. All these
techniques are applied to gamma radiographic images. The image processing
technique applied to improve the contrast and denoising the radiographic image are
adaptive histogram equalization, Weiner, and wavelet filter. From this analysis it
was found that weiner filter gives maximum image quality parameters value [10].
Cogranne and Retraint [11] developed a statistical method for defect detection in
radiographic images. The process is carried out with three different phase. First
image processing algorithms are applied without knowing prior knowledge about
the radiographs. Second the result is compared with the reference radiographs.
Using the information obtained from the two phase a statistical model using
Bayesian approach is developed for the classification of defects. However a pre-
cision calibration is required to match the radiographs with this geometrical model
[11]. Zahran et al. [12] Proposed an automatic weld defect detection techniques.
The detection process is carried by three stage which includes preprocessing,
segmentation and defect identification. Preprocessing includes contrast enhance-
ment and filtering by weiner filter. Segmentation is done by considering the weld
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region as 1D signal and by creating a database of defect features using
Mel-Frequency Cepstral Coefficients. The polynomial coefficients are extracted
from the Power Density Spectra of this 1D signal. This parameter is used for
training the neural network which is used for automatic identification of the
defects [12].

From review of literatures, it was found that manual interpretation of weld
radiographs is subjective in nature and is affected by operator fatigue, and hence
necessitates, automated interpretation of weld radiographs. Considerable research is
carried out in developing automated weld defect detection systems for radiographs
[13, 14]. However most of the researchers have concentrated in developing seg-
mentation techniques for defect detection and classification. Very limited research
is done in the area of digitizing industrial radiographs and uncertainty in sizing of
defects. Hence the study aims to develop an automatic weld defect detection system
for defect identification and quantification. This paper presents an innovative
method of identify the defect using image processing techniques and quantify the
defects by using the Image Quality Indicator (IQI) present in the radiographic
image.

2 Experimental Methods and Materials

A stainless steel metal of 3.5 mm thickness with four different shapes (Square,
Rectangle, Circle, Notch) of varying length and breadth are prepared by Electrical
Discharge Machining(EDM) with different depths. The plate is subjected to X-ray
and Gamma ray radiography. For gamma ray, iridium 192 radioactive sources are
used in experimental set up. The radiation is exposed on D4 (Extra fine grain film
with very high contrast) and D7 (Fine grain film with high contrast) film. Two types
of Image Quality Indicator (IQI) are placed on the source side of the material Viz
the placard or hole-type and the wire IQI. After radiography the film is digitized by
using Array Corporation’s 2905 X-Ray film digitizer which is a Laser film digitizer.
The film was digitized at two different DPI (100, 300) and in two file format (BMP,
TIFF). Radiographs of stainless steel plate are prepared in Scanray Private India
limited, Chennai. Thirty two radiographs are acquired with four plates exposed on
two films with four different Source to Film Distance using X-ray source. Similarly
eight radiographs are acquired with four plates exposed on two films using gamma
source (2 Curie). Six radiographs are acquired for a rectangular shape plates
exposed to two films with three different control voltage using x-ray source. The
different voltages considered for experimental analysis are 110, 130, 150 kV with a
source to film distance of 1500, 1000, 700, 400 mm. The dimensions of the
stainless steel plates are measured manually using non contacting measuring device
HAWK SYSTEM 7. The system is having an accuracy of 2 µm and a resolution of
0.5 µm. Figure 1 shows the radiographs obtained for the different shapes made on
the stainless steel plate. The shapes are made with varying size and depth whose
representation is shown in Fig. 2.
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Table 1 shows the measured value using non contacting measuring device for a
square shape notch. Similar calculation is also obtained for remaining three shapes.
This value is used as a reference value for comparing with the value obtained using
image processing algorithm.

Fig. 1 Radiographic image of different shapes made on a stainless steel plate

Fig. 2 Representation of shapes on the stainless steel plate

Table 1 Square shape notch length and breadth on a stainless steel plate

1 2 3 4 5 6 7

A Length 9.74 9.84 9.87 9.90 9.94 10.00 10.00

Breadth 9.76 9.85 10.00 9.88 10.06 9.85 10.06

B Length 7.87 7.93 7.87 8.00 8.00 8.10 8.01

Breadth 7.91 8.01 7.95 8.03 8.05 8.10 8.11

C Length 5.89 5.96 6.02 5.95 6.15 6.09 6.08

Breadth 5.93 5.96 6.01 6.06 6.07 6.16 6.04

D Length 3.99 3.95 3.99 4.05 4.04 4.10 3.98

Breadth 3.96 3.95 4.00 4.07 4.05 4.09 3.96

E Length 1.91 1.91 1.96 1.93 1.99 2.04 2.02

Breadth 1.82 1.91 1.88 2.01 2.00 2.04 1.98
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3 Methodology Adapted

Image processing algorithms is applied on the digitized radiographic image. The
steps involved in the detection of defects in radiographic image are shown in Fig. 3.
Two different image enhancement techniques such as linear and nonlinear contrast
enhancement techniques are performed to highlight the region of interest. Adaptive
median filter, weiner filter, homomorphic filters are explored to denoise the images
[15–17]. Edge detection is performed using different masks. The image processing
algorithms are evaluated by using image quality parameter Peak Signal to Noise
Ratio (PSNR). The image processing technique applied on the digitized radio-
graphic weld image is shown in Fig. 4. The quality measures of the image pro-
cessing algorithms are tabulated in Table 2.

Root Mean Square Error is the square root of Mean Square Error (MSE) which is
given by

MSE ¼ 1
M � N

Xm�1

i¼0

Xn�1

j¼0

½f ði; jÞ � gði; jÞ�2 ð1Þ

where f(i, j) and g(i, j) be the original and processed radiographic image at the mth
row and nth column for M × N size image.

Peak Signal to Noise Ratio is given by

PSNR ¼ 10 log10ð2552=MSEÞ ð2Þ

Based on the image quality parameters measured linear contrast enhancement
and adaptive weiner filter gives better result on the radiographic image.

4 Validation of the Method

A Graphical User Interface (GUI) was developed using Matlab 2007 software
which includes the entire image processing algorithm which is shown in Fig. 4.
Radiographic defect is quantified with respect to Image Quality Indicator
(IQI) present in the digital radiographic image. The original radiographic image
containing the defect porosity is shown in Fig. 5. The defect to be quantified after
applying morphological image processing operator is shown in Fig. 6. The length

Fig. 3 Steps involved in radiographic weld defect detection
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and width of the defect porosity is calculated in terms of pixels. The size of the
pixel is calculated with the known size of the IQI present in the radiographic image.
This ratio is then multiplied with the pixel of the defect region to give the actual

Noise reduction techniques

Morphological Image 

Quantification of Defect

Adaptive Weiner 
Filter

Homomorphic 
Filter

Adaptive Median 
Filter

Segmentation techniques

Pixel Based 
SegmentationCanny Prewit Sobel Robert

First Order Derivative

Non Linear Contrast
Enhancement

Linear Contrast
Enhancement

Modified Linear 
Contrast 

Enhancement

Adaptive 
Histogram 

Equalization (AHE)

Contrast Limited 
Adaptive 

Histogram 
Equalization (CLAHE)

Digitized Radiographic
Image 

Contrastenhancement

Best identified   technique

Fig. 4 Image processing steps applied on the radiographic weld image

Table 2 Image quality measures for different image processing technique applied on the
radiographic weld image

Techniques applied on the radiographic image RMSE PSNR (dB)

Contrast enhancement Linear contrast enhancement 1.8803 42.6461

Non-linear contrast enhancement AHE 0.2205 13.1323

CLAHE 0.0890 21.0104

Noise reduction Adaptive median filter 0.9721 48.3770

Adaptive Weiner filter 0.8970 49.0749

Homomorphic filter 6.4691 30.0605
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value of the weld defect. From this the width of the defect (porosity) is 1.2 mm
(38 pixels) and the length is 1.6 mm (49 pixels). Further the defects are also
quantified in terms of features such as major and minor axis.

5 Error Analysis

To know how far the measured value is far from the original (Actual) value,
percentage error is calculated. Percentage error is the difference between the
measured value and the original value by its original value.

Percentage error ¼ jMeasured value� Actual vauej
Actual vaue

� 100 ð3Þ

Fig. 5 Radiographic weld defect analyzer with radiographic image containing the defect porosity
and image quality indicator

Fig. 6 Segmented defect
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The closeness of the measured value with the actual value is predicted by
accuracy. The percentage accuracy calculated for all the shapes is tabulated in the
Table 3. From the data obtained it is found that the percentage of accuracy
decreases when size decreases. The accuracy value is less for the size of the shapes
at position D. This variation doesn’t mean that the measurement is incorrect. This
shows the closeness of the measured value with original value.

Table 3 Percentage accuracy calculated for different shapes

Position 1 2 3 4 5 6 7

Percentage accuracy

A Square Length 99.10 88.70 99.52 93.68 98.39 98.55 98.21

Breadth 95.09 96.94 98.25 96.66 97.64 91.96 91.46

Rectangle Length 95.70 98.86 98.74 98.97 98.68 92.31 92.65

Breadth 87.01 83.98 94.50 88.75 90.76 96.79 97.75

Circle Diameter 96.01 93.11 97.06 89.49 94.39 99.37 98.27

Line Length 96.91 95.52 93.16 95.80 92.61 – –

B Square Length 99.40 89.52 97.12 88.71 95.52 98.96 98.75

Breadth 99.94 97.75 99.50 98.57 98.31 98.90 99.01

Rectangle Length 97.35 93.45 94.87 99.92 96.33 89.70 99.10

Breadth 92.71 90.05 87.37 88.99 95.08 81.62 98.81

Circle Diameter 95.23 94.50 90.53 98.16 88.27 96.78 97.79

Line Length 93.18 94.58 91.43 92.90 96.81 – –

C Square Length 97.30 99.34 86.18 99.18 93.13 89.57 92.28

Breadth 89.59 90.18 91.00 91.99 87.68 89.28 91.57

Rectangle Length 97.41 94.20 97.24 89.03 86.95 96.92 99.61

Breadth 96.72 79.82 96.19 91.45 99.95 91.12 89.85

Circle Diameter 80.34 91.89 94.10 93.10 95.38 87.16 97.43

Line Length 95.94 91.34 94.23 91.50 91.80 – –

D Square Length 97.42 96.66 81.42 94.41 98.71 – –

Breadth 89.88 89.46 83.92 99.33 90.00 – –

Rectangle Length 87.69 82.25 89.85 95.49 99.91 94.65 88.64

Breadth 65.71 74.42 87.30 63.98 63.46 86.12 89.15

Circle Diameter 98.40 79.84 94.00 92.79 92.52 – –

Line Length 93.62 92.88 93.41 91.29 93.77 – –

E Square Length 71.46 71.19 74.48 89.81 83.15 79.73 51.65

Breadth 65.16 71.17 68.98 89.85 63.46 66.39 89.74

Rectangle Length – – 80.36 79.13 67.20 79.25 67.70

Breadth – – 55.36 92.61 95.70 98.91 98.23

Circle Diameter 72.33 63.65 85.21 91.64 91.55 – 94.21
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6 Conclusion

To characterize and quantify the defects, image processing algorithms are used. The
algorithm includes image enhancement, noise reduction and segmentation tech-
niques for extracting the defects present in the radiographic weld image. The size of
the pixel also varies when it is stored in different file formats and resolution due to
this the defect size varies for the same image stored in various format. So a cali-
bration based high precision algorithm is developed by using standard Image
Quality Indicator (IQI) available in all radiographic weld images. Having known
the standard size of IQI, irrespective of the scanner with which it is digitized, the
defect is quantified accurately. The experimental results show that the defects are
quantified with an accuracy of 96 %.
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Research and Topology of Shunt Active
Filters for Quality of Power

Lakshman Naik Popavath, K. Palanisamy and D.P. Kothari

Abstract The utilization of distorting loads has been increasing exponentially,
which results power quality issues in electrical power systems. Transmission of the
pollution free power is an important task for power engineers. Power quality issues
may affect on end user equipment like electronic goods, digital meters etc. which
results the spoilage of products. To nullify the power quality concerns the custom
power devices are playing a determinant role in the power systems in the present
scenario. This paper mainly demonstrates on research and topology of Shunt Active
Power Filters (SAF) to magnify the quality of power in sensitive industrial loads,
electrical distribution networks, transmission, and power generation systems.

Keywords Power quality (PQ) � Reactive power compensation � Power factor
improvement � SAF VSC � SAF topology � STATCOM � Power systems

1 Introduction

Transmission of pollution free power to the end users is one of the major key issues
for the electric power engineers, because at present electrical distribution systems
have almost all distorting or non-linear loads and reactive loads. Reactive power
burden is more in the power system due to the reactive loads, so that the
immoderate reactive power demand may increase the feeder losses and it will
diminishes the active or true power flow proficiency of the distribution system. In
other hands the distorting loads (non-linear loads/sensitive loads) like single phase
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and three phase power converters, electronic goods, electric arc furnace, digital
meters etc. generates the considerable asymmetric disturbances in the ac mains,
which may leads the power quality problems in the electric power systems. Today
the most quite recurrent power quality issues are voltage variations, wave distortion
(harmonics), transients, voltage flickering, supply frequency variations, DC off-sets,
noise and notching etc. [1].

The balanced and unbalanced non-sinusoidal current generates harmonics,
extravagant neutral current, reactive power, low power factor and unbalance
loading of the ac mains [2]. Poor quality of power may leads to heavy power losses,
power quality also degrades the consumer services, system efficiency, productivity,
economic conditions and on telecommunication network’s performance. At initial
stage LC passive filters were played a vital role to nullify the quality issues in the
electrical power systems, but due to some determinant drawbacks of passive filters
namely large in size, poor dynamic performance, enforcement of fixed compensa-
tion and resonance etc. the power engineers concentrated in their research work to
develop the fast and dynamic solutions to magnify the quality of power, due to
remarkable forward movement in the field of PE devices, active filters have been
studied and the huge number of work have been published so that the passive filters
are quickly replaced by the Active power filters. Among the different types of active
filters the Shunt Active filters (SAF) have been playing a crucial role in the power
quality concept. Shunt AF’s have proved to provide the efficient and effective
solutions for the compensation of electric power related disturbances in electrical
distribution systems. Almost all consumer’s load related power quality concerns
can be solved by the shunt AF’s (STATCOM).

The organization of present article is as follows. Section 2 illustrates the power
quality concerns, its consequences and standards. Section 3 describes state of art.
Sections 4–7 introduces system configuration, the control strategies, advantages and
applications of shunt AF’s, and conclusion respectively.

2 Power Quality Standards, Issues and Its Consequences

2.1 Power Quality Standards

In national and international level several organizations like IEEE and IEC etc. are
working with the power engineers, research organizations to provide familiar
platform for participated parties to work together to ensure compatibility for
end-use and system equipment. According to the international standards guidelines
[3] the consumption of electrical energy by the electric equipment should not
produce the contents of harmonics more than the specified values. The current or
voltage injections are limited based on the size of load and power systems. The
standards are developed by the working group members, which describes to
determine the characteristics of quality of power. According to the IEEE standards
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519-1992 for below 69 kV systems, the THD value should not be equal or greater
than 5 %. The frequencies of harmonic load current should not coincide with
system resonances [1]. According to the IEC standards 61000-2-2* for third har-
monic with multiples of 3, the compatibility level of harmonic voltage should be
less than 5 %.

2.2 Power Quality Issues

One of the most prolific buzzwords in an electric power system concept is power
quality. In present power scenario with the increase of usage of non-linear loads or
sensitive loads drawing non-sinusoidal currents which effects on the end-use
equipment [4], so that the demand for high reliable, quality of electric power has
been increasing, which may leads to increase the power quality awareness by both
utilities and end-users. The main power quality issues are

2.2.1 Voltage Variations

The load variations in the power system mainly results the voltage variations [5].
The real and reactive powers are directly or indirectly related to the load variations.
Depending on rms voltage variations and time period these are termed as short
duration and long duration voltage variations [6, 7]. The variation of voltage is
mainly classified as voltage rise/swell, voltage dips/sags, voltage interruptions and
long duration voltage variations. The voltage fluctuations are commonly known as
voltage flicker issue which represents the dynamic variations [8] caused by varying
loads in the power networks.

2.2.2 Wave Distortion/Harmonics

The technical literature was done in 1930 and 1940s on harmonics and it is defined
as the integer multiple of system fundamental frequency. Harmonics comes under
the wave form distortion concept. Wave form distortions (harmonics) are caused by
the sensitive or distortion loads like PE devices, arc furnace and induction furnace
in the power networks [1]. The distortion load is one in which the current and
voltages do not have directly proportional relationship between each other. Wave
form distortion is commonly classified as Notching, Noise, DC-offset, Inter
harmonics.

The existence of dc content in the Ac current or voltage in the power system is
known as Dc-offset. The main causes for Dc-offset are geomagnetic disturbance and
Dc current in Ac network which results saturation of transformers.
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2.2.3 Consequences of PQ Issues

Power quality issues like voltage variations, Transients, flickers, interharmonics and
harmonics causes over loading, overheating, additional losses, saturation of trans-
formers, data error or data loss and mall-operations of equipment like logic con-
troller, microprocessor based controllers, power meters. Particularly on electric
conductor the harmonics causes the over heat, proximity effect and skin effect.

3 State of Art

This section mainly describes the research and development activities of shunt AF’s
for power quality enhancement. Since at the starting of 1970s active filters have
been researched. In 1972 the shunt AF was discovered by Gyugyi, at that time the
active filters could not realized to the commercial potential, because unavailability
of high rated solid state power switches. The solid state technology has been
developed with emergence initiation in power semiconductor field. In Japan as per
[9] in the time span 1981–1996 nearly five hundreds plus shunt AF’s have been
developed into commercial application due to continuous active progress. The
price, size of shunt AF were reduced and other technological advancements has
been improved [9], at present we have 300 kVA rated shunt active filters are
available to reduce current dictation factor from 38.4 to 7.4 %. In 1973 the shunt,
series active filters and the combination of these power filters have been refined and
commercialized for the applications of continuous power supply. Based on voltage
source converters (VSC) with capacitive energy storage and current source inverters
(CSI) with inductive energy storage concept single phase active filters were
developed [10], latterly 3-phase, 3-wire AF’s have been developed, as well as shunt
active and series active filters are combined with passive filters for some typical
configurations [11]. Many more technologies like flicker compensators, static var
generators and compensators etc. have been retained in the literature. At initial stage
the BJT’s, Thyristors and MOSFET’s were used for the fabrication of active filters,
later GTO’s (gate-turn off thyristors), static induction thyristors (SITS’s) were
employed to develop SAF [12].

With IGBT’s initiation shunt AF technology has gained a real boost, at present
these are treated as ideal PE devices for the rapid growth of shunt AF’s. To provide
better control actions to the AF’s several control strategies like p-q theory, Id-Iq
theory and notch filter methods [13–15] etc. are developed for the development of
shunt AF. To measure the performance of active filters, it is very important to
develop a good computing instrument, so that these novel concepts have given an
exponential growth to instrumentation technology [12]. With the presence of ade-
quate rating of IGBT’s, advanced sensor technology, hall-effect sensors and insu-
lation amplifiers at acceptable cost levels the shunt AF’s performance were
improved. The microelectronics revolution gave the next important discovery in
shunt AF’s improvement. This improvement allows to use the various control
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technologies like PI control, Fuzzy logic control and neutral network control etc. to
improve steady state and dynamic performance of the AF’s. With this improvement
shunt active filters have the ability to provide efficient and effective fast corrective
action even under dynamically varying distorting loads. Shunt active filter were
found to compensate very high order harmonics (up to 25th).

4 System Configurations

Even though several options are available to enlarge the quality of power, the shunt
AF’s are widely implemented and accepted, because of its flexible nature and robust
performance. Basically the shunt active filters are pulse width modulated VSI and
CSI. Active filters are mainly classified based on phase numbers, type of converter
topology (either CSI or VSI) [16], power ratings and speed of responses [17]. These
classifications of shunt AF’s explained clearly with neat sketches as follows.

4.1 Converter-Based Classifications

Based on the converter type the shunt AF’s are classified as voltage-fed type and
current-fed type shunt active filters. Due to its expandability [12, 16, 18], low initial
cost, better efficiency voltage-fed PWM power converters are the most desired one
compare to current-fed type shunt active filters. The bridge structured current-fed
type PWM inverter is shown in Fig. 1. It acts as non-sinusoidal current source to
reach the harmonic current requirement of distorting loads [12]. The diode is
connected in series with the IGBT will block the reverse voltage (these were
restricted frequency of switching). Current source inverters (CSI) have higher
losses, so that it requires high rated parallel Ac power capacitor. Figure 2 shows the
bridge structured voltage-fed type PWM inverter. It consist of the self-supporting
Dc voltage bus with large Dc capacitor. It is more dominant, because it is cheaper,
light in weight, enlargeable to multilevel and multistep versions to improve the
performance with less switching frequencies [10]. The shunt AF’s with this inverter
bridge mitigates the harmonics of censorious distorting loads.

Fig. 1 Shunt AF current-fed
type
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4.2 Phase-Based Classifications

Based on the supply systems and/or load systems phase levels shunt AF’s are
categorized as 1-phase (2-wire) and 3-phase (3-wire or 4-wire) systems [12].

(B:1) 2-Wire Active Filters: Many distorting loads, such as domestic gadgets are
connected to 1-phase supply system. The two-wire AF’s are used in series,
shunt and combination of both to nullify the power quality issues. Both
current-fed and voltage fed PWM converters will be used to amplify the
input characteristics at the supply side. Figure 3 indicates the configuration
of SAF with bridge structured current source inverter using inductive
storage element. The similar configuration can be obtained with voltage
source bridge using capacitive storage element for shunt AF’s.

(B:2) 3-Phase, 3-wire AF’s: There are several publications which have appeared
on 3-phase, 3-wire shunt AF’s. 3-Phase non-linear loads having 3-wires
such as ASD’s etc. consists of the solid state power converters and laterally
these type of loads are incorporated with AF’s. The configuration of
3-Phase, 3-wire shunt AF is exhibited in Fig. 4. The 3-Phase active shunt
filters are also designed with three 1-phase active filters with isolation
transformer for independent phase control, proper voltage matching and
reliable compensation with unbalanced systems [10, 12].

(B:3) 3-Phase, 4-Wire AF’s: Three-phase supply system with neutral conductor
may supply power to a large number of 1-phase loads, so that the systems
may have reactive power burden, excessive neutral current, harmonics and
unbalance. To mitigate these issues 4-wire shunt AF’s have been attempted.
These 4-wire filters have been developed with voltage-fed and current-fed

Fig. 2 Shunt AF voltage-fed
type

Fig. 3 1-phase CSI type
shunt AF
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type converters. Figures 5, 6, and 7 indicates the configuration of 3-phase
4-wire AF’s [12]. Capacitors midpoint type AF is the first developed con-
figuration for smaller rating applications. The complete neutral current
flows through Dc capacitors having large capacitance values. In switch type

Fig. 4 Three-phase 3-wire
shunt AF

Fig. 5 3-phase 4-wire AF
with midpoint capacitor

Fig. 6 Four-wire 4-pole
shunt AF

Fig. 7 Three 1-phase 4-wire
bridge type shunt AF
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shunt AF’s the fourth pole stabilize the neutral of AF. The three 1-phase
bridge configuration is illustrated in Fig. 7 is a familiar version will allows
the proper voltage matching to enhance the reliability of shunt AF’s [12].

4.3 Power Rating-Based Classifications

The factors power rating of compensation level and response speeds are playing a
principal role in deciding the feature requirement of the active filters. These two
factors have reciprocal relationship. These types of filters are mainly classified
based on rating and response speed [17] as follows.

Filter type Rating Response time

Low power filters <100 kVA 100 µs–10 ms

Medium power filters 100 kVA–10 MVA 100 ms–1 s

High power filters >10 Mva 1–10 s

Low power filters are again classified as 1-phase and 3-phase filters, the response
time is 10 µs to 10 ms and 100 ms to 1 s for 1-phase and 3-phase power filters
respectively.

4.4 Topology-Based Classifications

Classifications of active filters based on the topology used are shunt, series and
universal AF’s (UPQC). The combination of series active and passive shunt fil-
tering is known as the hybrid filters [11] which suppress low ordered harmonics at
reasonable cost. Figure 2 is an example for SAF (known as STATCOM) used to
mitigate harmonics and reactive power compensation, to improve PF and balancing
the unbalanced currents [12].

The STATCOM mainly connected at load end to suppress the current harmonics
injected by the distorting loads. Shunt AF’s can inject the equal and opposite
compensating current in phase to nullify harmonics and/ or reactive component at
point of common coupling (PCC). Statcom can improve the voltage profile and also
stabilize the power systems. To mitigate voltage harmonics, to regulate and balance
the terminal voltage of load or line series active filter is used before load (source
side) with the Ac mains using matching transformer [12]. Universal active filter is a
combination of series active and shunt active filters with Dc-link storage element
(either Dc-bus Capacitor or Inductor), universal AF can eliminates both voltage and
current harmonics at a time and has the capability to give clean power to critical
loads. The main advantages of unified power quality conditioner are, it can balance

174 L.N. Popavath et al.



and regulate the terminal voltage and mitigate the negative sequence currents [10].
The main drawback of universal AF’s are its control complexity and high cost.

5 Control Strategies

Control strategy is the heart of active filters. To generate the required compensation
current, the control strategies are playing an important role in the designing of shunt
AF’s. There are several control strategies like instantaneous reactive power theory
(p-q theory), synchronous reference theory (Id-Iq theory), perfect harmonic can-
cellation method (PHC), Unity power factor method (UPF) etc. are there to extract
the reference current for SAF’s connected to 3-phase source which supplies to the
distorting loads. This paper the mainly demonstrates on the p-q theory and Id-Iq
theory.

5.1 P-Q Theory

This Control strategy was first proposed by Akagi et al. in 1984 [19]. It is a time
domain case, which can be applied for both 3-phase, 3-wire systems and 3-phase
4-wire systems. This control strategy is valid for both steady state and transient state
conditions of the systems. Based on α-β transformation the set of voltages and
currents are transformed from abc to α-β-0 coordinates [13, 18, 20]. Supply phase
voltages are given as

Va ¼ VmSin xtð Þ; Vb ¼ VmSin xt � 2p
3

� �
; Vc ¼ VmSin xt � 4p
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ð1Þ

Similarly reactive load currents are given by the equations

iLa ¼
X

ILanSin n xtð Þ � hanf g; iLb ¼
X

ILbnSin n xt � 2p
3

� �
� hbn

� �

iLc ¼
X

ILcnSin n xt � 4p
3

� �
� hcn

� � ð2Þ
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Vb
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ffiffiffi
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3

r
1
0
�1=2ffiffiffi
3

p
=2

�1=2
� ffiffiffi

3
p

=2

� � Va

Vb

Vc

2
4

3
5; ia

ib

� �
¼

ffiffiffi
2
3

r
1
0
�1=2ffiffiffi
3

p
=2

�1=2
� ffiffiffi

3
p

=2

� � ia
ib
ic

2
4

3
5

ð3Þ

In abc coordinates a, b and c are fixed axes each displaced by 2π/3. The vectors
va, iLa amplitude varies in negative and positive directions with time [13]. The α-β
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transformation (Clark’s transformation) is given as above equations. The real and
reactive powers can obtained as

p ¼ vaia þ vbib þ vcic; p = vaia þ vbib; q = � vbia þ vaib ð4Þ

p
q

� �
¼ va vb

�vb va

� �
ia
ib

� �
ð5Þ

iα and iβ can be obtained as

ia
ib

� �
¼ 1

D
va �vb
vb va

� �
p
q

� �
ð6Þ

where D ¼ v2a þ v2b. The powers p and q can decomposed as p ¼ �pþ ~p, q ¼ �qþ ~q.
The reference source currents for α-β and abc transformations can be expressed [13]
as

i�sa
i�sb

� �
¼ 1

D
va �vb
vb va

� �
�p
0

� �
ð7Þ

i�sa
i�sb
i�sc

2
4

3
5 ¼

ffiffiffi
2
3

r 1=
ffiffiffi
2

p
1 0

1=
ffiffiffi
2

p �1=2
ffiffiffi
3

p
=2

1=
ffiffiffi
2

p �1=2 � ffiffiffi
3

p
=2

2
4

3
5

i�0
i�sa
i�sb

2
4

3
5 ð8Þ

5.2 Id-Iq Theory

This theory is also known as synchronous reference frame theory (SRF). To gen-
erate the final gate or reference signal to STATCOM based on Park’s transfor-
mation the 3-phase stationary (abc) system can be transform to a rotating coordinate
(dq0) system. The d-q reference frame can determined by the angle θ with
respective α-β frame, which is used in instantaneous reactive power theory (p-q
theory) [21, 22]. The Park’s transformation is given as

ld
lq

� �
¼ cos h sin h

� sin h cos h

� �
la
lb

� �
;

Id
Iq

� �
¼ cos h sin h

� sin h cos h

� �
Ia
Ib

� �
ð9Þ

where voltage and currents are

la
lb

� �
¼ Vm sinxt

Vm cosxt

� �
;

Ia
Ib

� �
¼ Im sinðxt � dÞ

Im cosðxt � dÞ
� �

ð10Þ
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The power equations are given [13] as follows

p ¼ ldId þ lqIq; q = lqId � ldIq ð11Þ

The d-q transformation reduces the 3-quantities to 2-quantities, because for
balanced systems the zero component is omitted and when synchronous frame is
aligned to voltage then μq=0. So that

p ¼ ldId; q ¼ �ldIq ð12Þ

Id-Iq theory is one of the most frequently used control strategy for shunt AF’s.
Active and reactive power can be controlled by controlling d-q components
independently.

5.3 PHC Method

This control method for active power filters is also known as “fundamental positive
sequence component based method” [23]. The principal objective of this control
method is to compensate the total harmonic currents and local reactive power
demand. This control technique also eliminates the imbalance issues in the power
system [23]. The source current will be given as

iSref ¼ K:lþ
1 ð13Þ

The power supplied by the source is

Ps ¼ l:isref ¼ l:K:lþ
a1 ¼ Kðlalþ

a1 þ lbl
þ
b1Þ ð14Þ

where k is calculated as

k ¼
�PLab þ �PL0
lþ 2
a1 þ lþ 2

b1

ð15Þ

The reference currents are represented as follows [98].

iS0ref
iSaref
iSbref

2
4

3
5 ¼ K

0
la1
lb1

2
4

3
5 ¼

�PLab þ �PL0
lþ 2
a1 þ lþ 2

b1

0
lþ
a1

lþ
b1

2
4

3
5 ð16Þ
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5.4 UPF Method

Unity power factor control method for shunt connected filters is also known as
“voltage synchronization method”, because of the desired in phase relationship
between the gauge point voltage and source current vectors [23].

iSref ¼ K:l ð17Þ

The Power delivered from source is

Ps ¼ l:is ¼ l:K:l ¼ Kðl20 þ l2a þ l2bÞ ð18Þ

where the constant k is expressed as

k ¼
�PLab þ �PL0

ðl20 þ l2a þ l2bÞdc
ð19Þ

The reference currents were calculated [98] as follows

iS0ref
iSaref
iSbref

2
4

3
5 ¼ K

l0
la
lb

2
4

3
5 ¼

�PLab þ �PL0
ðl20 þ l2a þ l2bÞdc

l0
la
lb

2
4

3
5: ð20Þ

6 Advantages and Applications of Shunt Active Filter’s

Shunt active filter is an important device to improve the quality of power in the
power systems. From last decades onwards many commercial projects were
developed on shunt AF’s and put into practice because of its less complexity and
cost considerations. The Important advantages and applications of shunt active
filters are listed as follows.

Advantages: Low cost and less complexity, small in size with high power rat-
ings, rapid response to power disturbances improve transmission reliability and
local power quality with voltage support. It has smooth voltage control over a wide
range of operating conditions.

Applications/Functions: Current harmonic compensation, Load balancing for
unbalanced star and delta systems, Flicker effect compensation for time varying
loads, Power factor improvement, Reactive power compensation, are used to reduce
the neutral current in 3-phase, 4-wire systems. Shunt active power filters play vital
role in grid interconnection of green energy sources at the distribution level to
improve the quality of power for both Day and Night time applications [24].
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7 Conclusion

This paper represents the importance of research and development of shunt active
filters with respect to non-linear loads in the power systems. Statcom is connected at
load end to suppress the current harmonics injected by distorting loads; it can also
improve the PF and voltage regulation. This paper gave the clear information
regarding power quality issues, power quality standards, consequences, system
configurations, control strategies, and an important advantages and applications of
shunt active filters (Statcom). Over last two decades onwards due to continuous
active research progress achievement in static reactive compensation
(SAF) technology has produced remarkable or significant benefits to end-users,
utility and wind form developers.
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Development of 3D High Definition
Endoscope System

Dhiraj, Zeba Khanam, Priyanka Soni and Jagdish Lal Raheja

Abstract Recent advances in technology have paved way for 3D endoscope,
which has propelled the progress of minimum invasive surgical methods. The
conventional two dimensional endoscopy based Minimally Invasive Surgery
(MIS) can be performed by experienced surgeons. Inability to perceive depth was
the main cause of migration to 3D endoscope. In this paper, a prototype of the
stereo endoscopic system is presented. Problems pertaining to the stereo endoscope
such as ease of use, inhomogeneous illumination and severe lens distortion are
eliminated in the proposed system. Moreover, stereo calibration and rectification
have been performed for 3D visualization. Polarization technique is used for depth
perception. The proposed system also allows real time HD view to the surgeons.

Keywords Minimally invasive surgery (MIS) � Stereo calibration � Endoscopic
lens distortion � Rectification � Stereo endoscope

1 Introduction

Large incisions and cuts are the root cause of the disadvantages faced during the
open surgical procedure. Loss of blood, the risk of infection and long recovery time
are often associated with the open surgery approach and are a traumatic experience
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for the patient. In order to combat the cons, minimally invasive surgery (MIS) was
introduced to prevent surgical disorders. Departure from large incisions and cuts
was made possible by the use of an endoscopic camera during the surgery. Images
acquired by the endoscopic camera helped in visualization of human cavity. The 2D
viewing ability of the endoscopic camera made MIS a cumbersome task for the
surgeon. Challenges related to the loss of depth perception [1] are the greatest
limitation of this surgery. Three dimensionality of human anatomy makes depth an
integral part of perception for surgery. This loss of depth allows visual miscon-
ception to creep in.

Many solutions have been proposed in the past for the recovery of depth during
MIS. Melo [2] proposed a system which used Computer Aided Surgery
(CAS) software for decreasing errors of clinical consequences. Medical robot
assisted surgery [3] used ultrasound images for 3D reconstruction of the affected
region. 3-D Time of Flight endoscope [4] is the current state of art in the time of the
flight endoscope system. Stereo Endoscope [5] was also proposed as a solution to
the problem. However, the scope of this system was limited to the database of
images acquired by Da-Vinci surgical robot with 640 × 480 resolution. Moreover,
the focus was on the development of a 3D endoscope as a measurement tool.
Rectification of stereo frames was not carried out and instead tracking of the
instrument was done. In our paper, we incorporate the step of rectification for the
correct perception of 3D.

In this paper, we propose a prototype of a stereo endoscope for MIS. Awaiba
NanEye 2C stereo camera was used for 3D endoscope. This miniature CMOS
camera has a footprint of 2.2 × 1.0 × 1.7 mm (as shown in Fig. 1b) compared to [1]
where 6.5 mm stereo endoscope was reported. Display Screen renders the 3D view
of the affected region allowing continuous monitoring during surgery. Surgeons
who have used earlier prototypes of 3D Endoscope have reported headaches,
dizziness, ocular fatigue and nausea [6]. This can primarily be attributed to active
shutter glasses. The weight and flickering caused by the active shutter glasses result
in discomfort caused to the surgeon. As an alternative option to active shutter
glasses, the prototype uses polarized glasses with passive screen. Issues pertaining
to the endoscopic cameras such as inhomogeneous illumination and endoscopic
lens distortion have been dealt with while developing the real time vision system.

2 System Overview

The main aim of the system is to retain the depth of images acquired by the
endoscope. To fulfil our objectives, we developed a prototype of 3D endoscope for
MIS using stereo vision. Stereo vision is inspired from the human vision system
where simultaneously two images are captured from slightly different viewpoints
[7]. Disparity between two images allows the brain to perceive the depth. Figure 1a
shows the assembly of NanEye 2C.
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With four LEDs coincident with lens (2.5 mm ring), it enables the dynamic
illumination control, thus overcoming the problem of inhomogeneous illumination
which is a recurrent problem of the endoscope. Figure 2 illustrates the sequence of
steps required for the development of the system. The system starts with the capture
of left and right frame simultaneously followed with stereo calibration and recti-
fication is performed. Interlace image is generated using left and right rectified
frames for 3D visualization. NanEye 2C camera [8] captures pair of stereo images
with 250 × 250 resolution at 44 frames per second. The low resolution for Awaiba
NanEye 2C proved to a constraint. To overcome this constraint a prototype for HD
system was developed using stereo rig (developed using two Logitech HD cameras)
as shown in Fig. 1c.

(a) (b) (c)

Fig. 1 System setup. a Stereo NanEye assembly. b Camera head. c Stereo rig for HD

Fig. 2 System flow chart
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3 Methods

A real-time vision system developed using stereo endoscope requires stereo cali-
bration and rectification as a necessary condition for inferring 3D information.
Many of the endoscopic systems [9–12] developed were restricted to monocular
scope. Thus, calibration of endoscopic camera was only carried out. Since, our
system uses stereo endoscope, we perform stereo calibration. Severe lens distortions
[13] in endoscope camera are major hurdles in the perception of images. Thus,
removal of lens distortion has been carried out. Following this, rectification is
performed to bring the right and left image planes in frontal parallel configuration.

3.1 Stereo Calibration

Camera calibration allows the establishment of the relationship between an image
pixel and 3D world coordinate. Intrinsic and Extrinsic parameters of stereo camera
are estimated. For intrinsic camera calibration, the pinhole camera model is used. In
mathematical terms [7],

x ¼ PX ð1Þ

where x is a homogeneous image coordinate matrix and X is a homogeneous world
coordinate matrix such that

x ¼ x y 1½ �T ;X ¼ X Y Z 1½ �T

P is the camera matrix which has to be estimated

P ¼ K½RjT � ð2Þ

where K is the camera matrix (intrinsic parameter), R is rotation matrix and T is the
translation matrix (extrinsic parameter).

K ¼
0 ax x0
0 ay y0
0 0 1

2
4

3
5; RjT½ � ¼

cos h � sin h 0 tx
sin h cos h 0 ty
0 0 0 1

2
4

3
5

where

ax ¼ f
dx

; ay ¼ f
dy

f focal length
x0, y0 align (0, 0)
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dx, dy physical dimension of a pixel
tx, ty translation vector
θ rotation angle

Based on geometric camera calibration [14], chessboard is used as reference
images. A set of 20 pair of images of a chessboard was used. As seen in Fig. 3a, the
chess board used contains 6 × 6 squares, each with side 4 mm. Internal corner
points of the chessboard are used as reference points as seen in Fig. 3b. Stereo
calibration involves computation of the geometrical relationship between the left
and right camera. Thus, rotation and translation vector R and T respectively are
calculated for the right camera such that its location becomes relative to the position
of the left camera in global space.

3.2 Lens Distortion

The miniature size of the endoscopic camera causes severe lens distortion.
Endoscopic cameras are equipped with wide eyed lens (fish eyes lens) in order to
obtain a larger field of view [15]. Radial distortion is mainly due to shape of the lens
whereas the assembly process of camera is responsible for the tangential distortion.
The radial distortion observed in the endoscope lens is more compared to general
camera lens. Radial distortion is mainly observed at the periphery of the image and
is minimal at the optical center of the image. Based on the Browns method [16], we
characterize the radial distortion using Taylor series in Eqs. 3 and 4.

xcorrected ¼ x 1þ k1r2 þ k2r4 þ k3r6
� � ð3Þ

ycorrected ¼ y 1þ k1r
2 þ k2r

4 þ k3r
6

� � ð4Þ

(a) (b)Fig. 3 Chessboard image.
a Reference. b Corner points
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Tangential Distortion is characterized using p1 and p2 as additional parameters.
We model p1 and p2 using Eqs. 5 and 6.

xcorrected ¼ xþ 2p1yþ p2 r2 þ 2x2
� �� � ð5Þ

ycorrected ¼ yþ p1 r2 þ 2y2
� �þ 2p2x

� � ð6Þ

3.3 Rectification

In order to achieve a frontal parallel configuration such that two image planes are
row aligned we need to perform stereo rectification. This allows us to align epipolar
lines horizontally. We need to re project the image plane such that only horizontal
disparity remains, and vertical disparity is removed. Hartley [17] and Bouguet [18]
were implemented for stereo rectification.

3.4 Polarization

The passive polarization technique is suitable for 3D viewing during MIS [6]. Left
and right rectified images are projected onto a polarized screen, but each image is
polarized in different directions. Polarized glasses have different filters for each eye,
which allows to see only the right and left eyes images by respective eyes. Input of
left and right images to our respective eyes allows our brain to perceive depth.

4 Results

For testing our system, we simulated an environment inside 4 cm wide box as
shown in Fig. 4. Different objects of varying sizes from 0.4 mm to 2.5 cm were
fixed inside the box. Later on this system was further verified using kidney stone as
seen in Fig. 6a.

Stereo rectification was carried using Hartley and Bouguet algorithms. In case of
Hartley algorithm, intrinsic parameters are bypassed which leads to left and right
camera to have different focal lengths, skewed pixels, different centers of projec-
tion, or different principal points. This leads us to have no perception about scale of
image. Moreover radial distortion in case of endoscopic camera is more, thus
calibration and distortion cannot be bypassed. Bouguet on the other hand gives
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acceptable results as it considers the calibration and distortion coefficients.
Figure 5a, b shows the stark difference in the result which clearly led us to reject
Hartley and go ahead with Bouguet for our prototype. Figure 6b shows the result
obtained using HD stereo rig system. Due to unavailability of HD resolution stereo
endoscope camera, Logitech Webcam based stereo rig is used at present. In future,
this will be replaced with suitable HD miniature size stereo camera.

(a) (b)

Fig. 4 Simulated environment. a Plan view. b Assembled box

(a) (b)

Fig. 5 Side by side view. a Hartley. b Bouguet

(a) (b)Fig. 6 Interlace generation.
a 3D Kidney stone. b 3D HD
view
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5 Conclusion

An efficient 3D endoscopic vision system for MIS has been developed. Essential
steps of stereo calibration, rectification and distortion removal has been carried out.
Bouguet algorithm has been found suitable for rectification. 3D visualization has
been carried out using polarization technique. Severe lens distortion, inhomoge-
neous illumination and difficult use are few problems which are present in earlier
stereo endoscope [13], but have been eliminated in this prototype. A separate stereo
Rig for HD view has been developed. This system cannot be directly employed for
endoscopic view of human anatomy. In future, we target to develop a full HD
system which uses a pair of stereo camera suitable for endoscopic vision.
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Excel Solver for Deterministic Inventory
Model: INSOLVER

Pratiksha Saxena and Bhavyanidhi Vats

Abstract An excel solver is proposed for optimized result of deterministic
inventory models. Seven inventory models including price break models can be
solved by using this Excel Solver. This solver is designed by using yes-no algo-
rithm. INSOLVER has benefit of solving even quantity discount inventory models
with different price breaks, which makes it unique.

Keywords Excel solver � Inventory models � Deterministic inventory models �
Quantity discount models

1 Introduction

Inventory control problems deal with accounting the optimized decisions for cost
and quantity. The designing of optimal inventory model is the task to fulfil the
demand of the customers and make profit to the organization. A number of models
and algorithms have been developed for this purpose. Main objective of inventory
model is optimization of ordering quantity and minimization of total cost associated
with it. Research and models are developed due to randomly changing demand,
effective management of production and inventory control operations in dynamic
and stochastic environments.

EOQ model was proposed by T.C.E Chang, on the basis of the fact that the
product quality is not always perfect and a relationship was formulated between
unit production cost and demand [1]. In case of sporadic demand or infrequent
demand the conventional inventory policy is replaced with base stock policy by the
Scultz. The base stock inventory policy was evaluated and forecasting procedure for
the size and frequency of sporadic demand was presented. It determines the base
stock level and the timing of replenishment orders so that holding cost is signifi-

P. Saxena (&) � B. Vats
Department of Applied Mathematics, Gautam Buddha University, Greater Noida, India
e-mail: pratiksha@gbu.ac.in

© Springer India 2016
S.C. Satapathy et al. (eds.), Information Systems Design and Intelligent
Applications, Advances in Intelligent Systems and Computing 433,
DOI 10.1007/978-81-322-2755-7_20

191



cantly reduced with a minor risk of stock outs [2]. Drezener et al. considered the
case of substitution in the EOQ model when two products are required. Three cases
for no substitution, full substitution and partial substitution between the products
are considered. An algorithm is presented to compute the optimal order quantities
and observed that full substitution is never optimal; only partial or no substitution
may be optimal. The case of three products is a local extension of that problem [3].
Prasad Classified the inventory models so that the selection of an appropriate
inventory model can be made easy for the particular set of requirements and
inventory conditions. The objective is to differentiate the inventory models
according to the salient inventory features for the better understanding of inventory
literature and to discover related research areas of this field [4]. A literature review
is presented for the dynamic pricing inventory models. Current practices and future
directions related to dynamic pricing and its applications in different industries were
discussed [5]. In 2005, Haksever and Moussourakis developed a model for opti-
mizing multiple product inventory systems with multiple constraints by using
mixed integer linear programming technique [6].

An EOQ Model has been developed by Bose et al. for deteriorating items with
linear time dependent demand rate and allowed Shortages. The inflation rate and the
time value of money were counted into the model and assumed that the deterio-
rating rate is constant over the period of time. The model is solved by both ana-
lytical and computational method and a sensitive analysis is also done for the
different parameters of a system [7]. Wee has developed a deterministic inventory
model with the quantity discount, pricing and partial backordering. The deterio-
rating condition following the Weibull rate of distribution was also accounted. The
aim is to maximize profit rather than optimizing or minimizing inventory costs [8].
A study was summarized on the recent trends, advances and categorization of
deteriorating inventory models [9]. A model was developed to determine the lot size
for the perishable goods under finite production, partial backordering and lost sale.
This model also involved the assumption of exponential decay [10]. With the
passage of time there is a huge advancement in methods and techniques of
inventory control and its optimization. In 2011, Abuizam et al. used simulation
technique for the optimization of (s, S) periodic review inventory model with
uncertain demand and lead time. In this paper the result is compared by using two
software’s @Risk simulation and @Risk Optimizer to get the minimum cost of
inventory over a period of time [11]. Fuzzy set theory has been applied by De and
Rawat for the optimization of fuzzy inventory model under fuzzy demand rate and
lead time using exponential fuzzy numbers. The optimal value of the reorder point
and safety stock is calculated by the mean of fuzzy numbers and graded mean
integration representation method [12]. In 2011, Amir Ahmadi Javid worked on the
integration of location; routing and inventory decisions. Objective is to design a
multisource distribution network at an optimal cost. Mixed integer linear pro-
gramming formulation and three phase heuristic approach were used for this pur-
pose. A numerical analysis comparison has been done between these two methods
[13]. Different inventory control techniques for efficient inventory management
system were analyzed and compared by Tom Jose et al. In this study various
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methods such as EOQ method, ABC Classification, Safety stock, FSN are used to
compare the results [14]. An integrated vendor buyer inventory model with con-
trollable lead time, ordering cost reduction and service level constraint was pre-
sented and an algorithm was developed to find the optimal solution of the proposed
model [15]. In 2014, Venkateswarlu et al. proposed an inventory model for per-
ishable items by taking into account the assumptions that the demand is quadratic
function of time and the rate of deterioration is constant. EOQ model was devel-
oped for optimizing the total inventory cost under inflation and the sensitivity
analysis was also done by taking a numerical example [16].

The proposed INSOLVER has additional aspects from the previous research
work as it comprises more inventory parameters. It also includes quantity discount
inventory models with one and two price-breaks. It makes different from the
existing excel solvers. By using the comparison of alternative conditions for the
best outcome is possible which ultimately results in optimized results.

2 Materials and Methods

Seven deterministic models have been integrated for single item inventory models.
Different conditions and assumptions are taken for each model. Models are
incorporated with and without shortages, quantity Discounts, constant and varying
demand rate in this Excel Solver. The Proposed Excel Solver has been integrated
with seven different conditions for better inventory management. The alternative
Conditions for different cases can be compared through this model and best one can
be selected to minimize total Inventory Costs. The Individual excel sheet has been
taken to separate home page (conditions are mentioned), result page and input page
for easy access. Selection of the different conditions has been designed with the
help of yes-no algorithm.

The model I is considered with constant demand and no Shortage Condition.
Assumptions for this model are taken as;

1. The demand is known and constant
2. Supply is instant that means lead time is constant and known
3. Shortages and Quantity Discounts are not allowed
4. Carrying cost per year and Ordering cost per order are known and constant
5. The inventory model is used for single product/item.

The model II is considered with the different rates of demand and with no
shortage condition. Assumptions for this model are;

1. Demand is varying from period to period
2. Shortages and Quantity Discounts are not allowed
3. Supply is instant that means lead time is constant
4. Carrying Cost per year and Ordering cost per order are constant and known
5. The inventory model is used for single product/item.
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For the model III, gradual supply is involved with no shortage condition.
Assumptions for model III are;

1. Demand is constant and known
2. Production of the item is continuous and at a constant rate until the Quantity

(Q) is complete that means the supply/replenishment is gradual
3. The rate of production (p) is greater than the rate of consumption (d)
4. Production set up cost is fixed.

Model IV is included with all assumption of Model I and existence of storages
allowed. Model V represents the conditions of constant demand, fixed order cycle
time with Shortages allowed. Model VI is considered with assumptions of model III
and shortages allowed. Model VII is considered with the condition of quantity
discounts with one and two price breaks. Assumptions are;

1. Demand is known and constant
2. Shortages are not allowed
3. Replenishment is instantaneous
4. Quantity Discounts are allowed

These seven deterministic inventory models are included in this solver to obtain
quick and exact results. Flow chart for INSOLVER is given below.

Algorithm for INSOLVER can be described as;

1. The Model has been developed by using the yes-no algorithm which is based on
the binary numbers 0 and 1.

2. ‘yes’ implies for 1, that means the model will consider that condition and ‘no’
implies 0 when model does not consider the condition.

3. All the Conditions has been provided on the home page using yes-no algorithm.
4. All the Input parameter has been defined on the input sheet which provides

initial and boundary conditions for the problem.

3 Discussion

The proposed inventory model is designed on the MS Excel for the ease of cal-
culating the outputs. The seven different conditions are integrated in the models by
putting the formulas for each case. The individual excel sheets are defined for
various conditions. Each sheet is designed with the help of yes-no algorithm. The
working of this Model is shown by the following steps:

Step 1 On the home page, yes/no conditions are inserted according to the model.
For example, to insert shortage allowed condition, yes/no is inserted in the
form of binary digit. If model allows shortage condition 1 will be assigned
to the row and if shortage is not allowed for the model, 0 will be assigned
to the corresponding row. After checking shortage condition for the model,

194 P. Saxena and B. Vats



it will check other parameters of the model. Figure 1 represents home page
with first parameter of chosen allowed shortage model (Fig. 2).

Step 2 After selecting shortage condition of the model, it will check the demand
rate for the model. If demand rate is constant, 1 will be assigned to the
corresponding row and 0 will be assigned to the third row for variable
demand rate. Vice versa can be chosen according the selected model.

Step 3 Supply pattern can also be checked by INSOLVER. It may be gradual or
instant and accordingly binary digit can be assigned to corresponding row.

Fig. 1 Flow chart for INSLOVER
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Step 4 At the fourth step, INSOLVER will check the condition for Ordering Time
(Fixed ordering cycle time/Variable ordering cycle time). Home page with
assigned binary digits is shown in Fig. 3.
After defining the model, input page will be selected from the INSOLVER
(Fig. 4).

Step 5 At this step, values of all input variables according to the model conditions
are assigned to the defined variables. The input values for demand, car-
rying cost, ordering cost, shortage cost, production rate and unit cost will
be assigned. According to the selected model, quantity discount and dis-
count scheme will be specified according to price breaks. The input
parameters for the different models have been shown in the Fig. 5.

Fig. 2 Home screen for
INSOLVER

Fig. 3 Home screen for
INSOLVER

Fig. 4 Home screen with all
input parameter conditions

196 P. Saxena and B. Vats



Output variables can be obtained on the result page according to the chosen
model and input variables (Fig. 6).

4 Conclusion

Different inventory models are integrated into this MS Excel Solver to obtain
output. The different alternative conditions can be combined for minimum inven-
tory cost by using this INSOLVER. The benefit of using this INSOLVER is ease of
accessibility of result for less time consumption. The solver can also be applied in
different sectors such as manufacturing industries, warehouses, multi-brand and
multi product retail stores which shows its wide scope for inventory management.

Fig. 5 Input page represents input variables for different conditions

Fig. 6 Result page
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DSL Approach for Development
of Gaming Applications

Aadheeshwar Vijayakumar, D. Abhishek and K. Chandrasekaran

Abstract This research paper mainly concentrates on introducing DSL(Domain
Specific language) approach in developing gaming applications. DSL approach
hides the lower level implementation in C, C Sharp, C++, and JAVA and provides
abstraction of higher level. The higher level of abstraction provided by the Domain
Specific Language approach is error-free and easy to develop. The aim of this paper
is to propose an approach to use GaML (Gamification Modelling Language, a form
of DSL for gaming) for Unity based complex games efficiently in this paper. The
paper doesn’t focus on the How and Whys of the Gaming Modelling Language
usage, but rather focuses on the run-time enforcement. At the end of the paper,
survey has been made on total lines of code and time invested for coding using a
case study. The case study proves that DSL approach of automated code generation
is better than manual.

Keywords DSL � Gaml � Game development � Unit

1 Introduction

Computer game development has become a sophisticated subject, drawing on
advanced knowledge in a number of areas of computer science, such as artificial
intelligence and computer graphics. In this stream, people will learn about both the
principles and practice of designing and developing modern computer games.
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Anyone who have the brains, the talent, and the courage to build a game, a career in
Computer Game Development [1] may be right for them. The glory, the money, the
job security and the creative satisfaction can all be theirs, but only if people have
what it takes to do the job. This paper proposes a component based strategy to
model game development. The approach used is made available as a
Domain-Specific Language (DSL) [2], which is given to the game designer in the
form of models. It introduces GaML [3] for development of gaming application.
The meta-model based language supports the designing of the development and
deployment dependencies between different segments. The paper’s primary focuses
are as follows. Sub Division 2 illustrates the background knowledge of game engine
Unity, and Gaming Modelling Language. Sub Division 3 illustrates the problem
statement. Sub Division 4 presents the proposed model and technique for devel-
opment of gaming applications. Sub Division 5 explains in detail the approaches
along with case study. Sub Division 6 provides with the Evaluation of proposed
approach through survey. Sub Division 7 concludes our work and also the future
work needed.

2 Literature Review

2.1 Unity

Unity is a cross-platform game engine with a builtin IDE developed by Unity
Technologies. It is used to develop video games for desktop platforms, web and
web related plugins, consoles and cellular phones [4]. The Unity game engine is
also often used for designing more complicated games. They make use of the
properties of Unity such as physics, gravity, networking, cross compiling and other
useful properties. The categories, under which these serious games generally
appear, include:

• Layer 1: Product demonstration and configuration (e.g., Bike configurator, Gun
Construction)

• Layer 2: Exercise simulations (e.g., US Navy Virtual Training, I.R.I.S.)
• Layer 3: Architectural visualization (e.g., Insight 3D, Aura Tower)
• Layer 4: Education and instruction (e.g., Micro Plant, Surgical Anatomy of the

Liver)

2.2 Design Objectives of GaML

The paper defines four design objectives for the language in general. First, GaML
[3] formalizes the gamification concepts stated in the requirement section to address
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problem statement P1. A parser has to decide, whether an instance is well-formed
according to the languages grammar or not. Second, a valid instance of GaML [4]
should be automatically compilable to gamification runtimes, e.g., gamification
platforms (P2). Third, GaML should be at least readable for domain experts with
minor IT knowledge, e.g., consultants or designers. Fourth, GaML should be fully
writable for IT experts and partially writable by domain experts which addresses
problem statement P3. A brief picture is given in the Fig. 1i.

3 Problem Statement

The problem of development of Unity based gaming applications and its tough-
ness has remained same over the years. The problem is in Unity, everything need
to be developed from scratch. So the main focus is on proposing an approach so

Fig. 1 i GaML design. ii From code to model and vice versa
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that anybody liking to develop a game can develop it using the models already
generated by DSL experts. Another problem is that game development is always
concentrated in gaming industries. The focus is also laid on making it distributed
so that any person who is not much into programming but interested in devel-
oping a game with his own idea shall be able to do it. So the focus is laid on
proposing ideas upon GaML also which is a form of DSL used for gaming
applications. The challenge therefore is to making the gaming development easier
by preventing developer from the toughness and errors and providing predefined
templates through DSL. Another primary goal is to propose a desirable solution or
strategy to this problem in order to facilitate easy and distributed development of
games.

4 Proposed Approach

The primary goal is to provide a strong backbone for easy development of gaming
applications. The proposed approaches suggest using Domain Specific Language
[2] approach for developing gaming applications for those game developers who
use Game Engines (like Unity). It also proposes GaML (Gaming Modelling
Language) [3, 4] as an idea to develop gaming applications by using Game Engines
(like Unity).

4.1 The Idea of Introducing DSL Approach for Gaming

The approach involves Domain specific language which makes the game designers
to concentrate better on the gaming aspect. The approach involves several steps
given below [2]. At first, the programmers specialized in DSL will produce class
templates required for a specific type of game which they combine and say domain
specific Language of a certain game. Game Developers do this in the form of GaML
(Gamification Modelling language which is similar in concept to DSL in game
development). Next, Game Designers make use of the language produced to model
gaming applications. The major benefit of this approach is that the DSL provides
power to game designers to model games by making use of higher level abstraction
models for presenting gaming aspects. Compared to game development with a
normal coding language such as C++, C Sharp or Java, coding details are not given
to game Designers. The mixing of data abstracted models and the feature of code
generation by itself gives the best design and reduces the time of development.
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4.2 Code to Model Generation

Xtext is an Eclipse plug-in that supports domain specific language development.
Due to this fact, many of Xtext functions are based on already established frame-
works in Eclipse and on the features of Eclipse itself [5]. The final outcome of a
DSL development in Xtext is again available as an Eclipse plug-in. Hence, it does
not only provide a compiler and a code generator but a complete development
environment. Furthermore, this can be adjusted to any specific requirements of a
particular DSL. The advantage here is that many developers are familiar with such a
common environment like Eclipse. A possible disadvantage, however, could be that
this tool is directed to a target group of programmers due to its considerable level of
complexity. Another special feature of Xtext is the use of a text editor as an input
medium. Hence, the DSL code (GaML code) is entered by the end users as free text.
They are thereby assisted by automatic code completion of the inputs, syntax
highlighting and other features. A validation of their inputs is as well made using
various criteria, which can be defined by the end-users themselves. However, due to
the entering of the GaML code in the form of a free text, Xtext should at first
convert the user’s input into a semantic model. Afterwards, validations and trans-
formations (e.g., target code generation) are carried out based on the semantic
model [6]. This conversion is performed with the help of a lexer (lexical analyzer)
and a parser. In the first instance and according to specific rules, the entered free
text is decomposed by the lexer in individual related components; so-called tokens.
Based on the lexers outcome, the parser interprets the users input and translates it
into a semantic model (Abstract Syntax Tree) using the defined parser rules. For the
projection of this model, the modeling constructs of the Eclipse Modeling
Framework are used. Only when this transformation of the free text into a semantic
model can be successfully finished, other transformations such as target code
generation could be made.

4.3 Model to Code Transformation

The code generators were written using the Xtend language, which was specifically
configured to enable programming based on text templates. The information pro-
vided by the semantic model is accessible within the Xtend program by using the
Java classes, which represent the languages AST model. These classes are gener-
ated automatically via the Eclipse Modeling Framework [4]. Xtend is a statically
typed programming language whose typing, however, is mostly done by type
inference (i.e., automatic deduction of the type of expressions). Therefore, types are
rarely explicitly declared. The Xtend language was specifically designed to improve
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some of the existing Java concepts. Upon execution, Xtend is not directly translated
into Bytecode but Java code. This makes Xtend programs deployable on arbitrary
platforms. Moreover, this has the advantage that the programmer can trace the Java
programming constructs, which result from his code. Within Xtext, Xtend is used as
a code generator for the implemented DSLs. The Xtend constructs that were
especially intended to be used for code generation include dispatch functions,
which are featured by Xtend, in addition to normal functions [7], whose use is done
via a static binding through their parameter values. By using the keyword dispatch,
various functions (having the same name) can be combined into a set of dispatch
functions. Within these overloaded functions, it is decided through the type(s) of the
input parameter(s), which function is called. The code snippet below shows two
dispatch functions having the same identifier compile but different input parameters
(due to demonstration purposes, the snippet shows a possible way to generate Java
code from the GaML model [4]; though in this work JSON code is generated). One
of the main tasks of the code generation is to put together long strings. In order to
make this task as simple as possible and obtain a readable code as well, Xtend offers
rich strings. To mark the use of such strings within the code, three single quotation
marks are used at the opening and at the end (see code above). Within this template
the objects attributes can be accessed. It is also possible to call other (self defined)
functions and to use available features such as IF and FOR. To call such functions
inside of the template, we need to put them between the signs ≪and≫; everything
within this signs is thus executed as code.

Figure 2 explains, how proposed approach is better than older approach. In older
approach the concept of using design principles was developed and the same person
used to be a domain expert. He codes the requirement specific templates and uses it
whenever needed, hence does not concentrate on the generalised version. This
approach is error prone and time consuming as coding and designing is done by the
same person, Fig. 2b describes this. In proposed approach the focus is laid on
separating the designing of game from coding DSL templates for the game. Domain
expert prepares the general purpose concept using DSL principles for gaming.
These templates are error free so that any game developer can use it instead of
coding from scratch. Game developer takes care of the design and development
subcomponent of the game. It will be easier for him to develop games using
concepts provided by Domain expert and faster than older method. Figure 2a
describes this.

5 Implementation

The game development is a huge task for beginners as they are unaware of the
higher levels of abstractions. The implementation is further explained using an
instance of developing a 2D game in unity. The first phase of development involved
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Fig. 2 Proposed approach versus older approach
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the creation of a simple ping pong ball game, this is quite hard to implement as it
lays the foundation for further development. The simple ping pong game comprised
of a board ball and 2 rackets with a scoreboard for it. The second phase of
development involved the enhancement of the ping pong game to a sophisticated
soccer game by the transformation of rackets to players and ping pong ball to soccer
ball. This phase was very time efficient as it utilised the pre-existing code as
template and just build up on it with hardly and further modifications to the tem-
plate. Thus these DSL based modules facilitates even non coders to develop
high-end games.

5.1 BoundryWalls.cs Code

See Fig. 3.

Fig. 3 Model driven approach for case study
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5.2 GameManager.cs Code

5.3 MoveStriker.cs Code
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5.4 Ball.cs Code

5.5 BackgroundMusic.cs Code

See Fig. 4.

This simple game was first phase of development and took much more time than
expected, to make it bug free. The visual appearance is not that convincing and is
certainly not worth the efforts. But it has all the modules like ball, racket, boundary
sidewalls from which any kind of related 2d game like football, table tennis,
hockey, cricket, tennis, soccer, badminton etc. can be developed by organising
modules appropriately and giving desired background. The figure of ping pong ball
game is shown and also soccer game which is built from the simple ping pong game
in second phase in very less time uses modules built in first phase (Fig. 5).

This is the power of DSL. In this way it helps to build better, bug-free and
complicated games using modules.
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6 Evaluation of Proposed Approach (Survey)

The proposed DSL approach (developed in the form of GaML) can be evaluated
based on following two factors:

• Amount of code
• Time required for development

The paper illustrates taking into consideration the above case study.

6.1 Amount of Code

Table 1 represents the amount of code generated automatically by DSL approach.
This tells us how much of manual work can be avoided to develop a game. It can be
observed that for every 4 player addition the number of line increases by 50. Hence

Fig. 4 Ping pong ball game developed using 18 h

Fig. 5 Final KICKOFF game developed in an hour using models listed above
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automated code generation is much better than manual coding. And even a non
coder can develop the things. Here automated code does not mean that every player
has same features, instead it means a slight modification in features of players.

6.2 Time Required for Development

In this survey comparison is made between the manual coding and automated code
generation by DSL for various games involving teams of different number of
players. It can be observed that automated code generation saves a lot of time than
manual coding. Table 2 gives the picture of it (Fig. 6).

Table 1 Describing automated code generated for particular games

Games with distinct
number of players

2 players
(ping-pong ball,
tennis)

8
players
(polo)

12 players (basket
ball, volley ball)

22 players
(football,
hockey)

Total lines of code 106 162 198 290

Table 2 Total time taken in minutes to develop a game for well prepared coder well versed in
unity

Development
type

2 players
(ping-pong ball,
tennis)

8
players
(polo)

12 players (basket
ball, volley ball)

22 players
(football,
hockey)

Manual 112 129 153 187

Automated
(100+)

13 17 21 28

Fig. 6 Manual and automatic
development
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7 Summary and Conclusions

A case study is shown above on a game development team using Unity without
using DSL and with using DSL. The time taken was 10 times better. And the GaML
approach of development of game developed using DSL is much more efficient for
a game designer and it gives higher level abstraction of the game so that developer
can easily implement his ideas without having to care about underlying code.
Further it is possible to distribute the work among DSL experts and Developers and
develop the game without much bugs in it as the models provided by DSL expert to
developer will be tested and used in many other gaming applications.
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Digital Forensic Architecture for Cloud
Computing Systems: Methods of Evidence
Identification, Segregation, Collection
and Partial Analysis

Digambar Povar and G. Geethakumari

Abstract Various advantages offered by cloud computing business model has
made it one of the most significant of current computing trends like personal,
mobile, ubiquitous, cluster, grid, and utility computing models. These advantages
have created complex issues for forensic investigators and practitioners for con-
ducting digital forensic investigation in cloud computing environment. In the past
few years, many researchers have contributed in identifying the forensic challenges,
designing forensic frameworks, data acquisition methods for cloud computing
systems. However, to date, there is no unique universally accepted forensic process
model for cloud computing environment to acquire and analyze data available
therein. This paper contributes in three specific areas to expedite research in this
emerging field. First is designing a digital forensic architecture for cloud computing
systems; second is evidence source identification, segregation and acquisition; and
finally methods for partial analysis of evidence within and outside of a virtual
machine (VM).

Keywords Virtualization � Virtual machine � Cloud computing � Cybercrime �
Digital forensics � Digital evidence � Cloudcrime � Cloud forensics

1 Introduction

Over the past few years, cloud computing is maturing and has revolutionized the
methods by which digital information is stored, transmitted, and processed. Cloud
computing is not just a hyped model but embraced by Information Technology
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giants such as Apple, Amazon, Microsoft, Google, Oracle, IBM, HP, and others.
Cloud computing has major concerns due to its architecture despite the techno-
logical innovations that have made it a feasible solution. It is difficult to fix the
responsibility of a security breach in cloud due to the complex structure of the cloud
services. In last decade, cloud computing security seems to be the most frequently
surveyed topic among others by leading organizations such as IDC (International
Data Corporation) and Gartner.

Recent attacks on cloud such as Sony Email hack, Apple iCloud hack, etc.,
proved the vulnerability in cloud platforms and require immediate attention for
digital forensics in cloud computing environment. Cloud Security Alliance
(CSA) conducted a survey related to the issues of forensic investigation in the cloud
computing environments [1]. The survey document summarizes the international
standards for cloud forensics, and integration of the requirements of cloud forensic
into service level agreements (SLAs). In June 2014, NIST (National Institute of
Standards and Technology) established a working group called NIST Cloud
Computing Forensic Science Working Group (NCC FSWG) to research challenges
in performing digital forensics in cloud computing platform. This group aims to
provide standards and technology research in the field of cloud forensics that cannot
be handled with current technology and methods [2]. The NIST document lists all
the challenges along with preliminary analysis of each challenge by providing
associated literature and relationship to the five essential characteristics of cloud.
Our work focuses on some of the issues and/or challenges pointed out in the above
two documents [1, 2].

The remaining part of the paper is organized as follows: In Sect. 1 we discuss an
introduction cloud forensics. Section 2 provides the details of literature review.
Section 3 emphasizes on the digital forensics architecture for cloud computing.
Section 4 lists the methods of evidence source identification, segregation and
acquisition. Section 5 describes the techniques for partial analysis of evidence
related to a user account in private cloud. Finally we conclude the work and discuss
future enhancements in Sect. 6.

1.1 Cloud Forensics

For traditional digital forensics, there are well-known commercial and open source
tools available for performing forensic analysis [3–8]. These tools may help in
performing forensics in virtual environment (virtual disk forensics) to some extent,
but may fail to complete the forensic investigation process (i.e., from evidence
identification to reporting) in the cloud; particularly cloud log analysis. Ruan et al.,
have conducted a survey on “Cloud Forensics and Critical Criteria for Cloud
Forensic Capability” in 2011 to define cloud forensics, to identify cloud forensics
challenges, to find research directions etc. as the major issues for the survey. The
majority of the experts involved in the survey agreed on the definition “Cloud
forensics is a subset of network forensics” [9]. Network forensics deals with
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forensic investigations of computer networks. Also, cloud forensics was defined by
other researchers such as Shams et al. in 2013 as “the application of computer
forensic principles and procedures in a cloud computing environment” [10]. The
cloud deployment model under investigation (private, community, hybrid, or
public) will define the way in which digital forensic investigation will be carried
out. The work presented in this paper is restricted to IaaS model of private or public
cloud infrastructure.

2 Literature Review

Dykstra et al. have used existing tools like Encase Enterprise, FTK, Fastdump,
Memoryze, and FTK Imager to acquire forensic evidence from public cloud over
the Internet. The aim of their research was to measure the effectiveness and
accuracy of the traditional digital forensic tools on an entirely different environment
like cloud. Their experiment showed that trust is required at many layers to acquire
forensic evidence [11]. Also, they have implemented user-driven forensic capa-
bilities using management plane of a private cloud platform called OpenStack [12].
The solution is capable of collecting virtual disks, guest firewall logs and API logs
through the management plane of OpenStack [13]. Their emphasis was on data
collection and segregation of log data in data centers using OpenStack as cloud
platform. Hence, their solution is not independent of OpenStack platform and till
date it has not been added to the public distribution (the latest stable version of
OpenStack is Kilo released on 30th April 2015).

To our knowledge, there is no digital forensic solution (or toolkit) that can be
used in the cloud platforms to collect the cloud data, to segregate the multi-tenant
data, to perform the partial analysis on the collected data to minimize the overall
processing time of cloud evidence. Inspired with the work of Dykstra and Sherman,
we have contributed in designing the digital forensic architecture for cloud;
implementing modules for data segregation and collection; implementing modules
for partial analysis of evidence within (virtual hard disk, physical memory of a VM)
and outside (cloud logs) of a virtual environment called cloud.

3 Digital Forensics Architecture for Cloud Computing

In this proposed research, we provide a digital forensic architecture for cloud
computing platforms as shown in Fig. 1, which is based on the NIST Cloud
Computing reference architecture [14] and Cloud Operating systems like
OpenNebula, OpenStack, Eucalyptus, etc. Cloud Operating system mainly consists
of services to manage and provide access to resources in the cloud. User access to
cloud resources is restricted based on delivery models (IaaS, PaaS, or SaaS). Other
than hardware and virtualization layer, user has access to all other layers in IaaS
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model, whereas restricted access to PaaS and SaaS as depicted in the architecture.
Therefore, our contribution is restricted to IaaS model.

Cloud provider may have external auditing services for auditing security,
auditing privacy, and auditing performance. Our goal is to provide forensic
investigative services for data collection, hybrid data acquisition, and partial evi-
dence analysis. As shown in the figure, admin of CSP (Cloud Service Provider) can
make use of Forensic Investigative Services directly whereas cloud user and/or
investigator have to depend on the cloud admin. The suggested digital forensic
architecture for cloud computing systems is generic and can be used by any cloud
deployment model.

Fig. 1 Digital forensic architecture for cloud computing systems
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3.1 Cloud Deployment (Cloud OS)

For experimental purpose, we have set up an IaaS (Infrastructure-as-a-Service)
cloud test bed using the two-node architecture concept of the OpenStack. The
conceptual architecture uses two network switches, one for internal communication
between servers and among virtual machines and another for external communi-
cation as shown in the Fig. 2. The controller node runs required services of
OpenStack and compute node runs the virtual machines. Any number of compute
nodes can be added to this test bed depending on the requirements to create number
of virtual machines.

Fig. 2 Conceptual architecture of the private cloud IaaS
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4 Digital Evidence Source Identification, Segregation
and Acquisition

4.1 Identification of Evidence

The virtual machine is as good as a physical machine and creates lots of data in the
cloud for its activity and management. The data created by a virtual machine
includes virtual hard disk, physical memory of the VM, and logs. Virtual hard disk
formats that different cloud provider may support include .qcou2, .vhd, .vdi, .vmdk,
.img, etc. Every cloud provider may have their own mechanism for service logs
(activity maintenance information) and hence there is no interoperability on log
formats among cloud providers. The virtual hard disk file will be available in the
compute node where the corresponding virtual machine runs. Cloud logs will be
spread across controller and compute nodes.

4.2 Evidence Segregation

Cloud computing platform is a multi-tenant environment where end users share
cloud resources and log files that store cloud computing services activity. These log
files cannot be provided to the investigator and/or cloud user for forensic activity
due to the privacy issues of other users in the same environment. Dykstra and
Sherman [12] have suggested a tree based data structure called “hash tree” to store
API logs and firewall logs. Since we have not modified any of the OpenStack
service modules, we have implemented a different approach of logging known as
“shared table” database. In this approach, a script runs at the host server where the
different services of the OpenStack are installed (for examples “nova service”). This
script mines the data from all the log files and creates a database table. This
database table contains the data of multi-tenants and the key to uniquely identify a
record is “Instance ID” which is unique to a virtual machine. Now, cloud user
and/or investigator with the help of cloud administrator can query the database for
any specific information from a remote system as explained in Sect. 4.3.

4.3 Evidence Acquisition

We designed a generic architecture for cloud forensics and the solutions are tested
in the private cloud deployment using OpenStack (but may scale to any deployment
model). The tools that are designed and developed for data collection and partial
analysis will run on the investigator’s workstation, whereas, the data segregation
tool runs on the cloud hosting servers where the log files are stored. A generic view
of the investigator’s interaction with the private cloud platform is shown in Fig. 3.
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Log data acquisition The segregated log data is collected using the investiga-
tor’s workstation, i.e., a computer device where the acquisition and partial analysis
tools are deployed. We have created a MySQL database with the name logdb and a
table servicelogs under the database in the Controller node of OpenStack. The
application screen shots for connecting to the database from investigator’s machine
and viewing the table content are shown in Figs. 4 and 5 respectively. The inves-
tigator can go through the table content and form a query based on ATTRIBUTE,
CONDITION (==, ! =, <, <=, >, >=), and VALUE to filter the evidence required and
download to the investigator’s workstation if necessary as shown in Fig. 5.

Fig. 3 Remote data acquisition in private cloud data center

Fig. 4 Connecting to cloud hosting server that stores the shared table database
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5 Partial Analysis (or Examination) of Evidence

The evidence examination and analysis approaches of traditional digital forensics
cannot be directly applicable to cloud data due to virtualization and multi-tenancy.
There is a requirement of “digital forensic triage” to enable cybercrime investigator
to understand whether the case is worthy enough for investigation. Digital forensic
triage is a technique used in the selective data acquisition and analysis to minimize
the processing time of digital evidence. We now present the methods of partial
analysis (also called evidence examination) required for virtual machine data.

5.1 Within the Virtual Machine

Using the examination phase at the scene of crime at different parts of evidence, we
provide the investigator with enough knowledge base of the file system metadata,
content of logs (for example content of registry files in Windows), and internals of
physical memory. With this knowledge base, the investigator will have in-depth
understanding of the case under investigation and may save a considerable amount
of valuable time which can be efficiently utilized for further analysis.

Examination of file system metadata Once the forensic image of the virtual
hard disk is obtained in the investigator’s workstation, the examination of file
system metadata or logs (for example registry file in Windows) will be started as
shown in Fig. 6. Before using the system metadata extractor or OS log analyzer (for

Fig. 5 Shared table with different attribute information
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example windows registry analyzer), the investigator has to mount the acquired
virtual disk as a virtual drive.

After mounting, the virtual disk behaves like a drive where it is mounted. System
metadata extractor as shown in Fig. 7 is used to list the metadata information of files
and folders available in the different partitions of the virtual hard disk. For example,
a machine where NTFS is used as file system, we have extracted metadata infor-
mation of files/folders like MFT record No., active/deleted, file/folder, filename, file
creation date, file accessed date, etc. This report may differ for various file systems
(FAT32, EXT3, HFS, etc.).

Examination of registry files Windows operating system stores configuration
data in the registry which is most important for digital forensics. The registry is a
hierarchical database, which can be described as a central repository for

Fig. 6 Virtual disk examination process
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configuration data (i.e., it stores several elements of information including system
details, application installation information, networks used, attached devices, his-
tory list, etc. [15]). Registry files are user specific and their location depends on the
type of operating system (Windows 2000, XP, 7, 8, etc.). To get the specific
information from registry the investigator needs to choose, mounted virtual drive,
Operating system, User, and the element of information to be retrieved as shown in
Fig. 8. Based on the specific items selected, a sample report will be generated in the
plain text format.

Examination of physical memory Physical memory (or RAM, also called as
Volatile memory), contains a wealth of information about the running state of the
system like running and hidden processes, malicious injected code, list of open
connections, command history, passwords, clipboard content, etc. We have used
volatility 2.1 [16] plugins to capture some the important information from physical
memory of the virtual machine as shown in Fig. 9.

Apart from the selective memory analysis, we have implemented multiple
keywords search using Boyer-Moore [17] pattern matching algorithm. The inves-
tigator can enter keywords using double quotes separated by comma as shown in
the Fig. 10. For searching patterns, we have implemented regular expression search
for URL, Phone No., Email ID and IP address as shown in the Fig. 11.

Fig. 7 File system metadata extractor

Fig. 8 Windows registry analyzer
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Fig. 9 Selective memory analysis

Fig. 10 Multiple keywords search (indexing)

Fig. 11 Multiple pattern search (indexing)
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6 Conclusion and Future Work

Adaptation of digital forensic techniques to the cloud environment is challenging in
many ways. Cloud as a business model presents a range of new challenges to digital
forensic investigators due to its unique characteristics. It is necessary that the
forensic investigators and/or researchers adapt the existing traditional digital
forensic practices and develop new forensic models, which would enable the
investigators to perform digital forensics in cloud.

In our paper, we have designed a digital forensic architecture for the cloud
computing systems which may be useful to the digital forensic community for
designing and developing new forensic tools in the area of cloud forensic; we have
framed ways in which we can do digital evidence source identification, segregation
and acquisition of evidentiary data. In addition, we have formulated methods for
examination of evidence within (virtual hard disk, physical memory of a VM) and
outside (logs) of a virtual environment called cloud. The approach we suggested for
segregation (log data) will facilitate a software client to support collection of cloud
evidentiary data (forensic artifacts) without disrupting other tenants. To minimize
the processing time of digital evidence, we proposed solutions for the initial
forensic examination of virtual machine data (virtual hard disk, physical memory of
a VM) in the places where the digital evidence artifacts are most likely to be
present. As understanding the case under investigation is done in a better way, it
saves considerable time, which can be efficiently utilized for further analysis.
Hence, the investigation process may take less time than actually required. The
mechanisms we developed were tested in the OpenStack cloud environment. In
future, we plan to test the solutions in other platforms.
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Brushing—An Algorithm for Data
Deduplication

Prasun Dutta, Pratik Pattnaik and Rajesh Kumar Sahu

Abstract Deduplication is mainly used to solve the problem of space and is known
as a space-efficient technique. A two step algorithm called ‘brushing’ has been
proposed in this paper to solve individual file deduplication. The main aim of the
algorithm is to overcome the space related problem, at the same time the algorithm
also takes care of time complexity problem. The proposed algorithm has extremely
low RAM overhead. The first phase of the algorithm checks the similar entities and
removes them thus grouping only unique entities and in the second phase while the
unique file is hashed, the unique entities are represented as index values thereby
reducing the size of the file to a great extent. Test results shows that if a file contains
40–50 % duplicate data, then this technique reduces the size up to 2/3 of the file.
This algorithm has a high deduplication throughput on the file system.

Keywords Deduplication � Hashing � Bloom filter � File system � Storage space

1 Introduction

Now-a-days the amount of data generated and used by different organizations is
increasing very rapidly. So to store this huge volume of data a lot of space is
required [1]. This exponential growth of data are creating problem for the data
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centers. Another major problem associated with this huge amount of data is to move
it from one place to another over the network. The problem drew attention of many
researchers from the beginning of this century. Using data deduplication technique
the cost associated with data storing and moving can be reduced significantly. So
automatically deduplication technique has become a need to the information
technology world. A lot of duplicate information is stored in the form of replicas to
increase reliability of the system and to avoid data loss, which is a common sce-
nario in modern enterprises. But the bitter truth is that the amount of storage cost
increases as many replicas are made. Basically data backup in external systems are
costly and power consuming. Recent survey shows that, although the storage cost
has decreased but cost is the main reason to hinder the deployment of disk-based
backup solutions. In backup systems a huge amount of duplicate or redundant data
exists and which demands a lot of storage space. In data warehouses before storing
data, data is cleaned and this is usually accomplished through an
Extract-Transform-Load (ETL) process [2]. Data cleaning mainly deals with
inconsistencies and errors. The problem of redundant information cannot be han-
dled through this process.

There are numerous techniques to deal with data redundancy. Now-a-days
organizations are mainly using data deduplication technique to deal with the
problem. Data deduplication is also known as Intelligent Compression or
Single-Instance Storage technique. The main idea behind data deduplication is to
identify identical objects and eliminate its occurrences to reduce the overall size [1].
There are several ways to perform data deduplication namely, SQL based method
[2], Chunk based method [3], and model using Genetic Algorithm. Although the
main aim of deduplication is to solve space complexity problem, the time com-
plexity of the algorithm also need to be taken care of. Initially researchers tried to
solve the space complexity problem overlooking the time complexity problem but
gradually the researchers tried to solve the space complexity problem taking care of
the time complexity [1].

The rest of the paper is organized as follows; previous research works in this
domain is described briefly in the second part of this paper. The part three of this
paper shows merits and demerits of different techniques used to solve this problem.
Part 4 and 5 describes the proposed algorithm and its implementation and result.
Part 6 draws conclusion by highlighting future scope in this research domain.

2 Current State of Art

The literature review reveals that disk, flash, tape, cloud and indexing are the main
five groups of application area where data deduplication technique has been applied
by the researchers. Out of these five domains, researchers have mainly worked on
the disks. In this paper researchers have mainly focuses on file system related data
deduplication problem.
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The researchers in paper [1] have described what de duplication is and they have
specially focused on the problems during data back-up. Data backup is obvious to
improve data availability and that leads to storing of redundant data. So data dedu-
plication strategy need to be implemented in this scenario. Earlier this was done using
SQL based sub query method, where using inner sub query and temporary tables
distinct information was fetched to work on them. To remove same data stored in
various representations, data cleaning process has been applied by many researchers
[2]. In case of data warehouse, this data cleaning process is called ETL process.
This ETL process is also called inline deduplication. The researchers in their work
have highlighted redundant data storing in mail systems and have proposed solution
explaining advantages of deduplication. The advantages include reduced storage cost
as well as reduced power, space and cooling requirement of disk. One major
advantage is reduced volume of data that is sent across a WAN [2]. The deduplication
block-device (DBLK) and the application of bloom store and multilayer bloom filter
(mbf) in dblk has been analyzed by the researchers in [3]. DBLK is a de duplication
and reduction system with a block device interface and is used for detecting block
wise de duplication. It has been observed that block wise deduplication creates a large
amount of metadata which is managed by mbf. Using bloom filter the incoming data
is verified about whether it is already existing or not. DBLK splits data into fixed
sized blocks and computes collision free hash values, thus deduplicating and reducing
data size. The researchers in paper [4] have primarily focused on data domain file
system (DDFS), sparse indexing, and bloom filter to check the problem of bottleneck.
Now-a-days for cloud environment deduplication runs on multi-core systems and also
uses adaptive pipeline to deal with computational sub-tasks. In this case researchers
have come up with two types of pipeline namely CHIE (Compression, Hash calcu-
lation, Duplication Identification, Encryption) and HICE (Hash calculation,
Duplication Identification, Compression, Encryption). The researchers observed dif-
ferent types of pipeline bottleneck namely, hash bottleneck (hash calculation is the
slowest stage in the pipeline), reduction bottleneck (reduction is the slowest stage in
pipeline). In cloud environment the main aim of deduplication is to reduce the file size
and thus to reduce bandwidth requirement for transmission [5]. The researchers have
used binning and segmentation modules for this purpose. In [6] researchers have
considered the effect of content deduplication in case of large host-side caches, where
large amount of data and dynamic workloads are the main point of concern in case of
virtual machine infrastructure.

3 Comparison Between Different Techniques

Researchers have come across different requirements of data deduplication and have tried
to solve the problems of different scenario with variety of approaches. All approaches are
not applicable to every scenario. The approaches have their own advantages and dis-
advantages. The overall scenario of different problem types and techniques to solve them
along with their advantages and disadvantages are given in Table 1.
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Table 1 Comparison between different deduplication techniques

Aims Techniques Advantages Disadvantages

(1) To prevent
duplication in
databases

(a) Deduplication
using co-related
sub-query

Get rid of duplicates in a
table

This technique can only
be used if there is
identity column in the
target table

(b) Deduplication
using derived
table

Keep only one instance
of each row, regardless
the value in the identity
column

If more records are
duplicated there should
have more space in SQL
server to store these data

(c) Deduplication
using temporary
table

Distinct records can be
separated from the table

Requires truncation
related permissions

(d) Deduplication
by creating new
table and
renaming it

Distinct records will be
generated

There should be enough
space in data base in the
default file group to hold
all distinct records

(e) Deduplication
using merge
statement

Common data
warehousing scenarios
can be handled easily by
checking whether a row
exists and then executing
commands

The technique is only
applicable in tabular
concepts

(f) Deduplication
using hash

Makes de duplication
process perform faster

Rare hash collision may
occur where hash value
is same for data sets that
are not identical hence
set elimination takes
place

(2) To develop a
technique to
reduce latency of a
deduplication
system

(g) Venti It is an archival system,
works with a fixed block
size

Will not work in other
types except fixed block
size

(3) To design a
flash based KV
store architecture
called bloom store

(h) Foundation It preserves snapshots of
virtual machines and
uses a bloom filter to
detect redundancy

A false positive case can
arise in a bloom filter
and redundant may exist

(4) To develop a
technique to
reduce latency of a
deduplication
system

(i) TAPER Find duplicates using
content defined chunks

Content dependent
process

(j) Ocarina ECO Uses a content aware
method that works with
pdf and zip files also. It
extracts sub-files and
removes redundancy

Content dependent
process

(k) MBF Space efficient
technology. Checks if an
element is already a

It is possible to have
false positive here, if it
detects that the entry of
data is an existing

(continued)
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4 Proposed Model

In this present research work the authors have considered deduplication process on
file based systems only. Two main techniques used in file systems are hashing and
bloom filter. Both hashing and bloom filter process have their own advantages and
disadvantages. The authors in this work have considered different cases of these two
processes. In this present work these two processes has been merged together in a
single process where along with complete hashing process a part of the bloom filter
has been used. The test result clearly shows the efficiency of the newly developed
algorithm. This technique checks redundancy in an effective way. The proposed
algorithm works with text files only. The algorithm accepts a folder containing text
files. In the next step the algorithm checks for repetition of any word, number or
symbol in these files individually. This process is done by bloom filter. Bloom filter
produces a set of text files having no redundancy as its output. The file produced by
this phase contains unique words, numbers and symbols. In this process the file size
gets reduced to some extent but not in a large scale. The algorithm in its next phase
tries to reduce the file size in large scale and for this the concept of hashing is used.
In this phase the newly generated text files i.e. the output of the previous stage
bloom filter are placed. The primary objective to this hashing step is to reduce the
file size to a large extent, as well as it also checks for redundancy if available. In this
stage the original values are replaced by unique hash values and the file size is
reduced at a large scale. This hashing process is reversible i.e. we can get back the
unique file from this hashed file.

The whole deduplication process is depicted in Fig. 1 through a flow chart
diagram.

Table 1 (continued)

Aims Techniques Advantages Disadvantages

member of existing data
set or not

member, it could be
wrong

(5) Technique
used to
reduce/prevent de
duplication in
databases

(l) Chunk based
method

It checks for duplicity
node wise, so there is no
chance of redundancy

For any slight change it
checks again from the
beginning for the new
node

(m) Normalization
technique

It reduces database table
size

It is only applicable for
table format

(n) Fingerprint
summary

Keeps compact summary
of each and every node

More space required to
keep summary for each
node

(6) To record
duplicate
detection

(o) Parsing
technique

Makes it easy to correct
and match data by
allowing comparison of
individual components

More comparisons as
individual components
need to be compared
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5 Implementation and Results

The aforementioned algorithm needs to be tested when it deals with a set of
redundant data. For this purpose it has been implemented in ‘C’ language and has
been tested with text files. There are mainly two steps in the algorithm, the first one

Fig. 1 Flowchart of the proposed deduplication algorithm
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is checking for redundancy and the second step is hashing. The first step mainly
checks for repeated data and in the second step the algorithm replaces the unique
data by corresponding hash values. The proposed algorithm can work for text files
only. To prove the efficiency of the algorithm the result of the proposed algorithm
has been compared with two well known techniques, namely Bloom Filter and
Hashing. Basically the proposed algorithm combines the merits of these algorithms.

In the first step the algorithm checks whether the input file(s) is text file or not. If
the algorithm is satisfied with the input then it checks for repetition of characters,
number, and alphabet in a particular file. This step is carried out as a part of bloom
filter algorithm. Different test cases shows that if the average input file size is 2 kb
then in this step the size gets reduced to an average of 1.6 kb. This reduction in file
size is due to removal of repetitions in a file. To reduce the file size further hashing
process is used in the next step. Hashing generates the hash values as well as it
checks for redundancy. Continuing with the previous example it is found that the
average 1.6 kb files after hashing gets reduced to 1.1 kb file in an average. So
overall the files with average size 2 kb is being reduced to 1.1 kb in an average.
This is a large scale reduction indeed. The reduced file size will reduce the storage
space requirement as well as it will help to transfer the file over the network if
required. From the compressed file generated after the whole process the algorithm
allows to get back the unique file which was generated after the first phase.

Table 2 summarizes the efficiency of the two step algorithm. The results shows
the percentage reduction in size of the original text file containing duplicate data,
when the bloom filter algorithm is applied alone or when the hashing process is
applied alone and when the proposed algorithm combining two steps is applied.
The result shows that the ratio of the original file size to the compressed file size
when bloom filter algorithm is applied alone is 2.3:1 on an average. If the hashing
process is applied alone then the ratio of the original file size to the compressed file
size on an average is 1.3:1. In case of brushing algorithm the ratio is 3.8:1. The ratio
proves the efficiency of the proposed algorithm.

Table 2 Experimental results

Number of files→ 10 20 30 40 50

Original size (kb) 422 605 1034 1270 1587

Size after applying Bloom Filter algorithm
alone (kb)

168 268 439 587 708

Percentage of compression over the original
file size

60.18 55.7 57.54 53.77 55.4

Size after applying Hashing algorithm alone
(kb)

316 473 779 1075 1270

Percentage of compression over the original
file size

25.11 21.81 24.68 15.32 20.0

Size after applying Brushing algorithm (kb) 101 168 255 355 425

Percentage of compression over the original
file size

76.06 72.23 75.33 72.04 73.21
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6 Conclusion

Over the years researchers have fought with data deduplication in various ways.
Each technique checks for redundancy in a different manner. Also it is observed that
each technique is not applicable in all cases. After going through previous tech-
niques the authors have proposed a new technique called ‘Brushing’ to deal with
redundancy related to text files. The proposed algorithm is a two step process, in the
first step it checks for duplicates and returns the files after removing them. In the
second step the unique file is hashed and the file size gets reduced to a large extent.
The test results prove about the efficiency of the algorithm. The algorithm is also
able to retrieve the unique file from the final hash file. But in this technique the
original unique file cannot be retrieved which was given as input to the system for
deduplication. Because during the first phase the position and number of repetition
times of (number, words, characters) of the original file were not maintained in the
proposed algorithm to reduce the time requirement. Redundancy between two files
has not been considered in the proposed algorithm because unique data of one file
will be removed and cannot be recovered by the proposed algorithm. The proposed
model looks to check redundancy only for text files as files of other formats like
audio, video etc., needs different types of algorithm which do not matches with the
proposed algorithm. In future researchers can try to solve the aforesaid problems.
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A New Approach for Integrating Social
Data into Groups of Interest

Abdul Ahad, Suresh Babu Yalavarthi and Md. Ali Hussain

Abstract Our daily life is connected with various social network sites with
large-scale public networks like Google+, WhatsApp, Twitter, or Facebook. For
sharing and publishing, the people are increasingly connected to these services.
Therefore, Social network sites have become a powerful tool of contents of interest,
part of which may fall into the scope of interests of a given group. There is no
solution has been proposed for a group of interest to tap into social data. Therefore,
we have proposed an approach for integrating social data into groups of interests.
This method makes it possible to aggregate social data of the group’s members and
extract from these data the information relevant to the group’s topic of interests.
Moreover, it follows a user-centered design allowing each member to personalize
his/her sharing settings and interests within their respective groups. We describe in
this paper the conceptual and technical components of the proposed approach.

Keywords Data mining � Social data � Social network sites � Groups of interest �
Information sharing
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1 Introduction

Every day 3 billion kilobytes of data are produced and today high percentage of the
data in the web server created within the last few years. Social web sites like
Twitter, Facebook, and LinkedIn have become an important part in our daily life.
For Communicating, sharing, and publishing millions of users are highly connected
with each other to these websites. The very large amount of data (called social data)
including shared information and conversation (e.g. messages, web contents) is
increasingly created by users. The social network sites have been powerful sources
of test and audio/video data of interest. Different people sharing the data by own
interests. People join a group to gain knowledge which is built on every individual
contribution. The contribution of more the members to the group, the more they can
learn for themselves and each member is push the relevant information into the
same or different group. Meanwhile, people to post any data directly on their social
profiles, thus was letting it available on their own social networks. The social web
sites and the groups of an authorized user are not identical and some groups can be
formed within a social web site. Unfortunately, the information is missed by their
group which can be shared by different users on different social networks. We
propose a new approach for integrating social data into groups of interest. This
method allows users to grouping their social data from different social networks like
Twitter, LinkedIn and Facebook and to share some amount of the grouping data
with their respective groups of interest. According to their own preferences, people
are also able to personalize their sharing settings and interests within their
respective groups [1–15].

2 Social Network Sites and Group of Interest

Social networking sites are open based web services whose main objective is to
connect people. The social network sites allow individuals to generate a public
profile and capitalization a list of users with whom they share a connection. In terms
of number of active users, traffic volume, and number of generated contents there
are a large number of social networking sites like Google+, Facebook, Twitter and
LinkedIn available for users to choose. Gradually, Social networking sites have
experienced and come out with new features to comply with users’ upcoming
demands such as creating tasks, sharing links, posting messages and sending instant
or private data and so forth.

A group of interest may be a common project, a common goal, or a geographical
location, or profession. A given community may furthermore contain many sub or
nested communities. Communities of interest can be created and maintained on-line
and/or off-line. Their forms also vary from small to very large, open communities
on the Web such as the YouTube, Wikipedia and Flicker communities. In this
paper, we are concerned by little sized communities of interest. The proposed
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approach should be considered as a bridge between social network sites and groups
of interest with the objective of combining the strengths of both. It allows a given
group of interest to serve the social data generated by its members to empower the
internal information sharing process, in which every member can be an active
contributor of his/her group while keeping using the social network sites normally.
Especially, the interesting information published by the members on any social
network site is automatically retrieved into the interested group without requiring
any extra efforts.

3 Topologies

In this block, we present two data structures. The first structure allows representing
the users and their social data aggregated from different social networking sites. The
second structure allows representing the groups of interest, their interests and shared
contents. First, in social networking sites, a user published the data or shared the data
with others is known as User’s Social data. The users comprise a wide range of
information such as personal profile information, social connections, postings,
interests, and so forth. For example, the user profile on Facebook is different than
Twitter social cite. Facebook includes the basic information such as the name,
birthday, photograph and relationship status; contact information such as mobile
phone, landline phone, school mailbox, and address; and education and work
information such as the names of schools attending/attended, and current employer.
Twitter includes personal information such as interest, movies, books, favorite music
and TV shows, and quotations. Therefore, to represent social data from different
social network sites, it is necessary to define a common approach. We have built an
adapted model based on activity stream which is a standardization effort for syndi-
cating activities taken by users in different social network sites. By this model, people
can have several social accounts (each social account contains a number of attributes
identical to the Profile Information) from different social networks. It describes the
four types of social activity such as: posts a post, receives a post, be friends with a
social network member, and adds an interest. This is shown in Fig. 1.

Second, a group’s shared information is made up of the information extracted
from its members’ social data which may contain sensible contents that the users do
not want to retrieve. Structured data are numbers and words that can be easily
categorized and analyzed. These data are generated by things like network sensors
embedded in electronic devices, smart phones, and global positioning system
(GPS) devices. It is important to give the users a control over what they are ready to
share with the group instead of systematically sharing all of their aggregated social
data. The growth of massive information is driven by the quick growing of
advanced information and their changes in volumes and in nature (Fig. 2).

For example, let us consider the following Table 1; where the columns represent
different social accounts (e.g. Twitter, Facebook, LinkedIn) and the rows represent
different types of social data (e.g. Friends, Interests, Posts). As a member of the
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group, the user can freely choose which social accounts and which types of social
data will be used to share with the group. The only rule is that the user has to open
at least the Posts-type social data of one of his/her social accounts.

In the above table, the user decided to share his Facebook and LinkedIn
accounts. Consequently, the Post-type social data from these two social accounts
will by default be selected to match with the group’s topics of interest in order to
extract the relevant information. The final (3rd) attribute called “review” is optional
and complementary to the two first ones.

MemberOf
Group User

+ authorized_accounts
+ authorized_data
+ review

Fig. 2 Membership activities

has
Related to

Posted by Contains

Social Networks

User Social Data User Social Account User

Member Post Interest Social

Link
• Posting a Post
• Receiving a post
• Finding a member
• Adding an interest

IsFrom

Indicates

IsFrom

Fig. 1 Types of social activities

Table 1 Authorized social data with profiles

Authorized profile

Twitter Facebook LinkedIn

Authorized social data Friends No No No

Interests No No No

Post No Yes Yes
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The mining procedures need machine thorough computing units for information
analysis and comparisons for giant data processing, as a result of quantity of knowledge
is huge. So one laptop computer (PC) cannot handle a typical massive processing
framework can rely upon cluster computers with a superior computing platform, with
an information mining task being dead by running some parallel Computing tools, like
Map Reduce or Enterprise management Language (ECL), on an oversized range of
clusters. In data mining process, Semantic and Application knowledge refer to several
aspect related to the rules, policies, and user information. The most important aspect in
this approach contains information sharing and domain application knowledge.

To extract the interesting information from the user’s social data and organize
the shared contents within a given group of interest, we have applied a two-level
model. The first level called topics correspond to the topics of interest of the
group. The next level called selectors are technical specifications of the corre-
sponding topics. The following diagram shows three types of Selector such as
concept, keyword, and hash tag (Fig. 3).

The above characteristics make intense challenges for discover the useful
knowledge from the Big Data. Exploring the Big Data in this scenario is help to
draw a best possible illustration to uncover the actual sign of the object in actual
way. Certainly, this job is not as simple as enquiring each member to designate his
spirits about the object and then getting a skill to draw one single picture with a
joint opinion and they may even have confidentiality concerns about the messages
they measured in the information exchange procedure. In a centralized information
system, the main target is on finding best feature values to represent every obser-
vation. This type of sample feature representation inherently treats each individual
as an independent entity without considering of their social connections, which are
the most important factors of the human society.

4 Proposed System

In the past, the term “Data Aggregation” has served as a catch all phrase for the
massive amounts of knowledge on the market and picked up within the digital
world. Today, massive information is being known as the rising power of the

Related to

Group

Topic

Selector

Keyword

Hash tag

Concept

ContentSocial Activity

Contains

Matches

Interests

Fig. 3 Selector structure
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twenty first century and helps the maximum amount over nonsensicality, acting as
an enormous high performance. We present two principal modules of a system that
are able to support our approach. These are (see Fig. 4): (1) social data aggregation
and (2) relevant information filtering. Both modules are detailed in the following
subsections.

4.1 Aggregation

The user’s gathering the social data from their subscribed social network sites in
this social data aggregation module. We have created a number of programs, which
are able to deal with the different application programming interfaces provided by
the social network site providers known as “Aggregators”. Each aggregator can
request the corresponding APIs for the users’ social data at any time by the user
permission. This approach enables an extended access to most of the users’ social
data. Information sharing is a crucial goal for all systems relating multiple parties.
The sensitive data is accessible by restricted cluster users and removes information
fields such sensitive data cannot be pinpointed to a personal record.

4.2 Filtering

Filtering is a method by which we filtering the relevant information from the
members’ social data the information relevant to the groups’ topics of interest. We
have applied the information retrieval techniques and the process is composed of
three main steps such as (a) social data indexing, (b) information searching, and
(c) information indexing. The first step is to gather all the aggregated social data and

Input/Output link

Process link

Authorization

Social Data Aggregation

Social Data Indexing

Information Searching

Information Indexing

Social 
Web sites

Aggregated 
Social Data

Indexes

Personalized 
interests

Group Shared 
Data

Fig. 4 Data aggregation and
filtering
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appending the social data containing external links with the content extracted from
the referred web pages. The second method is searching the personalized interests
by using suitable queries. Its main goal is to search them against the saved indexes
in order to return matching contents. The queries are differently generated according
to the types of selector such as Keyword-based selector, Hash tag-based selector,
and Concept-based selector.

5 Future Work

This work focuses to manage a more detailed evaluation of the proposed system
and studying the benefit and the feasibility of some advanced features beyond the
information sharing enhancement purpose. At first, statistically prove the interest
of the users toward our approach and started another test with a larger set of users
which are 15 computer engineering students at the Lingayas University,
Vijayawada. Also, we will send them after the observation period a questionnaire
to fill out with their notes and opinions. The feedbacks will help us to evalu-
ate our system and improve it as well. We have identified some possible
advanced features such as New topic discovering, Members’ interest profiling,
Group-related decision making support, which are especially dedicated to the
awareness of the group, which is the understanding of the activities of each
member of the group.

The first step is to find the right member for a given task requiring specific
knowledge and skills. The second step is to select the best candidates to form a
good team. Finally putting all members of the group and their respective interests at
the same level, we can obtain an updated overview of the group’s available com-
petency. This is shown in Fig. 5.

Twitter

TwitterFacebook

WhatsApp

(a) (b) (c)

Fig. 5 a Member’s relationship with other members. b Member’s interested topics. c Topics and
member’s who are interested by it
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6 Conclusion

While the term massive knowledge specifically associated with knowledge vol-
umes, we introduced a user-centered approach for integrating social data into
groups of interest. We have presented a social data model and a group model which
are our first contribution. The first model allows representing the users and their
social data aggregated from different social network sites. It is quite generic to
handle the most important dimensions of social data available on social network
sites, and is extensive to easily include the upcoming additional dimensions. The
second model allows representing the groups of interest and their topics of interest
and shared contents. It also contains features allowing each member to adapt his/her
sharing settings and personalize his/her interests within a given group. Note that the
topics of interests of the group are collectively added and specified by any member
over the time thanks to a topic-selector structure.
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Estimation of Shape Parameter
of the Radial Distribution of Cosmic
Ray Shower Particles

Rajat K. Dey, Sandip Dam, Manabindu Das and Sabyasachi Roy

Abstract The problem of manipulating lateral distributions of secondary cosmic
ray (CR) charged particles is the central in ground-based extensive air shower
(EAS) experiments. The analytical approaches in obtaining the spectra of EAS
electrons (e±), muons (μ±), and hadrons (hð�hÞ) in the cascade theory suffer from
restricted applicability due to several assumptions or approximations adopted in the
theory. Estimation of the shape parameter of the radial distribution of shower
particles from simulated data can bypass all these bindings adopted in the theory
and thereby improving the reliability of the method, even if it has normal depen-
dencies upon hadronic interactions implemented in the simulation. We have various
profile functions for the radial distribution of EAS particles in terms of observables
called shape or slope or age. These parameters actually determine how number of
shower particles or radial density changes with atmospheric depth or core distance.
A more judicious estimation of such observables has been made by defining the
local age or segmented slope parameter (LAP or SSP) in the work. Using
simulated/experimental data, the radial dependence of LAP/SSP for e±, μ± and hð�hÞ
particles is investigated aiming for the measurement of chemical composition of
primary cosmic rays (PCRs).
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1 Introduction

Detailed studies of some important characteristics of PCRs especially its chemical
composition around 3 PeV energy are very important for proper understanding of
the origin of distinct spectral features exhibited by experimental data and to get an
idea about the mechanism that pushes CRs to very high energies in the galaxy. The
information about such high energy CRs at least on statistical basis can be achieved
through the study of CR EASs, which contain different particles like e±, μ±, hð�hÞ
generated from nuclear interactions between PCR and atmosphere. The EAS
experiments measure densities and arrival times of EAS particles in a particle
detector array, mostly (e±) and photons, at different lateral distances from which
charged particles content, zenith and azimuthal angles of EAS events are obtained.
Besides, some of the other EAS components such as μ±, hð�hÞ etc. are measured
employing other detector types in conjunction with e±. The measurements are
usually interpreted in terms of primary components using MC simulations, which
deal with the development of shower cascades generated from interaction mecha-
nisms of primary with the atmosphere.

The theoretical description for the EAS initiated by primary e± and γ-photon was
first given analytically in the cascade theory with the average longitudinal profile
based on A and B approximations. From these considerations the radial distribution
(RD) of EAS particles given by Nishimura and Kamata is well described through
Nishimura, Kamata and Greisen (NKG) density function of EAS charged particles
[1]. The universality property reveals that the shape/slope of EAS e± or γ-photons
initiated by a nucleonic shower becomes almost identical with that estimated from
average of many showers initiated by either e± or γ-ray. This brings an important
concept on the origin of the universality but is not of course a simple numerical
fluke.

One simple point to justify universality property taking showers induced by e±,
γ-ray and hadron, about 90 % of the total number of charged particles is e±. In the
hadron induced EAS a major part of the primary energy is transferred to γ-photons
through π0 and η-mesons production and decay in each hadronic interaction,
resulting the generation of the electromagnetic part of the shower that dominates
over other particles in the EAS reaching on the ground level. It is obvious that the
universality for shower cascades of the same age has clearly limitations since it only
works with dominant component such as e± but not all particles in the EAS. The
showers induced by hadrons are different from those induced by electromagnetic
components in respect of core structure and variety of EAS particles, and surely
exhibits different density structures. However, in a MC calculation all universality
features of the spectra cannot be easily deducible to that extent as achieved in
analytic methods though a MC method avoids many limitations. The deviation of
the analytic description from the MC solutions requires new results from high
energy hadronic interactions as well and their implementation in the simulation [2].
The MC code CORSIKA with EGS4 option for electromagnetic interactions con-
tributes results more closer to the experimental data.
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The main parameters associated with an EAS at the given observation level are
the electron size (Ne), muon size (Nμ) and hadron size (Nh), and the lateral (or
transverse) shower ages (s(e), s(μ) and s(h)) which describe the radial distribution
shapes of e±, μ± and hð�hÞ in EAS. Ne and Nh are often related with the energy of the
EAS initiating particle while Nμ is used for distinguishing primary particles. The
present research work basically aims to explore for a relatively new and reliable
estimate of shower age/slope parameters of lateral distributions of secondary par-
ticles to investigate their important characteristics and relative efficiencies to
measure the chemical composition of primary CRs from the adopted simulation.

The foremost task in the work, however, is to estimate the lateral shower age
(s) from simulated/observed particle densities. It is found from experiments that a
single s obtained from shower reconstruction is inappropriate for the correct
description of RD of EAS e± and more probably to μ±, and hð�hÞ particles as well as
in all regions, which otherwise implies that the shower age depends upon radial
distance. People then modified the NKG structure function to some extent but still
can’t describe RD of particles in all distances from the EAS core which otherwise
means that s changes with radial distance r. One then needs the notion of LAP to
describe RD more accurately. Instead a single s one should now calculate age/slope
parameter within a small radial bin and eventually at a point [3]. Like NKG in case
of e± other lateral density distribution functions are also in use for μ± and hð�hÞ to
estimate LAPs/SSPs and after studying their radial dependencies a single age/slope
parameter has been assigned to each EAS event using RD profiles of e±, μ± and hð�hÞ
components respectively.

The concept and analytical expressions for LAP and SSP of EAS are given in
Sect. 2. In Sect. 3, we have given the method of our adopted simulation. The
estimation of LAP and SSP parameters and hence results on the characteristics of
the LAP and SSP will be given in Sect. 4. The final Sect. 5 gives some concluding
remarks on the work.

2 Local Age or Segmented Slope Parameters

Using Approximation B related with energy loss mechanism of an EAS due to
radiation process in the so called numerical method for a three dimensional EAS
propagation by Nishimura and Kamata that gives radial density distribution of
secondary particles/electrons advancing towards the ground in a homogeneous
medium. The RD of EAS electrons or charged particles is well approximated by the
famous radial dependent NKG function actually gave away first by Greisen [1], and
which is

qðrÞ ¼ CðsÞNðr=r0Þs�2ð1þ r=r0Þs�4:5; ð1Þ

where C(s) accounts normalized factor.
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This above important radial density function does not work if s experiences a
variation with core distance, as verified in several experiments like Akeno,
KASCADE and NBU. It otherwise suggests that s becomes a variable of core
distance of an EAS. As a diagnosis to the problem an alternative approach was
furnished bestowing the concept of LAP and SSP [3]. Assuming a pair of two
adjacent positions, at r1 and r2, the LAP for NKG type density function ρ(x) with

x ¼ r
r0

� �
in [x1, x2]:

sLAPð1; 2Þ ¼ lnðF12X2
12Y

4:5
12 Þ

lnðX12Y12Þ ð2Þ

Here, F12 ¼ f ðr1Þ=f ðr2Þ;X12 ¼ r1=r2, and Y12 = (x1 + 1)/(x2 + 1). When r1 → r2,
it actually yields the LAP, and is sLAP(x) (or sLAP(r)) at a position:

sLAPðxÞ ¼ 1
2xþ 1

ðxþ 1Þ @ ln f
@ ln x

þ 6:5xþ 2
� �

ð3Þ

The density function ρ(r) now involves sLAP(r) instead of single s to fit
ρe(r) around an arbitrary point at a core distance r.

This representation of sLAP(r) ≡ sLAP(1, 2) for mean distance r ¼ r1 þ r2
2 works

nicely for observed data also (Just making F12 = ρ(r1)/ρ(r2)).
The radial variation of LAP using simulated density of shower particles agrees

well with the variation obtained using experimental radial density distributions from
the Akeno experiment. The present approach of estimating LAP/slope had been
verified many occasions through several EAS experiments mentioned in [4].

Several air shower groups have proposed analytical expressions empirically to
describe the radial distribution of muons from the EAS core, in analogy to the RD
functions for electrons. These were basically constructed empirically or from the
electromagnetic cascade theory with some approximations. In the intermediate
energy range and radial distances like the present case the Hillas function (Eq. 4)
used by Haverah park experiment has been chosen for the parametrization to the
lateral distribution of muons for defining segmented slope βlocal(x) [5].

qlðrÞ1ðr=rmÞ�bexpð�r
rm

Þ ð4Þ

For the reconstruction of experimental RD of muons, many EAS groups have
used structure function proposed by Greisen with different Moliere radii and muon
sizes in the formula (5) [6]. We have also verified the radial variation of the SSP or
LAP using simulated and experimental data into it. Sometimes exact NKG-type
structure function (1) only with Nμ instead of Ne has also been used.
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flðrÞ ¼ const:ðr=rGÞ�bð1þ r=rGÞ�2:5; ð5Þ

with slope parameter β = 0.75 and Greisen radius rG = 320 m.
For the reconstruction of an EAS with hadronic component the KASCADE

experiment employed an NKG-type function as was used to describe the e± dis-
tribution and found a similar trend as the electron distribution with r0 = 10 m [7].
For fixed r0 the radial dependence of the age parameter can be computed using the
expression (2) for the RD of hadrons. However, an exponential type function
employed by Leeds group in their data analysis for the reconstruction of hadronic
part has also been used here for studying the radial dependence of the βlocal(x). The
characteristic function of the RD for the hadrons to obtain βlocal(x) brought from the
Leeds group is the following:

qlðrÞ ¼ Cexp
�r
rm

� �b

; ð6Þ

where C is a constant.

3 Simulation with Monte Carlo Code CORSIKA

We have used the MC simulation package CORSIKA of version 6.970 [8], by
choosing the high energy interaction models QGSJet 01 ver. 1c [9] and EPOS 1.99
[10]. Hadronic interactions at low energy is performed by the UrQMD model [11].
Interactions among electromagnetic components are made by the simulation pro-
gram EGS4 [12] that can be treated as an important model for the cascade devel-
opment involving electrons and photons. The flat atmospheric model [13] which is
valid within zenith angle 70°, is considered for the work. The simulated showers
have been generated at the KASCADE and Akeno conditions. Nearly 7000 sim-
ulated showers have been produced for the study taking both Proton (p) and Iron
(Fe) components of PCRs with energy bin 1014–3 × 1015 eV coming only from
directions falling in the range 0°–50°.

4 Results

4.1 Estimation of Local Age or Segmented Slope Parameter

The simulated e±, μ± and hð�hÞ density data have been analyzed to obtain
slocal(r) when NKG-type density profile functions are used. To compute SSPs
(βlocal(r)) corresponding to μ± and hð�hÞ lateral distributions we have used density

Estimation of Shape Parameter of the Radial Distribution … 249



profile functions employed in Haverah park and Leeds experiments respectively.
The Greisen function given in Eq. 5 is also used for the purpose.

4.1.1 Electron Component of EAS

The results found from the analysis show that LAP starts decreasing first up to a
core distance of about 50 m, where LAP takes is lowest value, and again continues
to rise up to 300 m and changes direction again. The simulated density corre-
sponding to KASCADE location is used to study the radial variation of LAP as
shown in Fig. 1 (Left) for p and Fe. Extracted observed density from published
paper has also been used to estimate LAP in the figure. The error of the LAP in the
concerned energy is different for different core distance ranges. It is about 0.05 for
our considered radial distance range i.e. 5–300 m. Our simulation results corre-
sponding to Akeno site along with observed results on LAP is given in the right
figure Fig. 1 [14]. The lateral shower age estimated from traditional method using
NKG function for p and Fe initiated showers is also included in the figure taking
electron lateral density profile only.

4.1.2 Muon Component of EAS

The LAP has also been estimated with μ± using NKG-type lateral distribution
function and the radial variation of LAP as obeyed by e± still persists for muons as
well. Here we have considered two Moliere radii (rm) for studying radial variation
of LAP for muons but obtained almost the same nature except with slightly different
values. All these studies have been performed for p and Fe initiated MC data along
with the KASCADE density data extracted from published work and, shown in
Fig. 2. The same study has been repeated using Greisen proposed muon RD
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Fig. 1 Left Variation of LAP with core distance using MC and KASCADE density data. Right
Same as left figure but for Akeno data. Parallel lines (continuous and dotted lines) to X-axis show
single average ages for p and Fe with the combination QGSJet 1c and UrQMD models
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function for estimating SSP and radial variation of the parameter. The radial
behaviour of the SSP is just opposite to the LAP, and is expected because if we
compare Greisen density function with NKG then the SSP and LAP is related
through the relation, s(r) = 2 − β(r). Here, SSP has been estimated using simulated
p and Fe data at rm = 320 m only but the radial variation of SSP has made at
rm = 320 m and 125 m respectively using KASCADE data.

In a particular range of energy, zenith angle etc. EAS observables always come
across fluctuations, and therefore it is more appropriate to an average LAP
(sLAP(average)), results from the average of all LAPs at various discrete points
falling in the range 75–150 m. Such average ages are shown in the top of Fig. 2 by
straight lines parallel to X-axis. Though radial variation has been studied approx-
imately in the range 2–350 m for simulation but the observed variation is taken over
a small radial interval of 40–185 m only due to some limitation.

Fig. 2 Top Variation of LAP
with core distance estimated
from MC p and Fe data for
muons using NKG function.
Comparison with KASCADE
observed data is also
included. Bottom The radial
variation of SSP estimated
from simulated p and Fe
showers for muons using
Greisen function. Comparison
with KASCADE results
obtained from observed
lateral distribution data
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4.1.3 Hadron Component of EAS

Secondary hð�hÞ in an EAS are generally concentrated near the shower core. This
means that these particles of an EAS experience much fluctuations which certainly
will affect observable parameters of the hadronic component. In the present study of
the radial variation of LAP for hð�hÞ with NKG type profile function such incon-
sistent behaviour is exhibited clearly through Fig. 3. A more extensive study is
needed including simulated data in the future on the hadronic component of an
EAS.

5 Concluding Remarks

The LAP varies with distance from the EAS core with a decreasing trend showing a
lowest value nearly within the range 50–75 m for e±. Beyond that it behaves in
opposite manner where instead of decreasing it further rises with core distance,
reaching a peak value nearly at ≈ 300 m, and then again changes its direction. In
case of μ± such variation still persists but minimum of muon LAP is shifted to 75 m
range while maximum occurs at around 150 m. The nature of the SSP with radial
distance follows a reverse trend compared to LAP for e±. The nature of the curves
remains unaltered even for different Greisen radii used in the formula for lateral
distribution.

The radial dependence of the LAP for hð�hÞ using KASCADE data seems very
unreliable. Further analysis with a large volume of simulated data is due in order to
predict a systematic behavior of the LAP. The LAP and SSP may offer good
solutions for more accurate and judicious estimation of the shape/slope parameters
in order to extract the nature of the PCRs. LAP is higher for Fe showers than p
initiated showers and might be useful for composition study of PCRs.

Fig. 3 The variation of LAP
with core distance using
extracted KASCADE RD data
from published paper for
hadrons using NKG function
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Network Security in Big Data: Tools
and Techniques
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Abstract With the time, Big Data became the core competitive factor for enter-
prises to develop and grow. Some enterprises such as, information industrial
enterprises will put more focus on the technology or product innovation for solving
the challenges of big data, i.e., capture, storage, analysis and application.
Enterprises like, manufacturing, banking and other enterprises will also benefit from
analysis and manage big data, and be provided more opportunities for management
innovation, strategy innovation or marketing innovation. High performance net-
work capacity provides the backbone for high end computing systems. These high
end computing systems plays vital role in Big Data. Persistent and Sophisticated
targeted network attacks have challenged today’s enterprise security teams. By
exploring each aspect of high performance network capacity, the major objective of
this research contribution is to present fundamental theoretical aspects in analytical
way with deep focus on possibilities, impediments and challenges for network
security in Big Data.
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1 Introduction

With the time, Big Data became the core competitive factor for enterprises to
develop and grow. In the age of Big Data [1], data is generated from everywhere,
some enterprises such as, information industrial enterprises will put more focus on
the technology or product innovation for solving the challenges of big data, i.e.,
capture, storage, analysis and application. Enterprises like, manufacturing, banking
and other enterprises will also benefit from analysis and manage big data, and be
provided more opportunities for management innovation, strategy innovation or
marketing innovation. High performance network capacity provides the backbone
for high end computing systems. These high end computing systems plays vital role
in Big Data. Persistent and Sophisticated targeted network attacks have challenged
today’s enterprise security teams.

Big Data analytics promises major benefits to the enterprises. Enterprises need to
enable secure access to data for analytics, in order to extract maximum value from
gathered information, but these initiatives can be a cause for big prospective risks.
Handling massive amounts of data increases the risk with magnitude of prospective
data breaches. Sensitive data are goldmines for criminals, data can be theft/exposed,
it can violate compliance and data security regulations, aggregation of data across
borders can break data residency laws. Thus secure solutions for sensitive data, yet
enable analytics for meaningful insights, is necessary for any Big Data initiative [2].
Big data analytics will play a crucial role in future for detecting crime and security
breaches [3].

2 Prior Research Works on Network Security for Big
Data

Enterprises awash in flood of unstructured, semi structured and structured data,
which introduced a multitude of security and privacy issues for organizations to
contend with. Today’s enterprise security teams focused and searching for the root
causes of the attack often feels like looking for a needle in a haystack, but as per a
white paper [4], getting valuable information in context of big data is more than
“looking for the needles”, security is a serious business and it is “eliminating the
hay from the haystack”. Security has traditionally been all about the defense. The
term network security means providing security when data is on fly, i.e. over
network.

Network traffic monitoring remains a decisive component of any enterprise’s
security strategy, but gaining context into the gigantic amounts of data collected
from network, in a timely fashion, is still a hurdle for many enterprise security
teams. Incident responders are eventually looking for possible ways to definitively
identify threats for evaluating risk of infection and to take the necessary steps to
remediate [5].
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A new generation of methods and architectures designed specifically for big data
technologies are needed that extract value from gigantic amounts of different data
types through high-velocity capture, discovery and analysis. In its review, authors
[6] illustrate efficient extraction of value from data and through a figure correlate
three associated things: analytics, cloud-based distributed environment/deployment,
and Networked Society, and these will be inextricably linked.

It is observed that data generated by the many devices having spatial and
temporal characteristics, are part of the networked society. The emergence of
complex networks and networks within networks are today’s reality [7]. When
network society, cloud computing and different phases associated with big data are
correlated and viewed in a single sleeve, these two figures (Figs. 1 and 2) are
originated in current and future context, because networking is currently in a
transition phase, from layer-based approaches to layer-less approaches.

So from network security point of view focus should be assessed from current
scenario to future requirements/aspects. Getting oneself abreast of current literature
on Big Data and their idiosyncrasies with respect to security and privacy issues of/in
Big Data is totally dependent on three Vs (variety, velocity and volume). Since a
proliferation of data which is being generated by multitude of devices, users, and
generated traffic, with incredible volume, velocity, and variety [8]. Authors of a
research paper discussed characteristics, architecture and framework for Big Data [9].
As per authors of same research paper, a big data framework consist several layers,
such as system layer, data collection layer, processing layer, modelling/statistical
layer, service/query/access layer, visualization/presentation layer etc.

Authors of a paper [10] highlights that traditional security approaches are inade-
quate since they are tailored to secure small-scale static data. The three Vs of Big
Data demands ultra-fast response times from security and privacy solutions/products.

Fig. 1 Big data aspects in current networking scenario
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In same paper, authors highlights that these are the top 10 Big Data security and
privacy challenges from Big Data point of view: needs secure computations in dis-
tributed programming frameworks, non-relational data stores demands best security
practices, required security at data storage and transactions logs, validation/filtering is
required at input end-points, real time security/compliance monitoring is required,
scalable and composable privacy preserved data mining and analytics required,
access control and secure communication must be cryptographically enforced,
demands granular access control, required granular audits, and data provenance.

Due to dependency on Big Data and criticalness of data/information/knowledge
in terms of human lives, there is a need to rethink particularly from a security
viewpoint. Big Data breaches will be big too, with the potential for even more
serious reputational damage and legal repercussions than at present. Security and
privacy issues must be magnified by three Vs of Big Data. Diversity of data
sources, streaming nature of data acquisition, distinct data formats, large scale
heterogeneous networking environment, proprietary technologies/software are the
big causes that why there is a need to think beyond traditional security and privacy
solutions.

In a white paper [11], author focuses on intelligence-driven security for big data
and states that rapid and massive growth information related to security creates new
competencies to defend against the unknown threats.

Authors of another white paper [8], focuses that intelligence is necessary for
tackling security and privacy issues related to big data. In the same paper authors
suggested that these four steps are required for security intelligence: Data collec-
tion, Data integration, Data analytics and Intelligent threat and risk detection (which
includes real-time threat detection/evaluation, pattern matching, statistical

Fig. 2 Big data aspects in future networking consequence
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correlation, security analysis, and log data management, i.e. monitor and respond
with the help of sophisticated correlation technologies).

3 Challenges for Network Security in Big Data

In new context of complex, social and nested networks, ubiquitous computing
environment, privacy and personal security are increasingly at stake [7].

Traditional network perimeters are thawing as businesses reshape their organi-
zations around emerging technologies such as clouds, social media, handheld
computing devices, big data etc.—these sending risks escalating sky high and
making it more difficult to defend against the increasing frequency and impact of
attacks and ensure the safety of people tapping into data and applications.

Traditional security tools for example firewalls are good enough and mature but
offer no protection from breaches which originate from within the firewall
perimeter. Thus regular awareness and training for staffs are required on security
and privacy issues with do’s and don’ts.

While security solutions are emerging/enhanced prepared for the big data, but
security teams may not. Data analysis is also an area where internal knowledge of
the staff may be lacking.

As per the authors of a research paper [12], a serious attention is needed in term
of security on ICT supply chain (all hardware and software involve in different
phases of big data from production, storage and application) which is the carrier of
big data.

As well as, from network point of view small and midsize businesses may not
have adequate expertise and resources to concentrate on security issues related to
networks. Therefore, they like to get it as a service from a third party which can be
suspicious in many times.

4 Existing Tools and Techniques Best for Big Data
Security Solutions

Highly distributed, redundant, and elastic data repositories makes big data archi-
tecture so critical. In current context and with future requirements, security chal-
lenges from big data point of view can be categorized at different level, such as:
data level, authentication level, network level and rest of the generic issues. These
are the some identified impediments discussed by an author [13] for network
security in big data:

1. Vulnerability at the data collection end in term of different devices, insecure
software, dishonest employees.
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Information leak out, data corruption and D.o.S. (denial of service) are some
identified treats at data collection end. Sensitive data can be accessed, can
corrupt the data leading to incorrect results, and can perform D.o.S. leading to
financial/creditable losses.

2. Input validation and data filtering problem during data collection process.

A clear hallucination/strategy is needed during input about trusted data/data
sources, trust parameters, untrusted data/data sources as well as there should be
clear mechanisms for filtering rogue or malicious data.

3. Data are partitioned replicated and distributed in thousands of nodes (mobility,
outsourcing, virtualization, and cloud computing) for performance and business
initiative reasons.

Heartbleed vulnerability [14] in the OpenSSL library was a biggest
event/challenge for Security Industry in year 2014. For good security more attention
is needed on vulnerabilities, exposure and de-identification issues as well.

As per the authors of a white paper [15], open source technologies, was not
created with security in mind, they support few security features but this is inad-
equate in current context.

As per the authors of a white paper [4], big data can play a vital role in security
management as well, security management foundational concepts involve three
aspects:

• An agile “scale out” infrastructure must be able to retort and fit for scalable
infrastructure and evolving security threats.

• Analytics and visualization tools to support security professionals. It includes
from basic event identification with supporting details, trending of key metrics
in addition to high-level visualization, reconstruction of suspicious files with
tools to automate testing of these files, and full reconstruction of all log and
network information about a session to determine precisely what happened.

• Threat intelligence to correlate causes/pattern/impact of treats visible inside
organization with the currently available information about threats outside the
organization.

With the help of a comprehensive enterprise information architecture strategy that
incorporates both cybersecurity and big data, proper classification of risks/risk levels,
enough and regular investment on emerging tools business houses/companies miti-
gate risks.

There are several steps that must be normally taken before deciding on a treat
tackling tool for each use case. First, search for different currently popular solutions
and do a survey regarding general pros and cons for each tool. Second, narrow the
list down to few (two/three) candidate tools for each use case based on the fit
between the tools’ strengths and own specific requirements. Third, conduct a
complete benchmarking and comparison test among the candidate tools using own
data sets and use cases to decide which one fits on needs best. Usually, after
these three steps, we found the best available tools to tackle the threats.
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Big data will have great impact that will change most of the product categories in
the field of computer security including solutions/network monitoring/authentication
and authorization of users/identity management/fraud detection, and systems of
governance, risk and compliance. Big data will change also the nature of the security
controls as conventional firewalls, anti-malware and data loss prevention. Techniques
such as attribute based encryption may be useful and necessary to protect sensitive
data and apply access controls. In coming years, the tools of data analysis will evolve
further to enable a number of advanced predictive capabilities and automated controls
in real time.

Organizations should ensure that the continued investment in security products
promote technologies that use approaches agile-based analysis, not static
signature-based tools to threats or on the edge of the network.

Some commercial/proprietary products are available to tackle emerging threats
associated with/for Big data, few of them are addressed as follows:

• IBM Threat Protection System [16], is a robust and comprehensive set of tools
and best practices that are built on a framework that spans hardware, software
and services to address intelligence, integration and expertise required for Big
data security and privacy issues.

• HP ArcSight [8], another product that can strengthen security intelligence able to
delivers the advanced correlation, application protection, and network defenses to
protect today’s hybrid IT infrastructure from sophisticated cyber threats.

• Another set of products (Identity-Based Encryption, Format-Preserving
Encryption and many more) provided by Voltage Security Inc. [17], provides
new powerful methods to protect data across its full lifecycle.

• RSA Security Management Portfolio [4], for Infrastructure, Analytics, and
Intelligence can be another good option.

• Cisco’s Threat Research, Analysis, and Communications (TRAC) tools [18] is
also a good option in this category.

Except above mentioned tools a multitude of vendors play in this space with
their respective tools.

An updated and good list of Network Monitoring platforms/tools [19] and
vulnerability management tool [20] currently in use are available with open source
and proprietary classification. These tools can be useful for some fruitful context.

5 Conclusion and Future Directions

Numerous literatures/white papers are available that focused/discussed on security
and privacy issues associated with Big data. It is also observed that security
professionals/companies apply most controls at the very edges of the network.
Though, if attackers infiltrate security perimeter, they will have full and unrestricted
access to sensitive big data. Some literatures/white papers/technical report suggest
that placing controls as close as possible to the data store and the data itself, in order
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to create a more effective line of defense. Traditional security and privacy tools and
techniques are even mature but unable to tackle new issues specifically associated
with big data. An additional intelligence regarding pattern identification, layer
based security, event based security, identification based security etc. is required
parallel with traditional security approaches. As with the time detecting and pre-
venting advanced persistent threats may be concretely answered by using Big Data
style analysis. Tools and techniques will continuously demand enhancement with
time as well. This research contribution present an analytical approach regarding
possibilities, impediments and challenges for network security in Big Data and will
be fruitful for individuals focusing on this emerging area of research.
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Design of Ripple Carry Adder Using
2-Dimensional 2-Dot 1-Electron
Quantum-Dot Cellular Automata

Kakali Datta, Debarka Mukhopadhyay and Paramartha Dutta

Abstract Quantum-Dot Cellular Automata or QCA is an important name among
the emerging technologies in the nanotechnology domain as it overcomes the
serious technical limitations of CMOS. In this article, we have first designed a full
adder using two-dimensional two-dot one-electron QCA cells. Then we have used
this full adder to design a ripple carry adder. Finally, we have discussed the issues
related to energy and power needed to drive the proposed architecture.

Keywords QCA � Majority voter � Full adder � Ripple carry adder � Coulomb’s
repulsion

1 Introduction

Lent and Tougaw [1] proposed a new technology. This technology is called
quantum-dot cellular automata. It promises higher efficiency, higher computing
speed, smaller size and longer lifetime. Moreover, the inherent drawbacks of CMOS
technology such as limitation to the continued scaling, diminishing returns in
switching performance and off-state leakage are overcome by QCA technology.
QCA is a new method of information transfer, computation and transformation.
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It provides a nano-scale solution. Thus it is now among the top six emerging
technologies for future generation computers. In this paper we to use
two-dimensional 2-dot 1-electron QCA cells. 4-dot 2-electron QCA cell has 2
electrons within 4 dots whereas 2-dot 1-electron QCA has only one electron within
two dots. Moreover, it eliminates the four ambiguous configurations among the six
possible configurations [2]. The complexity of wiring is reduced as Coulomb’s
principle is used to pass information in binary from one cell to another.

In the following Sect. 2, we discuss two-dimensional 2-dot 1-electron QCA cell
structures, the mechanism of clocking and the basic gates. In Sect. 3.1, we propose
a full adder design and verify the outputs. This full adder acts as the building block
of the ripple carry adder. We have then designed a ripple carry adder in Sect. 3.2. In
Sect. 4, we have used potential energy calculations to verify the outputs. We have
analyzed our proposed design in Sect. 5. We have discussed the amount of energy
and power required to operate the proposed architecture in Sect. 6 followed by
conclusion in Sect. 7.

2 2-Dimensional 2-Dot 1-Electron QCA

A variant of 2-dimensional 4-dot 2-electron QCA is the 2-dimensional 2-dot
1-electron QCA. Here the cells are rectangular oriented, either horizontally or
vertically, with two holes (or dots) at the two ends of the cell. One free electron may
tunnel through between these two quantum dots. Figure 1a, b show the structures of
the vertically oriented 2-dot 1-electron QCA cells with polarities 0 and 1 respec-
tively whereas Fig. 1c, d the structures of the horizontally oriented 2-dot 1-electron
QCA cells with polarities 0 and 1 respectively.

CMOS clocking synchronizes various operations. In 2-dot 1-electron QCA
scenario clocking is somewhat different. It determines the direction in which the
signal is flowing. It supplies energy to weak input signals. This helps the signal to
propagate throughout the architecture [3, 4]. The different clock zones in a QCA
architecture are represented by different colors. The color codes used here is shown
in Fig. 2.

In [5], we get a lucid description of the clocking mechanism and the different
building blocks namely the binary wire (Fig. 3a) the inverter using a cell of different
orientation in between two cells of a binary wire (Fig. 3b), the inverters by turning

Fig. 1 2-dimensional 2-dot 1-electron QCA cells. a Vertically oriented cell with polarity ‘0’.
b Vertically oriented cell with polarity ‘1’. c Horizontally oriented cell with polarity ‘0’.
d Horizontally oriented cell with polarity ‘1’
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at corners (Fig. 3c), a fan-out gate (Fig. 3d), crossing wires (Fig. 3e), the majority
voter gate (Fig. 3f) and its implementation (Fig. 3g).

The output function for the majority voter gate is given by

Output ¼ ABþACþBC ð1Þ

3 Proposed Designs

3.1 Full Adder Design as the Building Block

Two bits, Ai and Bi, are added along with the third bit of carry-in signal, Cini by a full
adder. Figure 4a shows the full adder logic diagram and Fig. 4b shows its imple-
mentation. The output functions of the the full adder are given by the equations

Fig. 2 The 2-dot 1-electron clocking

Fig. 3 The 2-dot 1-electron. a Binary wire. b Inverter with differently oriented cell.
c Inverted/non-inverted turnings. d Fan-out. e Planar wire crossing. f Schematic diagram of
majority voter. g Implementation of majority voter
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Sumi ¼ Ai � Bi � Cin ð2Þ

Carryi ¼ Ai � Bi þAi � Cin þBi � Cin ð3Þ

3.2 Ripple Carry Adder

Figure 5 shows the ripple carry adder block diagram. We implement 4-bit ripple
carry adder as shown in Fig. 6. Ai, Bi and Ci–1 are added to get Si, the sum and Ci,
the carry i = 0, 1, 2, 3; Si and Ci denote the resulting 4-bit binary sum and carry
respectively. C3 is equal to the final carry output, Cout.

4 Output Energy State Determination

In order to justify the outputs of 2-dot 1-electron QCA circuits, we take recourse to
some standard mathematical functions as no simulator is available to us. To verify a
circuit, we apply Coulomb’s principle to calculate the potential energy [4]. Let q1

Fig. 4 a Full adder logic diagram. b 2-dot 1-electron QCA cell full adder

Fig. 5 Ripple carry adder
block diagram
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and q2 be two point charges separated by a distance r. The potential energy between
them is

U ¼ Kq1q2
r

ð4Þ

K being the Boltzman constant. Therefore,

Kq1q2 ¼ 9� 109 � ð1:6Þ2 � 10�38 ð5Þ

Then, an electron’s potential energy, considering the effects of all the neigh-
boring electrons is

UT ¼
Xn

t¼1

Ut ð6Þ

Since an electron can move in between the dots, it tends to move to a position
where the potential energy is minimum. This property is used to establish the result.
We have calculated the potential energies for all possible positions of a electron
within cells and then we have chosen the one with least potential energy.

In Fig. 4b we have numbered the QCA cells in order to obtain the respective
potential energies as shown in Table 1. Then we present the result obtained in
Table 1 to obtain Table 2 showing the potential energies for the cells in architecture
shown in Fig. 6.

Fig. 6 2-dot 1-electron QCA ripple carry adder

Design of Ripple Carry Adder Using 2-Dimensional 2-Dot … 267



5 Analysis of the Proposed Designs

High degree of area utilization and stability are the two main constraints for ana-
lyzing an QCA architecture [6].

All the input signal must enter the gate simultaneously with equal strength;
majority voter gate output is obtained at the same or next clock phase; these
conditions ensure that a design is stable. Figures 4 and 6 satisfy the above condi-
tions to ensure that the proposed designs are stable.

Table 1 Output state of 2-dot 1-electron QCA Full Adder architecture

Cell
number

Electron
position

Total potential
energy

Comments

1, 17, 24 – – Input cell Cin, Bi and Ai respectively

2–10 – – The polarity of cell 1 is attended (Fig. 3d)

11 – – The inverse polarity of cell 10 is attended
(Fig. 3c)

12–16 – – The inverse polarity of cell 1 is attended
(Fig. 3)

18–23 – – The polarity of cell 17 is attended (Fig. 3c)

25–29 – – The polarity of cell 24 is attended (Fig. 3c)

30–31 – – The inverse polarity of cell 28 is attended
(Fig. 3b)

32 – – The inverse polarity of cell 18 is attended
(Fig. 3c)

33–35 – – The inverse polarity of cell 32 is attended
(Fig. 3c)

36 a 3.329 × 10−20 J Electrons will latch at b as potential energy
is less

b 0.537 × 10−20 J at this position

37–38 – – The polarity of cell 36 is attended (Fig. 3a)

39–42 – – The inverse polarity of cell 15 is attended
(Fig. 3b)

43 a −6.905 × 10−20 J Electrons will latch at a as potential energy
is less

b − 0.294 × 10−20 J at this position

44–45 – – The polarity of cell 43 is attended (Fig. 3)

46 – – The inverse polarity of cell 44 is attended
(Fig. 3b)

47–49 – – The inverse polarity of cell 10 is attended
(Fig. 3c)

50 a 5.891 × 10−20 J Electrons will latch at b as potential energy
is less

b 0.537 × 10−20 J at this position
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Let a 2-dot 1-electron QCA cell be of length p nm and breadth q nm. Figure 6
shows that it requires 224 cells. The effective area covered is 224pq nm2. The
design covers (30p + 29q) × (22p + 20q) nm2 area. Thus the ratio of utilization area
is 566pq: (30p + 29q) × (22p + 20q). We can summarize that the number of cells
required is 224, area covered is 14,560 nm2, the number of majority voter gates
required is 12, the number of clock phases needed is 18.

6 Energy and Power Dissipation in the Proposed Design

From [7], we get the expressions for the different parameters, viz. Em, the minimum
energy to be supplied to the architecture containing N cells; Eclk, the energy to be
supplied by the clock to the architecture; Ediss, energy dissipation from the archi-
tecture with N cells; ν2, frequency of dissipation energy; τ2, time to dissipate into

Table 2 Output state of 2-dot 1-electron QCA full adder architecture

Cell number Comments

1 Input cell Cin

2, 4, 6, 8 Input cells A0, A1, A2, A3 respectively

3, 5, 7, 9 Input cells B0, B1, B2, B3 respectively

10–22 Attains the polarity of the sum of A0, B0 and Cin (Fig. 4)

23–24 Attains the polarity of the carry of A0, B0 and Cin (Fig. 4)

25–33 Attains the polarity of the sum of A1, B1 and C0 (Fig. 4)

34–35 Attains the polarity of the carry of A1, B1 and C0 (Fig. 4)

36–40 Attains the polarity of the sum of A2, B2 and C1 (Fig. 4)

41–42 Attains the polarity of the carry of A2, B2 and C1 (Fig. 4)

43 Attains the polarity of the sum of A3, B3 and C2 (Fig. 4)

44 Attains the polarity of the carry of A3, B3 and C2 (Fig. 4)

Table 3 Different parameter
values of our findings for
2-dot 1-electron QCA ripple
carry adder

Parameters Value

Em ¼ Eclk ¼ n2p2�h2N
ma2

1.598 × 10−17 J

Ediss ¼ p2�h2

ma2 ðn2 � 1ÞN 1.582 × 10−17 J

m1 ¼ p�h
ma2 ðn2 � n22ÞN 4.630 × 1016 Hz

m2 ¼ p�h
ma2 ðn2 � 1ÞN 1.446 × 1015 Hz

ðm1 � m2Þ ¼ p�h
ma2 ðn22 � 1ÞN 4.486 × 1016 Hz

s1 ¼ 1
m1
¼ ma2

p�hðn2�n22Þ
N 2.159 × 10−17 s

s2 ¼ 1
m2
¼ ma2

p�hðn2�1ÞN 6.911 × 10−16 s

s ¼ s1 þ s2 7.127 × 10−16 s

tp ¼ sþðk � 1Þs2N 2.632 × 10−12 s
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the environment to come to the relaxed state; ν1, incident energy frequency; τ1, time
required to reach the quantum level n from quantum level n2 (here we have taken
n = 2 and n2 = 2); τ is the time required by the cells in one clock zone to switch from
one to the next polarization; tp, propagation time through the architecture; ν2–ν1, the
differential frequency. We have calculated the same them in Table 3 for our pro-
posed design of ripple carry adder. Here n represents the Quantum number, ℏ is the
reduced Plank’s constant, m is the mass of an electron, a2 the area of a cell, N cells
are used to build the architecture which goes through k number of clock phases.

7 Conclusion

We have presented a design of a ripple carry adder with 2-dot 1-electron QCA cells
and also analyzed the circuit. Due to non-availability of a simulator, we have used
potential energy determination method based on Coulomb’s repulsion principle to
establish the outputs. We have also calculated the amount of energy and power
required by the architecture.
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Advanced Congestion Control Techniques
for MANET

M.D. Sirajuddin, Ch. Rupa and A. Prasad

Abstract Mobile Ad hoc Network (MANET) is a wireless infrastructure less
network in which nodes communicates with each other by establishing temporary
network. One of the most important issues in the MANET is the congestion. It leads
to the network performance degradation. In order to transmit real time data reliably
in MANET, TCP can be used. But the congestion control techniques used by the
TCP is inadequate for such networks because of node mobility and dynamic
topology. Also the routing protocols designed for MANET do not handle the
congestion efficiently. In this paper we proposed a new TCP congestion control
scheme called TCP-R for detecting the congestion and proposed ADV-CC (Adhoc
Distance Vector with Congestion Control) as a new dynamic routing algorithm to
control congestion in MANET. ADV-CC improves the network performance than
AODV due to its congestion status attribute as an additional feature. The main
strength of this paper is performance results and analysis of TCP-R and ADV-CC.
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1 Introduction

Many applications have been widely used for transmitting real time data through
wireless networks. In general wireless networks are of two types: one is infras-
tructure based networks and second one is infrastructure less networks. MANET
belongs to the category of infrastructure less network.

MANET is a wireless dynamic network in which communication between nodes
takes place without any fixed infrastructure. This network has dynamic topology
[1]. Routing protocols and congestion control techniques designed for wired net-
works cannot be applied on MANET. In order to support real time data transmis-
sion with minimum delay we need to focus on congestion and routing in MANET
[2, 3]. For reliable data transmission TCP is the best choice. But the problem is that,
the congestion control scheme used by TCP cannot be applied on to the MANET.
TCP cannot able to differentiate between packet losses due to congestion from the
losses that causes due to link failure. Whenever packet loss occurs it considers it as
due to congestion and decreases its congestion window [4]. This causes perfor-
mance degradation of the MANET. There are various issues which require more
research. Some of these issues include security, topology control, QOS, routing,
power management, congestion control etc.

In this paper we considered congestion as the major issue related to MANET.
Congestion occurs in a network if the number of packets sent to the network is
greater than the capacity of the network. Congestion leads to the packet loss [5].
Although some other factors are also there which causes packet loss, such as
mobility, link failures, interference, etc. If no appropriate congestion control is
performed, it can lead to a network collapse and no data is transferred. In order to
solve this issue many congestion control algorithms have been proposed for
MANET. Existing AODV routing protocol does not consider the congestion for
making routing decisions.

In this paper we considered the effect of congestion on TCP and as well as on
AODV routing protocol. We proposed RTT based congestion control algorithm for
TCP to handle congestion effectively and also we proposed ADV-CC algorithm to
handle congestion. We analyzed the performance of our two algorithms in ns2.

The rest of paper is structured as follows. Section 2 describes the effect of TCP
congestion control scheme on MANET. Section 3 represents AODV protocol and
problems in AODV. Section 4 consists of proposed solution. Section 5 represents
the simulation setup and results. Section 6 describes the conclusion.

2 Effect of TCP Congestion Control Scheme on MANET

TCP is most widely used protocol in the internet especially designed for the wired
networks. In wireless network the performance of TCP is more important, because
in such networks the possibility of error rate is very high. When packet loss occurs,
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the sender TCP decreases the congestion window directly without investigating the
reason for the packet loss [4]. If a packet loss occurs due to the link errors, reducing
the congestion window leads to the reduction in data transmission rate. This feature
affects the throughput of the network. Due to this problem in TCP the existing
AODV protocol do not perform well, if it is executed by considering the older
version of TCP such as TCP-Reno, TCP-Vegas etc. [6, 7]. Due to this reasons the
performance of MANET will get reduced. In order to improve the performance of
MANET we need to design an intelligent congestion control scheme for TCP which
will identify the reason for packet loss and then decide whether to decrease the
congestion window or not. We found that only less number of authors have con-
centrated on the interaction between TCP and ad hoc routing protocols. In this
paper we concentrated on the affect of TCP on AODV routing protocol.

3 AODV Routing Protocol

A Routing Protocol is required to transmit the packet from source to the destination.
In MANET routing protocols are broadly divided into three main categories i.e.
proactive, reactive and hybrid routing protocols. In this paper we considered one of
the reactive protocols i.e. AODV [8].

Ad Hoc on Demand Distance Vector routing protocol [8, 9] is a reactive routing
protocol which creates a route whenever it is required by the source node. To find a
route to the destination, the source node broadcasts Route Request packets (RREQ).
When RREQ reaches the destination a Route Reply (RREP) is sent back through
the same path the Route Request was transmitted. A node receiving the RREQ
packet sends route reply RREP packet only if it knows the destination address or if
it is the intended destination. In above two cases, it unicasts the RREP back to the
source. If not, it again broadcast the RREQ packet. A node can able to detect
duplicate RREQ packets based on sequence number field in RREQ packet. Every
node maintains a routing table which is updated periodically. Figure 1 shows the
route establishment in AODV.

Fig. 1 Route discovery in
AODV
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3.1 Issues in AODV

Existing AODV routing protocol do not handle the congestion effectively. When a
new route is established, it will remain until the mobility or failure results in a
disconnection. When congestion occurs during the packet transmission, the existing
routing protocols do not seem to handle it effectively. Unlike well-established
networks such as the Internet, a dynamic network like a MANET is expensive in
terms of time and overhead, and it is mandatory to handle congestion effectively.
We have identified the following limitations of AODV.

• Do not handle congestion efficiently.
• More routing overhead.
• Consumes more bandwidth for sending number of control packets to find new

routes.
• Maintains only single path from source to destination.

All these limitations make AODV unsuitable for MANET. We need to enhance
its performance by considering above all factors.

4 Proposed Solution

4.1 RTT Based TCP Congestion Control Technique
(TCP-R)

The best technique to solve TCP congestion control problem is to use RTT and
throughput [2–4]. In proposed scheme, for every packet TCP records the RTT and it
also estimates the throughput. By using these two parameters the TCP can deter-
mine the status of the network and can able to detect the real cause of packet loss.
The RTT between consecutive packets are compared. Increasing RTT and
decreasing throughput signals the occurrence of congestion. The algorithm steps of
TCP-R shown below.

Algorithm for TCP-R

Step 1 When Timeout Occurs, the reason for time out is identified by using the
step 2.

Step 2 if(Throughput * RTT > congestion_window)
Step 3 then no Congestion
Step 4 Retransmit the lost packet with the same RTO value.
Step 5 else RTO = 2 * RTO
Step 6 End-if

By using above steps the performance of TCP in MANET can be improved.
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4.2 Adhoc Distance Vector with Congestion Control
(ADV-CC)

Existing AODV protocol do not handle congestion effectively. Many researchers
have modified AODV routing protocol to handle congestion, but they considered
older version of TCP such as TCP Reno, Vegas etc. [2, 3, 10]. Our proposed
ADV-CC routing protocol enhances the existing AODV protocol by using con-
gestion control technique. In ADV-CC protocol each node calculates the queue
length to determine the status of the congestion [2, 6]. This congestion status is sent
by each node to its neighbor periodically. Whenever the queue length reaches the
threshold value it signals congestion. Whenever congestion occurs a warning is sent
to the source [1]. When source receives a warning it reduces its data rate or selects
non congested route for data transmission. In order to minimize the number of
RREQ packets we included an extra field i.e. CongStat in a Hello packet. This extra
field CongStat contains the congestion status of a node. Including an extra field in
Hello packet saves extra control packets to be transmitted to indicate the conges-
tion. The congestion status can be estimated based on queue length [2, 10]. The
following equations are used to calculate the average queue length.

Minthreshold ¼ 25% of Total Buffer Size ð1Þ

Maxthreshold ¼ 3 �Minthreshold ð2Þ

Avgquenew ¼ 1�Wqð Þ � Avgqueoldþ Instant queue �Wq ð3Þ

where Wq is the queue weight, is a constant (Wq = 0.002 from RED, Floyd, 1997),
and Instant_queueis instantaneous queue size.

QueueStatus ¼ Instant queue� Avgquenew ð4Þ

If QueueStatus < Minthreshold indicates no congestion.
If QueueStatus > Minthresholdand Instant_queue < Maxthresholdindicates

likely to be congested.
If Instant_queue > Maxthreshold, indicates congestion.
Based on above calculations CongStat field contains 0, 1 or 2. Where 0 indicates

no congestion, 1 indicates likely to be congested and 2 indicates congestion.
As we know that whenever a node enters into a network it broadcasts Hello

Packets to obtain its neighbors information. When a new node sends a hello packet
it specifies its congestion status. When a neighbor node receives a Hello Packets it
responds with its address and its congestion status. Once network is established
Hello packets are transmitted periodically to obtain information about existence of
neighbor nodes and their congestion status.

In our proposed routing protocol each node maintains information about it
neighbor nodes in its routing table along with the congestion status. Consider the
example below. In Fig. 2 node S is a source and node D is a destination. In
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proposed AODV source node S maintains its neighbor nodes information along
with its congestion status. Consider the primary route for data transmission from
node s follow path S → 1 → 3 → D shown in Fig. 2. In this protocol source node
maintains multiple paths for destination D.

Consider that node 1 is congested. Whenever it is congested it sends congestion
status to node S. When a node S receives a congestion signal from node 1, then it
selects next neighbor for data transmission i.e. node 2 shown in Fig. 3.

Figure 4 shows data transmission from node S to node D via path
S → 2 → 3 → D.

Our proposed AODV routing protocol avoids initiation of route discovery
process when node 1 gets congested. Instead of initiating route discovery process
node S selects alternate path for transmitting data to node D. The multipath routing
reduces the overhead of route discovery process of AODV [2]. Our new approach

Fig. 2 Normal data
transmission from S to D

Fig. 3 Node 1 is congested and congestion warning from node 1 to node S

Fig. 4 Alternate path from
node S to node D
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in this paper enhances the AODV by maintaining alternate paths that can be
obtained during route discovery. This novel ADV-CC protocol enhances the per-
formance by reducing the number of route discovery process. Figure 5 shows the
basic steps involved in our proposed routing protocol.

5 Simulation Setup

To simulate our RTT based TCP congestion control algorithm over ADV-CC we
used Network Simulator 2 [11]. We have considered the following simulation
parameters shown in Table 1.

We have considered the following metrics to evaluate the performance of our
proposed algorithms:

• Routing Overhead This metric describes the number of routing packets
transmitted for route discovery and route maintenance.

• Packet Delivery Ratio The ratio between the amount of incoming data packets
and actually received data packets.

Fig. 5 Architecture of
ADV-CC
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Figure 6 shows a graph between AODV and ADV-CC. We executed AODV by
considering TCP Reno and ADV-CC by considering TCP-R. The graph shows that
our proposed ADV-CC and TCP-R gives better Packet Delivery Ratio than the
existing AODV.

Figure 7 shows the comparison between AODV and ADV-CC based on the
routing overhead. It shows that our ADV-CC has less routing overhead than
AODV.

Table 1 Simulation
parameters

Simulator used NS2.34

Number of nodes 50

Dimensions of simulated area 800 × 600 m

Routing protocol ADV-CC

Simulation time 50 s

Channel type Channel/wireless channel

Radio-propagation model Propagation/two ray round

Interface queue type Queue/drop tail

Antenna Antenna/Omni antenna

Source type TCP-R

Fig. 6 Comparison of
AODV and ADV-CC based
on packet delivery ratio

Fig. 7 Comparison of
AODV and ADV-CC based
on routing overhead
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6 Conclusion

Congestion is the major problem in MANET which leads to packet loss and
degradation of network performance. Since AODV has no congestion control
mechanism, we have modified existing AODV to handle congestion and also we
have implemented TCP-R to improve the performance of the MANET. In this paper
we executed ADV-CC by considering TCP-R. Our simulation results shows that
ADV-CC gives better packet delivery ratio and requires less routing overhead than
the existing AODV routing algorithm.
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A Method of Baseline Correction
for Offline Handwritten Telugu Text Lines

Ch. N. Manisha, E. Sreenivasa Reddy and Y.K. Sundara Krishna

Abstract In the field of offline handwritten character recognition, baseline cor-
rection is an important step at preprocessing stage. In this paper, we propose a
baseline correction method for Offline handwritten Telugu text lines. This method
deals with both baseline skew and fluctuated characters of offline handwritten
Telugu text lines. This method is developed based on the main component of the
character. This method has been tested on various handwritten Telugu text lines
written by different people. Experimental results show that the effectiveness of the
proposed method to correct the baselines of the offline handwritten Telugu text
lines.

Keywords Telugu � Baseline � Handwritten � Offline � Skew � Fluctuated

1 Introduction

Based on the highest lifetime of the documents and easily transferable capability
people are more interesting about digitizing physical documents. Digital document
images will easily transferable and a single digital document image can be read by
any number of persons at the same time, at different locations.

In the characters recognition process, pre-process the document images are very
important. Because of improper pre-processed will increase the inaccurate recog-
nition rate. One of the important steps in the preprocessing of handwritten based
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document images is baseline correction. Correction of baseline is a crucial step at
the stage of preprocessing for recognition of handwritten based document images.
Since the correction of baseline will segment easily.

Many researchers were implemented various methods for correcting the entire
document skew. But document skew correction is not enough. A specially hand-
written characters preprocessing needs more attention. Because many handwritten
based document images suffer with various baseline skews. Therefore the text
baseline skew correction is necessary for handwritten based documents.

To correcting Offline handwritten text baseline is a very difficult task. Because
offline handwritten documents does not have any dynamic information and the
document images contains different handwritten styles.

In previous work we defined a hierarchical preprocessing model for handwritten
based document images in [1]. It is necessary to implement a baseline correction
method based on the languages. Since each language has its own structure of
characters and the characters contains either a single or multiple components
depends on the language.

Telugu language is one of the spoken languages in India. It is the language found
in Andhra Pradesh and Telangana [2]. Telugu characters can be written from left to
right. Due to the complex structure of Telugu characters, its baseline detection is a
complicated task because it contains one to four unconnected components for each
character. In this paper, we proposed a method to correcting the baseline for offline
handwritten Telugu Text lines.

The rest of this paper is organized as follows: Reviews of Related work gives in
Sect. 2. The proposed baseline correction method for Offline handwritten Telugu
characters presents in Sect. 3. The experimental result gives in Sect. 4. The con-
clusion of this paper is draws in Sect. 5.

2 Related Work

Various methods were implemented on skew correction of the text baseline for
different languages. Makkar et al. [3] Surveyed on various methods for skew
estimation and correction for text. In [4] document skew corrected by Hough
transform and corrected baseline skew. In [5] signature skew estimated by using
projection profile analysis, center of Gravity and Radon Transform. Jipeng et al. [6]
proposed a method based on the Hough transform to correcting Chinese characters
skew. Gujarati language based printed and handwritten characters skew detected
and corrected by Linear Regression in [7].

Cao et al. [8] introduced eigen-point concept for baseline skew correction. They
consider eigen-point is the center at the bottom of the bounding box. Ramappa et al.
[9] Kannada baseline skew corrected using the bounding box technique.
Bahaghighat et al. [10] detected baseline by using a projected pattern of radon
transform for printed and handwritten Persian or Arabic, English and Multilingual
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documents. In [11] baseline skew and fluctuations are corrected based on sliding
window for estimation of vertical position of baseline. In [12] estimated primary
baseline and local baseline for online Arabic script based languages. This method
divided as diacritical marks segmentation, estimation of primary and local
baselines.

Candidate baseline pixels are detected based on template matching algorithm in
[13]. Baseline estimation and correction done in two stages. At the first stage writing
path and the baseline of subwords were estimated and at the second stage baseline
was corrected by template matching algorithm. Arabic script baseline skew corrected
using horizontal projection histogram and directions features of Arabic sub words
skeleton in [14]. Baseline handwritten word skew corrected on bank check dates
images using weighted least squares and mathematical morphology in [15]. They
reduce the use of empirical thresholds by applying the pseudo-convex hull.

3 Proposed Method

The Proposed method deals with both baseline skews and fluctuated characters of
the offline handwritten Telugu Text Lines based on the main component of the
character. In this method the main component we called as a blob. The proposed
method has four steps. For the first we removed the noise from the document image
with the existing methods developed by different researchers. In the second step we
identified blobs. In the third step we corrected, the baseline skew and at the final
step we corrected the baseline of the fluctuated characters. The Block diagram of
the proposed method as shown in Fig. 1.

3.1 Preprocessing

Before correcting the baselines of offline handwritten Telugu text lines, it is nec-
essary to apply other preprocessing steps to Offline handwritten Telugu document
images.

Fig. 1 Block diagram of proposed method
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3.1.1 Noise Removal

Most of the document images suffer with noise because of degradation of document
or malfunctions of scanner or camera. Using some filters like linear and nonlinear
filters to reduce the common image noise from the document images. The common
noise in handwritten based document images is underline noise. Bai et al. [16]
Proposed a method to remove underlines in text document images.

3.1.2 Binarization

In this step image can be converted into a binary format. In this format zeros
consider as black pixel and ones consider as white pixel. Otus threshold method
[17] used for Binarization of the document image.

3.1.3 Document Skew Correction

A modified Hough transform used for detection and correction of document image
skews in [18]. Najman [19] estimated document skew by using mathematical
morphology.

3.2 Blobs Detection

Telugu characters contain one to four unconnected components. In this method
each component identified with a bounding box [20]. In this method main character
component considers as a blob. Before correcting baseline skews and correcting
fluctuated characters, it is necessary to identify the blobs.

Let Ci,1(x, y) is minimum ‘x’ and minimum ‘y’ values of the component ‘i’.
Ci,2(x, y) is maximum ‘x’ and maximum ‘y’ values of the component ‘i’. The
components ‘x’ values intersect, then the components consider as the same char-
acter as shown in Eq. 1.

Tn ¼ Cj if fCi;1ðxÞ; . . .;Ci;2ðxÞg \ fCj;1ðxÞ; . . .;Cj;2ðxÞg 6¼ /
Ci else

�
ð1Þ

When comparing to vowel ligatures and consonant conjuncts, main component
is taller and the ‘y’ values are not intersecting then the main component identified in
Eq. 2.

Bi ¼ Tk if heightðTjÞ\heightðTkÞ
Tj else

�
ð2Þ
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In some cases consonant conjuncts and vowel ligatures taller than main com-
ponent and ‘y’ values are intersecting then the tallest consonant conjunct starts
above or equal from top one-fourth part of the main component. In case of vowel
ligatures, the Main component starts from below the top one-fourth part of the
vowel ligatures. In this case the blob identified by Eq. 3.

Bi ¼ Tj if Tk;1ðyÞ�Tj;1ðyÞþ ðheightðTjÞ=4ÞÞ
Tk else

�
ð3Þ

3.3 Baseline Skew Correction

In this step, select the components for the blob detection by Eq. 1. If the difference
between Ci,2(y) and Ci+1,1(y) is more than the height of the largest component from
{C1, C2, …, Ci, Ci+1, …, Cn} then identify the blob among {C1, C2, …, Ci} with
Eqs. 2 and 3. The baseline skew error shown in Fig. 2.

In this proposed method, consider two blobs B1 and B2 as top-left most blob and
top-right most blob respectively. We detected the baseline skew angle based on the
angle of the slope line in [21]. The baseline skew can be detected by ‘α’ in Eq. 4.
The angle of the baseline skew can be identified by ‘θ’ in Eq. 5.

a B2;2ðyÞ � B1;2ðyÞ
� �

= B2;2ðxÞ � B1;2ðxÞ
� � ð4Þ

h ¼ Tan�1ðaÞ ð5Þ

The negative angles can be converted into positive angles in [22]. The angle of
baseline skew can be corrected by ‘Δθ’ in Eq. 6.

Dh ¼ hþ 360 if h\0
h else

�
ð6Þ

After baseline skew correction offline handwritten Telugu Text lines shown in
Fig. 3. After baseline skew correction the text lines will easily segmented by
horizontal projection profile [23].

Fig. 2 Offline handwritten telugu text with baseline skew error
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3.4 Fluctuated Characters Baseline Correction

This approach applied to single Telugu text lines. Based on the main component we
corrected baseline of the fluctuated characters. Fluctuated character’s text line
shown in Fig. 4.

In this step intersection of all components consider for identification of the blobs.
We used maximum ‘y’ value of the blob as a baseline position for text line.
According to the maximum ‘y’ value of the blob, other blobs base line ‘y’ values
were identified in Eq. 7. The baseline adjusted for all the blobs with Eqs. 8 and 9.
After baseline correction of fluctuated characters in the text line shown in Fig. 5.

Pi ¼ MAX B1;2ðyÞ;B2;2ðyÞ; . . .;Bblob count;2ðyÞ
� �� Bi;2ðyÞ ð7Þ

Bi;1ðyÞ ¼ Bi;1ðyÞþ Pi ð8Þ

Bi;2ðyÞ ¼ Bi;2ðyÞþ Pi ð9Þ

4 Experimental Results

We conduct experiments on 250 offline handwritten based Telugu text lines of
document images for baseline skew correction and got a 94.4 % success rate and we
conduct experiments on 1210 offline handwritten Telugu text lines for fluctuated
characters baseline correction and got a 91.65 % success rate. Overall Success rate
was 87.05 %. Analysis of experimental results is given in Table 1.

Fig. 3 After baseline skew correction offline handwritten telugu text lines

Fig. 4 Offline handwritten telugu text line contains fluctuated characters

Fig. 5 After fluctuated characters baseline correction in handwritten telugu text line
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Existing baseline correction methods developed for different languages. The
comparative analysis of different baseline correction methods are given in Table 2.

5 Conclusion

Correction of handwritten Telugu text base lines is a difficult task because of its
complex structure. This paper contains an effective method for correcting the offline
handwritten Telugu text baseline. We estimated and corrected the skew of the
baseline and we corrected the baselines of the fluctuated characters. This method
efficiently corrected the baseline skew and fluctuated character’s baseline of offline
handwritten Telugu text lines. The success rates for baseline skew correction and
baseline correction of the fluctuated characters were 94.4 and 91.65 % respectively.
Then the overall success rate was 87.05 %.

Table 2 Comparative analysis

Authors Method Language

Cao et al. [8] Eigen-point English

Morillot et al. [11] sliding window English

Morita et al. [15] The weighted least squares approach English

Bahaghighat et al.
[10]

Projected pattern analysis of Radon transform Persian/Arabic,
English

Abu-Ain1 et al. [14] Horizontal projection histogram Arabic

Majid Ziaratban
et al. [13]

Cubic polynomial fitting algorithm Farsi Arabic

Jipeng1 et al. [6] Hough transform Chinese

Shah et al. [7] Linear regression Gujarati

Ramappa et al. [9] Bounding box technique, Hough transform,
contour detection

Kannada

Proposed method Bounding box, slope of line Telugu

Table 1 Result analysis

Method Total Corrected Success rate (%)

Baseline skew correction 250 236 94.40

Fluctuated characters baseline correction 1210 1109 91.65

Overall 1274 1109 87.05
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A Technique for Prevention of Derailing
and Collision of Trains in India

Shweta Shukla, Sneha Sonkar and Naveen Garg

Abstract Railways are widely used transportation in India because it is affordable
to every class of the society. It serves as a great transport to cover large geo-
graphical distances over short period of time. It also contributes a large to the Indian
economy. However, unexpected delays and accidents make it less reliable. In the
era of innovation and technology, India must implement transport mechanism in
railways to make it more reliable and attractive for investment, which incorporate
such a system, in which the loco pilot can easily view the railway track and can also
assess the presence of another train on the same track. This paper proposes a
technique that will help the loco pilot to view the tracks and coordinates of the
trains that could avoid derailing, delaying and collisions.

Keywords GPS � TCAS technology � Thermographic camera � Loco pilot

1 Introduction

In India, the rail transport system has undergone drastic change since its intro-
duction in mid-19th century. In 1845, Sir Jamsetjee Jejeebhoy and Hon. Jaganath
Shunkerseth formed the Indian Railway Association. The first rail track was laid
down between Mumbai and Thane on 16th April 1853, first train journey held from
Mumbai to thane in a 14 carriage long train. After independence, in 1947, India had
a ruined railway network. Around 1952, railway lines were electrified to AC [1]. In
1985, steam locomotives were removed as it employs a large investment on coal
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and speed of the train was also not satisfactory, and then electric engines came into
existence. Computerization of railway reservation began in 1987.

Till 1995, entire railway reservation became computerized. Metro trains then,
came into picture. Kolkata became the first Indian city to have a metro train. In
2012, a tremendous feature was added into Indian railways, that is, TCAS Train
Collision Avoidance System. The first train with TCAS technology was tested in
Hyderabad. Currently, this feature is confined only to Shatabdi and Rajdhani [2].

Railway signaling system are designed to prevent any train from entering a
stretch by another train track occupied by another train But, On February 2012,
nearly 1,000 passengers of a Gwalior-bound narrow-gauge train escaped unhurt,
when its engine derailed after hitting a tractor and its coaches got stuck over a canal
bridge [2] (Fig. 1).

Hence manual signaling system between stations must be replaced with an
automated signaling. Since, TCAS system is being used in India, but it has not
reached to the root. Some of the accidents of such situation: On, 11 January 2012,
five persons were killed and nine others, including a child, injured in a collision
between the Brahmaputra Mail and a stationary goods train [3] (Fig. 2).

Fig. 1 Train derailing near a
station [3]

Fig. 2 Train collisions [4]
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Also, trains get delayed due to diverse weather conditions. These scenarios are
becoming an everyday affair. Recently, On 24th may 2015 Muri express got
derailed, near Vaishali, Ghaziabad [4].

2 Problems with Current System

The current railway transportation system possesses following issues:

2:1 Derailing of trains Since, loco pilot could not view tracks clearly, therefore
there is always a chance of train got derailed which can cause huge destruction
to lives.

2:2 Collision of trains Since, the loco pilot could not predict the presence of other
train on the same track (no device is there that can help him to do so),
therefore, train collision do take place [4].

2:3 Delay in winters Due to bad weather the loco pilot becomes unable to view
tracks, for this reason to avoid any mishappening; he drives the train with a
very slow speed. Every year in winters it is now a common scenario that the
train got delayed by 20–24 h, which causes huge inconvenience to passengers.

2:4 TCAS technology With this technology, a huge amount is required to be
invested, that is for running a train 1 km, about 1–2 lakhs rupees are required,
that means cost of implementing it in trains would be very high [4]. This poses
a great expenditure on Indian railways. Perhaps, this huge investment may be
one reason that, inspite of the introduction of TCAS in India, in December,
2012, it has not been able to be implemented yet [5].

3 Proposed System

The problems with the current system, as discussed in Sect. 2, can be prevented
using the system proposed in this paper.

With this system, train will be equipped with a thermographic camera (mounted
on the engine), with the help of which the loco pilot can see the tracks and objects
(like humans, animals etc.) in the surrounding even in diverse weather conditions of
heavy rains and dense fog. A screen will be present on the dash board of the loco
pilot showing resultant view of thermographic camera and coordinates of trains on
the tracks as well that is, at a time the loco pilot can see the outside view and other
trains nearby. Using that screen, the loco pilot can avoid the situations of derailing,
delaying and collision of trains.

Figure 3 represents coordinates of the track and resultant view of thermographic
camera–this screen will show coordinates of the track so that the train runs on the
track only and not get derailed (Fig. 4).
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3:1 GPS device This device will track the location of the train with respect to the
stations, it will be displayed on the screen.

3:2 ICs on the engine and on the last coach These will enable the loco pilot, to
see the length of the train on the screen (i.e. position of engine and the last
coach as well).

3:3 Thermographic camera (FLIR HRC-series) This camera will enable the
loco pilot to see clearly see during diverse weather conditions like fog, rain
etc. Also, it will enable loco pilot to view the tracks clearly till the range of 4–
5 km throughout every season [6]. This camera cost round 65,000–75,000
rupees, which would be more cheaper than TCAS technology [7] (Fig. 5).

4 Issues Resolved by Proposed System

4:1 No derailing of trains The trains will not get derailed because the loco pilot
can see the tracks clearly on the screen.

4:2 No collision of trains Two trains on the same track will not collide because,
TCAS system will be present that will prevent trains from colliding.

Fig. 3 Screen showing view of thermographic camera and coordinates of trains on tracks [6, 8]

Fig. 4 GPS showing location of trains [9]
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4:3 No delay in train timings during winters Because of the Thermographic
camera, the loco pilot can see clearly and the train will run with its usual
speed.

4:4 Less cost Since cost incurred by thermographic camera is much less than
TCAS technology, providing the better result also. Therefore, money will be
saved using this system.

5 Conclusion and Future Work

This system once implemented will prevent from longer delays in train timings
during winters as well as loss of human lives. There might be few hurdles in
implementing this system that it is a driver-oriented system but, providing better
results. The most important being the initial cost of implementing such a system
and cost of maintaining and training for the same. However once the system is up
and running, the cost will eventually decrease. However, its cost is cost is much less
than the current system. In future, this system could be automated to make the
system flaw-less.
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Temporal Scintimetric Characterization
of Skeletal Hotspots in Bone Scan
by Dr. V. Siva’s Retention Ratio

V. Sivasubramaniyan and K. Venkataramaniah

Abstract Scintimetric Characterization of the distribution of the radiotracer
Tc-99m MDP in the skeletal tissues such as Spines for the early detection of
metastatic spread in the cases of Prostatic Carcinoma has been carried out.
Temporal Scintimetry measures the counts in the region of interest in the scans
done at two time intervals 4 and 24 h. A 4/24 h, Dr. V. Siva’s retention ratio derived
using Temporal Scintimetry in the characterization of skeletal hotspots in benign
and malignant skeletal conditions is proposed and discussed.

Keywords Bone scans � Hotspots � Scintimetric characterization � Temporal
Scintimetry � Dr. V. Siva’s retention ratio

1 Introduction

Assessment of bone metastases by plain—X-ray is not reliable. The nuclear
imaging with bone scintigraphy helps in the early detection of bony disease for
many decades. 99mTechnetium—labeled diphosphonates used in the Bone Scan
detects the pathological osteoblastic response occurring in the malignant cells. This
technique is suitable for the whole body examination, at low cost, easy availability
and high sensitivity. However, it lacks specificity [1].

The 99mTc-polyphosphate and its variants are adsorbed at crystal surfaces of the
immature bone by ionic deposition. This process is facilitated by an increase in
bone vascularity which enhances matrix localization. Thus the abnormal scintiscan
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sites–focal hotspots represent areas of increased osteoblastic activity, to put it in a
simple way. It has been shown that the bone Scintiscan is more sensitive than
conventional X-rays in detecting focal disease of bone. The non-specificity of the
results obtained is the main drawback of this method [2].

Why the metastasis from Prostatic Carcinoma mostly occur in bone has aroused
significant interest in investigation. The first reason is the anatomical characteristics
of the prostate gland. The venous drainage of the Prostate gland is occurs through a
special collection of venous plexus termed as Baston’s plexus. This is in direct
continuity with the Lumbosacral plexus of veins. Because of this metastatic lesions
from the advanced prostate cancer occur predominantly in the axial skeleton [3].
The metastatic involvement in the Skull, ribs and the appendicular bones could not
be explained by this anatomical explanation.

To account for the extra-axial spread of metastatic lesions Paget proposed that
the carcinoma prostate cells have mutated into the Osteotropic cell either by specific
genetic phenotype formation or by the activation of specific cytokine and proteases.
They have the capacity to be dormant till a favourable changes occur in the sur-
roundings like a seed. Thus the ‘seed and soil’ theory gives some clue from another
standpoint [4]. The increased levels of bone morphogenetic proteins (BMPs) and
TGF-β in the prostate cancer cells had been established in bone metastasis [5–8].
These osteotropic metastatic seed cells attach to the bone endothelium more
preferably than the endothelium of other tissues [9].

The Tc-99m MDP accumulates in the skeletal tissue because of the fact that the
ionic radius of the radiopharmaceutical is similar to that of the Calcium Hydroxy
appetite crystal. Hence it gets incorporated into the skeletal tissue. Thus even in the
benign skeletal disorders like Paget’s disease, Osteomyelitis and Post Traumatic
sequences also focal skeletal hot spots do occur. Hence the real cause for the
Skeletal Hotspots have to be ascertained only by invasive Biopsy and further
imaging investigations as well.

Various Quantitative Parameters have been introduced to improve the Bone Scan
Specificity. In addition the cross sectional imaging methods like BONE SPECT and
fusion imaging methods like SPECT-CT and PET-CT have been established. In the
present work we are proposing a new method of Scintimetric evaluation of bone
scan for confirming or ruling out malignant or metastatic nature of the skeletal
hotspots in a bone scan non-invasively.

The term SCINTIMETRY refers to the measurement of scintillations occurring
in the region of interest in the scintigraphic images acquired in a study.
Conventionally scintgraphic images are being interpreted by visual inspection
comparing with the known normal and abnormal patterns with the help of Analog
images and the photographic imprints of them. The advents of Digital imaging
methods have enabled the quantification of the scintillations by counting the counts
per pixels in the regions of interest. The Dicom compatible images have enabled
their PACS transmission and post processing capabilities as well.

There are two types of Scintimetry. (1) Regional Scintimetry; Selecting the
region of interest, drawing a region of interest–ROI over it and comparing it with
either adjacent site or corresponding site on the contralateral side by drawing a
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similar ROI. This can also be termed as SPATIAL SCITIMETRY—Scintimetry
related to two different sites. (2) Temporal Scintimetry: The margins of the focal
hotspot in a bone scans taken at 4 and 24 h after the injection of the radiophar-
maceutical are drawn with the drawing tool and maximum counts per pixel in those
images are tabulated. The change in the focal hotspots in the bone scan with
reference to time interval is ascertained by taking the ratio of the two values. This
can be termed as Time BOUND SCINTIMETRY meaning Scintimetry of the single
region of interest with respect to time.

There are several methods of quantitation for Scintimetric evaluations. The most
widely used ones are (a) Local Uptake Ratio (b) Lesion bone ratios (c) bone soft
tissue ratio (d) Percentage uptake measurements e. Standardized Uptake Value or
SUV.

a. Local uptake ratio The simplest method of quantifying the uptake of the tracer
in an area of interest is to express the count rate obtained in the area of the focal
hot spot as a ratio with the count rate in an adjacent normal area of the same
image [10]. Alternately a line profile curve evaluation at the lesion site can also
be used [11]. The example of line profile evaluation of the epiphyseal regions of
the two Knee joints is shown in Fig. 1.

b. Lesion bone ratios L/B ratio In this the term lesion refers to a focal area of
abnormality and bone denotes a suitable area of normal bone. Condon et al. [12]
and Vellenga et al. [13] have demonstrated the utility of this in detecting the
visually imperceptible lesions and rib lesions.

c. Bone/soft tissue ratio Pfeifer et al. [14] have found these measurements useful
in detecting patients with haematological malignancies. Constable and cranage
[15] have used this ratio to confirm the presence of prostatic super scans.

d. Percentage uptake measurements This is calculated by referring the uptake in
the area of interest to the administered dose [16] or to the activity of a known
external standard by Meindok et al. [17].

Fig. 1 Line profile curve
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All these methods will help in identifying the different count densities between
lesion and the adjacent areas. They are not helpful in differentiating the benign and
malignant lesions. Also the metabolic turn over in the hot spots cannot be inferred.

2 Proposed Method of Dr. Siva’s Retention Ratio
by Temporal Scintimetry

Israel et al. proposed a Temporal Scintimetry method [18]. They measured the ratio
of Lesion count (L) and the Non Lesional area counts (NL) over the bone in the
bone scan done at 4 h. The same ratio is repeated in the 24 h bone scan image also.

TF ratio ¼ L/N 24 h
L/N 4 h

It has been shown that the measurements showed less or very minimal change in
patients with degenerative disease and treated metastasis and very high increase in
the metastatic lesions. The ratio resulted in decimal values only as the denominator
is always high as per the Radioactive decay law.

In the present work we have proposed the 4/24 h Dr. V. Siva’s Retention Ratio is
to characterize the focal hot spots and to differentiate the metastatic lesions from the
benign one the following procedure.

1. The maximum counts at the Focal hot spot or Lesion only is considered instead
of the L/N ratio.

2. 4/24 h ratio is taken as against the 24/4 h ratio of Israel et al.

Dr: V: Siva's Retention Ratio ¼ 4 h count at Focal Hot Spot
24 h count at Focal Hot Spot

The example of calculating the Dr. V. Siva’s Retention Ratio is shown in Fig. 2.
Materials and Methods The bone scan is done 4 h after the intravenous

injection of 15 to 25 mCi of Tc-99m Methylene Di-Phosphonate with adequate
hydration of the patient using the e-CAM Siemen’s dual head gamma camera’s
whole body acquisition protocol. The whole body bone scan is repeated next day
also using same protocol without fresh injection. The study group consists of 75
patients with biopsy proven Carcinoma Prostate and 32 patients with known and
proven cases of Paget’s disease, Osteomyelitis, Fracture, Avascular Necrosis and
degenerative disorders. In the Carcinoma Prostate group in 53 patients metastatic
involvement is seen and negative in 22. The 101 focal hotspots in various sites in 16
patients are characterized using the temporal Scintimetric method. Both the 4 and
24 h bone scan images are selected using the General Display protocol. Then with
the help of the Region Ratio processing protocol the 4 and 24 h anterior and
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posterior images are selected separately. Then maximum counts in the selected
regions are tabulated. Then the 4/24 h Dr. V. Siva’s retention ratio is derived by
dividing the 4 h counts with 24 h counts along with the Israel’s 24/4 h ratio as well.
The same procedure is applied in the 92 lesions in the benign disease images also.
The results are tabulated and scrutinized.

Results The mean value of 4/24 h Dr. V. Siva’s retention ratio is found to be
11.5 ± 2.8 and that of 24/4 h Israel’s ratio to be 0.08 ± 0.02 in the Carcinoma
Prostate group. The mean value of 4/24 h Dr. V. Siva’s retention ratio is found to be
4.8 ± 2.5. The whole body count ratios of 4/24 h and 24/4 h also showed corre-
spondingly similar values. The Sites 4 h, 24 h counts and 4/24 h Dr. V. Siva’s
Retention Ratio in Malignant and Benign Hot spots are tabulated in Figs. 3 and 4.

Online Social Science Statistics calculator is used for statistical analysis of the
values. The student T test for 2 independent values reveals that T value is 17.1.
Then p value is <0.00001. The result is Significant at p value <0.05. The graphical
estimation of dispersion of values shows significant difference between the benign
and metastatic lesion as shown in Fig. 5.

In Fig. 5 the image I show the difference between Metastatic and benign lesions
in dumbbell form. The line spread in II and the line spread with dispersions around
it in III establishes the clear cut difference in the Retention Ratio between Metastatic
and benign conditions. This proves that the temporal Scintimetric Characterization

Fig. 2 Dr. V. Siva’s retention ratio calculation procedure
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of the skeletal hot spots makes the differentiation between the Metastatic lesions
and the benign ones easy and effective.

3 Discussion

Since the localization of the Tc-99m MDP radiopharmaceutical corresponds to the
Osteoblastic activity mediated by Hydroxy Appetite crystals, the building blocks of
the skeletal tissue, the retention ratio represents the metabolic turnover of the

Fig. 3 Malignant hot spots data sheet

Fig. 4 Benign hot spot data sheet
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skeletal tissue. Unlike in Israel’s method in which the lesion counts and the Bone
counts are taken into consideration, in this method the skeletal turnover in the
hotspot only is considered.

In the Israel’s ratio which is calculated by dividing the 24 h L/N ratio by the 4 h
L/N ratio resulted in decimal values only as the denominator is always high as per
the Radioactive decay law. Whereas in the Dr. V. Siva’s retention ratio 4 h lesion
count is divided by the 24 h lesion count which is always lower than the 4 h count
gives a whole integer value which enables the Physicians to clearly understand the
difference between various conditions. The lesser value of 4.8 ± 2.5 seen in the
benign bone disorder is probably due to the normal or not much altered metabolic
and cellular activity occurring in the skeletal matrix. The higher value of 11.5 ± 2.8
in the metastatic lesions of the Carcinoma of Prostate could be attributed to
increased or accelerated skeletal metabolism due to cancerous proliferation and
destruction. Thus inclusion of the 24 h bone scans acquisition and Scintimetric
Characterization provides a one-step shop for differentiating between the Benign
and Malignant Skeletal disorders. The simple reversal of the ratio from 24/4 to
4/24 h counts resulted in useful specific Numerical values to differentiate between
various skeletal disorders. Hence they represent the skeletal metabolic turn over in
the respective clinical conditions. Further analysis and scrutiny of all the hot spots
in the remaining metastatic positive group in the light of this tool might be of
interest.

The inherent limitations in this method are the marking of the focal hot spot must
be identical or closely similar in the 4 and 24 h images. Improper and careless
marking of them will affect the validity of the study. If an automatic tracing and
measurement of the focal hotspots could be programmed and used operator
dependent mistakes could be eliminated. The patient position, distance between the

Fig. 5 The graphical representation of significant difference between two groups
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detector and patient body and acquisition parameters must be identical and any
alteration in any one of these factors will result in improper values.

4 Conclusion

It can be concluded that the simple bone scan can be made into a more specific and
useful tool by adding quantitative parameters in the image analysis. The
Scintimetric Characterization method is a dependable method as it not only avoids
multiple investigations but also provides proper guidance for the correct patient
management. The present Scintimetric characterization is a boon to differentiate
benign conditions associated with metastatic lesions in a Carcinoma Prostate cases.
This will help in not subjecting the non-metastatic lesions to aggressive radio-
therapy. Since it is a single institutional study much credentials cannot be attributed
to this. The adaptation of this method in many other institutions world over alone
can justify the significance of this novel method. Similarly the applicability of this
method to PET scans has also to be contemplated.
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Executing HIVE Queries on 3-Node
Cluster and AWS Cluster—Comparative
Analysis
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Abstract Cloud Database Management System (CDBMS) is one of the potential
services provided by various Cloud Service Providers. Cloud providers cope with
different users, different data and processing or analysis of different data.
Traditional Database Management Systems are insufficient to handle such variety of
data, users and their requirements. Hence, at the conceptual layer of CDBMS,
traditional SQL, Oracle and many more Database Languages are insufficient to
provide proper services to their users. HIVE and Pig are the different types of
languages which are suitable for the cloud environment which can handle such
huge amount of data. In this paper, performance comparison of 3-Node cluster and
Cloud Based Cluster provided by the Amazon Web Services is being done. We
have compared the processing of structured data with the help of different queries
provided by HIVE tool on 3-Node cluster and Amazon Web Service (AWS) cluster.
It has been concluded that HIVE queries on AWS cluster gives better results as
compared to 3-Node cluster.
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1 Introduction

Database Management System [1, 2] is one of the pragmatic cloud service, cloud
providers provides to their users. In providing this service cloud providers are
facing many obstacles such as how to provide different Database services to a
variety of large number of users and how to process and analyse huge amount of
structured and unstructured data as simple RDBMS is inappropriate to solve the
problem related to large amount of data. In the previous paper [1], we proposed 5
layered architecture of Cloud Database Management System. At the conceptual
level of CDBMS languages like SQL, Oracle, MySQL etc. are insufficient to
process or analyse variety of large amount of data. Cloud providers such as
Amazon, Google, Yahoo, EMC, IBM, Microsoft etc. now with the help of Hadoop
Platform analyse large amount of structured and unstructured data. Hadoop com-
prises of Map Reduce Programming model [3] which is used to handle large
amount of different data sets. Queries on these datasets are performed with the help
of HIVE-SQL like language that provides a SQL kind of interface on the top of
Hadoop which is used to analyse such big amount of data. In this paper a perfor-
mance comparison of simple 3-Node Hadoop cluster and Amazon AWS 3-Node
cluster by issuing HIVE queries on structured data is being done. The whole paper
is organized as follows. Sections 2–4 comprises of 3 Node cluster, Amazon AWS
cluster, HIVE. Section 5 discusses about the results. Section 6 concludes findings of
overall results.

2 3-Node Hadoop Cluster

Bigdata [4] is primarily unstructured data available in the form of log files includes
aeroplane data, facebook data, electric poles data, stock market data, health care
data, weather forecasting data etc. Earlier companies use oracle kind of RDBMS to
process and analyse the data but Oracle was not able to process or scale that huge
amount of data. Data coming to their server’s grew from 10 s of GBs in 2006 to
1 TB per day in 2007 to 500 TB of data per day in 2013. Problems like huge
number of users, terabytes of data generated per day, several queries of users per
day and million photos shared per day were not handled by traditional RDBMS.
Then companies started working with Hadoop.

Hadoop [5, 6] is a framework that provides solution to such Bigdata Problems as
it provides both storage in the form of HDFS (Hadoop Distributed file System) and
Processing in the form of YARN (Yet another Resource Allocator). It allows the
distributed processing of such huge large amount of data sets across clusters of
commodity computers using a simple programming model known as Map Reduce
[3]. Cloud companies like Yahoo, Google, Facebook, Amazon, IBM, Microsoft etc.
are continuously using Hadoop. Hadoop Distributed file System (HDFS) is based
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on Master and Slave kind of configuration. Following is the description of Master
and Slave nodes.

2.1 Nodes in Hadoop Cluster

• NameNode—A Master Process with Resource Manager contains metadata of
the slave nodes and it also manages and maintains the blocks which are present
in the Slave nodes.

• DataNode—A Slave Process with Node Manager are deployed on each machine
which provides the actual storage and processing of data. They perform the task
assigned to them by Resource Manager.

In a cluster there will be only one NameNode present and it can contain any
number of DataNodes as shown in Fig. 1. In this paper we have implemented
3-Node Hadoop cluster with one NameNode and other two DataNodes.

Here user’s job comes to the Resource Manager of the Master process for
processing. Once the resource Manager gets the data then it forwards the request to
Node Manager for Processing. Actual processing is being done on Node Manager.
In Node Manager it creates Container which are the resources such as memory,
processor etc. for processing the data. Map and Reduce Programs are performed on
these containers for processing.

3 Amazon Cluster (AWS)

Amazon Elastic Compute Cloud (Amazon EC2) [7] provides computing capabili-
ties in the cloud. It has a very simple service interface through which user can
obtain and configure capacity efficiently which ensures that the capacity is used in a
predictable manner. It provides a centralized control over all the resources and an

Master Process

Storage (HDFS)

HADOOP Master Slave Configuration

DataNode

NameNode Resource Manager

Processing (YARN)

Node ManagerSlave Process

Fig. 1 Nodes in a cluster
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efficient computing environment. EC2 is very beneficial as it provides Auto-Scaling
capability by which resources are scaled automatically when required without any
friction [8]. The user has complete control over all the instances i.e. the adminis-
trator has the root access to all the instances. It is flexible as it provides a range of
memory, processor, storage and other options that a user can select from. Amazon
EC2 service level agreements commitment is 99.95 %, which makes it highly
reliable [9].

It is highly secure, it not only maintains the confidentiality of user data that is
stored in the cloud but also places the user instances in a VPC (virtual private cloud)
which has an IP range that is specified by the customer [10]. The users can decide
about the instances that they want to keep private and the ones they want to expose to
the world. There are security groups that allow users to specify and control the
inbound and the outbound traffic to and from their instance. Amazon EC2 is not very
expensive as the user pays on an hourly basis without any future commitment. It also
provides Auto-Scaling, which lightens the customer from the burden of handling
traffic spikes. Instances are available On-Demand and can also be reserved [10].

EMR is a framework that splits data into pieces and allows processing to occur
and gathers results. Consider an e.g. where we have terabytes of data related to logs
by a particular user. This data is split into many small pieces by EMR (Amazon
Elastic Map Reduce), which is then processed in clusters. Finally, the results from
all the cluster nodes are aggregated to get the final result as shown in Fig. 2.

Basically, the job flow under EMR consists of the following steps:

• Cluster creation Hadoop breaks a data set into multiple sets to process quickly
on a single cluster node.

• Processing EMR executes a script such as java, HIVE and others to process the
data in the data set.

            Process in EMR cluster

MAP-- REDUCE 

Huge amount of 
data 

Output file
Final result

With EMR you can get the answer in a fraction of time

Data split 
into 
many 

Aggregate 
result

            Process in EMR cluster

MAP-- REDUCE 

Huge amount of 
data 

Output file
Final result

With EMR you can get the answer in a fraction of time

Data split 
into 
many 

Aggregate 
result

Fig. 2 Job flow under EMR
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• Chained step Step is a unit work defined by EMR. EMR executes subsequent
steps using data from previous step. Data is passes between steps using HDFS
(Hadoop Distributed File System).

• Cluster terminated Output data is placed in Simple storage Service (S3) for
subsequent use.

3.1 Nodes in EMR

Amazon EMR defines three roles for the servers in a cluster. They are

• Master node It consists of the master instances that manage the cluster. It
distributes the work to different EC2 instances or the slave nodes.

• Core nodes They perform the work assigned to them by master node. Its stores
the data in HDFS and runs the Task tracker daemon which performs the task
assigned to the node.

• Task nodes These nodes can be added or subtracted to perform the work.

Core and Task instances read-write to S3. They take data from S3, process it and
give the result back to S3 once the work of Map-Reduce is over [7].

4 HIVE

The whole journey of HIVE [11] started from Facebook. Facebook like social
online sites wants to capture and analyse all the user activities and based on that
they give the right recommendations to the users. Earlier companies use oracle kind
of RDBMS to process and analyse the huge amount of data but Oracle was not able
to process or scale the upcoming huge amount of data. Hence, Facebook developed
the HIVE, which provides SQL type interface that can analyse terabytes of data
which produced every day which runs on the top of Hadoop.

HIVE fills up the gap between the tools available in the market like Hadoop with
Map Reduce and the kind of expertise users are having like user understand SQL
kind of Languages very easily. With HIVE, there is no need to learn java and
Hadoop API’s. HIVE (SQL-style) query language provides a SQL kind of interface
where users can write logics in SQL construct which will be converted into Map
Reduce job with the help of Hadoop. Following are some features of HIVE

• Data warehousing package built on top of Hadoop i.e. HIVE is used to create
tables, databases, views, partitioning, bucket in which user can restructure the
dataset etc. It also provides schema flexibility where a user can alter table, move
column etc.

• HIVE offers plugin custom code like JDBC/ODBC drivers.
• As it is similar to SQL. It is used for managing and querying structured data.

Structured data like log processing, Data Mining Analysis, customer facing
business intelligence queries.
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5 Results and Discussions

In order to evaluate the performance of HIVE Queries with 90 MB of structured
data on 3-Node Hadoop cluster and AWS cluster, We implemented 3-Node Hadoop
cluster and AWS cluster with the same configuration. In Our Environment

• Machines are typically dual-processor ×86 processors running Ubuntu 14.04,
with 4 GB of memory per machine.

• We have implemented both clusters with Hadoop 2.3.0 and HIVE 0.13.0
versions.

• A Cluster Consist of 3 Machines typically One NameNode (Master Machine)
and the other two are DataNode (Slave Machine).

Table 1 is summarizing overall work that we did for comparing the two clusters
Memory Processor Storage.

5.1 Queries and Result Discussion

1. Load and Describe
As shown in Fig. 3, when the query LOAD DATA is executed to load data
from.csv file into the table on a 3-node Hadoop cluster it takes 9.654 s which is
much more as compared to AWS cluster that takes 1.468 s. A query used for
describing the table takes 0.199 s on a 3-node Hadoop cluster and 0.122 s on
AWS cluster.

Table 1 Summary of time taken by 3-node cluster and AWS cluster for different HIVE queries

HIVE query performed Time
(3-node
cluster) (s)

Time
(AWS
cluster) (s)

Result

Load data 9.654 1.468 Data is loaded from
.csv file into the table

Describe txnrecords 0.199 0.122 Table description

Select count (*) from txnrecords 69.845 30.802 10,00,000 records
were fetched

Select category, sum (amount) from
txnrecords group by category

58.475 31.518 15 records were
fetched according to
the data

Select custno, sum (amount) as total from
txnrecords group by custno order by total
limit 10

103.454 54.825 10 records were
fetched

Select count (distinct category) from
txnrecords

55.128 27.681 15 records were
fetched

Insert overwrite into local directory 44.457 23.558 Data is inserted into
the local directory
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2. SELECT, Group By, Order By
A query used for selection operation also took more time when executed on a
3-node Hadoop cluster as compared to AWS cluster, like “Select count (*) from
txnrecords”. As shown in Fig. 4, when select queries such as aggregation, group
by, order by were executed on AWS cluster, it took almost half the time for
execution as it took on a 3-Node cluster.

3. Insert Overwrite into Local Directory
As shown in Fig. 5, when a query was executed to insert data into the local
directory AWS cluster took 23.558 s which is very less as compared to the
3-Node cluster which took 44.457 s.
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6 Conclusion and Future Scope

In this paper, we have implemented 3-Node Hadoop cluster and AWS cluster and
we have concluded that AWS cluster is comparatively easier to implement. 3-Node
cluster is not only more complicated to implement but also it consumes more time
to implement. It requires prior knowledge and understanding about complex Linux
commands for implementation. We have evaluated the performance of both clusters
by executing HIVE queries. For all Queries like Load Data, Describe, SELECT,
Group By, Order By, AWS cluster is turned out to be more efficient with respect to
time and resource allocation. In future, unstructured data analysis can be done with
other languages like MapReduce and more.
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Performance of Speaker Independent
Language Identification System Under
Various Noise Environments

Phani Kumar Polasi and K. Sri Rama Krishna

Abstract Language Identification has gained significant importance in recent
years, both in research and commercial market place, demanding an improvement
in the ability of machines to distinguish languages. Although methods like Gaussian
Mixture Models, Hidden Markov Models and Neural Networks are used for
identifying languages the problem of language identification in noisy environments
could not be addressed so far. This paper addresses the capability of an Automatic
Language Identification (LID) system in clean and noisy environments. The lan-
guage identification studies are performed using IITKGP-MLILSC (IIT
Kharagpur-Multilingual Indian Language Speech Corpus) databases which consists
of 27 languages.

Keywords Language identification � Indian languages � MFCC � GMM

1 Introduction

In natural language processing, LID is the process of classifying a language spoken
by a person from a set of languages. Speech processing applications in man
machine communications start to degrade when noise gets added to the original
signal [1]. Henceforth, there exists a strong demand for escalating the capability of
LID system in noisy environment.

Rest of the paper is organized as follows. Section 2 addresses prior work.
Section 3 briefs the language database used for the study. Section 4 discusses the
Feature extraction and model building. Section 5 gives the LID performance on the
Indian Language database. Section 6 describes the performance of LID system in
the presence of various noises with various SNR level. Section 7 concludes with a
summary of the ideas proposed in this work.
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2 Prior Work

For a robust text-independent speaker identification the use of GMMs, primarily
focusing on real time applications is analyzed in [2]. Zissman [3] and Foil [4] proposed
Gaussian Mixture Classifier for language identification and extensive studies on the
performance of LID systems using Hidden Markov Models (HMM) were made.
GMM based text independent Identification and verification systems were evaluated
and resulted in a low computational cost [2]. The performance of language identifi-
cation of telephone speechmessages is compared using [3]. Likelihood of recognizing
languages with short duration and noisy speech segments was analyzed in [4].
Enhancement techniques for language identification systems were described in [5].
Hegde et al. [6] proposedmodified group delay feature and achieved a performance of
3 % greater than the traditional MFCC. Spectral features such as MFCC, LPCC and
PLP coefficients [7] were carried out in Language Identification. The mean, variance
and weights of a GMM are estimated using ML estimation. Iterative EM algorithm
was used for developing the maximum value [8]. Issues related to language and
speaker identification of prosodic features extracted from the speech signal were
addressed in [9]. Jothilakshmi et al. [10] explored the use of different types of acoustic
features for Indian language identification using GMM, HMM and ANN. The per-
formance of LID system using the MFCC featured extracted from block processing,
pitch synchronous analysis and Glottal Closure Regions (GCR) was compared using
different databases. The spectral and prosodic features from different levels for dis-
criminating the Indian Languages was analyzed by [1].

3 Language Database

In this work, Indian LID systemwas analyzed using IITKGP-MLILSCwhich consists
of 27 Indian regional languages. Sixteen languages were collected from news
channels and TV talk shows, live shows and interviews are recorded. An average of
50 min of data is used for developing the language models. 60 test utterances, each of
5 s duration is used from each language to evaluate the language models.

4 Feature Extraction and Model Building

Language identification (LID) by a system generally involves three stages
(i) Feature extraction, (ii) Modeling and (iii) Testing [11]. The feature extraction
module is used to represent the precise information from the speech sample. In this
work, vocal tract information is represented MFCC and is used to capture the
language-specific information. MFCCs are derived from speech using the procedure
in [11]. In this work, GMMs were designed for developing the language identifi-
cation (LID) systems using spectral features. Gaussians mixtures are explored for
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modeling language specific features. For evaluating the model, two speakers from
each language are considered for testing. In testing phase, the likeness scores
between the unknown language and a stored model is calculated, and the model
with maximum score is identified as the language.

5 LID Performance on Indian Language Database
(IITKGP-MLILSC)

Performance of speaker independent LID system for a 32-Gaussian mixture model
with different test durations is given in Table 1. Table 2 specifies the performance of
speaker independent LID system for different Gaussian models. It is observed that a

Table 1 Performance of speaker independent LID system for a 32-Gaussian mixture model with
different test durations

No. of mixture components Average recognition performance % test duration (s)

5 10 15 20 25 30 60

Arunachali 71.6 62.5 60.7 65.0 62.5 58.3 66.7

Assamese 36.6 40.0 35.7 35.0 37.5 33.3 33.3

Bengali 45.0 50.0 50.0 50.0 50.0 50.0 50.0

Bhojpuri 70.0 77.5 82.1 85.0 81.3 83.3 100

Dogri 53.3 50.0 50.0 50.0 50.0 50.0 50.0

Gojri 56.7 50.0 50.0 50.0 50.0 50.0 50.0

Gujarati 76.7 85.0 92.9 100 100 100 100

Hindi 51.7 50.0 50.0 50.0 50.0 50.0 50.0

Kannada 68.3 62.5 67.9 65.0 56.3 50.0 50.0

Kashmiri 66.7 67.5 71.4 75.0 75.0 100 100

Konkani 88.3 90.0 96.4 95.0 100 83.3 100

Malayalam 40.0 62.5 53.6 70.0 68.8 91.7 100

Manipuri 96.7 97.5 96.4 95.0 100 100 100

Marathi 46.7 47.5 50.0 60.0 62.5 58.3 50.0

Mizo 78.3 77.5 75.0 80.0 75.0 66.7 66.7

Nagamese 100 100 100 100 100 100 100

Nepali 100 100 100 100 100 100 100

Oriya 96.7 97.5 100 100 100 100 100

Punjabi 90.0 95.0 100 95.0 100 100 100

Rajasthani 100 100 100 100 100 100 100

Sanskrit 100 100 100 100 100 100 100

Sindhi 45.0 50.0 57.1 55.0 56.3 50.0 50.0

Tamil 91.7 97.5 92.9 95.0 93.8 100 100

Telugu 100 100 100 100 100 100 100

Urdu 50.0 50.0 50.0 50.0 50.0 50.0 50.0

Average 73.2 74.9 75.9 77.2 77.3 78.1 79.0
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32-GMM provides 1 % higher identification compared to all other models for
different test durations. Hence for the rest of the analysis, a 32 GMM is considered
for LID system. From Table 1, languages namely, Chhattisgarhi, Konkani,
Manipuri, Nagamese, Nepali, Oriya, Punjabi, Rajasthani, Sanskrit, Tamil and
Telugu have a recognition performance greater than 80 %. Similarly there are 11
languages with their recognition performances ranging from 50 % to less than
80 %, and 5 languages with recognition performance less than 50 %. It is observed
that, Assamese language has a recognition percentage of 35 % even for larger
durations of test sample.

Moreover languages like Nagamese, Nepali, Rajasthani, Sanskrit and Telugu
have a recognition percentage of 100 % for different test durations. In the case of
Malayalam language, the recognition performance is found to be increasing as the
duration of the test sample is varied in steps of 5 s. Other languages like Assameese,
Bengali, Marathi and Sindhi have similar recognition performances at various test
durations. From Table 1, the performance of the speaker independent LID system is
compared for different mixture models with various test durations.

A total of 30 samples are considered for every language for a test duration of 5 s,
it is found that the recognition performance of 32-Gaussian Mixture Model is 73 %
which is higher by 1 % compared to all other models. Hence, the rest of the analysis
is performed for test duration of 5 s for every sample.

6 Performance of LID System in the Presence
of Different Noises

In most of the practical applications, the input speech is affected by environmental
noise, causing a mismatch between the training (clean) and recognition (noisy)
conditions. In our study, Buccaneer, Destroyer Engine, Factory, HF Channel and
White noises are considered. These samples are collected from NOISEX 92 data-
base. These noise samples are added to the clean data to generate the noisy speech.
The performance of the LID system degrades completely with the noisy speech and
hence cannot be used in real time applications like Automatic Speech Recognition
(ASR) systems.

Table 2 Performance of speaker independent LID system

No. of mixture components Average recognition performance % test duration (s)

5 10 15 20 25 30 60

4 66.2 67.7 68.5 68.8 68.8 69.4 66.0

8 72.0 73.7 73.8 75.3 76.6 75.6 74.6

16 72.6 75.1 75.5 77.2 75.6 77.7 78.4

32 73.2 74.9 75.9 77.2 77.3 78.1 79.0
64 72.8 74.8 74.4 75.7 75.6 74.4 75.9

128 68.2 70.9 70.6 70.3 71.9 71.6 72.2
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Table 3 provides the LID systems’ performance in different noisy environments
analyzed at different SNR levels. It is obvious that, the performance of the system
degrades when different types of noise at different SNRs are added individually to
the clean speech samples during the testing phase. The performance on the lan-
guage identification system is almost similar at a SNR level of 0 dB for any noise.
At 5 dB, Buccaneer, Factory and White noises have similar performance. Column 1
specifies the different types of noise used during the course of study. Columns 2–6
specify different SNR levels considered during the course of present study. From
the results of Table 3 it is evident that the LID systems’ performance degrades by
approximately 67 % at 0 dB SNR level when different types of noise are added to
the test sample.

7 Summary and Conclusions

This paper addresses the LID system performance in noisy environments.
Buccaneer, Destroyer Engine, Factory, HF Channel and White noises are consid-
ered in this study. From the experimental evaluation, an adverse recognition per-
formance is observed when noisy data is added with the clean data. A degradation
of 63 % is compared to clean LID performance. For this reason, it is proposed to
apply enhancement techniques before testing phase.
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Multi-level Fusion of Palmprint
and Dorsal Hand Vein

Gopal Chaudhary, Smriti Srivastava and Saurabh Bhardwaj

Abstract A novel multilevel level fusion of palmprint and dorsal hand vein is
developed in this work. First feature level fusion is done on left and right hand
palmprint to get feature fused vector (FFV). Next, the scores of FFV and veins are
calculated and score level fusion is done in order to identify person. Hence both the
feature level as well as score level fusion techniques have been used in a hybrid
fashion. In the present work, feature fusion rules have been proposed to control the
dimension of FFV. For palmprint, IIT Delhi Palmprint Image Database version 1.0
is used which has been acquired using completely touchless imaging setup. In this
feature level fusion of both left and right hand is used. For dorsal hand veins,
Bosphorus Hand Vein Database is used because of the stability and uniqueness of
hand vein patterns. The improvement of results verify the success of our approach
of multilevel level fusion.

Keywords Fusion � Multimodal � Feature extraction � Identification

1 Introduction

Unimodal biometric system is based on a single trait and it suffers from various
limitations such as spoof attacks and several other as stated in literature [1–4].
While a multimodal biometric system is created by fusing various unimodal sys-
tems to ensure the high performance of such biometric system as the evidences
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from different sources are combined together to avoid limitations of unimodal
system [5]. These sources can be from different sensors based on a single biometric
or different entities based on a single biometric, like palm feature vectors obtained
from left and right hands or multiple biometric traits. The information retrieved
from individual systems is combined using various schemes such as capturing same
information using multiple sensors. For example, the audio samples of an individual
are captured using a Hi-tech microphone and a Iphone. Also various traits of an
individual are combined to yield a multimodal biometric system for establishing the
identity of an individual. The cost of these systems is high since each modality
requires separate sensor and data acquisition phase. For example, face and finger-
print of an individual are used for designing a multimodal system. Also, infor-
mation from similar trait can be combined. For example, palm feature vectors
obtained from left and right hands. These systems are cost-effective, because they
require neither new sensors nor new algorithms for feature extraction. The single
trait can be processed using multiple algorithms. If the biometric sample acquired is
not of sufficiently good quality, then the samples from other sources can be banked
upon to provide ample discriminatory information to ensure reliable
decision-making. Noise in the sensed data from multiple traits has a lesser proba-
bility of affecting the performance of a biometric system. Multimodal biometric
systems facilitate the choice of the modalities in a given situation.

The main issues and challenges in the design of multimodal biometric are: non
availability of multimodal biometric database; the choice of modalities and the
choice of fusion technology. Apart from these issues, the performance evaluation of
biometric systems is essential in high security applications like defense, govern-
ment sector, airports, and forensics and also in commercial applications like access
control, mobile computing. Biometrics based authentication involves personal data,
it may be possible that data collected may used for some unanticipated purpose.
Privacy concerns are related to data collection, unauthorized use of recorded
information and improper access to biometric records.

2 Palmprint Feature Extraction

Here both left and right palm images of IIT Delhi Palmprint Image Database
version 1.0 [6] are used in this work. For feature extraction of palmprint, all hand
postures must be same to capture the same set of information from palms but in
database there are variations in sample position. For this, coordinates of five fin-
gertips, finger valleys and the centroid from each image are extracted and used to
crop the region of interest (ROI) from an image of size 150 * 150. For enhancement
of the palm pattern, an adaptive histogram equalization based on rayleigh distri-
bution is employed on all the ROI. After pre-processing, the enhanced ROI images
of size 150 * 150 are partitioned into non overlapping windows of size 15 * 15 each
as shown in Fig. 1a. Thus a total of 100 windows are created from each image.
Then the gaussian membership function [7, 8] is used for feature extraction.
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The feature vector so obtained has a length of 100. The formula to extract GMF
feature is ai ¼ 1

K R
K
i¼0xiui from ith window. Here, xk is the pixel value at kth point of

the window, �x is mean pixel value and r is the standard deviation of the window,

ui ¼ exp�ðxk��xÞ2
2r2 is the membership function.

2.1 Dorsal Hand Vein Feature Extraction

Here Bosphorus Hand Vein Database [9] is used for dorsal hand vein feature
extraction [10]. Same procedure of extraction of ROI of size 150 * 150,
enhancement and preprocessings is followed here as explained in Sect. 2. Then the
gaussian membership function based feature vector of length of 100 is extracted
from each window of size 15 * 15 as shown in Fig. 1b.

3 Fusion Levels

Fusion of biometric modalities can be done at various levels. There are mainly four
types of fusion levels; score Level; feature Level; sensor Level and decision Level.

4 Feature Level Fusion

At this level of fusion, combination of two feature sets must yield a new feature
vector which would capture more individual relevant information and give high
representation of a person. In feature level fusion, the evidences from different
sources are combined together to avoid limitations of unimodal system. These
sources can be from different sensors based on a single biometric or different
entities based on a single biometric, like palm feature vectors obtained from left and
right hands or multiple biometric traits. The information retrieved from individual
systems is combined using various schemes such as capturing same information

(a) (b)

Fig. 1 ROI with their non-overlapping window partitions. a Palmprint images. b Dorsal hand
vein image
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using multiple sensors. For e.g., the audio samples of an individual are captured
using a Hi-tech microphone and a Iphone. Feature vectors can be combined to form
high-dimensional feature vectors when several feature vectors belong to different
types [11] as shown in Fig. 2.

Suppose a given high-dimensional data set (raw ROIs) of individual biometric
modality is denoted byM ¼ mrf gqr¼1, wheremr 2 <D. After applying different image
enhancement processing and feature extraction operations on each original ROI, we
obtain N feature sets of each modality of P individuals. The feature vector so obtained
here has a length of N= 100. After applying the gaussianmembership function onLeft
and Right palmprint of a single individual, both palmprint are used as two different
biometric modalities of P = 100 individuals. PKL;PKR are denoted as GMF feature
vector of left hand and right hand of Kth individual respectively where K ¼ 1; . . .;P.
Both PKL;PKR are fused together with the given feature level fusion rule in Eq. 1
denoted as Feature fused Vector (FFV) where f f ðiÞ2<D shown in Fig. 3.

4.1 Feature Level Fusion Rules

FFV is expressed as FFV $ f ðPKL;PKRÞ where f ðÞ is feature fusion rule which
gives f f ðiÞ fused feature set where f f ðiÞ 2 <D. Feature fusion rule must be correctly
chosen that would better represent the person and dimensions of the fused vector
must not increase much. So to control the dimensions of FFV, four feature fusion
rule are proposed here which are analogous to score level fusion rules [12, 13].

Fig. 2 Feature level fusion

Fig. 3 Feature fused vector (FFV)
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Sum Rule

f f ðiÞ ¼ PKLðiÞþPRLðiÞ½ �Ni¼1

� �P
K¼1 ð1Þ

Product Rule

f f ðiÞ ¼ PKLðiÞ � PRLðiÞ½ �Ni¼1

� �P
K¼1 ð2Þ

Modulus Rule

f f ðiÞ ¼ ½jPKLðiÞ;PRLðiÞj�Ni¼1
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K¼1 ð3Þ

Frank T-norm Rule

f f ðiÞ ¼ logbð
1þðbPKLðiÞ � 1ÞðbPRLðiÞ � 1Þ

b� 1
Þ

� �N

i¼1

" #P
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5 Score Level Fusion of Two Biometrics

The block diagram depicting score level fusion is shown in Fig. 4. Previous studies
shows that fusion at score level is most appropriate approach to multimodal bio-
metrics and is most popular [14]. The matching scores (genuine and imposter) from
the existing and proprietary unimodal systems can be easily utilized in a multimodal
biometric system. The information (i.e. the match score) from prior unimodal
evaluations of a biometric system can be used and this avoids live testing. The
matching scores contain next level of rich information after the features of the input
pattern. The scores generated by different matchers are easy to access and combine.
This motivates combining information from individual biometric modalities using
score level fusion.

Min-Max score normalization is done for making combination meaningful [15].

Let rk denotes a set of matching scores where, k ¼ 1; 2; . . .; n and rk0 ¼ rk�min
max�min

which denotes normalized score.

Fig. 4 Score level fusion
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5.1 Score Fusion Rules

Various conventional and t-norm based fusion rules are given below. Let Ri be the
matching score obtained from ith modality and R denotes the fused score or the
combined score and N be the number of modalities.

1. Sum Rule: R ¼ R1 þR2 þ � � � þRN ¼ PN
i¼1 Ri

2. Product Rule: R ¼ R1 � R2 � � � � � RN ¼ QN
i¼1 Ri

3. Hamacher t-norm: R ¼ R1R2
R1 þR2�R1R2

4. Frank t-norm: R ¼ logpð1þðpR1�1ÞðpR2�1Þ
p�1 Þ

6 Proposed Multi-level Fusion

The topology of proposed multi-level fusion approach is shown in Fig. 5. It
combines the scores of feature fused vector (FFV) obtained by nearest neighbor
algorithm and scores of dorsal hand vein. This includes advantages of both the
feature level and score level fusions schemes. In this scheme, scores of feature fused
vector (FFV) appeared from the feature fusion of left and right hand palmprints are
combined with dorsal hand vein scores through the conventional score fusion rules
as shown above.

7 Experiments and Results

To calculate the scores between the training and test sample, the K-nearest neighbor
(KNN) classifier with Euclidean distance is trained with features obtained from
each biometric modality with k-fold cross-validation. The score obtained by kNN
classifier are used to verify the performance of the recognition system using the

Fig. 5 Topology of proposed multi-level fusion
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Receiver Operating Characteristic (ROC) curve between the Genuine acceptance
rate (GAR) and false acceptance rate (FAR). Identification results of GMF based
features of left and right hand palmprint for IIT Delhi Palmprint Image Database
version 1.0 database and GMF based features of Dorsal Hand Vein for Bosphorus
Hand Vein Database is tabulated in Table 1.

ROC curves for GMF based features of left and right hand palmprint and their
fused features for all mentioned rules are shown in Fig. 6. As it is seen in the plots
the ROC curve of feature level fusion converges more rapidly as compared to the
individual left hand and right hand palmprint showing the improvement in the
performance of multimodal feature level fusion based biometric system. It is clear
that with sum rule, at 0.1 FAR, GAR is 86.27 %, while for product rule, it is
90.82 %, for modulus rule, it is 89.83 % and using frank T-norm, the value comes
out to be 91.76 %. Similarly for FAR = 1, GAR is 92.8 % for sum rule, while for
product rule, it is 97.01 %, for modulus rule, it is 94.68 % and using frank T-norm,
the value comes out to be 98.15 %. This shows that frank T-norm feature fusion
rule outperform the other rules and converges to 100 % more rapidly. Identification
results of feature level fusion of left hand and right hand palmprint for IIT Delhi
Palmprint Image Database version 1.0 database is tabulated in Table 2.

Table 1 False acceptance
rate (FAR %) of individual
modalities

Modality False
acceptance
rate (FAR
%)

Identification results

0.1 1

Right palm 88 92.5 93

Left palm 87 91 91.1

Dorsal hand vein 79 87 89

0 10 20 30 40 50 60
85

90

95

100

G
A
R

FAR

IITD RightHand Palm
IITD LeftHand Palm
Palmprint Feature Level Fusion
Frank T−norm Rule
Palmprint Feature Level Fusion
Sum Rule
Palmprint Feature Level Fusion
Modulus Rule
Palmprint Feature Level Fusion
Product Rule

Fig. 6 ROC curves of feature level fusion of left hand and right hand palmprint
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Receiver operating characteristic (ROC) curves for GMF based features of dorsal
hand vein for Bosphorus Hand Vein Database is shown in Fig. 7. The ROC curves
of proposed multi-level fusion are shown in Fig. 7. Results in Fig. 6 shows that
Frank T-norm feature fusion rule based fused feature vector gives better perfor-
mance to other feature fusion rules, that is why, Frank T-norm fused feature vector
is normalized and then fused with GMF based features of dorsal hand vein by score
level fusion. As it is seen in the ROC curve of multi-level fusion converges even
more rapidly as compared to the individual Frank T-norm fused feature vector and
Dorsal Hand Vein features showing the improvement in the performance of mul-
timodal multi-level based biometric system. It is clear that with sum rule, at 0.1
FAR, GAR is 91.68 %, while for product rule, it is 98.2 %, for Hamacher T-norm, it
is 97.33 % and using frank T-norm, the value comes out to be 99.3 %. Similarly for
FAR = 1, GAR is 97.68 % for sum rule, while for product rule, it is 99.56 %, for
Hamacher T-norm, it is 99.27 % and using frank T-norm, the value comes out to be
99.83.

Identification results of multi-level fusion of Feature fused palm scores of IIT
Delhi Palmprint Image Database version 1.0 and scores of Dorsal Hand Vein of
Bosphorus Hand Vein Database are tabulated in Table 3.

Table 2 Feature level fusion of left hand and right hand of IIT Delhi palmprint image database
version 1.0

Rules Sum rule Product rule Modulus rule Frank T-norm

False acceptance rate
(FAR %)

0.1 1 0.1 1 0.1 1 0.1 1

Fused vector 86.27 92.8 90.82 97.01 89.83 94.68 91.76 98.15

0 10 20 30 40 50
93

94

95

96

97

98

99

100

G
A

R

FAR

Vein
Palmprint Feature Level Fusion
Frank T−norm Rule
Multi  Level Fusion Sum Rule
Multi Level Fusion Product Rule
Multi Level Fusion Hamacher T−norm
Multi Level Fusion Frank T−norm

Fig. 7 ROC of multi-level fusion of Feature fused palm scores of IIT Delhi palmprint image
database version 1.0 and scores of dorsal hand vein of Bosphorus hand vein database
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8 Conclusion

In multimodal biometric system, complementary information is fused to overcome
the drawbacks of the unimodal biometric systems. The plots shown in the result
section proves that the performance of multimodal biometric system is significantly
improved as compared to the unimodal biometric systems. The performance of the
biometric system gets further improved when feature level fusion of two biometric
modalities i.e. left hand and right hand palmprint is performed. The performance of
the biometric system gets enhanced when multi-level fusion of feature fused palm
scores of IIT Delhi Palmprint Image Database version 1.0 and scores of Dorsal
Hand Vein of Bosphorus Hand Vein Database is performed. The fusion based on
frank t-norm gives better results as compared to each unimodal biometric systems in
both feature level fusion of left hand and right hand palmprint as well as multi-level
fusion of feature fused palm scores and scores of Dorsal Hand Vein.
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A Comparative Study on Multi-view
Discriminant Analysis and Source Domain
Dictionary Based Face Recognition

Steven Lawrence Fernandes and G. Josemin Bala

Abstract Human face images captured in real world scenarios using surveillance
cameras won’t always contain single view, instead they usually contain multi-view.
Recognizing multi-view faces is still a challenging task. Multi-view Discriminant
Analysis (MDA) and Source Domain Dictionary (SSD) are two techniques which
we have developed and analyzed in this paper to recognize faces across multi-view.
In MDA the faces collected from various views are reflected to a discriminant
general space by making use of transforms of those views. SSD on the other hand is
based on sparse representation, which efficiently makes the dictionary model of
source data. It also signifies each class of data discriminatively. Both the developed
techniques are validated on CMU-Multi PIE face database which contains 337
people recorded under 15 different view positions and 19 different conditions.

Keywords Face recognition � Multi-view discriminant analysis � Source domain
dictionary

1 Introduction

Recognizing multi-view faces is widely studied by researchers over a decade [1–12]
and it is still a challenging task. Researchers have used Viola-Jones method to
detect multi-view of face but it cannot discriminate faces from non-faces and thus
require many AdaBoost iterations to decrease the false positives [13]. To overcome
this problem non-Haar-like features are added to Viola-Jones method. A method for
automatically detecting multi-view face is presented in [14]. In this method for

S.L. Fernandes (&) � G. Josemin Bala
Department of Electronics & Communication Engineering, Karunya University,
Coimbatore, India
e-mail: steva_fernandes@yahoo.com

G. Josemin Bala
e-mail: josemin@karunya.edu

© Springer India 2016
S.C. Satapathy et al. (eds.), Information Systems Design and Intelligent
Applications, Advances in Intelligent Systems and Computing 433,
DOI 10.1007/978-81-322-2755-7_35

331



building the face detector and pose estimator modified learning methods are used.
After the pre-processing stage coarse face detector is used which helps in cancelling
the non-face regions. The obtained facial patches are classified into clusters.
Another method for capturing side view of a person is presented in [15]. This
method tries to recognize the face using the geometric features of the image. Curve
Edge Maps (CEMs) are used in representing the face. CEMs are the set of poly-
nomial curves containing curved region. Face CEMs determined by histograms of
intensities is matched with face CEMs determined by histograms of relative posi-
tions to perform the face recognition function. Both these methods [14, 15] are not
found suitable to recognize faces under multi-view.

Among various proposed methods, the two most prominent methods to recog-
nize faces in multi-view are Multi-view Discriminant Analysis (MDA) and Source
Domain Dictionary (SSD). Section 2 presents Multi-view Discriminant Analysis.
Section 3 presents Source Domain Dictionary. Section 4 presents Results and
Discussions and Sect. 5 draws the Conclusion.

2 Multi-view Discriminant Analysis (MDA)

In Multi-view Discriminant Analysis (MDA) the samples collected from various
views are reflected to a Discriminant general space by making use of the ‘v’
transforms of those views. One of the important task of MDA is to find out v linear
transforms, say w1, w2, w3, …, wv. Using these transforms, a sample part of ‘v’
views can be reflected into the discriminant general space.

Let’s denote Xð jÞ ¼ fXijk ji ¼ 1; . . .; c; k ¼ 1; . . .; nijg as a small part from jth
view (i.e. j = 1, 2, 3,…, v), Xijk = kth sample from jth view of ith class of dimension
dj. The part of samples obtained from v views are then reflected to the same
discriminant general space using the view-specific linear transforms of each view.
(i.e. using w1, w2, w3, …, wv). The projection results are denoted as
y ¼ fYijk ¼ wT

j ji ¼ 1; . . .; c; j ¼ 1; . . .; v; k ¼ 1; . . .; nijg. In the discriminant com-
mon space, the between-class deviation should be kept high and within-class
deviation should be kept low. Hence, the between-class deviation SyB from every
view should be set to high and the within-class deviation SyW from every view
should be set to low.

The above objective can be devised as a generalized Rayleigh’s Quotient (w�
1,

w�
2, …, w�

v) = arg max
w1;w2;...;wv

TrðSyBÞ
TrðSyW Þ. S

y
B represents the between-class scatter matrix

whereas SyW represents the within class of scatter matrix. Both the scatter matrices of
the samples in the general discriminant space are calculated as

SyW ¼
Xc

i¼1

Xv

j¼1

Xnij
k¼0

ðyijk � liÞðyijk � liÞT ð1Þ
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SyB ¼
Xc

i¼1

ni li � lð Þ li � lð ÞT ; ð2Þ

where li ¼ 1
ni

Pv
j¼1

Pnij
k¼1 yijk gives the average value of all the sample of the class

‘i’ over all views in the common space,l ¼ 1
n

Pc
i¼1

Pv
j¼1

Pnij
k¼1 yijk is the mean of

all samples over all views in the common space n ¼ Pc
i¼1 ni symbolize the number

of samples from all views and all classes. From (1) and (2), it is clearly found
between-class deviations and within-class deviations are computed using the
sample obtained from all the views. Along with the intra-view samples, inter-view
samples are also collected. After obtaining the view-specific linear transforms, the
sample obtained from different views can be compared after projecting them to
discriminant common space respectively.

3 Source Domain Dictionary (SSD)

In Source Domain Dictionary (SSD) a set of source data YS ¼ Ys
1;Y

s
2; . . .; Y

s
C

� �
Є

Rd X Ns , where Ys
i = class ‘i’ samples, d is the dimension of the feature, Ns = total

number of training samples is considered. Suppose coding coefficient matrix of Ys

over the dictionary DЄ Rd X m is given as Xs Є RmX Ns , then it can be written as
Ys = DXs + Es, where Es = reconstruction error, m = dictionary dimensions. In
principle, it is possible to decompose XS = Xs

1;X
s
2; . . .;X

s
C

� �
, where Xs

i Є RmX Ns
i is

the sub-matrix that contain the coding coefficients related with samples Ys
i Є Rd X Ns

i

over the dictionary D.Ns
i correspond to the sample number in Ys

i .
In order to model the characteristics of the source data effectively, it is essential

that the structured dictionary ‘D’ should exhibit a dominant reconstructive ability of
the samples Ys. In the Sparse Representation (SR) Framework, a sparse linear
combination of the atoms in D is anticipated to signify any samples of Ys, provided
an over-complete dictionary D is offered and based on this, the penalty term for
dictionary learning is produced by minimizing the reconstruction error Es

min

D;Xs
Es ¼ Ys � DXsk k2F ; s:t:8l; xsl

�� ��
0 � T0

whereXs
l ¼ column of Xs;T0 ¼ Sparsity Level:

ð3Þ

From (3), it is noted that the maximum number of atoms in the dictionary D used
for reconstructing the samples is limited by T0. Upper limit of T0 is the dictionary
dimension, which is represented as m. Since the SR algorithm searches few of the
most significant atoms in the dictionary D for sample reconstruction, the Sparsity
level i.e. T0 should be comparatively less than the value of m. The proper range of
T0 will be around half of the dictionary dimension. In this model, it is further
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necessary that each sub-dictionary Di focus on modeling of the corresponding
statistical property of subclass data, so that each class of data in the source view can
be discriminately characterized by the structured dictionary D. First, each
sub-dictionary Di should be capable of representing the corresponding subclass
samples Ys

i . Decomposing the coding coefficients of Ys
i over D ¼ ½D1;D2; . . .;DC�;

as Xs
i = Xs

i;1;X
s
i;2; . . .; ;X

s
i;C

h i
where Xs

i;j stand for the coding coefficient of Ys
i

equivalent to sub-dictionary Dj. The reconstruction item of the samples Ys
i is

computed as
PC

j¼1 DiXs
i;j þEs

i : The first restriction is formed as Ys
i ¼ DiXs

i; j þEs
i ,

which points out that the reconstruction items from other classes sub-dictionary Dj

(j ≠ i) are avoided. Second, the reconstruction coefficients on Di of samples from

the class j(j ≠ i) should be nearly zero. The second constraint r(DiÞ ¼
PC

j¼1; j6¼i DiXs
j;i

���
���
2

F
is formed by presuming that Xs

i;j as the coding co-efficient of Ys
j .

r(Di) should be less, which means that the association between Di and Ys
j (j ≠ i) is

modified to be small. In this way, each Sub-dictionary Di characterizes the corre-
sponding subclass data Ys

i discriminatively. Finally, the objective of the discrimi-
natively training the structured dictionary is developed as

min
D;Xs

Ys � DXsk k2F +
PC

i¼1 Ys
i � DiXs

i;i

���
���
2

F
þ arðDiÞ

� �
s.t. 8l; xsl

�� ��
0 � T0, where

α = positive scale parameter, α controls the dictionary D’s discriminative power.

4 Results and Discussions

Face Recognition across multi-view is has various approaches [16–22]. Multi-view
Discriminant Analysis and Source Domain Dictionary are two techniques which we
have developed and analyzed in this paper to faces across varying poses. Both these
techniques are validated using 337 subjects present under CMU-Multi PIE face
database. These images are recorded on 15 different points of view and 19 different
illumination conditions. Table 1 describes train and test face image used from CMU

Table 1 Train and test face image used from CMU multi-PIE face database

Total no. of train classes 337

No. of poses variations per train class 15

No. of illumination variations per train class 19

No. of images trained images per class 10

Total no. of trained images (337 × 10) = 3370

Test images per class (15 + 19) = 34

Total no. of test images (337 × 34) = 11,458

Dimension 3072 × 2048
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Multi-PIE Face Database. Tables 2, 3 and 4 depicts the face recognition rate
acquired on MDA and SSD during first, second and third implementation using
MATLAB R2015b on Intel 5th generation Core i7-5557U processor NUC (8GB
DDR3 RAM, 2TB 7200Rpm HDD), Intel 3rd generation Core i5-4258U processor
(4GB DDR3 RAM, 1TB 7200Rpm HDD) and ODROID-XU4 powered by ARM
big.LITTLE technology (2GB DDR3 RAM, Samsung Exynos 5422 Cortex—A15
2Ghz and Cortex—A7 Octal core CPUs).

Tables 2, 3 and 4 clearly indicates that the face recognition rate obtained on
CMU-Multi PIE face database using SSD is 97.74 % (average of three imple-
mentations) is better than MDA on CMU-Multi PIE face database. Also the exe-
cution time taken by SSD is less when compared to MDA on CMU-Multi PIE face
database.

5 Conclusion

Recognizing multi-view faces is a challenging task [16–22]. Multi-View
Discriminant Analysis and Source Domain Dictionary are two techniques which
we have developed and analyzed in this paper to faces across varying poses.
In MDA the faces collected from various views are reflected to a discriminant
general space by making use of transforms of those views. SSD on the other hand is
based on sparse representation, which efficiently makes the dictionary model of
source data. It also signifies each class of data discriminatively. Both the developed

Table 2 Face recognition rate using MDA and SSD on CMU multi-PIE face database—first
implementation using Intel 5th generation core i7-5557U processor NUC

Technique Face recognition rate Execution time

Multi-view discriminant analysis 10,770/11,458 = 93.99 % 06 h 37 min

Source domain dictionary 11,200/11,458 = 97.74 % 04 h 27 min

Table 3 Face recognition rate using MDA and SSD on CMU multi-PIE face database–second
implementation using Intel 3rd generation core i5-4258U processor

Technique Face recognition rate Execution time

Multi-view discriminant analysis 10,774/11,458 = 94.03 % 07 h 13 min

Source domain dictionary 11,201/11,458 = 97.75 % 05 h 12 min

Table 4 Face recognition rate using MDA and SSD on CMU multi-PIE face database—third
implementation using ODROID-XU4 powered by ARM technology

Technique Face recognition rate Execution time

Multi-view discriminant analysis 10,769/11,458 = 93.98 % 14 h 19 min

Source domain dictionary 11,200/11,458 = 97.74 % 11 h 52 min
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techniques are validated on CMU-Multi PIE face database which contains 337
people recorded under 15 different view positions and 19 different illumination
conditions. From our analysis we have found that the face recognition rate obtained
on CMU-Multi PIE face database using SSD is 97.74 % (average of three imple-
mentations) is better than MDA on CMU-Multi PIE face database. Also the exe-
cution time taken by SSD is less when compared to MDA on CMU-Multi PIE face
database.
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Mining Maximal Efficient Closed Itemsets
Without Any Redundancy

L. Greeshma and G. Pradeepini

Abstract Miningmore relevant itemsets fromvarious information repositories, which
is an essential task in knowledge discovery from data that identifies itemsets with more
interestingness measures (support and confidence). Due to the availability of data over
Internet, it may retrieve huge number of itemsets to user, which may degrades the
performance and increases time complexity. This paper proposed a framework called
Analyzing All Maximal Efficient Itemsets to provide a condensed and lossless repre-
sentation of data in form of rule association rules. We proposed two algorithms
Apriori-MC (Apriori-Maximal Closed itemsets) and AAEMIs (Analyzing All Efficient
Maximal Itemsets) by deleting non-closed itemsets. The proposed method AAEMIs
regains complete relevant itemsets from a group of efficient Maximal Closed Itemsets
(MCIs) without specifying user specified constraint and overcoming redundancy.

Keywords Frequent itemsets � Maximal closed efficient itemsets � Efficient
mining � Association rule mining

1 Introduction

Due to wide availability of data over Internet is rapidly growing every year. Internet
users are able to retrieve required information based on their specified intension. In
general Information Retrieval System retrieves large of unlabeled data to the end
users, which need to be preprocessed to a labeled data, which increases the time
complexity. Knowledge discovery from data and data mining are multidisciplinary
domain that mainly concentrates of achieving interesting rules from labeled data [1].
Through, the basic research oriented topic is miming frequent itemsets from various
databases like datawarehouse, time series, sequential, relational, multimedia, object
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relational, temporal, text databases and application domains like mobile environ-
ments, bioinformatics and web mining analysis.

Association rule is defined asX→Y,which implies that if a particular transaction in
a database contains itemset X then it will probably contain itemset Y [2]. For instance, if
X purchases a computer then there is a chance that Y purchase software. The most
significant association rules are evaluated by using interestingness measures like
support, confidence, lift, and cosine. The association rulesmining difficulty has become
an important research area by concept of the Apriori algorithm i.e., mining frequent
itemset with help of a candidate key generation. Themining relevant itemsets consist of
two phases. In First phase, identifying frequent itemsets is essential for generating
association rules [3]. In Second phase, validating these rules are important because
most of obtained rules may have same antecedent part, which causes a redundancy. It
alsomisleads the end user for taking right decision.One of problem to be overcome is to
reduce complexity of resulted rule set. Normally, the number of rules obtained are high
because of it many of datamining algorithm focuses onmining quantitative association
rules on positive dependencies rather than negative dependencies but in certain sce-
narios we can correlate positive and negative dependencies [4]. Thus, time complexity
for the algorithms increases which degrades the performance. Later on to represent
frequent itemsets the concept of mining closed high utility itemset, compressed fre-
quent pattern, crucial itemsets and frequent itemsets based on positive dependencies
have been proposed in the literature [5, 6–9]. The problems associated with these
association rules are those which are constructed from set of items by scanning data-
base, but these rules still contain redundancy and also size of itemsets are shortened.

We aim to condense the size of an association rules without specifying user
specified constraint and set of highly relevant rules are to be obtained without a
lossless information which helps the analyst to take decision quickly. An interesting
research query arises “As it is not conceivable to consider a closed and lossless
information of an efficient closed itemsets motivated by the above-mentioned
problems in Maximal efficient Closed Itemsets (MCIs) mining”. Answering to this
question is not an easy task. There are certain problems like previous algorithms may
not be more efficient for extracting relevant data, merging frequent itemsets to form a
MCIs may produce lossy representation of data which may not be useful for end
users. We showed that proposed two algorithms named Apriori-MC (Apriori-based
algorithm for mining Maximal efficient Closed itemset) and AAEMIs (Analyzing All
Efficient Maximal Itemsets). Related work is discussed in Sect. 2. Section 3 outlines
necessary prerequisites for the representation of MCIs and proposed methods.
Section 4 describes about experimental results. Conclusion is given in Sect. 5.

2 Related Work

There are several existing algorithms to identify frequent itemsets by scanning
database for each and every transaction and most prominent among them is Apriori
Algorithm. In order to mine MCIs, Pasquier et al. [10] first proposed a hierarchical
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searching methodology with the help of Apriori properties over the subset pattern
known as CLOSE. Pei et al. [3] proposed CLOSET using the dense data structure
known as Frequent Pattern-Tree that is done by mining maximal itemsets without
generating candidate keys and inheriting the divide and conquer approach from
Frequent Pattern-Growth algorithm [11]. Grahne and Zhu [12] proposed next version
of CLOSET+ termed as FP-CLOSE reduces iterative traversal over FP-Tree. By
mining frequent itemset using vertical data format has been proposed by Zaki and
Hsiao [5]. These rules can be evaluated by its coverage and accuracy. Moreover, the
rule set obtained may not preserve the same conclusion ability as the entire rule set,
and as a result the conclusion is not derivable. Pasquier et al. [10] produced rules
having marginal antecedent and highest consequent part considered as a lossless
non-redundant data. Rules obtainedmay not retain the same conclusion, as they do not
sustain any added information to the user. Cheng et al. [13] provides the
non-redundant rules by pruning them using the concept of user specified threshold
value. However, their method does not moderate the number of association rules for
havingminimal set of items.Among all the origins proposed in the literature, produces
association rules with minimum confidence. Major drawback is, it is not necessary to
produce rule sets, which must be less than user specified threshold value. All these
related works discussed here are meant for fetching highly relevant rules without any
redundancy and lossless information to the end users. However, this paper focuses on
retrievingMaximal efficient Closed Itemsets that can be adapted formultiple domains.

3 Prerequisites and Proposed Algorithms

In this section we provide fundamental concepts and definitions, which are required
for describing proposed algorithms.

3.1 Maximal Efficient Itemsets Mining

Definition 1 (Total efficiency of an itemsets in a database D) The total efficiency of
an itemset with transaction TID is represented as te (Ii, TID) and formulated as

te Ii;TIDð Þ ¼ wt Iif g;Dð Þ � q Iif g;TIDð Þ: ð1Þ

Let A be the total efficiency in transaction TID is defined as te ({A}, TID) and
formulated as summation of total efficiency of each item in set and calculated as

RIi�A te Iif g;TIDð Þ: ð2Þ

Definition 2 (Maximal Efficient Itemsets) Let A be Maximal efficient itemset is
described as iff e(A) ≥ min_efficiency.
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Definition 3 (Complete set of MEIs in the database) The set of itemsets denoted as
S and a function is represented as

fMðSÞ ¼ fAjA � S; eðAÞ�min efficiencyg: ð3Þ

The Maximal Efficient complete itemsets M in D (M � D) and formulated as
fM(D).

Example 1 (Maximal Efficient Itemsets) Let Table 1 represent a relational database
containing five transactions. Each tuple contains group of items and have a trans-
actional value. Let Table 2 represents Weight associated with items in transactional
database.

From Tables 1 and 2, the total efficiency of the item {I4} in the transaction T3 is
te ({I4}, T3) = wt ({I4}, D) × q ({I4}, T3) = 3 × 2 ⇒ 6. The efficiency of {I2, I4} in
T3 is e ({I2, I4}, T3) = e ({I2}, T3) + e ({I4}, T3) = (1 × 1) + (3 × 2) = 7. Similarly
the efficiency of {I2, I4} in T5 is e ({I2, I4}, T5) = te ({I2}, T5) + e ({I4},
T5) = (1 × 1) + (3 × 3) = 10. The total efficiency of {I2, I4} in Supermarket
transactional database is te ({I2, I4}) = e ({I2, I4}, T3) + is e ({I2, I4},
T5) = 7 + 10 = 17. If min_efficiency threshold value is 10 then the itemset {I2, I4} is
maximal whose value is greater than min_efficiency.

3.2 Mining Closed Itemsets

We discuss properties and terminology related to mine closed itemsets.

Definition 4 (Closure of an itemset) Let TID represents transaction of ith items and
S be the set of Association Rules with maximum confidence. Associative closure
TID
+ = \ S 2 Supp_count(i) TID, where Supp_count(i) denotes support count of an

item in a database such that i 2 B and TID
+ � A where A → B 2 S.

Table 1 Transactional
database

TID Transaction Support value

T1 I6 I1 I2 I3 5

T2 I3 I1 I2 I3 I3 8

T3 I1 I4 I2 I4 8

T4 I3 I3 I5 5

T5 I1 I4 I2 I4 I4 11

Table 2 Profit associated
with the itemsets

Items I1 I2 I3 I4 I5 I6
Weight 1 1 2 3 1 1
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Definition 5 (Maximal efficient Closed Itemsets) Let A be Maximal efficient Closed
Itemset is as follows:

MC ¼ fAjA 2 S;A ¼ Tþ
IDðAÞ; eðAÞ�min efficiencyg: ð4Þ

Non-closed efficient itemset A is defined as iff A 2 M \ A 62 TID
+ . For example,

If min_efficiency threshold value is 10 then set of closed MEIs in Table 1 is
MC = {{I3}, {I1, I2, I3}, {I1, I2, I4}.

Property 8A; where A is non-closed maximal efficient itemset, their exit B 2 MC
such that B = (TID

+ (A)) \ (e(A) < e(B)).

Proof 8A 2 S; 9B 2 T þ
ID such that supp_count(A) = supp_count(B). Since

A 2 M and A 62 TID
+ , e(A) ≥ min_efficiency and A is subset of B. Therefore, for all

A 2 S supp_count(A) = sup_count(TID
+ ) ⟺ g(A) = g(TID

+ (A)) and total efficiency
of an itemset in a database.

3.3 Algorithms for Mining Maximal Efficient Closed
Itemsets

We proposed two significant algorithms Apriori-MC (An Apriori-based algorithm
for mining Maximal efficient Closed itemsets) and AAEMIs (Analyzing All
Efficient Maximal Itemsets) for mining. However the two algorithms are based on
total efficient itemsets properties that vary from [5, 6–9].

The Apriori-MC Algorithm

This is standard algorithm, which requires two Phase I and Phase II. In First phase,
scans database to find k-Itemset, which are used to generate (k + 1) candidate key
[1]. Each itemset in a database having a supp_count no less than abs_min_effi-
ciency is included to the set of (k + 1) MEIs Lk + 1. In Second phase algorithm
removes non-closed itemsets in Lk + 1 by the following process. By the definition
of maximal efficient closed itemsets. B � A such that (B 2 Lk) \ (supp_count
(A) = supp_count (B)). If true, B is discarded from Lk because B is not a maximal
closed itemset according to Definition 5. If false, B is retained and identified as
“closed” because it is added as maximal efficient closed itemset (MCIs).

Efficient Retrieval of Maximal Itemsets

This section employs divisive hierarchical strategy (i.e. top-down approach) named
as Analyzing All Efficient Maximal Itemsets (AAEMIs) for retrieving all MCIs and
their total efficiency from set of complete MCIs. The algorithm takes input
parameters as total efficient threshold min_efficiency, a set of Complete MCIs and
Largest length of Itemsets in MC.
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Analyzing All Efficient Maximal Itemsets that outputs complete MCIs. M = Ui=1
k

with respect to min_efficiency where Mi indicates set of MEIs of length i.
First, the set MLL is assigned to MCLL, where the symbolization MCi denotes the

set of i-itemsets in MC. For each iteration, initially i is assigned to LL-1 during lines
2 in algorithm and this process is continued till the end of line 20 in the algorithm.
After initialization for each iteration ei 2 MCi if total efficiency of ith itemset
A < min_efficiency then it discards the ith itemset from MCi which designates the
subset of ith itemset in the form of an association rules as B � A − {ei}. Otherwise
attach the total efficiency of ith itemset to MCi that results (i + 1)-tem subsets. If
B 2 MCi or B 62 MCi and supp_count (A) > supp_count (B) then B is concatenated
with MCi − 1 and set count to the support count of A (Property 1), i.e., supp_count
(A) = supp_count (B). Therefore repeat this process until complete set of MCIs is
retrieved (Fig. 1).

Fig. 1 AAEMIs algorithm

344 L. Greeshma and G. Pradeepini



4 Experimental Results

Experiments are done on supermarket dataset to evaluate the performance of
algorithms. The parameters required are defined in Table 4. Table 3 represent the
number of patterns retrieved from supermarket dataset (Fig. 2).

Table 4 Number of patterns
retrieved

Minimum efficiency # Candidates for Apriori-MC

0.8 18

0.6 35

0.4 341

0.2 16,194

Table 3 Parameters Parameter Value

T: # Transactions 100 K

L: Average transaction length 6

I: # Unique items 500

S: Average size of MCIs 5

Q: Maximum #items purchased 3

Fig. 2 Execution time on
supermarket dataset
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5 Conclusion

The challenges of ARM are to decrease the computational cost and to decrease the
amount of labeled data as well as the retrieving relevant association rules. To
overcome these difficulties it is divided into two phases. First, generates maximum
number of frequent itemsets. Latter mining association rule is an important phase.
Lot of work has been proposed to improve the efficiency. We proposed two
algorithms for the retrieval of Maximal Efficient Itemsets named as Apriori-MC
(Apriori-Maximal Closed itemset) and AAEMIs (Analyzing All Efficient Maximal
Itemsets) by discarding non-closed itemsets. Apriori-MC accomplishes incremental
search where ith-itemset helps us to find out (i + 1) itemsets to identify i-frequent
itemsets by deleting irrelevant itemsets. In order to increase efficiency of retrieving
resultant data from a closed maximal itemsets, which is represented in the form of
association rules, proposed an algorithm named as AAEMIs produces condensed
and lossless information without any redundancy.
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An Interactive Freehand ROI Tool
for Thyroid Uptake Studies Using
Gamma Camera

Palla Sri Harsha, A. Shiva, Kumar T. Rajamani, Siva Subramanyam
and Siva Sankar Sai

Abstract Thyroid Uptake is a procedure that requires an injection of
radiotracer/radio-isotope into the patient’s blood stream. After injecting 2 milli-
curies of Technetium-99m pertechnetate radio-isotope, thyroid images are acquired.
This uptake requires a special purpose camera called Gamma Camera. Thyroid
uptake study provides both the functional, structural information. It is used for the
diagnosis of various thyroid disorders. Thyroid uptake is calculated depending on
the counts. Counts are nothing but the total number of intensity values present in
the selected region of interest. LEAP (Low Energy All Purpose) collimator is used
in the Gamma Camera which can handle only photons of lower energies.
Technetium-99m pertechnetate is used having an emission energy of 140 keV.
Thyroid uptake scan study using Gamma Camera has to be calibrated at each
organization. In our super specialty hospital, it has been standardized that the
uptake value greater than 2.5 % is considered as Hyperthyroidism, and value
between 0.5 and 2.5 % is considered as Normal and the value less than 0.5 % is
considered as Hypothyroidism. An Interactive freehand ROI tool was developed in
Matlab R2013a as an alternative to the software existing in the Department of
Nuclear Medicine, SSSIHMS. This ROI throws light on understanding the image
data and calculating the Glomerular Filtration Rate. The GFR is calculated using
GATES formula. The tracer uptake is obtained from both left and right thyroid
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lobes by manually drawing a ROI separately. Developed tool was tested on 30 real
time thyroid cases with expected thyroid disorders. The uptake value obtained from
the developed tool are compared with the values of the existing software in
SSSIHMS.

Keywords Interactive freehand � Matlab � Hyperthyroidism � Radiotracer �
Syringe � Anticubital

1 Introduction

Nuclear Medicine imaging modalities such Single Photon Emission Computed
Tomography are non-invasive. Functional imaging technologies had been pro-
ducing good results for identification and diagnosis of aliments related to thyroid,
renal, cardiac, bone study etc. [1, 2]. Thyroid study is done by using a Gamma
Camera that could capture gamma radiation and convert into equivalent electronic
signal for acquiring the images.

The thyroid scan and uptake provide structural and functional information of the
thyroid. It is a gland located in the neck region which controls the body metabolism
essentially responsible for converting food into energy. Thyroid uptake scan study
is useful for the diagnosis and treatment of Hyperthyroidism. Technetium-99m
pertechnetate is used for the thyroid uptake study. Apart from technetium,
Iodine-131 with an oral administration of 25 microcuries and Iodine-123 (sodium
Iodide) is also given orally in administered quantity of 200–400 millicuries [3].

2 Thyroid Uptake Procedure

2.1 Acquisition and Imaging

Thyroid uptake scan study was done after injecting technetium-99m pertechnetate
of 2 millicuries through an intravenous injection. A Dual Head Angle Gamma
Camera is used for the acquisition of thyroid images with a parallel hole LEAP
(Low Energy All Purpose) collimator (anterior view) [4]. After injection, the patient
is positioned under the Gamma Camera detector in supine with patients head tilted
back, to expose the thyroid region to the detector of gamma camera. The following
acquisition parameters were used: anterior view, 128 × 128 matrix and a zoom
factor of 1.78.

Each patient data consists of four 2 dimensional 16 bit static images by name
Full Syringe, Thyroid scan, Empty Syringe and Anticubital as shown in figure. The
delayed static images are acquired 2–3 h after post injection.
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The procedure is as follows:

1. Full Syringe: Syringe with radiotracer is imaged before injection for 1 min.
2. Thyroid is imaged for 10 min.
3. Empty Syringe: Post injection, Some amount of tracer is left after injection,

which is imaged for 1 min.
4. Anticubital: Region where the tracer is injected in the body is imaged for 1 min.

2.2 Uptake and Calculations

The study of thyroid uptake is useful for the diagnosis and treatment of
Hyperthyroidism. The thyroid counts were determined by manually drawing region
of interest (ROI) around the left and right thyroid lobes separately. The background
counts are determined by selecting the regions on either shoulders for subtraction
using freehand ROI tool in Matlab R2013a. The counts of the Full Syringe,
Thyroid, Empty Syringe, and Anticubital are obtained by manually drawing the
ROI in the Fig. 1a–d.

Counts are obtained by summing up all the pixels from the selected region of
interest of the two dimensional images. Thyroid Uptake was calculated by the
following equation (Fig. 2).

Uptakeð%Þ ¼ Thyroid cpm� Thyroid background cpm
Standard cpm

� 100 ð1Þ

Standard cpm ¼ Full Syringe� Empty Syringe� Anticubital ð2Þ

cpm refers to Counts per minute. Since the thyroid image is acquired for a period of
10 min. In order to get the counts per minute, the thyroid counts obtained are
divided by ten.

The medical expert performs the segmentation of the thyroid manually by
drawing the ROI (Region of Interest) [5] separately on left and right thyroid lobes
and the software in return gives the Uptake and counts along with the volume of

Fig. 1 a Full syringe. b Thyroid scan. c Empty syringe. d Anticubital
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thyroid, the standardization used in the SSSIHMS. The results obtained from the
developed freehand ROI tool is compared with the results of the existing software
present in the hospital.

2.3 Proposed Interactive Freehand ROI Tool

The Siemens Dual Head Gamma Camera has a LEAP collimator which can handle
only photons of lower energies. Tech-99m which has an emission energy around
140 keV is used as radiotracer. In order to use Iodine-131 as a radio isotope with
emission energy around 364 keV requires a Higher energy order with High reso-
lution. A software tool similar to the existing tool present in the SSSIHMS was
developed which would enable the radiologist to use the developed tool as a backup
software for the Thyroid Uptake studies using Matlab R2013a [6]. Matlab is a
proprietary software and a fourth generation programming language and an inter-
active environment developed by Math Works used by millions of scientists and
engineers worldwide. It includes toolboxes like communications, control systems
and signal and image processing. Matlab is used for Image Enhancement,
Registration, and Segmentation etc. Matlab is compatible with various operating
systems such as MAC, Windows, and Linux. Figure 3 shows the various windows
of the developed inter active free hand ROI tool. Figure 3a shows Welcome win-
dow of the developed tool, Fig. 3b shows the Full Syringe window, Fig. 3c shows
the Left Thyroid window, Fig. 3d shows the Right Thyroid window, Fig. 3e shows
the Empty Syringe Window, Fig. 3f shows the Anticubital window. Figure 4 shows
the windows of freehand ROI markings on the 16 bit DICOM images. Figure 4a
shows the ROI marking of the Full Syringe, 4b shows the ROI marking of the Left
Thyroid, Fig. 4c shows the ROI marking of the Right Thyroid, Fig. 4d shows the

Fig. 2 User interface of thyroid uptake software used at SSSIHMS
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Fig. 3 Developed tool windows. a Welcome window. b Full syringe window. c Left thyroid
window. d Right thyroid window. e Empty syringe window. f Anticubital window

Fig. 4 Developed tool ROI windows. a Full syringe ROI window. b Left thyroid ROI window.
c Right thyroid ROI window. d Empty syringe ROI window. e Anticubital ROI window
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ROI marking of the Empty Syringe, Fig. 4e shows the ROI markings of the
Anticubital. Counts are obtained from the above ROI markings on the 16 bit
DICOM images of the thyroid through which the Thyroid Uptake can be calculated.
After drawing the freehand ROI on the interested region the minimum and maxi-
mum co-ordinate values are obtained from both x-axis and y-axis. From this
co-ordinate values, the respective pixel intensity values are obtained in the range of
the minimum to maximum. Finally the counts are calculated by summing up all
pixel values present in selected ROI (Table 1).

Table 1 Comparison of standard counts and thyroid uptake values: developed tool and existing
thyroid uptake software

Patient ID Std. counts Thyroid uptake

Developed tool Existing software Developed tool Existing software

Patient 1 567,468 602,960 16.2 16.3

Patient 2 520,124 579,860 1.1 1.4

Patient 3 462,047 540,100 2 2.3

Patient 4 435,058 491,100 1.2 1.6

Patient 5 440,181 500,900 2.8 2.6

Patient 6 495,582 580,040 20.9 20.9

Patient 7 423,978 461,480 8.2 8.6

Patient 8 505,193 534,320 14.1 15.2

Patient 9 513,437 559,660 1.8 2.3

Patient 10 536,111 575,020 4 4.5

Patient 11 554,674 535,170 1 1.3

Patient 12 495,604 548,690 3.5 4

Patient 13 440,373 470,520 5.8 7

Patient 14 518,586 563,780 12.7 13

Patient 15 543,167 589,240 3.1 4.1

Patient 16 534,070 557,270 13.9 13.6

Patient 17 535,605 586,910 0.8 1.2

Patient 18 552,864 580,040 19.1 20.9

Patient 19 583,571 621,750 0.7 0.8

Patient 20 573,011 596,660 10.9 11.4

Patient 21 649,794 681,670 13 12.9

Patient 22 497,373 573,880 0.9 1.8

Patient 23 563,240 588,470 10.2 10.6

Patient 24 379,190 562,540 8.4 8.7

Patient 25 433,144 464,200 13.8 13.5

Patient 26 489,021 501,250 8.5 8.7

Patient 27 518,456 548,620 1.7 2

Patient 28 462,280 491,100 1.1 1.6

Patient 29 395,441 500,990 2.5 2.8

Patient 30 427,294 535,170 0.8 1
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3 Results

3.1 Discussion and Conclusion

An Inter active freehand ROI tool was developed for the Thyroid Uptake Studies
using Gamma Camera in the Department of Nuclear Medicine at Sri Sathya Sai
Institute of Higher Medical Sciences, Prasanthigram. The developed tool was tested
on the 30 thyroid patients in real time with definite or suspected disease. The results
of the tested 30 patients are tabulated in the above tabular form. The counts
obtained from the developed tool are close to the values obtained the existing
software but are not same. This is because the counts values differ from software to
software and also depends on the precise drawing of ROI on the interested region in
the image. Statistical analysis (P value) was also done for both developed tool and
existing software and found to be 0.805 which is greater than the significant value
0.005 i.e. P value is greater than 0.005. This difference is considered to be not
statistically significant.
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Literature Survey on Intrusion Detection
Systems in MANETs

Pooja Kundu, Neeti Kashyap and Neha Yadav

Abstract Mobile ad hoc networks are wireless networks consisting of mobile
nodes with no boundary. Nodes are free to move and the network is dynamic.
Unique features of these networks serve as benefits as well as drawbacks and give
chances to attackers. Intrusion occurs when a malicious node tries to enter the
network and misuses the resources. Several attacks and intrusion detection
techniques are discussed in this paper.

Keywords Ad hoc networks � Intrusion detection � Manets � Security � Wireless

1 Introduction

Wireless networks provide scalability and reduced costs. Mobile ad hoc network
(MANET) is one of the most significant applications of wireless networks. They have
different and unique characteristics such as dynamic topology, self-configuration and
maintenance, fast and easy to deploy, cheap and absence of centralized authority. The
density of nodes keeps changing. Communication method is flexible because a
MANET has self-organizing property. Nodes are equipped with transmitter as well as
receiver. No expensive base-station is required. Such networks find their application
in military, rescue operations, vehicular computing and offsite-meetings of a com-
pany. Memory, bandwidth and battery-power of nodes are limited.

There is a risk of different types of attacks. They can be categorized into active
and passive. Active attacks are those which modify or drop the data packets and
cause distortion in the traffic. Network is monitored by a malicious node in passive
attacks. One or more layers of routing protocol are attacked. Network-layer attacks
are Sybil, black hole and gray hole. Transport layer is attacked in session hijacking
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and repudiation attack, worms, mobile virus and Sybil attack application layer.
Table 1 presents the different type of attack.

The paper is organized as follows. Section 2 is comprised of different architec-
tures and techniques for intrusion detection. Section 3 presents the research done in
this field and summarizes the work in a table. Finally Sect. 4 concludes this study.

2 Intrusion Detection Systems

With the evolution of wireless technology security has always been a major con-
cern. Although there are many intrusions prevention techniques like authentication
and encryption but they do not prove to be sufficient to guarantee security. Intrusion
detection systems (ID) provide another level of security. They detect malicious
nodes and try to respond accordingly. IDS used for traditional networks cannot be
used for MANET because of the difference in architecture. An activity is defined to
be abnormal when it attempts to compromise the integrity, availability and confi-
dentiality. If an attack is detected IDS take an action to inform other nodes and try
to recover. IDS can be classified according to audit data collected, technique used,
and architecture followed. Audit data is collected by each node as there is no
centralized management. According to the data collected by nodes IDS is classified
into host-based or network-based. Host-based IDS depends upon the operating
system to audit data. Network-based IDS relies on the analyses of network traffic
and data packets. Figure 1 presents the classification of IDS [1].

Table 1 Category of attacks

Active Compromised routing logic Black hole, gray hole, sybil, sleep deprivation

Network traffic distorted Packet dropping, packet replication, DoS

Passive Traffic analysis, location
disclosure, eavesdropping

Fig. 1 Classification of IDS
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2.1 Challenges Faced by IDS in MANET

Characteristics of MANET not only make it a unique application but also make it
difficult for IDS to adhere to these features. IDS used by traditional networks are not
suitable for a MANET. Following are some of the challenges faced by IDS when
designed for a MANET.

Lack of central audit points: In traditional networks, routers, gateways and
switches act as audit points. MANETs lack central management and central audit
points.

Dynamic topology: The mobility of nodes in a MANET causes dynamic
topology. The relationship of a node with its neighbors keeps changing. The IDS is
required to be flexible to easily adapt changes in topology.

Resource constraint: Resources like battery power, bandwidth, and memory are
limited and they cause problems like dead nodes, selfishness of nodes, and limited
transmission power.

Assumption of routing algorithm: Most of the routing protocols used in a
MANET are based upon global trustworthiness. It is assumed that all the nodes are
cooperative [2]. Malicious nodes take advantage of this trust. It is easier for an
attacker to intrude the network. Some nodes of the network act selfishly and do not
cooperate with others.

From the above mentioned characteristics it is concluded that IDS must be
distributive, scalable, flexible and cooperative.

2.2 Architecture Used for IDS

The architecture plays an important part in describing how efficiently the IDS can
be applied to the network.

Stand-alone IDS: Local intrusion detections are performed at each node of the
network. None of the nodes send alert information regarding the attacks detected by
them. The information at each node may not be enough to provide the security.
Thus it is not preferred in most of the applications.

Distributive and Cooperative IDS: Each node of the network participates in
the intrusion. The distributive nature of MANET demands IDS to be distributed.
Local as well as global intrusion detection is performed. The IDS at each node
detects the intrusion locally. When the collected evidence by a node is strong
enough then the node takes responsive action regarding the attack. All nodes in a
network cooperate to take action towards the attack.

Hierarchical IDS: Every node is not equal and has different responsibility.
Network is divided into clusters and some nodes are selected as cluster-heads.
Cluster-heads are responsible for performing different roles for their respective
clusters. Every node detects local intrusion. It is the duty of cluster-heads to respond
according to the attacks detected in a cluster. A hierarchy of steps is followed to
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combat the attack detected. The disadvantage of implementing this architecture is
that the classification of nodes in a cluster and election of leaders for the clusters
result in an overhead as well as difficult to decide [3].

2.3 Technique for Intrusion Detection

Anomaly-based ID: A normal behavior is established by considering some
parameters of the network. Auditing of data is done to find out the normal behavior.
Normal profiles so decided are matched to detect any abnormal behavior.
Suspicious activity may or may not be an attack. This decision is also taken by ID.
These normal profiles must be updated with time. No prior knowledge of attacks is
required. It is capable of detecting novel attacks. The drawback of this method is
that normal profiles are not easy to be decided.

Misuse-based ID: Misuse-based intrusion detection called signature-based
detection or knowledge-based detection. Known attack profiles are efficiently
detected by this method. Signatures of known attacks are matched with the detected
malicious activity in order to detect attacks. There is one drawback of this technique
that novel attacks cannot be detected.

Specification-based ID: This technique uses both the above mentioned tech-
niques to detect attacks in a network. Firstly normal and abnormal behaviors are
differentiated from each other. These profiles are then used while monitoring the
network. Since normal profiles are built manually, it is a time-consuming task and
may contain errors.

3 Review of Intrusion Detection Algorithms

In 2000, Marti et al. proposed two techniques watchdog and pathrater. In watchdog
technique the node promiscuously snoops and overhears the data packet sent by
neighbors. For example, in Fig. 2, node A sends the data packet to node B which in
return relay the packet to node C. A buffer is maintained by node A and it overhears
the packet sent by node B to node C. If the packet sent by node B does not match
with the packet stored in the buffer of A or the node B failed to relay the packet,
failure counter of B is increased. Those nodes whose failure counter is above the
threshold value are excluded by pathrater from the routing path. The watchdog
technique is not able to work in following 6 situations: receiver collisions,
ambiguous collisions, false misbehavior, collusions, limited transmission power
and partial dropping [4]. The technique used in watchdog is extended by Nasser
et al. in 2007 and proposed an algorithm named ExWatchdog [5]. This algorithm
partitions the malicious nodes and then proceeds to protect the network. Any node
which falsely report other node is detected but correctness of report is cannot be
confirmed if malicious node exist in all the routing paths.

360 P. Kundu et al.



In spite of detecting malicious nodes, TWOACK [6] detects misbehaving links.
Although this algorithm is capable of detecting intrusion in case of limited trans-
mission power and receiver collision but misbehaving nodes get more chances as
they might be connected to different links. It fails to detect in presence of false
misbehavior report and forged acknowledgement packets. AACK [7] intrusion
detection is an enhancement to TWOACK. Adaptive ACKnowledgement (AACK)
is used as a default mode to reduce the routing overhead of TWOACK scheme.
Two modules are used namely enhanced TACK and AACK, and an algorithm is
used to switch between these modules.

In 2013, EAACK [8] algorithm is proposed in which acknowledgement packets
are digitally signed by using DSA algorithm to make them secure. It also solves the
issue of false misbehavior. Packet delivery ratio (PDR) is the actual number of
packets received by the respective destination to the number of packets sent by the
source. Figure 3 shows the PDR vs. malicious nodes percentage in the network. In
Fig. 3a ExWatchdog (EX) increases the packet delivery ratio as compared to
Watchdog (W). In Fig. 3b EAACK outperforms TWOACK (TA) and AACK (AA).

Application layer attacks are resolved by the algorithm proposed by Chang et al.
[9]. Mobile agents are used to augment the intrusion detection. They are dispatched
on the demand of nodes of the network or periodically by MA server. MAs are
responsible for detecting anomaly, adding normal profiles and signature of attacks,
verifying the IDS agents on the nodes. Each MA performs only one task. They can
be captured by malicious node or get lost. Wang et al. [10] presented a mechanism
design-based secure leader election model which uses a distributed approach. While
electing leaders for clusters some nodes may act selfishly to save their resources. To
prevent this incentives are given in the form of reputation so that none of the nodes
lie about its resources. Lifetime of the network is prolonged by this algorithm.

Fig. 2 Failure counter of node B is increased
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A novel scheme is proposed in [11] which combine support vector machines
(SVM) and fuzzy integral. The fuzzy integral integrates multiple classifiers so that
classification at low bit rate occurs efficiently. Two layer protection is provided by
the scheme proposed in [12]. Prevention-based and detection-based approaches are
combined and work optimally because both the schemes share information with
each other. Multimodal biometrics is used for continuous authentication.

Nodes are divided into non overlapping zones in ZBIDS [13]. It is a 2-level
scheme. Every node has IDS which work collaboratively and generate alerts.
Gateway nodes are responsible for collaboration of the alerts inside a zone and
generating an alarm in case of attack. Many false alerts are avoided by them.
Trade-off between security and power are considered in power-aware intrusion
detection [14]. Genetic programming (GP) is used for evolving programs in order to
detect known attacks, while considering varying mobility of nodes.

Some algorithms are proposed for a specific type of attacks. Malicious nodes
keep changing their identity in Sybil attack so that they do not get detected.
Lightweight Sybil attack detection [15] scheme is proposed which do not use any
extra hardware or third party. All the data packets are dropped in gray hole attack. It
is a type of Denial of Service (DoS) attack. To detect such malicious nodes a
scheme “A novel gray hole detection” [16] is proposed in 2007. Each node is
expected to create a proof that it has received the message. If destination informs
the source that few packets are not received then the checkup algorithm is invoked
to detect malicious node. Table 2 summarizes the review of various intrusion
detection algorithms.

Fig. 3 Comparison of algorithms on the basis of PDR and malicious nodes
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4 Conclusion

MANETs are applicable in several fields and require providing secure communi-
cation in a cost-effective manner. In this survey, many proposed intrusion detection
systems are reviewed. Their methods, contributions, advantages and limitations are
discussed in brief. Efficient IDS must consider the following factors architecture,
techniques for detecting intrusions and sources of audit data. Categories of attacks
are also discussed. The presented algorithms in this research show that there are one
or more limitations. Thus, a lot of research work is still needed to provide a safe
environment. In future we would like to research a more robust and efficient IDS
with lesser overhead.
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Apply of Sum of Difference Method
to Predict Placement of Students’ Using
Educational Data Mining

L. Ramanathan, Angelina Geetha, M. Khalid and P. Swarnalatha

Abstract The purpose of higher education organizations is to offer superior edu-
cation to its students. The proficiency to forecast student’s achievement is valuable
in affiliated ways associated with organization education system. Students’ scores
which they got in exam, can be used to invent training set for dominate learning
algorithms. With the academia attributes of students such as internal marks, lab
marks, age etc. it can be easily predict their performance. After getting predicted
results, improvement in the performance of the student to engage with desirable
assistance to the students has to be processed. Educational Data Mining
(EDM) offers such information to educational organization from educational data.
EDM provides various methods for prediction of student’s performance, which
improve the future results of students. In this paper, by using their attributes such as
academic records, age, and achievement etc., EDM is used for predicting the per-
formance about placement of final year students. As a result, higher education
organizations will offer superior education to its students.
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1 Introduction

The basic idea behind data mining is obtaining the knowledge from the immense set
of data, which is useful and favorable. There are various method used for knowl-
edge discovery from huge data such as classification, clustering, prediction, asso-
ciation rule etc. In data mining, classification is the simple employ data mining
technique that utilizes a group of pre-sorted example to create a model which can
classify the immense set of data. Using decision tree and neural network, can be
classified the huge amount of data. Clustering is the other technique in data mining,
where used to find similar type of object. It is easily determine the small and deep
patterns. It is not so cheap. So in preprocessing step clustering can be used for
attribute selection. KNN algorithm is used for clustering. For prediction can be used
regression technique. It defines a relationship between single or more than one
dependent variables and independent variables. For prediction and classification
same model can be used like decision tree or neural network. EDM is an application
of data mining, which offer necessary information to educational organization,
which hides in educational data of students. From the past and operational data
inherit in the database of educational organization, the data can be gathered. EDM
introduces a various fields such as prediction, clustering, distillation of human
judgment, discovery with model, relationship mining. Using techniques such as
Decision tress, MultiLayer Perceptron, Neural networks, Bayesian network, support
vector regression and NaiveBayes simple algorithm can be describing many types
of knowledge like association rules, classification and clustering. The main
objective of this paper is to predict the placement of student by using similarity
measure with mathematical method which is called sum of difference (SOD). SOD
is used to analyze the performance of students using their attributes such as aca-
demic records and to find a method more accurate result for prediction.

2 Literature Survey

In data mining, to predict the performance of student there are various data mining
tool, where we have to set the default parameter of various algorithms to gain the
highest accuracy, which is hard for a non-technical person. In recent year, some
works have done on automatic parameter tuning. They have taken 14 different
educational dataset and focused how to increase precision the result by using
parameter tuning of J48 algorithm, and compared also accuracy when using three
basic characteristics (sum of examples, sum of features and sum of modules)
numerical attributes over categorical attributes [1]. For performance prediction,
temporal data of student is important for performance prediction. The performance
of student is improved after studying relevant skill, which is not count in recent
work. Pardos have done work on data leakage by using two prediction algorithms:
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linear regression and random forest. By including K-means clustering technique he
claimed to improve prediction accuracy [2].

In other research work, individual information of a student’s performance is used
to forecast rather than historical data of other student. Obviously it is cleared that
learning level of each level are different, so it is not fit to judge performance of a
student based on others. In proposed model he used two skills: how adept a student
is in executing the task and what is the difficulty level of the task [3]. Additionally
Sen [4] is used CRSIP-DM to predict test score of student with four prediction
model, and found that C5 algorithm is best among rest of algorithm. By using
various attributes of student, he analyzed the sensitivity of attributes, which are
much important for prediction. Baker [5] introduced a model which is used to
predict the preparation for future learning of student. Students have ability to learn
new thing with the help of his existing knowledge, and they have skill to learn
quickly new skill. He used knowledge engineering methods with data mining.

This model needs small data of student. Heffeman [6] compared between single
algorithm and ensemble method with RMSE and correlation value with respect
accuracy. Each algorithm generates better result with different aspect. So he mixed
more than single algorithms and predicts post score of student to achieve better
accuracy. The idea behind the model is called tabling, in which checked the stu-
dent’s response to solve same pattern of question, which he already faced. Vera [7]
worked on imbalanced data, in which the sum of examples in ‘1’ module is greatly
superior to the sum of examples in additional module or further modules, which
decreases the accuracy of result. He used various classification algorithm with
supervised data filter technique SMOTE with best attributes among all attributes
without affecting reliability. Akcapinar [8] used 10-cross fold validation method
with two different random forest regression model to find high accuracy. Schoor [9]
explored social activities of a group rather than single person activity. This model
provides to group a collaborative learning task and analyzed the group performance
and relationship between members. Wang [10] used the knowledge tracing model
to find the accuracy of student first response answer and to improve the accuracy of
prediction. Student first response may be affected by his skill or by guess about
success. On the other hand it may be affected by forget or slip about unsuccessful.
Gowda [11] proposed a new model to predict the post score of student with two
factors: to detect the time by time learning and to improve the student’s slipping and
guessing. In this work slipping is the best model because improving the slip model
improves the performance of student than other model.

3 Methodology

To predict the student’s placement status is not so easy task, because the placement
depends on various factors. Sometime a student who have good academic record
and still not placed, on the other hand a student who has not good in his academic
life he got placed. Sometime it depends on luck and time and the frequency of

Apply of Sum of Difference Method to Predict Placement … 369



companies which comes in college campus. It is hard to analysis using above factor
to predict the student’s placement. We have dataset of students’ academic record;
we can analysis the pattern from given dataset, which affect the placement status.
Second thing is to collect the large dataset which is also a difficult task. If we have
large real dataset, we can analysis more preciously result then the result would be
more accurate. Third thing is to collect a lot of information about student, which is
called attributes, as we are not sure which attributes effect the output, so if we have
a lot of attributes we can find precious result, which will be more accurate our
model for prediction. Similarity measure is used to find the pattern in the given
object. There are various mathematical methods, which is used to find the pattern
from the given data set. SOD is a one of them, which is used to find the similarity
from given dataset.

The theory of rough set [11] model can be applied to discuss with definite or
nominal data prediction that consists vagueness, applied to get fuzzy-rules, purpose
with uncertainty and vagueness.

The superiority of hybrid algorithm (RIFCM) with other clustering methods for
better performance have been introduced [12, 13] and tested through some exper-
imental study.

The fuzzy rough set deals with membership method which efficiently handles the
overlap divisions of rough sets that discuss with definite or nominal prediction. This
involves vagueness and partial in class definition [7]. The combination of probable
and possible membership methods of FCM (Fuzzy C-Means) may yield an apt able
data model.

3.1 Attribute List

Gender Male, Female

Category General, OBC, SC/ST, other

Academic gap 0–10

Grade in 10th exam (G10E) 0–100

Grade in 12th exam (G12E) 0–100

Grade in B.Tech exam (GBTECHE) Poor, average, good

Extra technical course (ECC) Yes, no

Grade in M.Tech exam (GMTECHE) 0–100

Placed Yes, no
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3.2 Data Selection

The data have been generated from a Google page by filling pupils(s). The pre-
liminary data consists of the performance resume, collected from a totality of 50
pupils(s) with 11 given characteristics that comprise of gender, category, academic
gap, grade in 10th exam (G10E), grade in 12th exam, no. of arrear (NOAF), grade
in BTech exam (GBTECHE), English communication skill, extra technical course
(ECC), grade in M.Tech exam (GMTECHE), placed. The statistics consists of
different kinds of standards either string or numeric standard. The statistics were
then treated to create the procedures.

3.3 Data Pre-processing

After the preliminary test on the data, removal of gender, category, academic gap is
made. This is in accordance with the number of missed values by considering ‘1’
sample as a part of the data cleaning process.

3.4 Data Transformation

Conversion of data to a method is made to execute the process of data mining very
easily once cleaning procedure gets over. Also conversion of large values to small
values has been made due to difficult in handling any large data values. The final
data can then be given for mining which undergo pre-process and transformation
process.

3.5 Architecture

In the architecture we prepare input dataset for statistical analysis. Based on similarity
measure, we find a pattern in given attribute, which is used for prediction for
placement. There are various mathematical methods to find pattern for prediction. In
this work, we have chosen SOD method to find pattern for prediction of student’s
placement. Based on mathematical method we implemented it in C# language, which
predict the student placement. We used most important attribute which useful for
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prediction and set the priority of each attribute. For each attribute we chosen a
reference point in the range of 0.0–1.0 based on its priority. Now we have chosen
other reference point for each attribute in the range of value of given attribute and
subtract it with each value respectively. Thenwe have added of each subtracted value.
Based on SOD value we find a cut-off value where placement value altar (Fig. 1).

3.6 Proposed Algorithm

See Figs. 2, 3 and Table 1.

Algorithm [P, I, j, Z, T, SOD]
1. Analysis the most important parameter P from the input dataset. 
P = {P1, P2…….Pi} where i = number of most important parameter.
2. Choose appropriate reference value Z for each attribute Pi based on priority for 
normalization.

Where Z = {Z1, Z2……..Zi} where i=number of most important parameter.
3. Multiply by reference number Zi to each parameter value Pij.

Where J = number of record.
4. Choose another reference value T in the range of parameter value for each 
attribute Pi based on priority.

Where T= {T1, T2…….. Ti} where i=number of most important parameter.
5. Subtract by reference number Ti to each parameter value Pij.

Where J = number of record.
6. Calculate SODi , Sum of differences of Pi.
7. Based on SODi value analysis the result and set the value for prediction.
8. End.

Analysis 

Training 

Predicted Outcome

Testing Dataset Proposed Model

Fig. 1 Architecture of proposed model
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Fig. 2 Decision trees based on good knowledge

Fig. 3 Random forest based on good knowledge

Table 1 Comparison of decision tree and random forest algorithms

Algorithm : Decision tree  based on Good
Knowledge as Label

Algorithm: Random Forest based on  Good 
Knowledge as Label:

The sample labels to be treated as base node where 
assign base node is assigned to BN.
1. Use BN to do
2. Characteristics C + Cut off Value  T
          2.1Then divide the sample nodes to BN to 2   
                subsets as SSL and SSR
          2.2.This is to increase the label accuracy in 
                the subsets
3. Allocate (C,T)to BN
4. If SSL and SSR too small to be divided

4.1 Add child lead nodes LL and LR to BN
4.2. Label the leave nodes with the frequent 

label in SSL and SSR one to one
5.else

5.1. Add  child notes BNL and BNR to B N
5.2. Allocate SSL and SSR to them one to one.
5.3. Do this method  for BN=BNL and 

BN=BNR

Same procedcure for random forest also except 
the characteristics to be considered as given below:

“Characteristics C
(between a RANDOM subset ) + Cut off Value  T”

Random Subset characteristics:

Draw random iteratively for every node such that at 
each dimensional instances, typical subset = round  of 
the square root of  dimensional with round value of 
log . This increases diversity and minimizes calculation 
head of the algorithm
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Fig. 4 User interface screen

Fig. 5 SOD-score versus placement
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4 Implementation

Implementation is done using C# a programming language as front end. The C# is
used to create a user interactive page and MS Visual Studio 2012 as the run time
environment. First of all, run the application. A user interface screen will be gen-
erated as given figure below. In left top corner, a browse button is used for selecting
the input file. If there is no file selected, a warning message will be displayed that
select an input file. In right top corner, a browse button is used for set the path for
output file. Below of it, there is a field for set the name for output field. After
selecting input file, chose the path for the output file where user want to save the
output file. User can give the name for the output file. If user does not provide name
and set the path for the output file, output file will be save in C drive by default.
After selecting the input file and set the path for the output file, a notepad file is
generated which contains the predicted result.

5 Result

In above figure, X-axis shows SOD value and Y-axis shows the placements value
(yes, no).in graph. Red cross indicates yes value and blue cross shows no value of
student’s placement. It is obvious from the figure, when the SOD value increase till 4;
it indicates no value of placement. When the value goes high than 4, it indicates yes
value of placement. So we can say that if the SOD of a student is below 4, he will not
place, if no then he will get placed (Figs. 4 and 5).

The paper deals with three algorithms for comparison of prediction that lead to
factual figures. The algorithms used are decision tree and random forest based on
knowledge base. As a whole, the proposed algorithm gives efficient results on
comparison with other algorithms.

6 Conclusion

In this paper, SOD method has been applied which yield the objective and retrieved
the outlines from the given dataset. The paper presented a proposed model using
SOD method to ascertain maximum necessary attributes between items in a given
dataset. SOD found a pattern from the given dataset with statistical analysis. The
paper simplified the value of attributes, because it is hard to deal with large value,
and then normalize to find a pattern.
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The proposed model efficiently predicts the placement of student. This is
obvious that placement is not so easy to predict because it depends on many
attributes, even we have considered four attributes. The paper selected the best
combination of attributes. This combination works well for given dataset. From the
given dataset, the results given are quite enough to predict the placement status of
student. Finally, our proposed model with SOD is found to be more admirable in
terms of efficiency. However, future research may focus more attributes with dif-
ferent dataset and other clustering algorithms.
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Robust Color Image Multi-thresholding
Using Between-Class Variance
and Cuckoo Search Algorithm

Venkatesan Rajinikanth, N. Sri Madhava Raja
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Abstract Multi-level image thresholding is a well known pre-processing proce-
dure, commonly used in variety of image related domains. Segmentation process
classifies the pixels of the image into various group based on the threshold level and
intensity value. In this paper, colour image segmentation is proposed using Cuckoo
Search (CS) algorithm. The performance of the proposed technique is validated
with the Bacterial Forage Optimization (BFO) and Particle Swarm Optimization
(PSO). The qualitative and quantitative investigation is carried out using the
parameters, such as CPU time, between-class variance value and image quality
measures, such as Mean Structural Similarity Index Matrix (MSSIM), Normalized
Absolute Error (NAE), Structural Content (SC) and PSNR. The robustness of the
implemented segmentation procedure is also verified using the image dataset
smeared with the Gaussian Noise (GN) and Speckle Noise (SN). The study shows
that, CS algorithm based multi-level segmentation offers better result compared
with BFO and PSO.
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1 Introduction

Image segmentation is a preliminary image processing procedure, largely employed
to extract essential information from gray scale and color images in various fields
[1–4]. Multi-level thresholding is one of the image segmentation techniques,
extensively considered to split an image into multiple regions or objects in order to
discover and interpret any meaningful information within the image.

In the multi-level thresholding process, a threshold value (T) is chosen using a
favorite signal processing scheme, which separates the image into various clusters.
For RGB images, finding the best possible threshold (T), which separates the image
into foreground and background, remains a really significant step in image seg-
mentation. Comprehensive evaluations on existing thresholding procedures can be
found in the literature [5, 6].

In this paper, Otsu’s function based global thresholding scheme is considered for
the multi-level segmentation of 512 × 512 sized RGB image dataset. The combi-
nation of Otsu’s between-class variance and heuristic methods, such as Particle
Swarm Optimization (PSO) [7, 8], Bacterial Foraging Optimization (BFO) [9],
Firefly Algorithm [10, 11], and Cuckoo Search (CS) [12, 13] have been presented
in the literature. In this work, CS algorithm based RGB image segmentation is
attempted and compared with the PSO and BFO using familiar image quality
measures, such as Mean Structural Similarity Index Matrix (MSSIM), Peak Signal
to Noise Ratio (PSNR), Normalized Absolute Error (NAE) and Structural Content
(SC) [14, 15].

The robustness of the proposed multi-level segmentation is assessed on the RGB
image dataset with an introduced Gaussian Noise (GN) and Speckle Noise (SN) for
T = {2, 3, 4, 5}. Results of this study confirm that, multi-level segmentation based
on CS algorithm offers better result compared with the alternatives.

2 Multi-level Thresholding

Otsu’s between-class variance based image thresholding was primarily proposed
back in 1979 [16]. This procedure offers the optimal threshold of a given image by
maximizing the Otsu’s function. This method already demonstrated its effectiveness
on grey scale [7–10] and color images [11].

In this paper, Otsu’s between-class variance is considered for color image seg-
mentation by the assistance from its RGB histogram. In RGB space, each color pixel
of the image is a mixture of Red, Green, and Blue (RGB) and for that same image,
the data space size is [0, L − 1]3 (R = [0, L − 1], G = [0, L − 1], and B = [0, L − 1]).
A detailed description of RGB image segmentation using Otsu can be found in
[2, 11].
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The multi-level segmentation proposed in this work is to search for an optimal
value of tCj , which maximizes the objective function (Jmax) of each image com-
ponent C = {R, G, B} defined as;

uC ¼ max
1\tCi \;...;L�1

rC
2

B ðtCj Þ ð1Þ

Due to its complexity, solving the RGB segmentation problem may require a
larger computation time compared with the gray scale images. Hence, heuristic
algorithm assisted segmentation procedures are used as alternatives for the existing
traditional analytical procedures [11].

3 Overview of Cuckoo Search Algorithm

Cuckoo Search (CS) algorithm was originally proposed in 2009, by mimicking the
breeding tricks of parasitic cuckoos [17, 18]. Due to its competence, CS was
adopted by the researchers to solve the multi-level segmentation problems for gray
scale images using the Otsu [12], Tsallis [13] and Kapur [19] function.

The mathematical expression of the CS considered in this study is given below:

Xðtþ 1Þ
i ¼ XðtÞ

i þ a� LevyðkÞ ð2Þ

where XðtÞ
i is the initial position, Xðtþ 1Þ

i is the updated position, a is chosen as 1.2
and � is the symbol for entry wise multiplication.

In this work, Levy Flight (LF) based search methodology is considered to update
the position of the agents. Detailed description about LF can be accessible from
[17, 18]. It is a random walk in which the search steps can be drawn using the
following Levy distribution [12]:

Levy� u ¼ t�k for ð1\k� 3Þ ð3Þ

In this work, the CS based optimization search is adopted to find the optimal
thresholds for 512 × 512 sized RGB image dataset and its performance was
compared with the PSO [8] and enhanced BFO [8] algorithms existing in the
literature.

4 Result and Discussions

This section presents the experimental results obtained for Original Image (OI) and
image with noise.
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In the proposed method, the following algorithm parameters are assigned during
the heuristic search: Number of agents (N) = 15; dimension of search = T; iteration
number (t) = 500; stopping criteria = Jmax. In order to get the best possible threshold
value, the experiment is repeated 30 times for every image with a preferred
threshold (T) and the mean value among the trials is considered as the optimal
value. The multi-thresholding procedure is implemented on RGB image dataset
available at [20].

In this study, 512 × 512 sized RGB images, such as Aerial, Bridge, Cactus, and
Geckos are chosen for the study. In order to investigate the robustness of the
segmentation scheme, these images are stained with Gaussian Noise (white noise of
mean 0 and variance 0.01) and Speckle Noise (regularly scattered random noise
with mean 0 and variance 0.05) [21, 22]. The performance measures, such as
MSSIM [15], NAE, SC, and PSNR [14] are chosen to confirm the superiority of the
segmentation process.

The image dataset and the corresponding histograms are presented in Table 1. In
these histograms, the x-axis represents the RGB level and the y-axis denotes the

Table 1 Image dataset and the corresponding RGB histograms
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pixel level. Due to the noise, the pixel level of the image is significantly changed
and its histogram is completely dissimilar compared with the original histogram of
the image. This table also shows that, the impact of GN is more on the histogram
compared with SN.

Multi-level segmentation is initially performed on the Aerial image using the CS
algorithm for T = {2, 3, 4, 5} and the results are presented in Tables 2 and 3.
Table 2 shows thresholded images and its histograms for T = {2, 3, 4, 5} for OI, GN
and SN. Later, the segmentation procedure is carried out using PSO and BFO
algorithms for all images with a chosen threshold value.

From Table 3, it can be noted that, CS algorithm offers better MSSIM compared
with the PSO and BFO. The computation time (CPU time in secs) of the algorithms
are computed using Matlab’s tic-toc function. The average CPU time
(mean ± standard deviation) obtained with various algorithms for the image dataset
is as follows; OICS = 41.28 ± 0.06; GNCS = 55.64 ± 0.02; SNCS = 54.05 ± 0.04;

Table 2 Segmented aerial image and optimal thresholds for T = 2–5
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Table 3 Comparison of MSSIM value for CS, PSO and BFO

Image T MSSIM

CS PSO BFO

OI GN SN OI GN SN OI GN SN

Aerial 2 0.3875 0.4208 0.3750 0.3749 0.3995 0.3816 0.3845 0.4187 0.3738

3 0.5095 0.6190 0.5565 0.4996 0.6016 0.5338 0.4996 0.6128 0.5526

4 0.6604 0.7818 0.6743 0.6472 0.7822 0.6712 0.6574 0.7805 0.6711

5 0.7767 0.8651 0.7721 0.7694 0.8557 0.7704 0.7711 0.8628 0.7694

Bridge 2 0.4109 0.3452 0.3076 0.4086 0.3431 0.3048 0.4085 0.3450 0.3038

3 0.6020 0.5816 0.5561 0.5993 0.5784 0.5547 0.6007 0.5784 0.5527

4 0.6945 0.7177 0.7056 0.6904 0.7150 0.6991 0.6883 0.7143 0.7039

5 0.7784 0.8193 0.7865 0.7726 0.8117 0.7859 0.7715 0.8159 0.7857

Cactus 2 0.5388 0.4933 0.4937 0.5346 0.4895 0.4904 0.5362 0.4896 0.4912

3 0.6750 0.7399 0.6967 0.6733 0.7364 0.6928 0.6738 0.7374 0.6948

4 0.8663 0.7773 0.8154 0.8649 0.7751 0.8122 0.8658 0.7758 0.8128

5 0.8904 0.9074 0.8786 0.8884 0.9012 0.8775 0.8895 0.9006 0.8792

Geckos 2 0.5874 0.6361 0.6472 0.5868 0.6349 0.6468 0.5864 0.6358 0.6375

3 0.7953 0.8254 0.8167 0.7939 0.8246 0.8159 0.7949 0.8238 0.8125

4 0.8645 0.8862 0.8751 0.8640 0.8858 0.8683 0.8606 0.8842 0.8694

5 0.8696 0.9169 0.9038 0.8664 0.9106 0.8985 0.8677 0.9174 0.8997

Avg 0.6817 0.7083 0.6788 0.6771 0.7028 0.6752 0.6785 0.7058 0.6756

Table 4 Comparison of NAE, SC and PSNR

T NAE SC PSNR

OI GN SN OI GN SN OI GN SN

Aerial 2 0.5164 0.5284 0.5447 2.7230 2.9429 2.8511 13.2264 12.9622 12.8215

3 0.4083 0.3791 0.4040 1.9708 1.9367 1.9623 15.5972 15.9728 15.5859

4 0.2947 0.2788 0.3142 1.6001 1.6237 1.6310 18.2926 18.6653 17.7961

5 0.2226 0.2195 0.2479 1.4542 1.4620 1.4746 20.5815 20.7871 19.8640

Bridge 2 0.4982 0.4998 0.4973 2.8637 2.9561 2.9650 11.1224 11.0061 11.1821

3 0.3294 0.3253 0.3289 1.9000 1.8820 1.8682 14.7739 14.7454 14.8069

4 0.2346 0.2355 0.2468 1.4634 1.4688 1.4975 17.7418 17.6948 17.5528

5 0.1837 0.1869 0.1978 1.3538 1.3627 1.3888 19.8840 19.7743 19.5337

Cactus 2 0.4663 0.4974 0.5217 2.8323 2.8786 2.9745 13.3915 12.7762 12.4749

3 0.3878 0.3543 0.3663 2.1334 2.0065 2.0274 15.1963 15.7854 15.5915

4 0.2308 0.2783 0.2681 1.5865 1.7020 1.6211 19.1970 17.9014 18.1166

5 0.2104 0.1988 0.2076 1.4797 1.4480 1.4526 20.4207 20.6823 20.3033

Geckos 2 0.3724 0.3863 0.4135 2.1925 2.1563 2.2322 12.3545 11.8476 11.3528

3 0.2470 0.2585 0.2664 1.6208 1.6516 1.6783 15.9112 15.4953 15.3207

4 0.1834 0.1911 0.2011 1.4044 1.4255 1.4538 18.4774 18.1724 17.8579

5 0.1529 0.1510 0.1584 1.3132 1.3134 1.3336 20.0463 20.2981 20.0170

Avg 0.3086 0.3106 0.3240 1.8682 1.8886 1.9008 16.6384 16.5354 16.2611
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OIPSO = 65.75 ± 0.04; GNPSO = 58.11 ± 0.03; SNPSO = 61.31 ± 0.05;
OIBFO = 65.28 ± 0.05; GNBFO = 63.93 ± 0.04; SNBFO = 61.25 ± 0.02. Hence, this
study also confirms that, due to the LF strategy, CS offers smaller CPU time
compared to PSO and BFO algorithms.

Table 4, presents the image quality measures, such as NAE, SC and PSNR for
OI, GN and SN attained with CS algorithm. From Tables 3 and 4, it can be
observed that, the average (Avg) values of the image quality measures are
approximately similar for the OI, GN and SN. This confirms that, the proposed
image segmentation procedure is robust and offers approximately similar result for
the clear and noisy images.

5 Conclusions

In this paper, a multi-level thresholding is presented for RGB image dataset using
CS and Otsu’s function. This work finds the optimal threshold for a chosen image
with a chosen T value. The proposed segmentation technique is compared with
other heuristic algorithms, such as PSO and BFO and the performance is using
image quality measures, such as CPU time, MSSIM, NAE, SC and PSNR. The
robustness of the segmentation scheme is also verified by considering GN and SN
corrupted image dataset. The experimental results confirm that the CS assisted
segmentation procedure offers better results on the original and noise corrupted
image dataset.
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Social Media: A Review

Gauri Jain and Manisha Sharma

Abstract This paper is an insight about the online social media which is the most
common form of media now a days and is been used most widely. It throws light on
types of social media, various types of users and its major functional blocks.

Keywords Social media � Social media users � Functional blocks

1 Introduction

During the last decade, rapid developments have taken place in the content of
world-wide web and the usage of internet. With the increase in internet usage, data
transfer speeds and advancement of mobile devices, instant messaging, ecommerce,
internet banking and social media have become part of the daily life of the urban
population all over the world.

The objective of this paper is to provide an insight about the various types of
online social media, its users and the functional blocks.

During the last 5 years social media has evolved a great deal (from a monologue
driven blogs) and has become far more interactive, dynamic and different than the
traditional media like TV, movies and newspapers etc. In traditional media,
“experts” or “authorities” decide which information should be produced and how it
should be distributed and to whom. The information creation and delivery is one
way, from centralized producers to masses. Majority of users in this set-up do not
take part in content creation or delivery process.

In social media, the main differentiator is that the users can be a consumer and as
well as a producer. At any instant, millions of users actively participate on various
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social media channels and they share content on the topics of their interest. Ability
of sharing content and network in real-time has been boosted the usage of social
media and helped it succeed. Below shows some interesting statistics about the
usage of social media [1]:

• 40 million photos are uploaded to Instagram per day (Instagram)
• 2013: 24 % of online teens use Twitter, up from 16 % in 2011 (Pew Internet

Research)
• 1 in 10 young people rejected for a job because of their social profile (on device)
• 751 million monthly active Facebook mobile products users (Facebook).

2 Social Media

Oxford dictionary defines social media as “Websites and applications that enable
users to create and share content or to participate in social networking”. Technically
speaking, Social Media is a group of Internet based applications that builds on the
ideological and technological foundations of web 2.0, and that allows the creation
and exchange of user generated Content [2]. In simple words, social media website
allow user to register and create his/her own profile, adds friends to their circle and
interact with them on a regular basis. Users thus in a way generate their social circle
in a form of a graph where nodes are the different users and arcs is the relationship
between the users.

3 Types of Social Media

At present, social network sites like facebook, Linkedin are more popular current
forms of social media. Figure below gives an indicative comparison of popularity of
various social media channels [3] (Fig. 1).

However, in addition to the above channels, there are many types of online
platforms within the vast domain of social media. The section below gives an
overview of the social media platforms.

3.1 Collaborative Projects

Collaborative Projects bring together different types of users having similar interests
and they work together as a team. The main aim of these types of projects is to work
efficiently as a team. Collaborative projects differ mainly in two ways one in which
individual user edits the already posted text according to his knowledge like wikis.
Second type of collection is one in which group of users rate the collection of links
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or media contents like social bookmarking sites. One of the most popular collab-
orative projects is online encyclopedia Wikipedia which is currently available in
more than 230 languages, reaching out to millions of people online. Similarly, some
of the most popular bookmarking sites are Delicious, Pinterest etc.

3.2 Blogs

Blogs, which represent the earliest form of Social Media, are special types of
websites that usually display date-stamped entries in reverse chronological order
[4]. Basically, controlled by an individual, blogs can be commented on by other
users. It started with individuals sharing his/her personal feelings and now has taken
a form where many companies are even using to get feedback on their products,
product pre-launch feedback, employee satisfaction survey; common people are
using it for social protests etc. Most popular media used in blogs is text.

3.3 Content Communities

Content Communities form the platform for users to come together and share
different type media content ranging from text, images, videos etc. The content on
these communities attract the users because of the ease of access of these com-
munities across millions of users. Some very popular content communities are
YouTube, Slideshare etc. These communities are platform for many companies to

Fig. 1 Social media site
usage

Social Media: A Review 389



share information since it is access by majority number of users. Many users use it
as a stage for marketing, obtaining popularity. For e.g. many musicians are
releasing their music videos online using some of these communities.

3.4 Social Networking Sites

As soon as we come across the name social networking sites Facebook is the first
word that comes to our mind. We can say that social networking sites are the sites
where users connect with other online users by inviting or accepting their invita-
tions. In this way a network of user is formed. Each user has its own network which
might overlap with other users and they can share their ideas, pictures, videos etc
with each other on their network.

3.5 Virtual Game World

Virtual worlds are platforms that replicate a three dimensional environment in
which users can appear in the form of personalized avatars and interact with each
other as they would in real life [2]. These social media simulate the environment
and behave according to the user who is in the virtual world. Here users from all
over the world can participate in the virtual game simultaneously and they form its
integral part over a period of time. There are very strict rules users have to abide to
be a part of virtual game world. One such virtual game world is Sonys playstation
which is very popular amongst younger generation. One main disadvantage of this
is indulging too much in these activities may affect your original personality.

3.6 Virtual Social Worlds

These types of virtual world are similar to virtual game world but differ in the sense
that there are no strict rules according to which users are required to behave. Each
user can choose their personality according to their own personal choice.

They appear in virtual 3D environment where only some basic physical
restrictions like gravity apply. The most prominent example of virtual social worlds
is the Second Life application founded and managed by the San Francisco-based
company Linden Research Inc. They have virtual money, virtual saleable items,
houses etc. They are platform for marketing for many companies, research for many
organizations.
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4 Types of Social Media Users

4.1 The Quiet Follower

This type of users silently observes your activities but does not interact with you.
They are interested only in certain type of material. For e.g. a Facebook user who
has liked your post but has not commented on your posts. You have to make an
effort in order to get response from them. Effort may be in the form of some
interesting posts or status which might provoke him to respond. These types of
users helps to increase your visibility since your posts are shown in their news
feeds.

4.2 The Casual Liker

This type of user is little more active then the quiet follower. He likes or shares your
posts occasionally so we should start encouraging these types of users so that their
interest in your activities and posts increases. This will in turn enhance your visi-
bility and therefore good for a company who is marketing about its product through
this media.

4.3 The Deal Seeker

These types of social media users are on lookout for online deals, discount coupons,
contests, promotional activities etc. A whole lot of users come under this category.
They follow the users who provide them with good online deals. As a result they
share your posts and tweets in large number and in a way more and more people are
able to view your deals and products.

4.4 The Unhappy Customer

Social media is a strong platform for unhappy customers to vent out their feelings.
These types of users may write a complaint about your company or product on
social networking sites. It is very easy to harm the reputation of the company in
front of loads of users on the network, so it is very essential that complaints be
addressed in proper manner and as quickly as possible.
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On the other hand, sometimes company is not ready to listen to customers
complaint directly, so when a user complaints via this platform they may come
across other users having similar complaints. They might together put forwards
their complaints more strongly then as an individual. This way it might be useful for
customers.

4.5 The Negative Detractor/Ranter

These types of social media users uselessly posts complaints or text that is not in
any way related to the companys business just to harm companys reputation or for
their own satisfaction. While tackling these types of users the companys repre-
sentative needs to be cautious enough so as to not harm companys reputation. Best
way is to ignore these people or to give diplomatic replies.

4.6 The Cheer Leader

These are ideally the best users. They are users with a positive mind and per-
spective. They would not post any offensive material and would encourage all your
posts by sharing, liking or commenting on them. They are best people to get you
some publicity among their network.

5 Functional Blocks

5.1 Identity

The identity block refers to the amount or extent to which users put forward their
information on social media sites. This information may be personal details like
name, age, date of birth, gender, profession, location and also other personal
information that can be implied from details like the hobbies, the group that he/she
has joined. For example, on Facebook users have the ability to like and dislike post,
such as actor/actresses or hobbies, from which other people might have some idea
about the user interests and personality.

Sometime users use fake identity for their social presence, which might be
because they want to hide their real self. It is very important to carefully choose the
information one wants to share and the one he didnt want, since it might lead to
compromising ones privacy (Fig. 2).
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5.2 Conversation

In this functional block the social media user chooses the setting according to which
he/she wants to converse with other users on his network. Different users have
different motive of using the media. Some might used it as leisure activity for
passing time by making new friends, other might communicate seeing it as a
business opportunity or socially responsible people might view it as a platform for
spreading some important message to the masses. Companies might saw the social
media as a way to communicate with individual customer. This might also help in
the marketing of their products. Based on this users might choose to share their post
to a special group of people by default unless until they specify or company might
choose to share their posts with their top 20 clients only or otherwise.

5.3 Sharing

The objective of sharing block is to exchange or broadcast the content over the
network by a user. It might range from sharing your views, ideas, music or some
web page that he liked and want others to see it. Sharing helps us to know about the
likes and dislikes of other users. It is very important in a way that it helps
strengthens the bond between the various users of the social media which might not
be possible when interacting face to face. Sharing might be seen as a way of
publicity for companies who are using online marketing strategies.

Fig. 2 Social media site
usage
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5.4 Presence

The presence block regards the extent to which users can know if other users are
available or not. While being online we might want that other users on our network
should not be able to see that we are online. This might be we dont want to be
disturbed by everyone on our network, we just want to converse with some specific
users at a particular time. This is particularly the case with the users who have a
long list of users on their network and for some of them he is a quiet observer only.
Companies can also take advantage of this functional block by displaying specific
content for specific set of users.

5.5 Relationships

The relationship block represents the amount that users can relate to and are related
to other users. This is influenced by and comes as a result of the information that is
provided by other users regarding their personal information, likes and dislikes, and
allows them to potentially meet people that they would essentially like to meet. The
relationship block is made up of different aspects of social media sites where
relationships are essential, such as skype, that allows users to communicate with
and talk to people that they already know, or sites like Twitter, where often users do
not know each other, and relationships hardly matter.

5.6 Reputation

The reputation is the functional block that represents the user identity in the eyes of
other users. Reputation of a particular user is built on the basis of their personal
information, the content of their posts, the time difference between consecutive
posts and how often they share the content of other user. The companies may like
that their content be shared by top clients of their companies so that they get more
and more exposure from the trusted clients. The users with bad reputation may
further harm companys reputation. The posts with better reputation may get more
shares and more likes than otherwise.

5.7 Groups

The group functional block is the formation of communities by like minded users or
the users having similar interest. These groups may share the information pertaining
about a specific topic of their interests. They may join together to raise their concern
about a particular social problem. The group may have a moderator who control and
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monitor group activities but this may not be true with each group. Un-moderated
groups may also occur. Users can form group amongst their network also. They
might want to differentiate their friends from their family members. Company can
form a group of employees discussing about their upcoming product and pre-launch
product reviews are good feedback for the product.

6 Conclusion

Social media has become an important part of the life of urban population. While
social media is about creating and sharing information, they are also being used as a
means to keep up with friends and relatives, especially those who are living far
away or across the time zones.

Further, majority of users focus on sharing personal information, the large user
base is enabling a social impact through real time sharing of social, natural and
political events, news, and marketing information. Some of these have created a
revolutionary impact on politics and business of the world, which sometimes is
positive and at others negative.

Today, if an urban adult is not using social media, then S/he is missing out on
critical personal and geo-political updates. However, while social media has ben-
eficial aspects it can also have negative outcome if used by socially irresponsible
people or groups as details of personal lives and personalities are accessible to a
larger group of people. Hence, social media needs to be analyzed and one should
choose the type of social media carefully and carefully follow the rules of privacy
and social etiquette to reap the benefits.
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Bayesian-Fuzzy GIS Overlay to Construe
Congestion Dynamics

Alok Bhushan Mukherjee, Akhouri Pramod Krishna
and Nilanchal Patel

Abstract Complex systems such as transportation are influenced by several factors
which are subjugated by uncertainty and therefore, it has non-linear characteristics.
Consequently, transition in congestion degree from one class to another class can be
abrupt and unpredictable. If the possibility of transition in congestion degree from
one class to another can be determined, then adequate measures can be taken to
make transportation system more robust and sustainable. The present paper
demonstrates the efficacy of Bayesian-Fuzzy GIS Overlay to construe congestion
dynamics on a test data set. The test data set consists of congestion indicators such
as Average Speed (AS) and Congestion Index Value (CIV) of different routes for
the test study area. The results succeeded in representing the probable transition in
congestion degree from one class to another with respective Bayesian probabilities
for different classes.

Keywords Complex system � Uncertainty � Bayesian-Fuzzy GIS overlay �
Congestion index value � Transportation � Congestion dynamics

1 Introduction

Transportation is a complex system which is dependent on several factors ranging
from cognitive behavior, environment, and land use pattern to factors residing in
local domain. Largely aforementioned factors’ behavior is uncertain in nature.
Consequently solutions to transportation problems need to address the elements of
uncertainty involved in the system [11]. However the term “uncertainty” is not easy
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to define. There are different factors which may occur in future, and can signifi-
cantly affect the operation of a complex system. Therefore the behavior of a
complex system cannot be forecasted on the basis of present framework and hence
makes it unpredictable in nature [1]. Research investigations pertaining to traffic
congestion ranges from traffic flow analysis to location theory. Studies on traffic
flow theory are basically falls in the realm of prediction modelling [7]. Urban traffic
performance’s improvement is a major challenge to the transport authorities across
the world. Furthermore, congestion is a consequence of several factors and its
characteristics is dependent on spatial-temporal factors. Therefore the nature of
congestion can vary significantly with spatial-temporal variation. Different con-
gestion indicators such as average speed, travel time, congestion index, time
moving and proportion stopped time were explained by the authors in their study.
Furthermore, utility of Global Positioning System (GPS) in the measurement of
congestion was described in the investigation [3]. Investigation to understand small
world characteristics of spatial networks using spatial autocorrelation techniques
was performed by [17]. It was observed from the investigation that small world
characteristics are dependent on network structure and its dynamics [17]. The
probable reasons responsible for lethargic transport infrastructure in developing
countries were analyzed by [4]. Further, outlined the fact that congestion across the
major cities prevails and consequently, environmental degradation is alarming in
developing countries [4]. The study by [2] outlined the limitations of models which
were designed to express the spatial-temporal phenomena. For example, models
were effective in representing the events when homogeneity exists in the data.
However, it fails to represent scenario when there is heterogeneity in the rela-
tionship among the variables. Therefore, the authors proposed a model that can
perform dynamic assessment of the heterogeneity in traffic data employing pro-
posed STARIMA model and dynamic spatial weight matrix. Furthermore, inves-
tigations performed by [5, 6, 9, 13, 15, 16] focused on different dimensions of traffic
flow analysis and travel behavior. However, none of the aforementioned investi-
gations used the potential of Geographical Information System (GIS) in analyzing
the transportation system despite the fact that transport is primarily a spatially
dominant phenomenon. The aforementioned limitation was overcome by the
studies of [8, 10, 12, 18] as they have employed the potential GIS technology in
their investigations. However none of the above mentioned investigations attempted
to assess the probable transition in congestion degree from one class to another. The
abrupt transition from one class to another class can disturb the stability of the
whole system. Consequently, it can create chaotic situation all across the trans-
portation network from the perspective of smooth traffic flow.

Since there are several factors that can influence the characteristics of congestion
and therefore, sudden change in the behavior of congestion cannot be ruled out. The
present research investigation demonstrated the potential of Bayesian-Fuzzy GIS
Overlay in modelling the probable transition of congestion from one state to
another. The efficacy of the proposed technique was validated using a traffic data set
consisting of factors such as Average Speed (AS) and Congestion Index Value
(CIV).
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2 Methodology

The research methodology of the present research investigation consists of three
different levels. First, it determines probability of congestion for different classes
i.e. High Congestion, High-Moderate Congestion, Moderate Congestion and Low
Congestion for two different variables i.e. Congestion Index Value and Average
Speed using Bayesian probability. Then peer layers of the two variables i.e.
Congestion Index Value and Average Speed were integrated using GIS Weighted
Sum Overlay to identify routes vulnerable to High Congestion, High-Moderate
Congestion, Moderate Congestion and Low Congestion respectively. Finally,
results obtained from the integration of peer layers of the variables i.e. Congestion
Index Value and Average Speed were compared with fuzzy continuous membership
values of the variables i.e. Congestion Index Value and Average Speed for different
aforementioned classes to determine the possibility of transition of congestion
degree from one class to another. The research methodology flowchart is shown in
the Fig. 1.

2.1 Quantification of Probability of Different Congestion
Classes Using Bayesian Probability [14]

Bayesian inferences enable us to use the past information (prior probabilities) in the
current model and determine posterior probabilities. Moreover hypothesis is
designed on the basis of data. Therefore prediction of some event under uncertain
conditions become possible since it considers historical information. The strength
of Bayesian probability lies in its capability of deriving information from available
data based on condition rather than combinatorial pattern of factors. Therefore it
succeeds representing the behavior of events in an uncertain environment.

The Bayes theorem is represented as follows:

P
Ak
B

� �
¼ PðAk\BÞ

P A1\Bð ÞþP A2\Bð Þþ � � � þPðAk\BÞ ð1Þ

where

P Ak \Bð Þ ¼ P Akð Þ � P B
Ak

� �

P Akð Þ Probability of kth event
B Conditional statement imposed on the events

P B
Ak

� �
Conditional Probability

Application of Bayesian theorem in the present investigation constitutes of
following steps:

Bayesian-Fuzzy GIS Overlay to Construe Congestion Dynamics 399



• First, significant factors that can be instrumental in understanding the dynamics
of congestion were identified and selected for further investigation. Selected
factors were Congestion Index Value (CIV) and Average Speed
(AS) respectively.

• The aforementioned selected factors were categorized into different equal
interval Congestion classes’ i.e. High Congestion, High-Moderate Congestion,
Moderate Congestion and Low Congestion. The equal gap of Class Interval
(CI) of the above mentioned classes was determined with the following
equation:

Factor layers

Congestion Index Value Average Speed

Categorization into different classes based 
on Natural Break

Categorization into different classes 
based on Natural Break

• High Congestion class (HC)
• High- Moderate Congestion class 

(HMC)
• Moderate Congestion class (MC)

• Low Congestion class (LC)

• High Congestion class (HC)
• High- Moderate Congestion class 

(HMC)
• Moderate Congestion class (MC)

• Low Congestion class (LC)

Computation of Bayesian Probabilities for different classes

• High Congestion class
(HC, HMC, MC, LC)

• High- Moderate Congestion 
class
(HC, HMC, MC, LC)

• Moderate Congestion class
(HC, HMC, MC, LC)

• Low Congestion class
(HC, HMC, MC, LC)

• High Congestion class
(HC, HMC, MC, LC)

• High- Moderate Congestion 
class
(HC, HMC, MC, LC)

• Moderate Congestion class
(HC, HMC, MC, LC)

• Low Congestion class
(HC, HMC, MC, LC)

INTEGRATION OF 
PEER LAYERS USING 

GIS OVERLAY

Combination of results of integration of peer layers based on GIS Overlay to obtain the final result

Relative assessment between the results obtained from Bayesian Probabilities and Fuzzy Membership functions

Continuous membership functions for different classes

Fig. 1 Research methodology flowchart
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EG ¼ Max:ðXÞ �Min:ðXÞ
Total Number of Classes

ð2Þ

The range of different congestion classes are as follows:

Range of LowCongestion Class ðLCÞ ¼ l; l1f g ð3Þ

Range of Moderate Congestion Class ðMC) ¼ l1; l2f g ð4Þ

Range of High-Moderate Congestion Class ðHMC) ¼ l2; l3f g ð5Þ

Range of HighCongestion Class ðHC) ¼ l3; uf g ð6Þ

where
X: It is the value of either CIV or AS
l: Min.(X)
EG: Equal gap value of class intervals
l1: l + EG
l2: l1 + EG
l3: l2 + EG
u: Max.(X)

• Having categorized the variables i.e. CIV and AS into different classes’ i.e. High
Congestion, High-Moderate Congestion, Moderate Congestion and Low
Congestion, the Prior Probabilities of different classes for each of the variables
i.e. CIV and AS were determined. The prior probability of different classes’
(P (C)) was determined with the following equations:

P(HC) ¼ n1
N

ð7Þ

P(HMC) =
n2
N

ð8Þ

P(MC) =
n3
N

ð9Þ

P(LC) =
n4
N

ð10Þ

where n1, n2, n3, and n4, are number of routes in High Congestion Class,
High-Moderate Congestion Class, Moderate Congestion Class, Low Congestion
class respectively and P (HC), P (HMC), P (MC), and P (LC) are the prior
probabilities for High Congestion Class, High-Moderate Congestion Class,
Moderate Congestion Class, Low Congestion class respectively, and N repre-
sents total number of routes considered for the study.
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• Having determined the prior probabilities of different congestion classes’, the
Conditional Probabilities or Belief Measures of different classes’ for each of the
variables were determined using the following functions:

For Congestion Index Value (CIV) variable: The Conditional Probabilities of
different classes’ were determined:

High Congestion Class:

P
CIV
HC

� �
¼ l3

u
ð11Þ

P
CIV
HMC

� �
¼ l2

u
ð12Þ

P
CIV
MC

� �
¼ l1

u
ð13Þ

P
CIV
LC

� �
¼ l

u
ð14Þ

High-Moderate Congestion Class:

P
CIV
HC

� �
¼ l3

u
ð15Þ

P
CIV
HMC

� �
¼ l2

l3
ð16Þ

P
CIV
MC

� �
¼ l1

l3
ð17Þ

P
CIV
LC

� �
¼ l

l3
ð18Þ

Moderate Congestion Class:

P
CIV
HC

� �
¼ l3

u
ð19Þ

P
CIV
HMC

� �
¼ l2

u
ð20Þ
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P
CIV
MC

� �
¼ l1

l2
ð21Þ

P
CIV
LC

� �
¼ l

12
ð22Þ

Low Congestion Class:

P
CIV
HC

� �
¼ u � l3

u
ð23Þ

P
CIV
HMC

� �
¼ u � l2

u
ð24Þ

P
CIV
MC

� �
¼ u � l1

u
ð25Þ

P
CIV
LC

� �
¼ u � l

u
ð26Þ

where

P CIV
HC

� �
degree of CIV when there is high congestion

P CIV
HMC

� �
degree of CIV when there is high-moderate congestion

P CIV
MC

� �
degree of CIV when there is moderate congestion

P CIV
LC

� �
degree of CIV when there is low congestion

For Average Speed (AS) variable: In similar manner as determined for the
variable Congestion Index Value (CIV), the conditional probabilities for the vari-
able Average Speed (AS) was also computed for different classes’:

High Congestion Class:

P
AS
HC

� �
¼ 1

l1
ð27Þ

P
AS

HMC

� �
¼ l

l2
ð28Þ

P
AS
MC

� �
¼ l

l3
ð29Þ
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P
AS
LC

� �
¼ l

u
ð30Þ

High-Moderate Congestion Class:

P
AS
HC

� �
¼ l

l1
ð31Þ

P
AS

HMC

� �
¼ l1

l2
ð32Þ

P
AS
MC

� �
¼ l1

l3
ð33Þ

P
AS
LC

� �
¼ l1

u
ð34Þ

Moderate Congestion Class:

P
AS
HC

� �
¼ l

l1
ð35Þ

P
AS

HMC

� �
¼ l

l2
ð36Þ

P
AS
MC

� �
¼ l2

l3
ð37Þ

P
AS
LC

� �
¼ l2

u
ð38Þ

Low Congestion Class:

P
AS
HC

� �
¼ l1 � 1

u
ð39Þ

P
AS

HMC

� �
¼ l2 � l

u
ð40Þ

P
AS
MC

� �
¼ l3 � l

u
ð41Þ

P
AS
LC

� �
¼ u � l

u
ð42Þ
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where

P AS
HC

� �
degree of AS when there is high congestion

P AS
HMC

� �
degree of AS when there is high-moderate congestion

P AS
MC

� �
degree of AS when there is moderate congestion

P AS
LC

� �
degree of AS when there is low congestion

• Finally the values of Prior Probabilities and Conditional Probabilities of dif-
ferent classes’ of the variables i.e. CIV and AS were substituted in the Eq. 1 to
compute the Bayesian probabilities of different congestion classes’ for each of
the variables i.e. CIV and AS.

2.2 Integration of Peer Layers of the Significant Factors

The Peer layers of the CIV and AS variables were combined using GIS Weighted
Sum Overlay to determine route’s probability with different classes’. For example,
the layer of High Congestion Class of CIV was integrated with the High Congestion
Class of AS to determine variation in the degree of High Congestion Class for
different routes of the road network. In similar manner, the other peer layers were
also integrated.

Multi-criteria analysis using GIS Weighted Sum Overlay:
The Multi-criteria analysis using GIS establish a relationship between spatial

data and result. The relationship between the spatial data and the result is defined on
the basis of decision rules. The Weighted Sum Overlay is one of the multi-criteria
methods that can be employed in the realm of spatial decision making. However
there are few things that need to be considered while spatial decision making using
GIS. For example, data acquisition capability of GIS and furthermore its efficiency
in storing and manipulation of data must be considered. The GIS Weighted Sum
Overlay constitutes of steps such as definition of objectives, formulation of alter-
natives, assignment of decision variables to different alternatives, analysis of
alternatives, prioritization of alternatives, assessment of sensitivity of result to
different alternatives, and finally making decision on the basis of results.
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2.3 Assessment of the Possibility of Transition
in Congestion Degree of Different Routes

As discussed in the Sect. 2.2, routes with probabilities for different classes’ i.e. High
Congestion Classes, High-Moderate Congestion Class, Moderate Congestion Class
and Low Congestion Class were determined using GIS Weighted Sum Overlay.
Now the routes with probability for each class was compared with their member-
ship values of aforementioned congestion classes for the both variables i.e. CIV and
AS.

The membership functions were designed for different classes’ for the both
variables:

For Congestion Index Value (CIV):

High Congestion Class: Range ¼ f13; ug ¼ [mean (m) ¼ l3 þ u
2

f(y) ¼ y � m; 1
y\m; ym

�
ð43Þ

High-Moderate Congestion Class: Range ¼ fl2; l3g ¼ [mean (mlÞ ¼ l2 þ l3
2

f(y) ¼
y � m1;

y
m1

m1 \ y\m; ðm� yÞ
m

y � m; 0

8<
: ð44Þ

Moderate Congestion Class: Range ¼ fl1; l2g ¼ [mean (m2Þ ¼ ðl1 þ l2Þ=2

f(y) ¼
y � m2;

y
m2

m2 \ y\m; ðm� yÞ
m

y � m; 0

8<
: ð45Þ

Low Congestion Class: Range ¼ fl; l1g ¼ [ mean (m2Þ ¼ ðl þ llÞ=2

f(y) ¼
y � m3; 1
m3 \ y\m; ðm� yÞ

m
y � m; 0

8<
: ð46Þ

For Average Speed (AS):
High Congestion Class: Range ¼ ðl; l1Þ ¼ [ mean (m4Þ ¼ ðl þ l1Þ=2

f(z) ¼ z � m4; 1
m4 \ z\ u; ðu� zÞ

u

�
ð47Þ
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High-Moderate Congestion Class: Range ¼ fl1; l2g ¼ [ mean (m5Þ ¼
ðl1 þ l2Þ=2

f(z) ¼
z � m4; 0
m4 \ z\m5;

z
m5

z [ m5;
ðu� zÞ

u

8<
: ð48Þ

Moderate Congestion Class: Range ¼ fl2; l3g ¼ [ mean (m6Þ ¼ l2 þ l3ð Þ=2

f(z) ¼
z � m4; 0
m4 \ z\m6;

z
m6

z [ m6;
ðu� zÞ

u

8<
: ð49Þ

Low Congestion Class: Range ¼ fl3; ug ¼ [ meanðm7Þ ¼ ðl3 þ uÞ=2

f(z) ¼
z � m4; 0
m4 \ z\m7;

z
m7

z [ m7; 1

8<
: ð50Þ

3 Results and Discussion

The present research investigation is divided into three main segments i.e. com-
putation of Bayesian probabilities for different classes for the factors, ‘AS’ and
‘CIV’ representing status of congestion of respective classes, application of GIS
Weighted Sum Overlay using Bayesian Probabilities Values to identify routes
which are more likely congested and finally, the results of GIS Weighted Sum
Overlay were compared with the continuous fuzzy membership function’s values to
assess the likelihood of transition in congestion degree from one class to another
under uncertain environment.

The Bayesian probabilities of different congestion classes for the factors AS and
CIV is presented in the Tables 1 and 2 respectively. Table 3 shows the catego-
rization of routes into different classes obtained from the GIS Weighted Sum
Overlay operation. Finally, Table 3 contains the geometric mean values of the
continuous fuzzy membership functions for the factors AS and CIV. The probable
transition in congestion status from one class to another can be observed from the
Tables 1 and 2 respectively. For example, in the High Congestion class, the
probability of high congestion for the routes 3, 4, 5, 7, 8, 19, and 21 is 0.44 and its
transition probability to other classes i.e. High-Moderate, Moderate or Low
Congestion classes is 0.44, 0.07 and 0.05 respectively (Table 1). Interestingly, for
the Low Congestion class, the probability of low congestion (0.33) is lower than the
probability of High-Moderate Congestion (0.41) that means there is high likelihood
that routes in this class which are low congested in general scenario can be transited
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Table 1 Bayesian probabilities of different classes for the variable average speed (AS)

Classes Route ID H HM M L

High congestion class (H) 3 0.44 0.44 0.07 0.05

4

5

7

8

19

21

High moderate congestion class (HM) 1 0.24 0.60 0.1 0.05

2

6

9

10

15

16

20

22

23

24

Moderate congestion class (M) 11 0.36 0.13 0.30 0.20

12

13

Low congestion class (L) 14 0.02 0.41 0.24 0.33

17

18

Table 2 Bayesian probabilities of different classes for the variable congestion index value (CIV)

CLASSES Route ID H HM M L

High congestion class (H) 4 0.43 0.55 0.19 0.02

5

19

High moderate congestion class (HM) 7 0.35 0.42 0.18 0.05

9

20

21

Moderate congestion class (M) 1 0.30 0.21 0.45 0.04

2

10

15

16

22

23

24
(continued)
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to High-Moderate Congestion class (Table 1). Table 3 consist of routes categorized
into different classes based on GIS Weighted Sum Overlay using Bayesian
Probabilities Values and Table 3 shows the continuous membership values for each
class. Route 1 is in the High-Moderate Congestion class (Table 3) with possibility

Table 3 Results of GIS
weighted sum overlay (routes
in different classes)

Classes Route ID

High congestion class 4

5

19

High moderate congestion class 1

2

7

8

10

15

21

20

22

23

24

Moderate congestion class 11

12

3

8

6

13

Low congestion class 14

17

18

Table 2 (continued)

CLASSES Route ID H HM M L

Low congestion class (L) 3 0.01 0.04 0.31 0.63

6

8

11

12

13

14

17

18
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values 0.39, 0.45, 0.82, and 0.64 for High Congestion class, High-Moderate
Congestion class, Moderate Congestion class and Low Congestion class respec-
tively. That means, there is high likelihood that route 1 which is specifically in the
High-Moderate Congestion class can move into the Moderate Congestion class. In
similar manner, the probable transition of congestion degree from one class to
another class can be determined for different routes based on Bayesian-Fuzzy GIS
Overlay.

4 Conclusions

The objective of the present research investigation is to quantify the dynamics of
transition in congestion degree from one state to another. The Bayesian-Fuzzy GIS
Overlay technique was proposed to assess the dynamics of congestion. Application
of Bayesian approach helped in representing the unintuitionistic scenario of con-
gestion. While on the other hand, GIS Overlay represented the combinatorial
analysis of factors pertaining to traffic flow using Bayesian probabilities. Finally,
fuzzy theory helped to identify the possible transition of congestion for one class to
another for specific routes as Bayesian probabilities represent probable transitions
between congestion states for different classes.

The proposed technique i.e. Bayesian-Fuzzy GIS Overlay to construe congestion
dynamics succeeded in providing a range of possibilities of transition in congestion
degree from one state to another state for different routes precisely. The inferred
information from the results of Bayesian-Fuzzy GIS Overlay can be used for
transport management.
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A Hybrid Clustering Technique
to Improve Big Data Accessibility Based
on Machine Learning Approaches

E. Omid Mahdi Ebadati and Mohammad Mortazavi Tabrizi

Abstract Big data is called to a large or complex data from traditional ones, which
is unstructured in many case. Accessing to a specific value in a huge data that is not
sorted or organized can be time consuming and require a high processing. With
growing of data, clustering can be a most important unsupervised approach that
finds a structure for data. In this paper, we demonstrate two approaches to cluster
data with high accuracy, and then we sort data by implementing merge sort algo-
rithm finally, we use binary search to find a data value point in a specific range of
data. This research presents a high value efficiency combo method in big data by
using genetic and k-means. After clustering with k-means total sum of the Euclidean
distances is 3.37233e+09 for 4 clusters, and after genetic algorithm this number
reduce to 0.0300344 in the best fit. In the second and third stage we show that after
this implementation, we can access to a particular data much faster and accurate
than other older methods.
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1 Introduction

Information technology could ascertain for human beings, many approaches to ease
the life for them. Modern services such as: Internet, e-finance, web data and etc.
every information service that can work better, need a data. These services need
data and also generate data. For many problems like data collection, analysis,
storage, and the application of data that can’t be solved by traditional information
processing technologies should find other solutions.

Everyday information systems produce a large volume of data. The New York
Stock Exchange produces 1 terabyte (TB) of trading data every day; Facebook
produces more than 10 TB of data every day; Twitter generates more than 7 TB of
data every day. In the future, the data volume of the whole world will be doubled
every 18 months. The number will reach 35 (zettabytes) ZB in 2020. These
information force data storages entering to “Zetta” volume. There are many defi-
nitions of big data, but a definition is: data that exceeds the processing capacity of
conventional database systems [1]. There are management and analytics challenge
in traditional data from Volume, Velocity, Variety, and Value that named “4 V” [2].
Big data is unstructured and structured data, and if we can manage it, it also can
help to improve the company’s operations to make faster and more intelligent
decisions.

2 Literature Review

Now a day the importance of big data and computing on big data is inevitable. It
uses in majority scales in the world. The leader companies like Microsoft, Apple,
Facebook, Google and etc. are offering various applications that can help govern-
ments, organizations and companies to store their data in the cloud and reduce their
current maintenances. For process big data, cloud computing can help us with high
flexibility [3], but still there is a gap After massive data generated daily by people
and their management and computing. For example, Facebook stores terabyte data
of users like images, videos, audios, comments. First of all, many of these data are
unstructured and we should create a structure for these big data, it could be more
useful with the use of “Map Reduce Framework” to analysis big data [4]. Young
has proposed an approach and research for using big data to HIV Prevention, he
worked on the data, which prepared from mobile, social media and mobile appli-
cations [5].

Clustering is a method for grouping related data that are utilized by many
applications. For data clustering, there exists many different approaches that are
used in various situations and depend on the type of data it uses C-means [6],
k-means [7, 8], genetic algorithm [9–11], binary [12], hierarchy [13]. However, the
combination methods also can be more useful and create a better method with fewer
incompetency. In this regards, a hybrid of genetic algorithm and k-means were
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proposed by Rahman and Islam [14]. Villalba and its colleagues [15] proposed
clustering on smart phone image in forensic use. They offer a solution for recog-
nizing fraud and type of the mobile that take photos with clustering method. Also,
there is much research about pattern recognition that related to clustering [16].

Genetic Algorithm (GA) is a meta-heuristic approach, which may combine with
other methods and create a powerful solution for problems. In many techniques like
k-means, we should define the number of clusters but GA is more useful as the
number of clusters dependent on data. In this paper, we develop a GA as we need
genes to start and these genes choose randomly from an initial population, then for
all chromosomes, fitness function calculates and in every iteration the best chro-
mosome chooses for producing a better population. In this method at each step it
close to correct centering of clusters [14].

One of the common approaches for clustering is k-means that it can cluster data
into a K number of groups and every data in its own cluster has a minimum distance,
but has a maximum distance with a data in another cluster, the goal is to minimize
Sum of Squared Error (SSE) for each cluster and usually Euclidian distance use in
this approach [7]. In another paper apply this method to classify a dataset of 10 years
data for hydro-power and power generation from river [17]. Pavithra and Aradhya
show a method that detects multilingual text in image and video [18], and there is
another application of clustering for text, based on k-means [19].

After clustering a big data set, search in massive data can be difficult and need so
much time for the processing. Many approaches are proposed in different researches
and every method has their own advantages. One of the general attitudes is Linear
Search (LS). This search is arraying data structure, cell by cell. The complexity of
this search algorithm is OðnÞ, and this method is a specific case of Brute-Force
Search (BFS). Other approach in searching is Binary Search (BS) that needs a
sorted array and for the first step it compares input value with the middle cell of
array, if input value and value in middle cell of array was equal, it returns index and
algorithm end, but if the input value was greater from middle cell value, it waiver
from left side and again compare the input value with the middle cell of right side of
array, and so on until there is no cell to half, the complexity of this method is
O log nð Þð Þ and this approach is derived from divide and conquer algorithm [20]. In
another technique after initial centroid, use a Step Size of Movement (SSM) and in
each step of all data, calculate the sum of data and SSM and if don’t occur any
improvement, make half SSM and again summation data with SSM for all data until
finding the best centroid [21]. To continue, we use k-means at first, and with GA,
we try to reach high accuracy, and with the merge-sort and BS we search clusters.

3 Proposed Work

One of the problems with big data is clustering and finding a specific data value in
datasets with terabyte size. Over time, every database size is increasing and
accessing of spatial data becomes harder. Certainly, access to a data in chaos dataset
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is very hard. In this paper, we are proposing two methods to approach to a particular
data. First, we should grouping data and after data is clustered, we can search
required data in a specific group. With this method, we don’t need to search all of
the datasets.

To apply this idea, we use k-means for clustering at the first step. It is an NP-hard
problem, which algorithm can cluster the input data x ¼ x1; x2; . . .; xkf g and it tries
to minimize SSE in each step. At first we should initial the number of clusters and
every k cluster are exclusive S ¼ S1; S2; S3; . . .; Skf g; SK

k¼1 Sk ¼ S; Si
T
Sj ¼

;; where 1 � i 6¼ j � k by minimizing the SSE:

SSE ¼
XK
k¼1

X
xi2Sk

xi � Ckk k22 ð1Þ

where ||.||2 is a Euclidean norm and Ck is the center of each cluster. The Euclidean
norm usually used to calculate distance between two points. The Euclidean distance
between two points x = {x1, x2, …, xn} and y = {y1, y2, …, yn} calculate as follows:

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

xi � yið Þ22

s
ð2Þ

At first, every center can have random value and every input data belongs to
each center. For the next steps for each cluster calculate the mean of belonging
points and update value of centers and again each input data belongs to the centers.
These operations repeat for n step that we can determine the value of n or until we
have no change in SSE.

The output of this algorithm is centers of each cluster C ¼ c1; c2; . . .; ckf g.
Given an initial set of k-means m1;m2; . . .;mi. This method proceeds following two
steps:

1. Assignment step: in this step assigns each input data to the nearest cluster

S tð Þ
i ¼ xp : xp � m tð Þ

i

���
���
2
� xp � m tð Þ

j

���
���
2
8j; 1 � j � k

� �
ð3Þ

2. Update step: calculate the means of each point in every cluster and update the
value of centers

m tþ 1ð Þ
i ¼ 1

S tð Þ
i

���
���
X

xj2S tð Þ
i

xj ð4Þ

We use this method for beginning and also for finding the initial value of the
center.

Another step is using GA to have accurate centers. After we find centers of
clusters in k-means method, use these points for initial population with genetic
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method. GA is a heuristic method that mimics the process of natural selection and it
starts with some data as population of candidate solutions. At fitness, it tries to
improve the answers. Every data in population called chromosomes or genotype.
The evolution usually starts from a population of randomly generated individuals,
but in this paper, we used the output value from k-means. This operation is an
iterative process. Every fitness of genotype in each generation will be calculated
and best answers moved to next generations (Fig. 1).

This method searches the problem space. In this approach, we use the Euclidian
distance for fitness function, and the goal is minimizing the distance between
centers in each cluster, see in formula (2).

Commonly, this method ending with different conditions, when the maximum
number of generations has been produced, or a satisfactory fitness level has been
reached for the population. The next step is searching in these clusters to find the
different point a particular value (data) that in this method, we used BS. We should
sort each cluster, after that, BS returns the index of a value in an array.

The array is indexed where Kð0Þ�Kð1Þ� � � � �K n � 1ð Þ (Fig. 2).
For sorting these arrays, there are many methods and with attention to type of data,

we can use a suitable approach. For these data, we recommend merge sort. This
method has complexity O(nlog(n)) in worst, average and best case (Figs. 3 and 4).

Then, after sorting the array, for finding a specific value in the array we use the
BS (Fig. 5).

We use the BS algorithm in each cluster that we want to obtain the index of
valuable data. If data found it return the index of data, else, it return −1. In best case
performance is O(1) and in worst and average case performance is O log nð Þð Þ.

Fig. 1 Approach methods

Fig. 2 Presentation of binary search array

A Hybrid Clustering Technique to Improve Big Data … 417



4 Analysis and Design of the Proposed Model

In this paper, we use “perfume_data” as a dataset, which has a massive data.
Table 1 represents a short view of this dataset [22].

In the first step, we use k-means to cluster data for k = 4 and now we have 4
centers. In order to have a view of the data and centers, we draw 14 columns in
vertical and 14 columns in horizontal of the chart that shows shown in Fig. 6
(Table 2).

Fig. 4 Pseudo-code of the implemented merge algorithm

Fig. 3 Pseudo-code of merge sort algorithm

Fig. 5 Pseudo-code of
implemented binary search
algorithm

418 E.O.M. Ebadati and M.M. Tabrizi



A sample of clustering with k-means centers is as follows:
The total sum of the Euclidean distances in k-means is 3.37233e+09 and we can

use this number as accuracy of centers, and we should try to minimize this number
to reach the best result. So, we use these centers for start GA and we practice these
data as population of candidate solutions. In this paper, we proposed 4000 gener-
ations for genetic method and after 5 runs we have (Fig. 7).

Table 1 Short view of dataset

Ajayeb 64,558 64,556 64,543 64,543 64,541 64,543 64,543 64,541

Ajmal 60,502 60,489 61,485 60,487 61,485 61,513 60,515 60,500

Amreaj 57,040 57,040 57,040 58,041 58,041 58,041 58,041 57,042

Aood 71,083 72,087 71,091 71,095 71,099 72,103 71,099 72,099

Asgar_ali 68,209 68,209 68,216 68,216 68,223 68,223 68,223 68,223

Bukhoor 71,046 71,046 71,046 71,046 71,046 71,046 71,046 71,046

Buberrry 61,096 61,096 60,093 60,092 60,093 60,093 61,096 61,096

Dhealaod 68,132 69,137 69,137 68,137 68,137 69,142 69,142 68,137

Junaid 71,590 71,575 71,574 71,560 71,560 71,559 72,573 71,559

Fig. 6 k-means clustering
result

Table 2 Centers after implementation of k-means

Col 1 Col 2 Col 3 Col 4 Col 5 Col 6 Col 7

63158.22 63156.44 63266.11 63377.33 63264.33 63377.11 63266.56

46,014 46,014 46,014 46,014 46,014 46,015 46,015

70955.71 71243.14 71101.86 70814.71 70959.14 71243.43 71244.86

82149.67 82145.67 82,146 82142.33 82,479 82142.33 82,157
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The results in Table 3.
So, in Table 3, we can see the change of accuracy from 3.37233e+09 to

0.0300344 in best fit and 0.0328334 in mean for the first run with variance
3.1891e-06 and 4.6957e-06. This change shows that accuracy is increased and now
we have to make centers accurate. After genetic clustering, centers in short view are
shown in Table 4.

Fig. 7 GA clustering results
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After clustering, we have the minimum and maximum of each cluster and we can
search on a specific range of huge data instead search all data. Actually, in each
searching, with respect to the number value that we want to search, operation of
sorting and searching, just done in one cluster, therefore only 1

k of data search is

done and this method is much faster than to search all data value points. After
clustering with attention to the value of the input data and the range of clusters, we
can easily find the number of clusters (k) and only sort and search that cluster.

We implement our proposed model on a system with 8 GB RAM and Intel Core
i5 M460 2.53 GHz CPU, the time of sorting and searching of a specific data value is
like as follows:

In Table 5, we choose some data from clusters and calculate the sort and search
time in 10 runs, and we select minimum number of times in each 10 runs. In a
different system, above these values may have different results for timely con-
sumption. As we saw in our proposed method, we can access to specific data in
very short time with high accuracy. If data exist in the cluster it returns row number
and index, else it returns −1.

Table 3 The result of accuracy in five runs

1 2 3 4 5 Mean Variance
Best 0.0300344 0.0339867 0.0340196 0.0340168 0.0307493 0.0325614 3.1891e-06
Mean 0.0328334 0.03678 0.0369311 0.0382885 0.0332689 0.0356204 4.6957e-06

Table 4 GA clustering centers

Col 1 Col 2 Col 3 Col 4 Col 5 Col 6 Col 7

63157.52 63155.74 63265.41 63376.63 63263.63 63376.41 63265.85

46009.4 46009.4 46009.4 46009.4 46009.4 46010.4 46010.4

70954.7 71242.12 71100.84 70813.7 70958.13 71242.41 71243.84

82146.92 82142.93 82143.26 82139.59 82476.26 82139.59 82154.26

Table 5 Results of implementation the approach method

Value Cluster Row Index Time (s) Is data exist in cluster?

60,093 1 4 17 0.000117 Yes

59,140 1 – −1 0.000132 No

46,014 2 1 3 0.000098 Yes

46,013 2 – −1 0.000101 No

68,137 3 4 7 0.000131 Yes

69,500 3 – −1 0.000145 No

82,440 4 1 27 0.000100 Yes

82,999 4 – −1 0.000135 No
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5 Conclusion and Future Work

With attention to the increasing volume of data, the big data presents are more
important role day to day. One of the most important operations on a data is
classification and clustering. This paper proposed a method to cluster data with a
high accuracy, sorting and searching in a part of huge data instead of the whole
dataset. This paper has explored, with combining several approaches, which data
clustering is the most accurate ones. At first we use k-means for initial clustering
centers and then use GA to improve accuracy of centers, after that, with respect to
needed data value, sort and search the specific cluster will take its place and finally
get the best accuracy of 0:0300344. For the future of this work, the proposed
method can combine to another algorithm like memetic or a hybrid technique of
that.
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Efficient Iceberg Query Evaluation
in Distributed Databases by Developing
Deferred Strategies

Vuppu Shankar and C.V. Guru Rao

Abstract With the rapid increase of the distributed databases the fast retrieval of
the data from these databases are playing an important role. The bitmap index
technique is well known data structure to provide fast search from large collections.
The iceberg queries are frequently used where small output is required from large
inputs. Recently, the bitmap indices with compression technique (WAH) are being
utilized for efficient iceberg query evaluation. However, the results of these tech-
niques are available only with standalone database. In this paper, we present an
effective iceberg query evaluation by developing deferred strategy in distributed
databases. This reduced the AND operations performed excessively in existing
algorithm. The proposed algorithm executes in both the ways of data shipping and
query shipping. The experimental results are verified and compared with existing
algorithm.

Keywords Iceberg query � Distributed databases � Bitwise logical operations �
Data shipping � Query shipping � Threshold (T)

1 Introduction

The iceberg queries are basically a kind of retrieval techniques, which are first
introduced by scientist Fang et al. [1]. These are frequently used when small output
is required from large collections of databases. The syntax of an IB query on a
relation R (C1, C2… Cn) is given Fig. 1.
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The above syntactic query fires on a relation R, and then column values that are
above user desired threshold are selected as output of iceberg query. Many
researchers had developed a variety of techniques for execution of iceberg queries.
These are simple counter, sorting, sampling, coarse counting, Hybrid and tuple scan
based methods etc. However, the researches reveal that the above methods had
consumed large execution time and disk space due to scanning of database at least
once.

In order to reduce the scanning time of database tuples and disk space a new
kind of database index called bitmap was proposed by Spiegler and Mayan [2].
These bitmaps were used for solving iceberg queries efficiently [3–6]. A naïve
bitmap index technique was used bit indices to answer IBQ. In this technique, more
bitwise-AND operations were conducted while answering IBQ. Due to this large
number of operations, the execution time and disk space was also large. After that, a
static bitmap pruning technique was developed which prunes the bitmap vectors
whose 1’s count are less than specified threshold (T). However, this was not
completely utilized the anti-monotone property of iceberg queries. Next, technique
i.e., Dynamic index based pruning was developed to prune the bitmap vectors
whose 1’s count less than user specified threshold. This pruning step was applied
before and after bitwise-AND operations performed. But, this technique was unable
to reduce bitwise-AND operations completely whose resultant will be an empty
vector. After that, an IBM Scientist whose name is He et al. [3] had developed a
vector alignment algorithm which solves the problem of conducting the
bitwise-AND operation between bitmaps whose resulting vector is empty.

In order to avoid the null AND operations between pair of bit vectors, these two
vectors are examined for its alignment. The two vectors are said to be aligned
whose first 1 bit positions (FBP) are same. While finding the alignment between
two vectors under consideration, large numbers of push and pop operations were
done. However, some of them were identified as conducted in excess. Therefore,
the compressed bitmap index technique was not so effective and the iceberg query
evaluation was challenging due to two major parameters as listed below:

1. The speed of the evaluation
2. The space required for the evaluation.

In addition, iceberg query evaluation in a distributed database environment
makes it most challenging as the literature reveals only results on standalone
databases. Therefore, the existing compressed bitmap index technique [3] is first
proposed to be implemented in distributed databases. Consequentially, the proposed

select Ci, Cj, …, Cm, AGG(*) 
from TABLE R  
group by Ci, Cj…, Cm 
having AGG (*) > = T;  

Fig. 1 Template of writing
an IBQ
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algorithm of compressed bitmap index technique [3] is modified and being pro-
posed as “Modified Compressed Bitmap Index Technique” for efficient iceberg
query evaluation in distributed databases. The modified compressed bitmap index
algorithm is responsible to produce the output from large collection of input data
available in distributed databases by either shipping the data to the central server or
shipping the iceberg query to every client. At first, we present the proposal of
modified compressed bitmap index algorithm using data shipping.

Section 2 presents a survey on the related work carried out on the topic under
investigation. The proposal made on the problem of iceberg query evaluation in
distributed databases is explained at Sect. 3. The Sect. 4 describes the implemen-
tation details of proposed solution. The experiments that are conducted on the
implementations are presented at Sect. 5. The Sect. 6 brings out the results obtained
when experimented on the implementation and analyzed. The research work carried
out is concluded in the Sect. 7 followed by references.

2 Related Work

In this section, we are here to present a review of related work of IBQ evaluation in
two sub sections. In first sub section i.e. 2.1, we, mainly focused on the IBQ
evaluation without using bitmap index technique. The second sub section i.e. 2.2,
which focuses the evaluation techniques of IBQ using bitmap index technique.

2.1 Iceberg Query Evaluation Without Using Bitmap Index
Technique

The iceberg queries were first proposed by Fang et al. [1], in his first proposal i.e.,
The simple counter method, the distinct column values were selected by firing the
IBQ against to the database table and then count the number of values. If this cunt
value was above threshold (T) selected as IBQ result, else count was ignored. This
technique was efficient when database was small. However, it took large execution
time and consumed more disk space to evaluate an IBQ. The next technique was
developed and referred as sort technique. The concept of sorting was to sort the
records before use them for its evaluation. Then sorted records were sent to IBQ
evaluation as input. The effectiveness of sorting the records reduced the IBQ
evaluation time and disk space that was consumed. In the next technique, a few
records were considered for IBQ evaluation as sample. Hence, it was referred as
sampling technique. This improved an execution time and disk space over previous
techniques. But, this was provided not accurate results. However, this technique
was compromised with the approximate results. After that, they were also devel-
oped the partitioning technique by Bae et al. [5, 7]. The partitioning of the database
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into many numbers of partitions and each partition was examined for valid IBQ
result. The IBQ result from each partition was added to final IBQ result and
compared with threshold. If this was above threshold sent to output. Else result
were ignored. This was good and effective for small databases. As database size
was increased the number of partitions or partition size was also increased.

All the above techniques reviewed in sub section A, were consumed large
execution time and as well as disk space for its evaluation. Therefore, another
technique that was used for IBQ evaluation known as index technique that was
generally provide a fast search of records from large collection of database records.
The various bitmap indexing techniques were reviewed in the next sub section.
i.e., B.

2.2 Iceberg Query Evaluation Using Bitmap Index
Technique

In this sub section, we present the review of various bitmap index techniques that
were used for IBQ evaluation. First, a naïve technique was used for an evaluation of
IBQ. In this technique, the bit vectors were extracted from the different column
values as input and sent to IBQ evaluation. A bitwise-AND operation was per-
formed between them. The number of 1 bits were counted. If this number was
above threshold were declared as IBQ result and sent to output. The remaining bit
vectors were also examined in the same way until all the bit vectors were com-
pleted. This technique was inefficient, since it required the performing of huge
number of AND operations while answering the IBQ. The next technique devel-
oped was referred as static bitmap pruning technique. In this technique, a pruning of
bitmaps were done before performing the any AND operation between bit vectors.
With this, the number of bitmaps were reduced that were not eligible for AND
operation. Hence, the net effectiveness of IBQ evaluation was increased. However,
this was not completely removes the ineligible bit vectors whose contribution was
not leading to IBQ result. There was another technique referred as dynamic index
pruning technique. In this, the prunings of bitmaps were done twice. i.e. before and
after performing AND operation. The next technique i.e. alignment algorithm was
developed by IBM scientist He et al. [8], He was used the bit vectors in an efficient
way to answer IBQ, and they were avoided from the conduction of AND operation.
This was by finding the first 1 bit position of each vector and sent to alignment
algorithm that was used to test whether inputted vectors were aligned or not. If they
aligned, sent them to perform AND operation. Else, they were ignored. But, in this
technique, the observation was done towards the checking of alignment process and
was found as, this technique took place a large numbers of push and pop operations
were to be performed. Thereby the IBQ evaluation was slow down. The next
section presents a proposal to effectively prune the bitmap vectors by differing
push-pop operations in the above stated process.
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3 Proposed Research Work

The proposed research work is done in two subsections. In the first subsection i.e.,
2.1, the block diagram of the proposed research work model is described. In the
second sub section i.e., 2.2 an algorithm for deferred strategy to avoid excessive
push-pop operations is proposed. Problem statement: In finding the alignment
between two vectors under consideration a large numbers of push and pop opera-
tions were found to be conducted. But, some of them were identified as conducted
in excess. Due to large number of these ineffective push-pop operations the bitmap
vectors are entered unnecessarily into PQs for many times. Subsequently, the IBQ
evaluation time will be large. Therefore, the ineffective push-pop operations are
deferred before entering into its PQs. This is described in two sub sections.

Block Diagram of Proposed Model: Data Shipping
In the Fig. 2 block diagram, the term DB indicates database, PQ is priority queue.
A, B are aggregate attributes. A1, A2, A3, … An, and B1, B2, B3,… Bm are
bitmap vectors, WAH is Word Aligned Hybrid technique, AND denotes
bitwise-AND operation, XOR denotes Bitwise-XOR operation, “r” is resultant
vector of Bitwise-AND operation, IBQ is iceberg query and T is threshold. In the
above Fig. 2, the attributes A, B are passed to WAH technique in order to generate
bitmap vectors and compress them. The compressed vectors are placed in corre-
sponding PQs according to their FBP. FindNextAlignedVector module is used to
determine the alignment between two bitmap vectors. If they are aligned, send them
to IBQ Evaluation module of computation block, else sent them to sub module
“deferred push-pop”. This module saves push and pop operations that are exces-
sively performed by deferring them. Otherwise, pop vector and push it into its PQ.
After that, these aligned vectors are popped out from both PQs and passed to IBQ
Evaluation module as input.

Fig. 2 Block diagram of deferred push-pop while data shipping
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B. Algorithm  
FindNextAlignedVectorsByDeferredPushPop  
Input:Priority queues, Bitmap vectors, Threshold (T)  
Output: Aligned vectors.  
Step 1: begin  
Step 2: generate bitmap vectors for every aggregate attribute  
Step 3: push these bitmaps into corresponding priority queues prioritized by their first 1 bit position (fbp)  
Step 4: do (  
Step 5: If ( fbp(A2)<fbp(B3))  
Step 6: (  
Step 7: find nextfbp(A2)  
Step 8: if(fbp(A2)==fbp(B3)) return A2 , B3  
Step 9: pop and push A2 into PQA  
Step 10: )  
Step 11: else  
Step 12: (  
Step 13: find nextfbp(B3 )  
Step14: if(fbp(A2)==fbp(B3)) return A2, B3  
Step 15: Pop and push B3 into PQB  
Step 16:) while fbp(A2≠fbp(B3) 
Step 17:if fbp(A2)==fbp(B3);  
return A2, B3  
Step 18: end  

Block Diagram of Proposed Model: Query Shipping
In Fig. 3, the term DB indicates database, PQ denotes priority queue. A, B are
aggregate attributes, A1, B1 are bitmap vectors, WAH is Word Aligned Hybrid
technique. AND represents Bitwise-AND operation, XOR represents Bitwise-XOR
operation, “r” is resultant vector of bitwise-AND operation, IBQ is iceberg query and
T is threshold. The above block diagram is proposed to be operated under query
shipping. In above block diagram, the iceberg query comes to the database (DB) and is
passed to other databases DB1, DB2, DB3 and DB4. At each of these databases the

Fig. 3 Block diagram of deferred push-pop while query shipping
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IBQ is processed same as in Fig. 2 in order to defer excessive push and pop operations.
Then results at these databases are now combined to yield iceberg results.

4 Implementation

The above said proposals are implemented in the following four modules. These
modules are developed using JAVA as frontend and the data is backend in
MS-Acess, SQL-Server and Oracle.

1. Generate Bitmap
2. First1bit Position
3. FindNextAlignedVectorby deferring push-pop operations
4. Iceberg query evaluation

1. GenerateBitmap: This module accepts the records of the database table
containing columns mentioned in IB query as input. A bitmap vector is
generated for each distinct value of an aggregate attribute, as marking 1 if it
present in that record, otherwise 0 is marked. These bitmaps are generated
using WAH technique [].

2. Fisrt1BitPosition: This module accepts bitmap vector as input and returns
the position of the first 1-bit.

3. FindNextAlignedVectorbydeferringpush-pop: This module is used to find
next aligned vectors from two PQs. The two bitmap vectors are said to be
aligned, if the first 1 bit positions are same. The PQs are adjusted until the
corresponding top most bitmap vectors are aligned by deferring unnecessary
pop and push operations. The First1BitPosition module is called to find the
first 1 bit position of a vector when the vectors are not aligned. This module
returns null vectors if it fails in finding next aligned vectors.

4. IcebergQueryEvaluation: This is the main module. It pushes the bitmap
vectors, which are generated using GenerateBitmap module into PQs based
on its first 1 bit position, which is returned from First1BitPosition module.
The FindNextAlignedVector module is recursively called until either of the
PQs is empty. In every next aligned vectors the bitwise-AND operation is
conducted to get the intermediate result.

5 Experimentation

The above implemented modules are experimented in both data shipping and as well
as query shipping. The above modules are experimented on the same setup used by
modified compressed bitmap index algorithm and are explained from Sl no 4.
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These 1 lakh records are fetched from 4 computers by loading the respective
Java Data Base Connectivity (JDBC) drivers and establishing JDBC connections
into client site. The main module called IcebergQueryEvaluation module first it
invokes GenerateBitmap module. This module accepts an aggregate attributes and
its distinct values of a record as input for bitmap generation. It considered of having
m distinct values and n number of tuples of that attribute. Therefore, we need to
construct an m × n matrix of bitmap vectors. If the distinct value of an aggregate
attribute is present in the row of a matrix then bitmap vector is marked as a 1,
otherwise 0. The bitmap vector matrices are occupying huge space. Hence, to get
the memory efficiency these bitmaps are given for WAH technique [9] to compress.
In this technique, the bitmap vectors are divided into number of words. Each word
comprises of 32 bits. After that, these compressed words are given as input to next
module i.e., First 1 Bit Position. This takes each compressed word and decomposes
them into sequence of 1’s and 0 bits. Then it is searched for position of first 1 bit. If
the first bit of a word is 1, then it returns that position. If it is 0 bit, goes to next
position of the word. The process repeats until the last word of compressed
bitmap. After that, these bitmaps are placed according to their first 1 bit position in
priority queues. The vectors in the PQs are input to next module i.e., Find Next
Aligned Vector by Deferring Push-Pop. The two top positioned bitmaps from both
priority queues are drawn to find the alignment of those vectors. Now, the first 1 bit
positions of those vectors are compared. If they are same, then vector pair is said to
be aligned and return them for further action. Otherwise, it defers the push and pop
operations by selecting the vector which has smaller first 1 bit position and finds its
next first 1 bit position. Once again the new first 1 bit position is compared with first
1 bit position of opposite vector. If they are same, return them for further action.
Else pop that vector from its priority queue and push it into corresponding priority
queue. The same process is repeated for either of the priority queues gets empty.
Next, these aligned vectors are pushed to the Iceberg Query Evaluation module for
an operation. In this module, the bitwise-AND operation is conducted on these
aligned vectors. If two bits of the same position are 1, then resultant bit is 1,
otherwise 0. After AND operation, the number of 1 bits in resultant vector is
counted. This count value is compared with user given threshold. If it is above that,
declared that vector pair is an iceberg result and send to output. Thereafter, a
bitwise-XOR operation is also performed to test whether this vector pair is useful
for next iceberg result or not. For conducting a bitwise-XOR operation, the two
vectors are considered as input, one vector, which is previously used in
bitwise-AND operation and another vector is resultant vector of bitwise-AND
operation. In this XOR operation, the bit positions of two bit vectors are compared.
If they are opposite bits then resultant bit is 1, otherwise 0. The number of 1 bits in
resultant vector of XOR operation is above threshold are forwarded to re-enter into
PQs. The same process repeats until either of the PQ becomes empty. These
experiments are repeated for different thresholds as well as number of tuples in each
time.
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6 Results

The results of above algorithm are compared with modified compressed bitmap
index algorithm. The observations from that comparison are, the deferred push-pop
algorithm is showing better performance than modified algorithm in terms of its
execution times.

Next, we present the analysis on execution times conserved by each proposed
algorithm by computing gain parameter between them. For that, we summary the
results in their execution times in deferred push-pop, as against the modified
compressed bitmap index algorithm are noted for every experiment that was per-
formed in data shipping. The gains in percentage of the summary results are pre-
sented at Table 1.

% gain in Exe: time ¼ Exe: timeð Þexisting� Exe: timeð Þproposed= Exe: timeð Þexistingð Þ � 100

ð1Þ

The r denotes correlation and is considered as given in Eq. (1) and reproduced as
hereunder r = ∑XY/SQRT (∑X2*∑Y2). The ∑X and ∑Y are sum of thresholds
utilized in experiments and sum of gain in execution time of combined push-pop
and bitwise-XOR operations to find the correlation and resulted in r1 = 0.5946
= 59.46 %.

Now it can be understood that from the above correlation coefficients (r) the
proposed deferred push-pop, algorithm consumes 40.54 %, of execution time,
required in modified compressed bitmap index algorithm.

The execution times gained in deferred push-pop, against the modified com-
pressed bitmap index algorithm are noted for every experiment that was performed
in query shipping. The summary results of execution times of above algorithms and
are presents at table 2.

Table 1 Percentage gain

Threshold (x) gEPP (%) (y1) X = x − x′ x′ = 550 Y1 = y1 − y′ y′ = 12.96

100 42.85 −450 +24.89

200 10.90 −350 −2.06

300 11.5 −250 −1.46

400 15.22 −150 +2.26

500 10.45 −50 −2.51

600 6.746 +50 −6.214

700 5.033 +150 −7.927

800 8.26 +250 −4.7

900 7.23 +350 −5.73

1000 11.45 +450 −1.51

Σx: 5500 Σy1:129.639
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The first column is threshold value specified for each experiment and it is
denoted by (x). The second, column represent gEPP, indicating percentage gain in
execution time in experiments conducted on algorithm of deferred push-pop, The
last two columns represents variables X and Y, considered for statistical compu-
tations required in determining correlation between thresholds and combined
deferred push-pop operations obtaining is given the formula for correlation at
Eq. (1) is considered. The percentage gain is computed by the following equation.

The r denotes correlation and reproduced as hereunder r = ∑XY/SQRT
(∑X2*∑Y2)). The ∑X and ∑Y are sum of thresholds utilized in experiments and
sum of gain in execution time of combined are submitted to find the correlation and
resulted in r1 = 0.6828 = 68.28 %.

Now it can be understood from the above correlation coefficients (r), the pro-
posed deferred push-pop algorithm consumes 31.72 % execution time required in
modified compressed bitmap index algorithm.

7 Conclusion and Future Scope

Hereunder, we conclude the work which is done for efficient iceberg query eval-
uation in distributed databases while data ships and query shipping. The consid-
erable execution time and disk space is reduced by reduction of the number of
push-pop operations performed in existing technique. This is by deferring excessive
push-pop operations while finding alignment between two vectors.

The above deferred algorithms for iceberg query evaluation can be extended
from two aggregate attributes to multiple aggregate attributes. These are also used
for other than count function such As SUM, AVG, RANK and DENSE RANK etc.
These algorithms are extended for parallel processing of iceberg query when query
is shipped to multiple databases.

Table 2 Summary of results in execution time while query shipping

Threshold (x) gEPP(%) (y1) X = x − x′ x′ = 550 Y1 = y1 − y′ y′ = 10.28

100 52.99 −450 +42.71

200 10.44 −350 +0.12

300 10.0 −250 −0.28

400 11.5 −150 +1.22

500 6.66 −50 −3.62

600 3.84 +50 −6.44

700 0.629 +150 −9.65

800 0.725 +250 −9.55

900 0.9 +350 −9.38

1000 5.12 +450 −5.16

∑x: 5500 ∑y1:102.8
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Unique Identifier System Using Aneka
Platform

Karishma Varshney, Rahul Johari and R.L. Ujjwal

Abstract This paper is regarding the development of a console application named
‘Unique Identifier System (UIS)’ used to create a unique identification number
(UID) for a person at the time of his/her birth. Instead of having various identity
proofs like PAN card, Driving license, Aadhaar card, Voter ID card, Ration card
etc., the person will be recognized by its UID all over the world. This UID will be
stored on a cloud to be accessed all over the globe. For hosting the application on
Cloud, we are using the Aneka tool, a Cloud Application Development Platform
http://www.manjrasoft.com/manjrasoft_downloads.html which will make all the
UIDs available globally.

Keywords UIS � UID � Aneka � Cloud � Identity � Cloud computing

1 Introduction

A unique identifier (UID) is a numeric or alphanumeric string that is associated with
a single person across the world. It is a random number which is virtually
impossible for a person to identify. The UID approach is designed on an on-line
system, where centrally data is stored and authentication is done online. UID
number is issued to an individual by capturing and storing some of his/her personal
details that will uniquely identify the person all over the globe [1].
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The Unique Identifier System (UIS) is an application developed using C sharp
programming language on Aneka Platform. UIS allow you to assign a unique
identification number (UID) which will help to recognize the person globally
instead of having various different identification proofs like PAN card, Driving
license, Aadhaar card, Voter card, Ration card and many more.

2 How UIS Work

As soon as the child takes birth, his/her complete information will be disclosed by
the parents to the hospital authority. Hospitals will then transfer the details to
Municipal authority. The Municipal authority uses the UIS software for creating the
UID for the child and a unique identity number will be assigned to him/her.

The details being asked by the UIS are as follows:

• Country code
• State code
• City code
• Block number
• House number
• Date of birth
• Gender

This will create a 15 digit code that will help to identify the person like its
country he/she belong to, state in which he/she resides, city code etc. (see Fig. 1).

Country code

State code

City Code

Block Number

House Number

Date of Birth

Gender

15 digits 

Fig. 1 Format of UID created
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3 Motivation for Doing Work

Presently every person has more 5–6 identity proofs like PAN card, Ration card,
Driving license, Aadhaar card, Voter card etc. It is difficult to maintain such a large
database for a population of billion of people across the globe. It is wastage of
memory to store details for a single person in different format. Secondly the
authentication for each of the proof requires huge amount of computation again
leading to wastage of resources.

So there is a need to create a single identity proof for person that will work all
over the world. For this purpose UIS is being developed for creating a UID for each
individual. Thus reducing the size of databases as well as instead of authenticating
so many identity proofs, authentication of only one UID is required, thus saving the
consumption of resources.

4 Methodology Adopted

4.1 Flow Chart

See Fig. 2.

4.2 Algorithm
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Unique identity number is generated using seven if-else blocks and stored in the
variable ‘uid’. Lines 4–7, 9–12, 14–17, 19–22, 24–27, 29–32 and 34–37 are if-else
blocks involved in the creation of uid. So running time of algorithm is constant, i.e.,
O(1).

As the unique identification code generated is of 15 bytes and is stored in a string
variable ‘uid’ which is returned in line 38, the algorithm has constant space com-
plexity, i.e., O(1).

5 Related Work

5.1 Yoganandani et al. [2]

The paper talks about how Cloud Computing has been evolved through years.
Starting from the definition of Cloud Computing, it describes the elements of Cloud
computing like resource pooling, broad network access and rapid elasticity.
Followed by this, the author describes the cloud services such as SaaS, PaaS, IaaS,
cloud deployment models which includes public, private and hybrid cloud, cloud
computing platforms and lastly the security issues and challenges in cloud
computing.
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Fig. 2 UIS system flow
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5.2 Khurana et al. [3]

In order to use Cloud resources efficiently and gain maximum profit out of it, the
author has used a Cloud analyst simulator based on Cloudsim which enables
modeling and simulations in cloud’s ambience. The paper explains the various
cloud computing models like IaaS, SaaS, PaaS and about CloudSim and its sim-
ulation in the subsequent topics. CloudSim is a framework developed by the
GRIDS laboratory of University of Melbourne which enables seamless modeling,
simulation on designing Cloud computing infrastructures. It provides basic classes
for describing data centers, virtual machines, applications, users, computational
resources, and policies for management of diverse parts of the system.

5.3 Malik et al. [4]

This paper proposes a model for effective utilization of resources among several
universities and research institutes located in different continents along with
decrease in their infrastructural cost. It includes the concept of Cloud federation and
Volunteer Computing. In this model, institutes can avail much higher computing
power through cloud federation concept. The proposed model is going to be
implemented using Virtual Cloud implementation with existing virtualization
technologies (like Xen). It will be available as an open source solution. Virtual
Cloud is already in implementation phase and is building on existing ProActive
cloud/grid middleware. ProActive is an open source cloud/grid middleware, which
enables the user to execute its tasks on a cluster or cloud infrastructure.

5.4 Koushal et al. [5]

For optimal utilization of resources, the author used CloudSim API to monitor the
load patterns of various users through a web application. CloudSim is Cloud
Simulation framework that is used for simulating the exact environment, visualizing
the usage patterns and to monitor the load. Application load is monitored by
deploying an application named “ebookshop”, a online book selling site, on the
virtualized cloud environment created using CloudSim which check the usage
behavior of various users in the cloud.

5.5 Arackal et al. [6]

This paper deals with Scientific Cloud Computing which means that the user has to
focus on the application without being concerned about the infrastructure required
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and the installation process. Scientific Cloud is based on Infrastructure as a Service
(IaaS) model which provides high performance computing virtual clusters as well as
virtual machines on demand. For providing Scientific Cloud computing, the author
presents a web based job submission mechanism named SciInterface. SciInterface
provides a graphical user interface for the user to interact with the scientific cloud and
submit their application for processing. Some of its features are user privileges
mapping (privileges are assigned to user when he/she create account for submitting
their job), job submission (submitting the job for processing), job monitoring (every
job submitted is mapped with a job id through which status of the job can be checked)
and output logs (activities performed for processing the job can be checked).

6 Simulation Performed

UIS is a console application implemented using Microsoft Visual Studio
Professional 2013 [7] and the cloud environment is created using Aneka Platform,
version 3.0, developed by Manjrasoft Pty Ltd. A table named UISdata with columns
sno, uid and dob for storing the serial number, uid and date of birth respectively is
created using Microsoft SQL Sever 2012 [8].

Fig. 3 Output screen
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After entering the details like country code, state code, city code, block number,
house number, date of birth and gender, the UIS will generate a 15 digit code i.e.,
the UID, unique for an individual (see Figs. 3 and 4).

7 Conclusion and Future Work

UIS is a console application for creating a unique identification number for an
individual which will serve as an identity for the person all over the world. It’s a 15
digit code in which each bit of the code depict unique information about the person
like where the person belong to, from which state, its gender and many more.

The UIS is at the verge of development. A small application generated so far has
been showcased in the paper but there is more to be done like handling of records of
billion of population over the cloud, security issues need to be addressed, avail-
ability of resources for running the application and many more.
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A Novel Graphical Password
Authentication Mechanism
for Cloud Services

M. Kameswara Rao, T. Usha Switha and S. Naveen

Abstract Password provides high security and confidentiality for the data and also
prevents unauthorized access. So, the most popular authentication method which is
the alphanumeric passwords that provides security to users which are having strings
of letters and digits. Due to various drawbacks in text based passwords, graphical
password authentication is developed as an alternative. In graphical password
authentication, password is provided based on the set of images. For users it is easy
to remember images than text and also graphical passwords provide more security
when compared to text based. There are two techniques in graphical passwords.
They are Recognition based technique and Recall based technique. To provide
more security to user a new idea has been proposed by combining Recognition
based and Recall based techniques in this paper.

Keywords Graphical password � Authentication � Recognition based technique �
Recall based technique

1 Introduction

Now-a-days, providing system security for the user has become more important. So
password is provided for authentication. To provide security there are different
authentication mechanisms and among them alphanumeric passwords which pro-
vides high security are also known as text based passwords. In text based system
password contains a string of letters and digits. So, these text based passwords are
strong enough and that password complexity is directly proportional to password
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security. However, text based passwords are easily guessable, easy to guess through
dictionary attacks, brute force attacks, key logger, social engineering etc. To pro-
vide more security an alternative solution for text based alphanumeric passwords A
graphical password authentication has been developed. In this authentication sys-
tem user have to select the password from a set of images in a specific order. The
image that should be selected can be of any type such as image of nature, flower,
place, person etc. Users can remember or recognize the images better than the text.
But shoulder surfing is an eminent problem in graphical passwords. The meaning of
shoulder surfing is looking over someone’s shoulder to know passwords. To
overcome this problem both the Recognition based and Recall based techniques are
used. In Recognition based technique a set of images are presented to user for
selection and at the time of authentication correct images should be clicked in
sequential order. In Recall based technique user has to reproduce the same that are
created or selected at the time of registration.

2 Related Works

Graphical password schemes are categorized into Recognition based and Recall
based graphical password schemes. In Recognition based techniques, at the time of
registration a user is given a set of images and he or she gets authenticated by
recognizing and identifying the images. In Recall based techniques, a user is asked
to reproduce that images in a sequential order in which he or she have created at the
registration stage. Dhamija et al. [1] proposed a graphical password authentication
scheme in which a user is asked to select a sequence of images from a set of random
pictures. Later, for authentication user has to select the pre-selected images.
Sobrado and Birget [2] proposed a graphical password technique which acts as a
shoulder surfing resistant, in which system displays a specific number of pass
objects (pre-selected by the users) from many objects that are given. In Man et al.
[3] algorithms a number of images are selected by user as pass-objects. Each
pass-object with a unique code has several variants. During authentication process
several scenes are presented before user. Jansen et al. [4] proposed a mechanism
based on graphical password for mobile devices. Takada and Koike [5] discussed a
similar technique for mobile devices. Real user corporation developed a Pass-face
algorithm [6] where user is asked to select four images from database as their
password.

Basic types of Recall based techniques are reproduce a drawing and repeat a
selection. Reproduce a drawing group includes DAS (Draw-a-Secret), Passdoodle
method Sykuri method etc. Jermyn et al. [7] proposed Draw-a-secret method in
which user has to draw their password which should be unique. Passdoodle method
which was proposed by Goldberg et al. [8] consists of text based or hand written
designs, usually drawn on touch sensitive screen with a stylus. Syukri et al. [9]
proposed a system where user has to draw their signature using mouse for
authentication. Blonder [10] designed a graphical password scheme in which user

448 M. Kameswara Rao et al.



has to click on several location on an image by which password is created.
Wiedenbeck et al. [11] proposed PassPoint Method which is the extension of
Blonder’s idea by eliminating the boundaries which are predefined and allows the
arbitrary images for use. Passlogix Method [12] was also based on Blonder’s idea.
In this method user must click on different items in the image in correct sequential
order for authentication. For each item invisible boundaries are defined so as to
detect whether that particular image is clicked or not using mouse. Other related
works are specified in [13–15].

3 Proposed Scheme

The proposed method is the combination of both recognition and recall based
password techniques. The recall based is defined on the reproduction of picture
selected at the time of registration. The various phases of the developed password
are to correctly protect the user’s information and restrict other than them to login to
his account. The various phases of the password creation and execution are as
follows:

Options Screen The main options are given on this screen so that entire handling
will become easy for the user to reach any stage easily without difficulty. This is the
first and most important part of the application which makes the user a user friendly
application. All options are maintained at this screen.

Registration At the time of login the user must provide the unique ID number
given at the time of registration. Then by following the recalling of the password
sequence of the age and immediate selection of the age sequenced image should be
done. That sequence of age and the image must match to the registered user unique
ID password.

Login At the time of registration the user has to provide the details like user
name, phone number, Gmail then he must select a sequence of age’s group along
with one photo at every sequence of age selection. Then by selecting the save
button then the entire details of the user will be saved by giving a user id, which
becomes the key attribute at the login time (see Fig. 1).

Recovery System By the help of Gmail account as a reference the recovery
system is done. As these images are stored in the data base by the help of them, the
names of the images are sent to the registered mail id and again the access can be
provided. This phase plays an important role to recover the user’s account.

Steps Involved

1. First the user must use the register option to get use of any particular site.
2. After selecting the registration phase then give the user details like user name,

email, phone number etc.,
3. Then he must register the password both recall and recognition based

mechanism.
4. The recall phase is for the age selection of particular age sequence.
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5. At every age selection the respective recognition based image must also be
selected.

6. Then after completing the age sequence with respective to image of particular
age sequence select the save button which completes the registration phase.

7. The immediate mail consisting of the sequence and the images as password is
sent for recovery or protection purpose.

8. Then the user must go to login screen by selecting the login button.
9. Here he must reproduce the correct user id number which he had registered at

the time of registration.
10. Then followed by the recalls age sequence and the respective recognition

images in exact sequence for perfect login.
11. Any sequence change or image change may leads to restrict or prevent from the

web site entry.

All the set of images are stared in the separate data bases of respective age
groups of child, adult, young and old. Those data bases are consisting of images for
recognition of nine images each age group. These images of 36 which are 9 of each
age group must be shuffled to provide complexity and improve protection. The
image selection for every recalled age group will proceed in four levels to complete

Fig. 1 User login screen
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the entire correct password to be given. These selecting of 9 images from the
database is done in a particular order as given below (see Fig. 2).

At first level the 9 images are selected as the one image of the 9 is from the 4
images of the registered time and the remaining images are taken two from each
databases of the age sequence. Then the next second level of 9 images consists of
second image of the second of the four registered images with the remaining two
images of the databases of age sequences. This process continues for the four levels.

4 Security and Usability Study

A user study was conducted involving 24 graduate students to study usability,
Security and login times for the proposed scheme after a learning session on the
proposed scheme. The average login time for the proposed scheme is 32.3 s. The
security of the proposed scheme depends on the change in the order of the image
category selection among child, young, adult and old images. Increasing the levels
in the selection of images will provide additional security.

Fig. 2 Image database for child, young, adult, old categories
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5 Conclusions

Thus by combining both the recall and recognition based methods, more protection
is given to the user account. So the login user’s web services are protected by using
this locking system. So by combining this two we will make the unknown user to
strictly avoid any hacking techniques as it has both intermixed technology. So the
user account will now get the maximum security from the hackers as their tech-
nology cannot handle when two techniques are intermixed.
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A Conceptual Framework for Big Data
Implementation to Handle Large Volume
of Complex Data

Manas Kumar Sanyal, Sajal Kanti Bhadra and Sudhangsu Das

Abstract Globally industries, businesses, people, government are producing and
consuming vast amounts of data on daily basis. Now-a-days, it’s become chal-
lenging to the IT world to deal with the variety and velocity of large volume of data.
To overcome these bottlenecks, Big Data is taking a big role for catering data
capturing, organizing and analyzing process in innovative and faster way. Big Data
software and services foster organizational growth by generating values and ideas
out of the voluminous, fast moving and heterogeneous data and by enabling
completely a new innovative Information Technology (IT) eco-system that have not
been possible before. The ideas and values are derived from the IT eco-system
based on advanced data-analysis on top of the IT Servers, System Architecture or
Network and Physical objects virtualization. In this research paper, authors have
presented a conceptual framework for providing solution of the problem where
required huge volume of data processing using different BIG data technology stack.
The proposed model have given solution through data capturing, organizing data,
analyzing data, finally making value and decision for the concern stakeholders.
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1 Introduction

Gartner defines: “Big data is neither a technology in itself, nor is it a distinct and
uniquely measured market of products or vendor revenue. It is a technology phe-
nomenon happened due to the rapid rate of data growth, complex new data types
and parallel advancements in technology stake that have created an IT ecosystem of
software and hardware products that are useful for its users to analyze the collected
data to extract more values and granular levels of insight” [1, 2].

Big Data is not just handling with huge Volume of data. It has 3 more dimen-
sions (Fig. 1), Variety, Velocity and Value [3, 4]. The Variety is because social
media websites had led to the explosion of unstructured data sources like web
pages, logs, video streams, audio-video files, blog entries and social media posts,
text messages and email. The Velocity at which new and updated stream of data is
flowing into the system is incessant and at Real-time. The Values or insights to
derive out of huge amount of variety of data captured with high velocity. Important
information or value can be hidden among irrelevant data. It’s the biggest challenge
for enterprises to identify value, out the ocean of data; it is generating or receiving
from outside world.

Fig. 1 Four versus of big data
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Analysis of Big data can provide insights to the senior management that they
would earlier not be privy to and hence enable them to take smarter, decisive and
faster decisions in a world where change itself has changed [5].

Managers now can easily review inventory levels, sales pattern and customer
demands on daily basis to decide which products are highly demanded or most
profitable or which products are required to be procured when and in which
quantity. The solution enables chain limit losses by scheduling price reductions to
move perishable items prior to spoilage, effectively lowering losses on perishable
goods, which are approximately 35 % of the chain’s products. Stores can adjust
quickly as the government’s price settings on staple foods fluctuate, and the
company can compile sales tax data 98 % faster than before. These improvements
resulted in a 30 % increase in revenue and a US$7 million boost in profitability for
the company [6].

As per the recent survey conducted by SAS among the business leaders [7], it
was found that 82 % of them think that Big Data solutions are very, somewhat or
extremely important for their business to achieve competitive advantages and 84 %
of them have either implemented Big Data solutions (17 %) or will going to
implement Big Data solutions within next 5 years (as in Fig. 2).

Oracle conducted a survey on 333 North American executives to identify their
organizations’ readiness and capability to extract innovative ideas from the existing
system to improve its operations and explore new opportunities and new revenue. It
was found that 94 % of organizations are capturing and processing more business
data today than 2 years back and 93 % of them believe that their organization is
losing revenue due to inability of effective leveraging of the collected data from the
existing system. On average the estimated lost opportunity is to be around 14 % of
annual revenue [8]. Big Data solutions can play a major role to overcome these
issues faced by the enterprises to sustain in this competitive world.

Fig. 2 Big data importance to staying competitive

A Conceptual Framework for Big Data … 457



2 Literature Review

In today’s globally integrated, time-sensitive environment, right data is crucial across
the entire business value chain, including merchandising and inventory management,
distribution, marketing, sales, service, returns, finance and more. All of these must be
optimized under continual directives to become leaner, more cost effective and
increasingly profitable. So the question for many organizations remain, “How do we
efficiently utilize these information to gain competitive advantage?” [9].

IBM’s Big Data @ Work survey identifies one of the clear picture that the most
organizations are currently in their initial thinking stages related to Big Data
Adoption [10]. As per Gartner Report in 2012, the retail industry has the highest
implementation rate of Big Data solutions. Williams Sonoma is using Big Data
applications to capture information like customer purchase history, their likings and
disliking, preferences etc. and after processing these data in Big Data applications,
it identifies the targeted customers and products and sending discounts and offers
related to specific product which has increased its huge sale [11]. Wal-Mart, the
market giant retailer, uses Big Data Solutions to increase its customers, sales and
business volumes. They are using mobile navigation system to identify the location
information of the customers and send discount or offers related massages
depending on customer’s previous shopping styles and preference [2].

Various vendors are using various solution models to implement Big Data
solutions for their clients. IBM uses Watson Analytics to offer cognitive, predictive,
and visual analytics in an easy-to-use service to find a complete view of your
business [12]. Splunk uses Splunk Enterprises for capturing, processing, and ana-
lyzing machine-generated big data on websites [13]. Kyar Nyo Aye, Ni Lar Thein
proposed a big data solution, on open source and Hadoop MapReduce, Gluster File
System, Apache Pig, Apache Hive and Jaql and compared the platform IBM big
data platform and Splunk [14].

Amazon uses Amazon Web Services (AWS) as their big data solution tool [15].
Cloudera,market-leader in distributing ofHadoop software, uses “enterprise data hub”
as big data solution that acts as the central point of data management within the
organization [15]. HP uses its big-data-platform architecture called HAVEn. MapR
usesNetworkFile System (NFS) instead ofHDFS to certain high data availability [15].

There are many vendors to provide Big Data solutions and are expert in various
Big Data Implementation areas like Big Data Consulting and Solutions, Big Data
Operations, Big Databases, Big Data Appliances, Big Data Storage, Big Data
Analytics etc. ExpertOn Group conducted survey provided independent and neutral
comparison among Big Data Hardware and Software vendors as well as the service
providers [16].

As per their recent survey in 2015, IBM, PwC, Capgemini, SAP, T-System, HP,
Steria Mummert are in Leader quadrant as Big Data Consulting and Solutions
vendor whereas SAS, Teradata, Oracle, SAP, HP, Microsoft, Empolis,
Software AG, Quick and Micro Strategy are placed in Leader quadrant as Big Data
Analytics Software and Solutions (Fig. 3).
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3 Research Methodology

Big Data Solution Adoption is neither a software package/product implementation
nor a hardware system installation. It is a complete data processing of an IT
ecosystem where voluminous and varieties of data are produced or collected with
rapid velocity. Authors have done extensive studies to understand the existing Big
Data Solution approaches provided by the various vendors for various organizations
depending on its business needs. Currently Big Data vendors are implementing Big
Data Solution mainly for capturing and organize the data. Various brainstorming
sessions were conducted along with the consultants from Big Data vendors to
devise this new model for Big Data Solution. All the Big Data processing steps are
explained clearly using appropriate diagrams and the required tools or technologies
that can be used in the various data processing steps are mentioned in brief.
Extensive Literature reviews were done based on the secondary data from various
books, journals and research papers. Existing project implementation and con-
sulting knowledge of authors in IT Systems helped to get the idea for designing the
new Big Data Solution framework.

4 Conceptual Framework for Big Data Implementation

Authors have studied various Big Data solution approaches implemented so far for
various organizations. Considering all the pros and cons of various Big Data
Solutions, A uniform global framework is envisaged for Big Data Solutions which
would be helpful for both the enterprises and vendors for their smooth imple-
mentation and execution of the business processes. The framework consists of four
phases of data processing as shown in Fig. 4.

Fig. 3 Big data vendors market positioning as per ExpertOn group survey
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All the business related data, in spite of their form i.e. Structured,
Semi-Structured or Un-Structured, generated or collected at any velocity should be
captured in the first phase called Capture Data phase. There are various types of
databases that can be selected depending on the type and frequency of data to be
captured. For unstructured data, distributed file system like Hadoop Distributed File
System (HDFS) should be the best option to store whereas for semi-structure and
structured data, NoSQL Database and Relational Databases are best options
respectively to capture and store.

In Organize Data phase, Data is organized to eliminate redundancies and it can
be partitioned logically to store in a relational database or a data warehouse.
A programming paradigm called MapReduce is used to interpret and refine the data.
In Analyze Data phase, the refined and organized data is fed into a relational
database to perform further analysis, to search for performance issues and to
improve business values. Various mining tools and analytical tools can be used in
this phase. In Values and Decision phase, based on the analysis, it can be projected
the results on a dashboard and can make business decisions.

All these four phases of data processing are not mandatory for an organization to
adapt or implement as part of Big Data Solution and it depends on their business
needs. For example, an organization generates huge amount of structured data on
daily basis and has huge volume of business data, which is not possible to be
accommodated in conventional relational databases, can implement first two phases
(i.e. Capture Data and Organize Data) only and remaining two phases might not
require immediately for its business need.

Most of the organizations, using IT Systems, must have their own existing
systems for analyzing the collected data and extracting business values by preparing
reports or publishing dashboards for top managements to take business decisions.
They can implement first two phases to capture more data, in the form un-structure
and semi-structure, to extract hidden business values and use their existing systems
for Analyzing and Business Decisions if the managements think that the existing
system is well intelligent to solve their purposes. Otherwise they can think of
implementing all the phases of Big Data solutions. Thus it is organization’s deci-
sion to choose which one to implement for their business needs.

As per our study, most of the organizations use relational database which is able to
capture the structure data only. But various applications generate massive volumes of
un-structure and semi-structure data that describe user behavior and application
performance. Many organizations are unable to fully exploit these potentially valu-
able information because of their existing system are not intelligent enough to extract
values from high volume un-structure and semi-structure data. Big Data implemen-
tation is the only solution to address all these above mentioned issues.

Fig. 4 Four-phases big data solution
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The conceptual framework is devised for Big Data Implementation for con-
ducting the four phase of data processing as shown in Fig. 5.

Various tools and software are available for various phases. Big Data
Implementation vendors and organizations can decide which one to implement
depending on their business need and budget.

4.1 Capture Data

This phase captures or acquires data from the various source systems. The data may
be of various types as discussed previously that structured, semi-structured and
un-structured. Depending on the variety of data, various tools like Relational
Database Management System (RDBMS), Not Only SQL (NoSQL) DB and
Hadoop Distributed File System (HDFS) can be used to store data.

RDBMS RDBMS is a well-known schema-centric database where the collected
data is stored into row-column construct, logically called Table. It is used to store
high value, high density complex data in Tables using complex data relationships.
ACID (Atomicity, Consistency, Isolation and Durability) is a set of factors that
ensures that the reliability of the processed database transactions. There are
well-known RDBMS available in the market like Oracle, DB2, SQL Server, MS
Access, MySQL etc.

NoSQL DB NoSQL (Not Only SQL) database is a schema-less storage. There is
no defined schema for data to store. Data is stored according to the data model of
NoSQL database types, selected for the application. Various NoSQL databases
have different associated data models like Columnar for Cassandra, Key-value for
Voldemort and Oracle NoSQL database, Document for MongoDB, Graph for
Neo4j etc. BASE (Basic Availability, Soft State and Eventual Consistency) ensures
the data availability. NoSQL DB is useful to store high volume dynamic data with
value. NoSQL Database stores all the major data types like voice, spatial, xml,
document, text, numeric, video, image etc. Data is stored as byte arrays.

Fig. 5 Integrated big data solution framework
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HDFS Hadoop, developed by Apache, is a framework, operates by batch pro-
cessing, for user applications running on large clusters built of commodity hard-
ware. It is open-source software, written in Java, and it applies the MapReduce
paradigm. It uses Hadoop Distributed File System (HDFS) to store and replicate
data across multiple nodes. For example, in a MapReduce operation, Hadoop first
divides the processing work in chunks and distributes the work among available
servers (maps). Next it executes programmatic aggregation of data (that is reduces
to address the business issue). Hadoop management and monitoring software
determines which operations can and cannot be accomplished in parallel, based on
dependencies. The default Hadoop storage engine is HDFS.

HDFS works on well-known master/slave architecture, where a single master
NameNode is managing multiple DataNodes (slaves). A typical HDFS imple-
mentation consists of a dedicated system that executes only the NameNode soft-
ware. Data is replicated and stored across multiple DataNodes. Hadoop Client is a
terminal that initiates processing in HDFS (as in Fig. 6). Job Tracker hands out the
job to Task Trackers. Checkpoint Node is a secondary NameNode in different
system but with identical directory structure that can be imported to replace the
primary NameNode if necessary. It periodically captures the snapshots of the
NameNode directory, enabling faster recovery if the NameNode fails.

Considering the organization requirements depending on the factors like Data
Volume, Real Time Information, Data Variety and Data Change, a combination of
relational database, NoSQL database and HDFS can be used to capture data in the
system.

Fig. 6 Hadoop distributed file system cluster
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4.2 Organize Data

Once data is captured and stored in Capture Data phase, it’s required to refine the
redundant data in Organize Data phase and partitioned into relational databases or
data warehouse. There are various tools or software that can be used in this phase
like Hive, Cloudera Distribution with Hadoop Apache and Big Data connectors and
integrators.

Hive supports analyzing vast amount of data captured in Hadoop-compatible file
systems such as HDFS, Amazon FS and soon. Hive uses a SQL-like query lan-
guage called HiveQl to define and manipulate the data. It’s a powerful tool that is
widely used by Hadoop users to create normal tables and external tables to load
delimited and semi-structured data.

Big data connectors are primarily used in the organize phase to refine the
redundant data having high performance, security and efficiency. It includes Loader
for Hadoop (LH), SQL Connector for HDFS (SCH), Data Integrator Application
Adapter for Hadoop (DIAAH) and R Connector for Hadoop (RCH).

MapReduce is a programming model for batch data processing. It is designed to
scale easily on Big Data and is particularly efficient in processing large data sets.
MapReduce process is explained in details Fig. 7. In the Map phase, the Map tasks
can be executed parallelly by generating the key-value pairs as the output. Next it’s
comes the Shuffle and Sort phase, where it partitions the output of previous phase
using hash function and followed by sorting operation on the shuffled data. The
main goal of partitioning is to ensure that all key-value pairs that share the same key
should be placed into the same partition.

The final phase is the Reduce phase, where it assigns each partition to one
Reducers running in parallel like Mappers. The number of reductions depends on
the density of the data.

Fig. 7 MapReduce process example
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4.3 Analysis Data

The main goal of this phase is to use various Analytical and Business Intelligence
(BI) tools to extract value from the organized and refined data after feeding them to
relational databases. Data Warehouses and DW managers played vital role in the
regard. Various relational databases can be used for Data Warehouse depending on
the cost and the complexity of data to be analyzed. Some well-known relational
DBMS like Oracle from Oracle Corporation, DB2 from IBM and SQL server from
Microsoft can be used.

There are various Analytical tools, R programs and BI tools to analyze the data
from Data Warehouse to extract business values. Different vendors use different
analytical tools depending on the organizations business. There are few well-known
of Big Data Analytical tools available in the market like SAS, Actian Matrix and
Actian Vector, Amazon Redshift service, Oracle Crystal Ball, Cloudera Impala, HP
Vertica Analytics, IBM PureData System for Analytics, Microsoft SQL server 2012
Parallel Data Warehouse (PDW), SAP Hana and SAP IQ for business analytic.

R Program is an open-source statistical programming language and environment
that provides a powerful graphical environment for the analyzed data visualization,
several out-of-the-box statistical techniques and interactive GUI front ends for
analyzing data.

There are few market leading Business Intelligence (BI) platforms available like
SAP Business Objects, Oracle Hyperion BI tools, IBM Cognos Business objects,
Microsoft SQL Server reporting, TIBCO Spotfire, MITS Distributed Analytics,
Infor BI etc. These BI platforms can be implemented in any organization depending
on needs.

4.4 Values and Business Decisions

Based on the analysis, it can be projected the results that includes enterprise
reporting, dashboards, ad hoc analysis, multidimensional graphs, scorecard and
predictive analytics and can make business decisions.

5 Conclusion

In this study, a generic solution model is presented for any organizations willing to
adopt Big Data Solution. Currently there is no such generic model existing for Big
Data Implementation. Big Data implementation vendors devise organization
specific models depending on the organizations’ business need. Any organizations
and implementation vendors can use this conceptual framework to adapt the Big
Data solution and leverage the utilities of this framework.
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Path Reliability in Automated Test Case
Generation Process

Kavita Choudhary, Payal Rani and Shilpa

Abstract In software testing, the reliability of a path is an important factor and
must be calculated to go forth in the testing process. This paper is the extended
work (Cuckoo Search in Test Case Generation and Conforming Optimality using
Firefly Algorithm, 2015) [1], previously test cases are generated using cuckoo
search. The reliability is calculated with the help of control flow graphs and
mathematical calculations for all the paths specified in flow graph (Integrating Path
Testing with Software Reliability Estimation Using Control Flow Graph, 2008) [2].
We consider various test cases that are traversing different paths and accordingly
compute reliability of the paths.

Keywords Reliability � Path testing � Test case generation � Control flow graph

1 Introduction

Reliability is the most important requirement for non-functional tasks which must
be fulfilled in order to complete the phase of software testing. The probability that
the system will work correctly under given environment condition for certain
amount of time is reliability. Software reliability testing is performed to fulfill this
requirement. In previous work, the successful generation and optimization of test
cases for Quadratic classification problem using cuckoo search and firefly algorithm
techniques are elaborated. This paper will consider the same problem and will
calculate the reliability of the nodes of the software by considering the control flow
graph.
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Cuckoo search is an algorithm which implements on the basis of the breeding
behavior of cuckoo bird. The paper presents the pseudo code for the generation of
test cases for Quadratic classification problem. The paper described one more
algorithm the firefly algorithm which is based on flashing of fireflies to attract the
mates. This algorithm is used for the optimization of the test cases generated by
cuckoo search. The pseudo code presented in the paper can be used to check the
optimality of any given set of test cases for a given problem. The pseudo code for
cuckoo search and firefly algorithm is presented in Sect. 3. The categorization of the
reliability of system is based on the estimation and prediction model. When for a
given software historical data is used to analyze and estimate the reliability the
software product, it is called as prediction model. The analysis and the estimation of
current data from current efforts of development are known as estimation model.
The reliability is estimated through the markov chain process. The process involves
one of each path for each period of time. If the process starts from node 1, then for
the next time it will move to node 2 with some probability and the probability is
evaluated on the basis of current state. The state sequence generated in the course of
time is markov chain. Process starts from root node with the highest probability and
moves to next node with probability 1/5th.

2 Literature Review

Choudhary et al. [1] presents the two different algorithms for the test case gener-
ation and optimization. In the testing phase there is a requirement for generation of
test case and after that optimization is done which test cases are optimal for the
algorithm. Here, the paper discussed comparison between cuckoo search and firefly
algorithm and results shows the coverage of every node is done on the set of test
cases i.e. path coverage plays the important role. Gokhale et al. [3] put forwards a
concept for the evaluation of the system architecture that is built on component
reliability including architecture application. Architecture analysis is done on the
basis of path or state approach. The estimation of the reliability through various
executed path performed in approach of path based and on the other side, in state
based a model of state space is joined to the control flow graph. Different issues
encountered during implementation that is for results optimality and failure of
interface to assess the system reliability. Huang et al. [4] suggested a concept for
reliability assessment that is component based and solves 2 problems related to
allocation of resources. Test results verify that the methods discussed here are able
to solve problems regarding allocation of effort and also improves software on basis
of its quality and its reliability. Trivedi et al. [5] presented that there is requirement
for modeling concept that accounting the architecture and examine reliability via
considering the components interaction, component’s reliability and interface reli-
ability accompanied by different components. The need for this concept is module
identification that is modeling the system architecture, identification of behavior of
failure and combination of failure with system architecture. With three different
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ways we can combine it i.e. path, state and by additive approach. The issues
considered here for the component size definition, reliability of interface and
probability of transition not examined. Huan et al. [6] proposed a framework from
including path testing into the estimation of reliability of modular software systems.
Here three methods are put forward for evaluation of reliability through sequence
wise, branch wise and by loop. Test results showed that the reliability of path and
software Reliability are highly related to it. Roberto et al. [7] presented an appli-
cation to recognize the important ingredient so that allocate the best resource to
those. The relation has been made of system reliability with the allocation of testing
time. System enhances as reliability improves. Overall software reliability can be
computed through individual component reliability and how many visits to these
components. Hsu et al. [2] calculates the reliability of path and then this value is
used to find estimated system reliability. Here, proposed process of Markov chain
includes the control flow graph which represents the system reliability and also
gives evidence to the theorem presentation for the structures of the program. This
gives us various advantages including the ability to use the proposed method in the
software testing phase. Hence it can be said that presented method is very conve-
nient for assessment of reliability in systems that are architecture based. Fiondella
et al. [8] proposed a module that will consider every component for the computation
of software reliability. After that estimate the effort amount that is allotted to every
component so that we can acquire the maximum reliability along with minimum
effort. The reliability is conducted according to the relation between how much
effort executed on component and their reliability. Main factor that impact on
component reliability is the testing effort on this component. Effort can be calcu-
lated by complexity of technology used for implementation of component. Through
reduction in specific component reliability and rate of fault detection, optimally we
can achieve the spent effort. Gokhale et al. [9] proposed the approach for the
assumption of system reliability that is on basis of architecture. The approach uses
the measurements which come through the testing results for providing the
parameters to the software model. The estimated value of reliability that is obtained
using this approach will depend on the testing suit that is used. Hence should use
the best possible test suite that suits the application. Xie et al. [10] put forward a
process that predicts the reliability of software through defined model of reliability.
There is a requirement of huge data for estimating the reliability. The growth of new
large systems is carried in a way i.e. occurrence of already existing product is
modified and checks the faults to consider the new parameters for the system.
Huang et al. [11] initiated a concept in system reliability examination. The sup-
position is that correction can be easy applied on detected faults but that is wrong in
reality. Fault detection considered as major issue and rectifying it is another issue.
The paper discussed two different types of faults i.e. independent and dependant.
The faults that are independent can be directly removed but if they are dependant
faults then firstly have to remove the leading fault i.e. the consumption of huge time
and higher cost it will take.
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3 Reliability of Path from Root to Target Node

Here the Cuckoo search is used for the generation of test cases. The generated tests
cases follow the path from root node to the target node. After following the path,
the best solutions are optimized which are stored in the optimal solution repository
and these are final set of the test cases. In this section, reliability of path from the
calculated target node (using cuckoo search) is computed. The pseudo code for the
test case generation using cuckoo search is as follows (Fig. 1):

3.1 Control Flow Graph Representing Transition
Probability

The following flow graph comprises all conditions that is required for determination
of roots and quadratic problem and also includes the reliability of node and tran-
sition probability. Firstly, the transition probability considered for node E is 1 and
after that it is divided as per the path.

For the calculation of path reliability, N {E, 1, 2, 3, 4, 5, 6, 7, 8} is the complete
node set in control flow graph and R defined as reliabilities of nodes. Let R1 be the

Fig. 1 Pseudo code for
cuckoo search
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reliability of node E, R2 be the reliability of node 1, R3 of node 2, R4 of node 3, R5
of node 4, R6 of node 5, R7 of node 6, R8 of node 7, R9 of node 8. It determines
that whether the current node is properly executed and then control is handled to the
next node. P is considered as transition probability of edges and the Pi,j represents
the transition that has been taken from Node 1 to another. Ptn represents the exe-
cution path from input module to the output module (Fig. 2).

The Control flow graph used here for the determination of nine modules where
node E is the input module and node 2, 4, 5, 7, 8 are the output modules. To
simplify the calculation, let the reliability of the modules be constants as follows:

R1 ¼ 0:99 R2 ¼ 0:98 R3 ¼ 0:95 R4 ¼ 0:96 R5 ¼ 0:92
R6 ¼ 0:99 R7 ¼ 0:97 R8 ¼ 0:99 R9 ¼ 0:95

Let the branching probabilities between the different modules be

PE;1 ¼ 0:50 PE;2 ¼ 0:50 P1;3 ¼ 0:25 P1;4 ¼ 0:25
P3;5 ¼ 0:12 P3;6 ¼ 0:12 P6;7 ¼ 0:06 P6;8 ¼ 0:06

Firstly generated random test case <5, 0, 95> that will execute on the path (EF).
If the input node is E, then the execution will be start from this node. Therefore,
transition probability for the node 1st will be considered as 1.

Fig. 2 Control flow graph
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Now, reliability of path 1 is as follows:

RPt1 ¼ R1
1 � RPE;2

3

¼ 0:991 � 0:950:50
¼ 0:96493264013

Now, we will consider test case <5, 44, 50> that traverses the path (ET,1F). Then
reliability of path 2 is as follows:

RPt2 ¼ R1
1 � RPE;1

2 � RP1;4
5

¼ 0:991 � 0:980:50 � 0:920:25
¼ 0:95983192137

Next test case will be <95, 95, 95> that follow the path (ET,1T,3T). Then
reliability of this path is calculated as:

RPt3 ¼ R1
1 � RPE;1

2 � RP1;3
4 � RP3;5

6

¼ 0:991 � 0:980:50 � 0:960:25 � 0:920:12
¼ 0:96044075392

Now, we consider test case <25, 25, 51> that traverses the path (ET,1T,3F,6T).
The reliability of path 4 is as follows:

RPt4 ¼ R1
1 � RPE;1

2 � RP1;3
4 � RP3;6

7 � RP6;7
8

¼ 0:991 � 0:980:50 � 0:960:25 � 0:970:12 � 0:990:06
¼ 0:96597694337

Lastly, we consider the test case <7, 10, 15> that traverses the path
(ET,1T,3F,6F). Reliability of path 5 is calculated as:

RPt5 ¼ R1
1 � RPE;1

2 � RP1;3
4 � RP3;6

7 � RP6;8
9

¼ 0:991 � 0:980:50 � 0:960:25 � 0:970:12 � 0:950:06
¼ 0:96358951371

4 Simulation Results

The results are shown in Table 1.
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5 Conclusion

Reliability for each node helps to estimate the overall path reliability. The reliability
includes the testing of path in control flow graph which one is more efficient. The
estimation of reliability is done through branch wise. Path coverage is an important
aspect regarding the optimization. Mainly, the path coverage is directly proportional
to the reliability. As excessive path is covered by the test cases the more will be
chances of exactness in reliability. Table 1 represents the path reliability for the
entire path from root to target node.
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A Study on Wii Remote Application
as Tangible User Interface in Elementary
Classroom Teaching

Mitali Sinha, Suman Deb and Sonia Nandi

Abstract Elementary teaching in classes has always been a challenge. The cog-
nitive understanding of children (4–11 years of age) are very different from a
matured person. Research and studies (Froebel, The pedagogics of the kindergarten,
2001 and Montessori, The Montessori method scientific pedagogy as applied to
child education in “The Children’s houses”, 1992) [1, 2] have been carried out on
children’s behavior and problem solving ability which reveals that learning with
actual physical objects produces better results than abstract representations. In this
study, we have explored the benefits of TUI (Tangible User Interface) in children’s
thinking and learning process with Wii Remote. By providing both visual and
physical representation, TUIs helps in reducing the cognitive load of thinking
among children and increase their learning capabilities. A low-cost effective tool,
“Nintendo Wii Remote” is rapidly finding a place in the field of learning tech-
nologies. Analysis conducted in this paper have shown the possibilities of exploring
Wii Remote aiding in learning environment for children can significantly affect the
learning outcome.

Keywords Tangible user interface � Wii remote
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1 Introduction

Children’s cognitive thinking and learning process is very different from a matured
person. Physical learning environment can enhance their development as they find
relatively difficult to grasp knowledge from symbolic representation. Children’s
behavior and their approach to different learning environment have been studied for
years by researchers [1, 2].

In elementary learning days children are actively indulged in playing activities
like building blocks, shape puzzles etc. which helped them in developing various
skills. Montessori (1912) explored the fact that children were taking more interest
and attracted to learning environment that requires physical involvement which
paved the way to the world of tangibility.

The idea of manipulating digital elements via physical objects have been
introduced by Fitzmaurice et al. [3] which was followed by the pioneering work of
Ishii and Ullmer [4] who came up with the term ‘tangible bits’ which removed the
distinction between inputs and outputs by combining the digital and physical world.
In this paper we will first give an overview of the early works of TUIs, specifically
applicable for children’s learning environment and then try to explore the possi-
bilities of extending the Wii Remote’s functionality for use in elementary classroom
teaching.

2 Existing Works

The evolving field of tangible interfaces is getting preference in the educational
domain. Resnick introduced “Digital Manipulatives” [5] in which physical objects
were integrated with some computational ability that allowed children to explore
concepts and enhance learning. MIT Media Lab Lifelong Kindergarten group
provided a dimension to the involvement of TUI in education field with the work on
Mindstorms by Papert [6]. The Lego/Logo construction kit from MIT Media Lab
Lifelong Kindergarten group [7] links the construction kit with the Logo pro-
gramming language by which children were able to use LEGO pieces along with
sensors and motors and try to build newer and innovative machines and then
writing programs to control those machines.

As mentioned earlier with the research work of Montessori [2] and Froebel [1]
the hints of children’s understanding of abstract concepts more easily with physical
artifacts has been discovered. The Digital Montessori-inspired Manipulatives
(MiMs) [8] were developed for children to grasp the more abstract concepts of
dynamic behavior, probability, looping and branching. Mayer’s cognitive theory of
multimedia learning [9] highlighted the fact that involving the visual and verbal
effects to form into coherent mental models or representation may result in quick
learning. Padding system [10] were proposed for children with intellectual dis-
abilities where a number of tiles were designed that interact with games specially
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designed for children with intellectual disabilities through the process of which it
was found that combining the visual and verbal effects helped the children in
developing their skills. However there is a need of exploring this domain of TUI
enhancing memorability of children, but it is still a strong and appealing area for
research.

The primary dependent variables in children’s learning is the need of enter-
tainment and engagement. TUIs for children’s learning move around the concept of
preserving the entertainment factor along with learning. Storytelling became a
promising application of TUI for helping children with literature and engaging them
constantly. Storymat by Ryokai and Cassell [11] is an example of such application
where a play mat with RFID technology is implemented with the RFID-tagged toys
being moved upon it. Children also find it more attractive and entertaining while
visiting interactive museums that provides them physical interactions with the
object like the Waltz dice game in the Vienna Haus der Music (Museum of Sound)
automatic sounds are produced in rolling a dice and Todd Machover’s Brain Opera
where sound is generated in response to movement, touch and voice.

The tangible interfaces like I/O Brush [12], Story Mat [11] have been developed
to engage children in different learning activities along with entertainment.
Comparing with these technologies, the Wii Remote has immersed as cost effective
tool whose functionality has been extended and explored in children’s learning.

The WiiInteract [13] was developed to provide a tangible interface to the chil-
dren linking digital manipulations to real life experiences. Here, the idea was to
develop interactive interfaces for children using the Nintendo Wii Remote
Controller for manipulation of the digital data. After their experiment and survey, it
was stated that WiiInteract’s applications resulted in more educational and efficient
experiences.

In this [14] paper a health education based game was developed that also used
Nintendo Wii Remote Controller as tangible device and performed experiments on
group of students. A comparative study was carried out between two groups of
students namely experimental group (participate in the activity with the use of Wii
Remote) and control groups (participate in the activity without the use of Wii
Remote) and their outcomes of learning was studied. Their study resulted in chil-
dren of experimental groups using Wii Remote were having more learning out-
comes related to fun factor and the level of interest, however the improvement in
memorability needs to be explored further. And finally concluded that benefits of
using TUIs in learning environment is quite acceptable and promising.

In this [15] paper a design is proposed to embed tangibility into multimedia
learning of preschoolers. Their case studies provided a positive result on the
learning outcomes of the preschoolers in terms of usability, enjoyment and
feasibility.
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3 Motive Behind the Study

With the advancement of new technologies, it is time to rethink on the concept of
conventional teaching learning environment at elementary level. In the quest of
finding an effective way of embedding technology in education, TUIs are exten-
sively studied. At early age, children learn naturally and intuitively. Introducing
them to formal learning methods may result in poor learning outcome with the lack
of interest towards learning. Introduction of TUIs can provide an enhanced learning
environment where children can learn intuitively with fun and enjoyment. Taking
into consideration, the cost, reachability and usability of existing tangible tech-
nologies, the Wii remote has immersed as an effective solution with its low cost and
varying functionality.

4 Methodology

4.1 Component Structure

A Japanese company Nintendo Co. Ltd. released a gaming console Wii in 2006 that
competed with the other existing gaming consoles (for example, Microsoft’s Xbox
360 and Sony’s PlayStation 3). The main attraction of the Wii was in the
motion-control magic of it’s remote popularly known as Wii Remote. Along with
the use of a pointing device, the Wii Remote also provides movement detection in
three dimensions. A built-in accelerometer tracks the movement and an IR sensor
detects the position. In 2009, Nintendo released Wii motion plus that gave the
traditional Wii Remote with a gyroscope sensor to complement the accelerometer
which resulted in more accurate motion detection (Fig. 1).

Fig. 1 Wii remote [16]
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4.2 Work Flow

With the in-built motion sensing capability the Wii Remote interact and manipulate
items on screen by gesture recognition providing tangibility. This made Wii
Remote an effective tool to be used as an interacting and pointing device (Fig. 2).

In Fishkin’s analysis of TUIs [14], the TUIs were characterized by five levels of
metaphors namely none, noun, verb, noun and verb, full which helped in comparing
the physical and the virtual manipulation. Wii Remote can be categorized as a TUI
depending on the fact that it resembles most of these metaphors such as it can
resemble the “noun and verb” metaphor in games where the Wii Remote itself is
used as the object and performs movements like swinging (for example, The
Legend of Zelda). In the above sections on different innovative tangible tech-
nologies, most of them restricts the user to perform whole body movement while a
good number of tangible technologies are concerned with the cognitive and mental
development of children. However the invent of technologies like Wii increased the
domain space for TUIs. Gestures are considered to be playing an important role in
communication and expressing intuitively. Wii provides an environment for the
users to act intuitively through gestures providing a whole body movement.
Although the Wii was originally developed for gaming purpose, eventually it’s
application was extended towards learning systems.

Fig. 2 Wii remote interaction
with screen
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5 Outcome

The study of deployment of tangible technologies in education resulted in
enhancing the thinking and innovative ability of the children in learning abstract
concepts. It also provides some evidences in increasing the memorability of chil-
dren introducing a high rate of entertainment factor in the learning process.

The advent of Wii Remote opens a new area of introducing children to the world
of Tangible User Interface. Due to low cost Wii Remote can be easily deployed in
learning process even in rural areas limiting the implementation cost of the system
within $100.

6 Conclusion

The role of tangible user interfaces in developing different learning skills in children
is studied. A brief outline of the existing tangible techniques are explored that
enhance thinking and innovative ability, enhancing memorability in children,
learning abstract concepts and finally its role in maintaining enjoyment and
engagement along with learning. A study on Nintendo Wii Remote as a tangible
device is carried out which ought to provide a positive result on learning outcomes
of children. With the low cost and intuitive nature of the Wii Remote controller, it
has become highly promising and acceptable area of exploring the benefits of
tangibility in elementary learning.
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Enhanced Understanding of Education
Content Using 3D Depth Vision

Sonia Nandi, Suman Deb and Mitali Sinha

Abstract Perspective representation of three dimensional physical object and
scientific content printed makes an educational content easily understandable by the
learner. Creation of abstract content on any subject for teaching purpose is a hard
task for the teachers. In this regard, for an enhanced teaching learning experience, a
very popular gaming tool named kinect tried in a different way to make the students
understand the educational content in an easy and interesting way. In this paper, it is
tried to visualize the perspective view of the two dimensional printed content on
book in a real life scenario. It is tried out to generate equivalent educational content
as interesting as gaming content for better understanding and encouraging student
and to grasp knowledge in an efficient way.

Keywords Kinect � Game based learning � Depth vision of kinect � Gesture � Exer
learning � 3D depth vision

1 Introduction

From the inception of civilization, learning was the inevitable part which made the
human take part into evolution. But learning in natural way is limited and only
serves the basic properties of human. For betterment of living, special trainings are
required and these trainings can be acquired faster and in efficient manner from
experienced persons.
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Human starts learning with the growth of life. They learn through their natural
activities like playing, social interaction etc. This natural method of learning is
called Unschooling [1] or natural learning. Gradually children start learning special
skills from their parents and then in formal way from the professionals like teachers.

Specialized training and learning method need special attention which is not
always given to the children or students by the professionals. People are affinities to
games much more than any formal learning as it involves the person in more
interactive manner in learning mechanism. To maximize the benefit of learning in
less time, introducing game based learning is a better option in present time.

The primary requisite for proper learning is attention, motivation, pleasure and
skill. In monotonous traditional learning, we only require constant attention but
pleasure and skill sometimes ruled out whereas on the contrary the games like video
game and other interactive games give pleasure and skill along with feedback or
score. In this paper we tried to incorporate the concept of gaming and natural
learning for specialized classroom teaching and learning process. Activities
involving physical movement make the children more attained in learning method.
Using kinect, we can motivate the children to learn by making interactive and
reciprocative loop. For example, when a task is done, a slightly difficult task is
given to child. On the other side, if he/she fails to complete the task, a task of same
difficulty level is given to the child and if he fails repeatedly, an easy task is given
again to motivate him. This concept of involving game-based exercises always
involves the student in the thought process of learning which is an added advantage
and the environment becomes dynamic.

Learning becomes monotonous if the physical movement is restricted. In this
regard, other difficulties like obesity and different physical disorder also adds
up. Introducing kinect for learning involves physical movement while learning can
reduce the problems and enhance the learning system as physical activities and
attention will be in higher scale.

2 Using Depth Vision of Kinect

Depth vision is the capacity to visualize an object in a 3 dimension space- width,
height and depth by calculating the distance between the object and the eye. In
kinect, we have the depth sensor camera.

2.1 Depth Sensor Technology

According to [2], images of depth sensor is same as that of ordinary or RGB
camera, but the pixel of depth sensor image represents the distance between the
sensor and the solid object point instead of representing color.
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The main idea behind the depth sensor of kinect is that the infrared projector
emits IR patterns continuously and the CMOS camera also called IR depth sensor of
kinect captures the IR image simultaneously. The IR pattern consists of a number of
dots. These dots in the pattern are used to calculate the position of each pixel in the
x, y, and z coordinate. The process of examining the pattern is called structured
light [3]. When the IR pattern strikes the object, the information of the surface and
the depth is calculated. In this way, kinect constructs the depth diagram of an
object. This depth diagram is done with the help of a hardware called Prime Sense
[4] which is inside the kinect.

We can also recognize the forms of non-verbal communication like gestures with
the help of this depth diagram of kinect. Gestures involve hand gestures, skeleton
tracking, speech recognition and hand recognition.

2.2 Kinect

Kinect is mainly built by the Microsoft for gaming purpose. But now it has gained
popularity in many other fields like medical, education, researches, etc.

Kinect is a “hands-free control device” which can sense the body movements
and voice. It consists of depth sensor, infrared emitter, color camera, LED, a set of
four Microphones with everything packed inside a plastic box.

According to [5], kinect can scan an area of 80–300 cm in the horizontal
direction; it can scan an angle of 57°, in the vertical direction it can scan up to 43°
whereas diagonally it can scan 70° (Figs. 1 and 2).

Fig. 1 Diagram of kinect [9]
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3 Kinect as a Learning Tool

In recent days, kinect has got a wide exposure in the field of education. It can be
used for learning in elementary education as well as in advanced education system.
Though, kinect is mainly introduced for learning purpose but the gaming content
can be replaced with educational content and experiment content. We can also
introduce kinect in regular classes where a large number of people work together in
a single platform in competitive manner. The mental capacity of the students will
also be enhanced with the physical movement.

Generally, in elementary learning institutions, training or learning is not inter-
esting for a long time if it is only theoretical based or less involvement of move-
ments is there. But the learning method utilizing kinect allow a pupil to learn along
with physical movement which boosts up his interest in gaining knowledge.

Tomotivate someone, instant scoring is an important factor. But in learning instant
scoring is not so much evident as after a long span of time, learning evaluation takes
place. For building continuous interest instant scoring is very important which can be
done with the help of learning technology using kinect. Using kinect based appli-
cation people can learn by using different gestures, poses defined by the application.

3.1 Hand Gesture

In different learning applications based on kinect, pupil waves their hands or makes
different postures in front of kinect. In an e-learning classroom [2], pupil raises their
hand in the class where a kinect is there to monitor the class. The kinect then
focuses only that remote student so that the professor can interact with him/her
easily like the interaction between the student and the teacher in the real time
classroom environment.

Fig. 2 Viewing angle of
kinect
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4 Exer-Games to Exer-Learning

Exer-games mean games involving exercises i.e. physical movements. In kinect
based application, a person can play games which involved exercises i.e. making
different body movements like waving hands, nodding head, jumping etc. which
keeps them fit as well as entertained. People irrespective of ages are always
interested in gaming. Gaming also requires less training where self-induced learning
and training mechanisms are used by an individual. By analyzing this, researchers
thought of transforming exer-games into exer-learning.

Exer-learning can motivate an individual to learn as it involves physical
movement along with learning. It will enhance not the physical ability but it will
also help to get rid of different diseases like cardio-vascular disorder, obesity,
diabetes because of continuous sitting in the classroom or before a machine. It will
also help to build a continuous interest in learning. Exer-learning can also help the
children with disabilities to improve their problem solving ability (Fig. 3).

5 Related Works

Many applications for game-based learning have been developed utilizing kinect as
the major component. Kinems [6] build game based learning software that will help
the children having autism, dyslexia, ADHD etc. by increasing the Childs’ moti-
vation, concentration, and interest. The software consists of a game named
“Cuckoo” which will make them understand the analog clock. In this game the task
is to set the analog clock by moving his hands in front of kinect. Another game
“Bilisus game” can increase the analysis power of the child. In this, the child has to
differentiate between greater and smaller cluster of dots. This has to be done
without counting as the time provided is less.

Kinect angles [7] is a kinect educational game which is used to give the children
an idea of percentages, fractions and angles. Kinect time helps the pupils to get an
idea of timings.

Fig. 3 Exer-gaming versus exer-learning [8, 10]
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Jumpido [8] is another educational application which is used in many schools to
incorporate kinesthetic learning. It consists of a series of primary school math app
which will motivate the pupil to learn math in an interesting way.

6 Application Setup

All the previously mentioned exer-learning tools provide different platforms for the
kids to understand the concept of mathematics in an easy and interesting way. In
this paper, we tried to explore the possibility of exer-games to understand
trigonometry concepts in an interesting way. There is an avtar in the application,
which will resemble as the player in the application. It imitates the movements of
the player. For developing such environment, we have used Microsoft Kinect.

To introduce kinect in the classroom, first we have to place kinect in the
classroom in such a way that it can cover the whole body of the student. That is the
student should be within a certain angle of 57° in horizontal direction. And a screen
should be there in front of the students where they can visualize the trigonometry
objects, shapes.

6.1 Application

In this application, there will be a tree in the screen. And if the individual comes
closer to the kinect sensor, the tree will get zoomed and if he goes away from the
sensor, tree will get zoomed out. With the help of this he can get an idea of the
distance between his body and the tree. Again if he projects his hands in front of the
tree by making an angle, it will show the angle between his hands. The moment he
will move towards or backward of the sensor with his hands projected the angle
between hands and the distance between the tree and the body changes (Figs. 4
and 5).

Fig. 4 As the user moving towards the sensor, the user is getting a closer view of the tree on the
screen
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6.2 Interaction

User can interact with the application by hand gestures and by walking in front of
the kinect. To start the game, the user will have to follow the guidance in which a
particular pose will be defined to start the game. In this application, one student will
perform the experiment, and the other students of the class can view the experiment
on the screen.

7 Comparison with Conventional Methods

In the conventional method, most of the time students find it difficult to understand
the trigonometry problems for example, height and distance problems. Conducting
the experiment with 20 students in a class, it is seen that the student answered the
given problems in less time when the proposed method is used.

8 Conclusion

Using exer-learning technologies, it is seen that students are getting motivated to
learn in a greater extent. They can understand the height and distance problems in a
very easy way. For developing an effective game based learning system, the edu-
cationalist and developers must work together.

From Fig. 6 it is seen that students learning outcome is significantly growing by
usage of this system. Till up to the present work, the system is limited only for one
person as a candidate. In future we will be trying to incorporate more than one child
at a time in this learning system using kinect. The proposed methodology in this
paper is not only limited for learning, it can also be extended for entertainment and
regular aerobics for health care.

Fig. 5 As the user changes the gap between his hands, the angle between the hands got changed
which can be seen on the screen
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AHP-Based Ranking of Cloud-Service
Providers

Rajanpreet Kaur Chahal and Sarbjeet Singh

Abstract The paper presents an approach to rank various Cloud-Service providers
(CSPs) on the basis of four parameters, namely, Performance, Availability,
Scalability and Accuracy, using Analytic Hierarchy Process (AHP). The CSPs were
monitored by the cloud storage company named Nasuni and tests were conducted to
evaluate the CSPs for the four parameters mentioned above. This paper makes use
of the data provided by Nasuni to propose a method for ranking various CSPs. AHP
has been selected for this purpose because it uses the foundations of mathematics
and psychology to enable one to make complicated decisions. Instead of recom-
mending a correct decision, AHP provides the decision makers with an opportunity
to select the option that is most befitting to their goals.

Keywords Ranking of CSPs � Analytic hierarchy process (AHP) � Cloud
computing

1 Introduction

Cloud computing can be considered as the biggest emerging trend in Information
Technology. It is based on the premise “why buy when you can rent”. It provides
on-demand services to its clients who pay for the services based on their usage. It
gives the clients a chance to use the resources provided by the Cloud Service
Provider (CSP) in exchange of remuneration.
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Cloud Computing has been defined by National Institute of Standards and
Technology as “a model for enabling convenient, on-demand network access to a
shared pool of configurable computing resources that can be rapidly provisioned
and released with minimal management effort or service provider interaction” [1].

Cloud Computing has a vast potential and in order to tap in the advantages
provided by it, various companies have ventured into the cloud computing business.
With a huge choice of CSPs offering the services, the clients often have to choose
one CSP over others. The purpose of this paper is to propose a method to help
clients decide which CSP to choose. Section 2 of the paper consists of related work,
Sect. 3 explains the proposed method with results and Sect. 4 concludes the paper.

2 Related Work

Saurabh, et al. have proposed an AHP based mechanism to rank the Cloud Service
Providers using the SMICloud framework which provides accuracy in QoS deter-
mination and selection of cloud service by the users [2]. Zibin et al. have proposed a
ranking method called QoS Ranking Prediction which employs the past experiences
of other users. The experiments have proved this approach to perform better than
other rating approaches and the famous greedy method [3]. To decrease the com-
putational demands, Smitha et al. have proposed a broker-based approach where the
cloud brokers maintain the data of the cloud service providers and rank them
accordingly, keeping in view the request made by the customer [4]. Saurabh et al.
have suggested a mechanism to prioritise the cloud services on the basis of quality
measurement of each of the distinctive cloud services [5]. Ioannis et al. have
addressed the concern of sheer uncertainty and vagueness in ascertaining com-
parison between various cloud services against the user requirements and specifi-
cations by proposing a framework that allows for a unified method of multi
objective assessment of cloud services with precise and imprecise metrics [6].
Arezoo et al. have proposed a Weight Service Rank approach for ranking the cloud
computing services. The approach uses QoS features and derives its strength from
the point that it uses real-world QoS features [7]. Zia et al. have proposed a parallel
cloud service selection technique wherein QoS history of cloud services is evalu-
ated using MCDM process during different periods of time. The cloud services are
ranked for each time period and then these results are combined to arrive at an
overall ranking of cloud services [8]. Praveen and Morarjee have proposed a per-
sonalized ranking prediction structural framework known as cloud rank. It has been
developed to forecast quality of service ranking without requiring any need of real
time feeds or real world services invocation from the consumers or users [9].
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3 Explanation of the Process with Results

The proposed process ranks the CSPs on the basis of data collected from the tests
conducted by Nasuni [10]. Tests were conducted to monitor the CSPs on the basis
of Performance, Availability, Scalability and Accuracy on a scale of 1–5, where 1
stands for very low and 5 stands for very high. The definitions of the parameters are
given in Sect. 3.1.

3.1 Dataset

Nasuni has been monitoring CSPs since 2009. The detailed results of the Nasuni’s
evaluation of the CSPs for their Performance, Availability, Scalability and
Accuracy can be found in [10]. These parameters have been measured using the
following criteria:

Performance: It is measured by the read, write and delete speed of the service.
Faster the speed, greater is the performance. This parameter measures the CSPs’
ability to tackle thousands of write, read and delete speeds for files of various sizes.
Nasuni ran the test on numerous instances of testing machine using various
non-serial test runs so as to minimize the possibility of the results being affected by
external network issues.

(i) Write Speed—As far as write speed is concerned, Nasuni’s evaluation showed
CSP3 to be the best write performer followed by CSP1 and CSP4. There is not
much difference in the write performance of CSP1 and CSP4. CSP5 and CSP2
lag behind in their write performance with a large margin. Using these results,
CSP1 has been assigned rank 4, CSP2 has rank 1, CSP3 has rank 5, CSP4 has
rank 3 and CSP5 has rank 2, where rank 5 is the best and rank 1 is the worst.

(ii) Read Speed—In read speed, CSP3 again tops the chart followed by CSP4 and
CSP1. Whereas in write speed, CSP1 performed slightly better than CSP4 to
claim the second spot, in read speed CSP4 has outperformed CSP1to claim the
second position. CSP5 and CSP2 have improved read speed than write speed,
but still they lag far behind the other three CSPs. Assigning values 1–5 as
explained in part (i), CSP1, CSP2, CSP3, CSP4 and CSP5 have ranks 3,1,5,4
and 2 respectively.

(iii) Delete Speed—Comparing the delete speed of all the CSPs, CSP3 retains its
top spot in delete performance as well. CSP1 has outperformed CSP4 in delete
speed to come at second position while CSP4 has third position. CSP2 and
CSP5 again lag far behind others. So, the ranks assigned to CSP1, CSP2,
CSP3, CSP4 and CSP5 are 4,2,5,3 and 1 respectively.
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Taking the average of the ranks assigned in (i), (ii) and (iii), we arrive at the
ranks of the CSPs for their overall performance on the basis of write, read and
delete speed. These ranks are: CSP1 has rank 3.6, CSP2 has rank 1.3, CSP3 has
rank 5, CSP4 has rank 3.3 and CSP5 has rank 1.6.

Analyzing these results, we note that CSP3 is the best performer in terms of the
read, write and delete operations. CSP1 and CSP4 compete with one another to
claim the second spot. Similarly, CSP2 and CSP5 are the contenders for the lowest
position. The conflict has been resolved by taking into account the performance in
all the three operations and calculating the overall performance ranks. According to
overall ranks, CSP3 emerges as the winner, followed by CSP1, CSP4, CSP5 and
CSP2 in that order.

Availability: It is measured on the basis of response time of the service. Lower
the response time, greater is the availability. The test for this parameter includes
monitoring each CSP’s response time to write, read and delete request at
sixty-second interval. Reading and deleting a file ensures that each CSP is
responsive to entire data for whole time and not just the recent cached data. The test
enables one to evaluate the response time of the CSPs as well as their reliability and
latency.

Hence, analyzing the results for response times of the CSPs mentioned in [10],
CSP3 emerges as the best in terms of availability and CSP2 as the worst. Ranks
assigned to the CSP1, CSP2, CSP3, CSP4 and CSP5 on the basis of availability are
4,1,5,2 and 3 respectively.

Scalability: It is measured by the ability of the service to handle increased
workloads. Scalability is measured using the variations in the performance of the
services when load is increased. The ability of a service to perform consistently
under increased loads often acts as the Achilles heel of a system. So, the test for this
parameter includes measuring the performance of the CSPs when the number of
objects is increased to millions.

Lower the variation in performance with increased load, higher is the scalability.
Nasuni’s results have shown CSP1 to be the best in terms of scalability with CSP5
being the worst. The ranking achieved thereby is: CSP1 has rank 5, CSP2 has rank
3, CSP3 has rank 4, CSP4 has rank 2 and CSP5 has rank 1.

Accuracy: It is measured on the basis of read and write errors. Lower the
percentage of errors, higher is the accuracy.

(i) Read Errors—Nasuni’s results show that CSP3 did not commit any error during
the read requests and hence is at the top spot. CSP3 is followed by CSP5,
CSP1, CSP2 and CSP4 in that order. Ranking of CSPs on the basis of read
errors is: CSP1 has rank 3, CSP2 has rank 2, CSP3 has rank 5, CSP4 has rank 1
and CSP5 has rank 4. As mentioned earlier, rank 5 is assigned to the best
performer and rank 1 is assigned to the worst performer.

(ii) Write Errors—Nasuni’s tests reveal that CSP3 commits no errors in writing
attempts also and hence retains its top position. However, CSP3 is joined by
CSP1 and CSP2 with zero write errors as opposed to their performance during
read attempts. CSP5 and CSP4 have significantly improved their performance
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compared to the reading attempts. Ranking achieved on the basis of write
errors is: CSP1, CSP2 and CSP3 all have rank 5, CSP4 has rank 3 and CSP5
has rank 4.

Averaging the rankings for read and write errors, we calculate the ranks of
CSP1, CSP2, CSP3, CSP4 and CSP5 for accuracy as 4, 3.5, 5, 2 and 4 respectively.

It is clear that CSP3 is the best in terms of accuracy. After combining both
reading and writing errors, there is a tie between CSP1 and CSP5. CSP2 follows
closely with a slight difference. The overall ranks for performance, availability,
scalability and accuracy are used for further analysis to rank the CSPs from best to
worst. The dataset obtained after following the above procedure is shown in
Table 1.

Table 1 contains the data that we will be using in further analysis.

3.2 Steps

After obtaining the Performance, Availability, Scalability and Accuracy values as
explained in the previous part, the further analysis is carried out using the Analytic
Hierarchy Process (AHP) technique. The whole process is explained in the steps
below:

Step 1: From the values given in Table 1, find the maximum value in each
column and term it as MAX(Parameter). So the values obtained are:
MAX(Performance) = 5, MAX(Availability) = 5, MAX(Scalability) = 5,
MAX(Accuracy) = 5

Step 2: A normalized matrix P is created using the values of Table 1 and MAX
(Parameter). The normalized values thus obtained are termed as NORM
(Parameter). P can be created using (1), where x = 1,2,3,4,5.

NORMðParameterÞCSP x ¼
ParameterðCSP xÞ
MAXðParameterÞ : ð1Þ

The NORM(Parameter) values thus obtained are shown in Table 2.

Table 1 Dataset for ranking
CSPs based on auditor data

Performance Availability Scalability Accuracy

CSP1 3.6 4 5 4

CSP2 1.3 1 3 3.5

CSP3 5 5 4 5

CSP4 3.3 2 2 2

CSP5 1.6 3 1 4

1 Very low, 2 low, 3 average, 4 high, 5 very high
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Step 3: Relative importance of each parameter to the goal is evaluated. Our goal
is to select the best CSP. Accordingly, an importance number is assigned
to each parameter. These numbers are assigned according to Saaty [11].
The Saaty scale is given in Table 3.
The importance number for each parameter is represented as IN
(Parameter).
Since auditor is a neutral third party monitoring the CSPs, it cannot favor
one parameter over another. For auditor, all the parameters are equally
important for ranking the CSPs from best to worst. Therefore, the
importance number assigned by the auditor to all the parameters is 1,
which signifies equal importance of all the parameters for our goal (refer
Table 3). The importance numbers for the four parameters in the case of
auditor are given in Table 4.

Table 2 Normalized
matrix P

Performance Availability Scalability Accuracy

CSP1 0.72 0.8 1 0.8

CSP2 0.26 0.2 0.6 0.7

CSP3 1 1 0.8 1

CSP4 0.66 0.4 0.4 0.4

CSP5 0.32 0.6 0.2 0.8

Table 3 Saaty scale for
importance of parameters [11]

Importance number Definition

1 Equal importance

2 Weak

3 Moderate importance

4 Above moderate

5 Strong importance

6 Above strong

7 Very strong

8 Very, very strong

9 Extreme importance

Table 4 Importance numbers Parameter Importance number

Performance 1

Availability 1

Scalability 1

Accuracy 1

496 R.K. Chahal and S. Singh



Step 4: Using the importance numbers assigned to each parameter, an impor-
tance matrix M is created according to (2). The values in the matrix M
are referred to as IMP(Parametermn). The importance matrix M is shown
in Table 5.

IMPðParametermnÞ ¼ INðParametermÞ
INðParameternÞ : ð2Þ

where Parameterm, Parametern = Performance, Availability, Scalability,
Accuracy
IMP(Parametermn) = Importance of Parameter m compared to Parameter
n.
After calculating the IMP(Parametermn) for all the parameters, a
column-wise Sum is calculated for each parameter in matrix M. This
value is referred to as SUM(IMP(Parametermn)).

Step 5: A weight matrix W is constructed using the IMP(Parametermn) and SUM
(IMP(Parametermn)) values according to (3), where W
(Parametermn) = weight of Parameterm compared to Parametern.

WðParametermnÞ ¼ IMPðParametermnÞ
SUMðIMPðParametermnÞÞ : ð3Þ

The final weights for each parameter, represented as W(Parameter), are
then obtained using (4), where x = number of parameters (i.e. 4).

WðParameterÞ ¼
P

WðParametermnÞ
x

: ð4Þ

The value of weights obtained for all parameters in our case is 0.25.
Step 6: A rank matrix R is constructed using the weights of the parameters and

the normalized values calculated in matrix P. The value in each cell of
matrix R is known as Rank(Parameter). Matrix R is shown in Table 6.

RankðParameterÞ ¼ WðParameterÞ � NORMðParameterÞ: ð5Þ

Table 5 Importance matrix M

Performance Availability Scalability Accuracy

Performance 1 1 1 1

Availability 1 1 1 1

Scalability 1 1 1 1

Accuracy 1 1 1 1

Sum 4 4 4 4
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Step 7: Finally, the CSPs are ranked by summation of Rank(Parameter) values.

RankðCSPÞ ¼
X

Parameterm ¼ Reliability;
Performance; Security;

Usability

RankðParametermÞ: ð6Þ

The final ranks of the CSPs thus obtained are shown in Table 7.
The CSPs are ranked in the order CSP3 > CSP1 > CSP5 > CSP4 > CSP2.
The ranks obtained through AHP technique are shown in Fig. 1. After taking

into account the behavior of the five CSPs for Performance, Availability, Scalability
and Accuracy, we have arrived at the ranking where CSP3 is the best option, CSP1
is the second best, followed by CSP5, CSP4 and CSP2.

Table 6 Rank matrix R Performance Availability Scalability Accuracy

CSP1 0.18 0.2 0.25 0.2

CSP2 0.065 0.05 0.15 0.175

CSP3 0.25 0.25 0.2 0.25

CSP4 0.165 0.1 0.1 0.1

CSP5 0.08 0.15 0.05 0.2

Table 7 Ranks of the CSPs
based on auditor data

CSPs Rank

CSP1 0.83

CSP2 0.44

CSP3 0.95

CSP4 0.465

CSP5 0.48

Fig. 1 Final rank of CSPs
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4 Conclusion and Future Scope

In this paper, we have proposed an AHP-based ranking of cloud service providers
based on the tests conducted by a neutral third party, which can be referred to as an
auditor. This approach provides a fair and unbiased ranking of CSPs based
objectively on the results of the tests. It also has the advantage of incorporating both
mathematics and psychology to make a decision of selecting the best option out of
the available ones keeping in mind the goal and preference of the parameters to the
overall goal. Plus, the model is scalable as both the parameters and the CSPs can be
increased in number as and when required. In future, we would like to evaluate the
performance of our approach with respect to other mechanisms.
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Hardware Prototyping for Enhanced
Resilient Onboard Navigation Unit

Archana Sreekumar and V. Radhamani Pillay

Abstract Dependability of safety critical system by fault tolerant design approach
use redundant architecture to tolerate hardware faults. Navigation, Guidance and
Control units of onboard computers in Indian satellite launch vehicles rely on hot
standby dual redundancy. Effective use of computational resources is desirable in
such applications where weight, size, power and volume are critical. Resource
augmentation based on task criticality can achieve an increased slack margin which
further is used for software and transient fault handling and improved system
performance. In this paper, design and development of a hardware prototype with
fault injection on an LPC 1768 ARM processor, for validating and testing the fault
tolerant resource augmented scheduling of onboard computers is presented. The
resource augmented system with added flexibility has been evaluated for improved
performance and superior management of faults. The system provides better slack
margin and resource utilization which leads for tolerating increased number of
transient and software faults.

Keywords Safety critical system � Augmented dual redundancy � Hardware
prototype and testing � Fault injection � Fault recovery

1 Introduction

Automation and technological advancement has caused an increased need for
dependency in safety critical systems like medical equipments, avionics, automo-
tive, etc. Onboard computers in satellite launch vehicles using hot standby dual
redundancy controls and maintains overall operational functionality of the launch
vehicle. The redundant computational resources can be effectively utilized for
improved fault tolerance and enhanced performance. An earlier work rooted in
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criticality based task allocation in such redundant systems increases the slack
margin available. Secondary alternative tasks for handling software faults, recovery
approaches for transient fault handling can be incorporated into the augmented
system while maintaining allowable safety margin.

In this paper, a fault injection model for testing the fault tolerance algorithm for
an augmented Navigation unit of the NGC system has been implemented. Fault
tolerant recovery mechanisms have been implemented for permanent hardware and
software faults, transient hardware and software faults. An algorithm has been
developed and implemented in LPC1768 ARM Cortex M processors for prototype
testing. Performance evaluation for permanent hardware faults and testing of the
frame work for better resilience to transient faults on such a frame work with task
dependencies and tight synchronization allows a measure of the system behavior in
this domain.

2 Literature Survey

Real time systems are used to control safety critical systems such as patient
monitoring system, aircrafts, launch vehicles, etc. Krishna discusses about real time
scheduling which ensures the meeting of hard deadlines in the system despite
processor and transient failures [1]. Four different scheduling paradigms are
introduced by Stankovic and Ramamritham in [2] like static table driven
scheduling, where tasks are scheduled offline.

The satellite launch vehicle onboard computer architecture and design based on
fault tolerant methods are put forth by Basu [3]. Different fault tolerant designs and
approaches for tolerating hardware faults in avionics systems are discussed in [4].
Software assisted recovery for transient faults in hard real time systems are put forth
in [5]. A study on insertion of checkpoints within software in an aerospace domain
application is discussed by Leach [6]. Punnekkat et al. [7] provides an exact
schedulability test for fault tolerant system with checkpoints employed for fault
tolerance.

An algorithm for utilizing the redundancy in onboard computer and obtaining
more slack for extra computations is introduced in [8]. Concept of combining
resource augmented task allocation for safety critical system and real time
scheduling techniques like RM and EDF scheduling are discussed in [9]. The
concept of adaptive fault tolerance in a commonly used hardware redundancy
technique in a cruise control multi processor system has been detailed in [10].
A hardware prototype with LPC2148 has been used for testing and evaluating the
performance of adaptive fault tolerance mechanism for permanent hardware faults
in a resource augmented cruise system has been discussed in [11].

A methodology based on fault injection for system level dependability analysis
of multi processor system is put forth in [12]. A fault simulation method based on
software implemented fault injection for dependability evaluation in safety critical
systems has been given in [13].
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3 Background Study

Tasks in real time systems have critical deadlines and missing any deadline leads to
catastrophic consequences. To avoid this, redundancy techniques are in use, but
these techniques can lead to power and cost increase. So techniques to complement
this redundancy and effectively utilize redundant resources are important. Fault
tolerant scheduling techniques in homogeneous and heterogeneous systems ensure
that the system will meet task deadlines with reduced redundancy needs in the
system [1]. The resources need to be pre-allocated for a task to meet its deadline,
hence leading to static table driven scheduling used in hard real time systems [2].
Predictability is maintained in static table driven scheduling where a schedule is
determined such that the tasks meet the timing constraints and precedence con-
straints, etc.

Onboard computers exercises over all control on the vehicle during flight and
perform computation related to navigation, guidance and control [3]. Hot standby
dual redundancy is employed for onboard computers for overcoming failures
without any outage. The computing cycles in the system can be mainly of two
types, major computation cycles and minor computation cycles. The architecture of
onboard computer system consists of parallel buses, serial buses, software modules,
etc. Triple modular redundancy, dual redundancy are commonly used fault tolerant
methods for permanent hardware faults and watch dog timers can be used for
detection of these faults [4]. Most of the processor failures are due to transient
faults, the effects of such faults can be minimized by using recovery approach
methods. For recovering from the transient faults it is not necessary to schedule an
alternate task, instead a backward recovery can be exercised to recover from pre-
vious saved correct state [5]. Primary backup approach is a commonly used soft-
ware fault tolerance technique, where the code is executed by the processor and
output is checked using acceptance tests [1]. The acceptance test checks are done to
verify whether the results are within a range and timing constraints are satisfied.
The backup copies are executed only when the acceptance test fails and these
backup copies will be lighter than primary copies. The correct values or important
states of the system after each acceptance test will be saved into the memory [6].
These checkpoints help in fault tolerance by rolling back the system to previously
saved state.

A new scheme for improving the efficiency of onboard computers can be
obtained by resource augmented scheduling which is based on task criticality [8].
The system will have more functional capability during fault free operation while
system performs in an safe minimal operation during fault condition. Combining
resource augmented task allocation along with real time scheduling techniques like
Rate Monotonic scheduling (RM) and Earliest Deadline First (EDF) provide better
programming flexibility and effective utilization of resources [9]. A scheduling
method combining dynamic best effort and dynamic planning based scheduling
along with resource management has been used for scheduling periodic and ape-
riodic task in cruise control system [10].
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Fault injection methods can be used for assessment of system dependability and
helps in studying the behavior of the system. Methods for evaluating the effects of
faults not only on the system output but also on the internals of system during
overall execution are explained in [12]. A software fault injection model for an anti
lock braking system has been developed and analyzed in [13]. The methodology
combines structural and functional models for achieving higher accuracy.

4 Approach

4.1 System Model and Computation Cycles

Navigation, Guidance and Control unit in onboard computers of the Indian satellite
launch vehicle has a hot standby dual redundant architecture. The cross-strapping
connections present in the system help in detection and synchronization of func-
tions. Primary chain and redundant chains have navigation, guidance and control
units independently, where navigation unit alone has been considered and repre-
sented by N1 in primary chain and N2 in redundant chain respectively.
Bidirectional bus between the two units enables the communication and exchanges
of health information between the units.

Watch dog timer helps in detection of faults in each of functional units.
A periodic health check has been done during every minor cycle in each unit in the
dual chain system. When a permanent fault occurs in a functional unit the suc-
ceeding units and redundant unit become aware of the fault with bidirectional and
cross-strapping connections.

4.2 Task Model

Navigation unit determines the position and velocity of the vehicle [14]. The output
from navigation units have been given to the guidance unit and are also saved in a
global memory.

Navigation tasks shown in Table 1, denoted by ζ1, ζ2 and ζ3, are executed in
every major cycle of hyper period 500 ms. The tasks are periodic and include
critical (C), non-critical (N) and optional task (O). Optional tasks included may
consists of ζNO1 which has a time period of 500 ms and computation time of 70 ms,
second optional task ζNO2 of period 500 ms and processing time of 70 ms. Optional
tasks include functions like faster control loops or other complementary functions
which can be dropped when situation demands [15]. Optional tasks can be system
dependent or system independent, dropping a system independent task causes a
minimal effect in the system performance [8].
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4.3 Task Allocation

Task allocation in a dual redundant Navigation system—the critical allocated and
simultaneously scheduled in both the processors while the non-critical tasks are
shared and scheduled in both the processors. The subscripts 1 and 2 indicate pri-
mary chain and secondary chain respectively. Optional tasks enhance the perfor-
mance of the system, like faster control loops, specialized computations and can be
scheduled on both the processors.

Figure 1 shows the task allocation in an augmented Navigation unit with the
optional tasks allocated to the available unused computational resources.

4.4 Fault Tolerance in Augmented Framework
of Navigation Unit

The augmentation due to the task allocation paradigm gives more slack time and an
algorithm for effective use of this accrued slack time for fault tolerance and system
performance improvements have been discussed in earlier work done by the same
author [16, 17]. The algorithm integrates approaches for tolerating permanent
hardware and software faults, transient hardware and software faults with real time
scheduling in a resource augmented framework.

Permanent Hardware Fault

The system provides with a flexibility to select different modes of operation. By
default system starts in mode 3 operation where N1 processor schedules critical task
(C1), non-critical task (N1) and optional tasks (O1) while N2 processor schedules
critical tasks (C2) and non-critical tasks (N2). The slack time available in N2 pro-
cessor has been more compared to N1 processor, the amount of non-critical tasks

Table 1 Task table Task Criticality Execution time
(units)

Time period
(units)

ζ1 C 15 50

ζ2 N 98 500

ζ3 N 99 500

Fig. 1 Task allocation-resource augmented dual redundant system
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scheduled in N2 has been greater than N1. Occurrence of permanent hardware fault
in any one of the processors alerts the other processor; this causes the healthy
processor to select a particular mode of operation.

Permanent hardware fault in any of the processor in dual system causes the
healthy processor to enter into mode 2 or mode 1 operation. In mode 2 operation,
the healthy processor discards the non-critical task that is to be scheduled in fault
processor and continues scheduling the optional tasks allocated in the healthy
processor. In mode 1 execution, the healthy processor schedules non-critical tasks
which have to be scheduled in fault processor instead of the allocated optional
tasks.

Permanent Software Fault and Transient Faults

The tasks have been divided into different blocks; after each block an acceptance
test has been scheduled to identify permanent software faults and transient software
and hardware faults. The test checks for the timing and value of the outputs gen-
erated and correct output which passes the test has been saved in the local memory
of the processor. Slack times accrued by augmentation have been distributed
between the tasks based on the execution time of the complete task [16]

Permanent software faults have been recovered by recovery block method,
where a secondary alternative of the failed block has been executed in the same
processor. Transient faults may result in changes in flags and bit flips, these errors
can be overcome by task recovery approaches. When a transient fault affects the
block for the first time, a backward recovery approach has been selected and the
task re-executes from the previously saved state. When the transient fault still
prevails, a forward recovery approach has been selected and the correct states for
execution next block of task have been loaded from the memory. The fault toler-
ance approaches used for overcoming software and transient faults utilizes the
augmented distributed slack time.

4.5 Performance Metrics

The performance metrics like utilization (U), slack margin (S) and mean time to
recover (MTTR) has been evaluated during run time. The slack time made available
is based on the total execution time of all tasks in the system. Utilization is the
summation of ratio of the execution time of individual task to the time period of the
task and it projects how effectively a task set utilizes processor resources. Mean
time to recover gives the time system takes to recover from the failure.
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5 Hardware Implementation and Testing

LPC1768 ARM Cortex-M3 processor has been used for rapid prototyping of the
Navigation functional unit of the onboard computers.

The experimental setup consists of two processors and an array of LEDs for
indicating scheduling of tasks (Fig. 2). The inputs given for the system consists of
sensing task which periodically checks the status of bidirectional communication
bus, control tasks which controls the operation of the system based on the inputs
and actuating tasks. LEDs have been used to indicate the execution of the current
task and LCD displays the current status (modes, fault condition, utilization and
slack margin) over a hyper period. For practical real time experimentation a time
scaling has been resorted to.

A blue LED built into the board indicates the health status of the processors.
Switches have been interfaced into the evaluation board for injecting the faults and
selecting the mode of operation. Power supply failure has been injected as a per-
manent hardware fault into the processor. Permanent hardware fault injection model
has been given in Fig. 3. The processors N1 and N2 exchange synchronization and
health signals using two bidirectional connections. LCD displays during fault and
fault free operation are shown in Fig. 4

In the permanent software fault injection model (Fig. 5), the tasks have been
divided into blocks and a LED array has been used to indicate primary task blocks
and another LED array indicates the execution of secondary alternative for each
blocks. Switch has been employed for injecting the fault and this cause an inter-
ruption in timing of the executing task and processor switches to another
non-desirable function. This function has been indicated by employing a buzzer for
a period of 3 time units. White LED indicates an acceptance test which detects
software error occurred and timing breaks. Once a software error has been detected
processor schedules corresponding secondary alternative task. The slack time
allotted between each task decreases based on the execution of secondary alter-
natives blocks of the corresponding task blocks.

Fig. 2 Transient fault
injection prototype
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Fig. 3 Hardware fault injection model

Fig. 4 LCD displays during different operational conditions

Fig. 5 Software fault
injection model
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Transient faults—both hardware and software transients have been considered.
The software transient faults have been implemented by interrupting the execution
of the program and changing flags while hardware interrupts are implemented by
logic gates. The hardware transient fault changes the logic value that has to be
available in the system after execution of each task block (Fig. 2). On detection of
transient fault, the task block has been re-executed and performs the next accep-
tance test. If transient fault affects the re-executed task block, a forward recovery
approach has been undertaken. LCD displays the current status of the system during
recovery approaches.

The system outputs displayed on desktop—task execution timings and perfor-
mance metrics during hardware fault injection for verification by the user. The
performance of the system has been evaluated and tested for 15 experimental runs
of the hardware prototype and at different instants of fault injection.

6 Results

Permanent hardware fault injection model has been evaluated for different time
instances of fault injections. Permanent hardware fault replicating power line failure
has been injected in both secondary and primary processors, and utilization (U),
slack time (S) and mean time to recover (MTTR) available after fault injections are
evaluated.

Performance of the system over several fault injection simulations has been
considered. Table 2 indicates the utilization and slack time during fault and free
condition in hardware fault injection model. During fault condition, utilization and
slack time available in the healthy processor have been taken into account. During
fault free operation, average value of the utilization and slack time of both the
processors have been considered. For a given fixed work load and system condi-
tions, the utilization of healthy processors increase by 15.8 % and slack time
decreases by 48 %. More slack time available during fault free operation can be
effectively utilized by other performance improving tasks and also for fault toler-
ance. The mean time to recover (MTTR) from a permanent hardware fault has been
obtained as 12.7 time units.

Average total mean time to recover from faults when one, two, three and four
occurring over a hyper period of time are considered for transient fault injection
model and software fault injection model. Many experimental runs have been

Table 2 Utilization and slack time for permanent hardware fault injection model

Parameter Fault free condition Fault condition

Mode 1 Mode 2

Utilization (U) 0.875 0.82 0.755

Slack time (S) (time units) 25 36 49

Hardware Prototyping for Enhanced Resilient Onboard … 509



considered for obtaining the results and the values are given in Table 3. The faults
are injected over a hyper period of 265 time units under constant load and system
conditions. The instants of fault injection are generated according random Poisson
distribution in case of transient faults and permanent hardware faults, while an
exponential distribution is considered for permanent software faults.

The average of the total mean time to recovery from 4 transient faults occurring
over a hyper period is less with respect to overall slack time available (49 time
units). Here, in the system uniform checkpointing combined with acceptance tests
has been considered. The mean time to recover depends on the instances of
checkpoint and acceptance test.

7 Conclusion

Fault tolerance algorithms for tolerating permanent hardware and software faults,
transient hardware and software faults have been tested and evaluated with fault
injection models. The task test of the Navigation unit of NGC framework has been
selected and performance of the system has been evaluated for different instants of
fault injection. Better slack time and utilization are available in an augmented frame
work of Navigation unit for a given work load. The mean time to recover indicates
the effectiveness of the system to tolerate one and more number of faults.
A prototype for resilient fault tolerant framework for a resource augmented navi-
gation unit has been developed to tolerate increased number of transient and
software faults. Future work can include optimizing the checkpoints and design a
more optimistic approach for fault detection where faults are assumed to be detected
if they occur at the initial intervals of the task execution. A pessimistic approach has
been employed in this work because the fault occurrences and detection are
assumed to occur at the end of task blocks. This approach can be extended to a
generic m-redundancy framework with considerable benefits to fault tolerance
mechanisms. Optimal checkpointing in recovery approaches can improve the
accuracy of the mean time to recovery (MTTR).

Table 3 Mean time to recover (MTTR) from permanent software fault and transient faults

No. of
faults

Mean time to recover (MTTR)—
permanent software faults (time units)

Mean time to recover (MTTR)—
transient faults (time units)

1 9.85 8.4

2 14.3 27

3 18 35

4 14 48
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Web Data Analysis Using Negative
Association Rule Mining

Raghvendra Kumar, Prasant Kumar Pattnaik and Yogesh Sharma

Abstract Today era is combination of information and communication technology
(ICT), everyone wants to share and store their information through the internet, so
there is huge amount of data is searched every day, there is lots of web data is
collected in every seconds and with the help of web usage mining, we can discover
useful pattern from the web databases. For analyzing this huge amount of web data,
we required one of the useful concepts is web site managements. In which we
discover the useful pattern, discover or analyzing the useful information from the
web database. Here we used the concept of negative association rule mining for
analyzing the web log files, for finding the strong association between the web
data’s.

Keywords Data mining � Web data mining � Association rule mining � Negative
association rule mining � Data analysis

1 Introduction

In applying sequence learning models to Web-page recommendation, association
rules and probabilistic models have been commonly used. Some models [1–3], such
as sequential modeling, have shown their significant effectiveness in recommen-
dation generation. In order to model the transitions between different Web-pages in
Web sessions, Markov models and tree-based structures are strong candidates.
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2 Proposed Work

In this proposed work shall use the apache web server log file [4–10] of a financial
web site user having more than 16 million hits in a month’s time [11]. A web server
log contains the following information

1. Number of Hits
2. Number of Visitors
3. Visitor Referring Website
4. Visitor Referral Website
5. Time and Duration
6. Path Analysis
7. Visitor IP Address
8. Browser Type
9. Cookies

Data of a typical web server is shown in following sample data of the first raw of
the log file:

10.32.1.43[10/Nov/2013:00:07:00]”GET/flower_store/product.screen?product_id=
FL-DLH-02 HTTP/1.1”20010901”http://mystore.splunk.com/flower_store/category.
screen?category_id=GIFTS&JSESSIONID=SD7SL1FF9ADFF2”“Mozilla/5.0 (X11;
U; Linux i686; en-US; rv: 1. 8. 0. 10) Gecko/20070223Cent OS/1.5.0.10-0.1.el4.centos
Firefox/1.5.0.10” 4361 3217.

This work shall use the basic steps of the web usage mining [12] with modifi-
cations to improve the performance and accuracy of the extracted information. For
improvements, work will be done in following modified steps [13]:

1. Data Collection—From a server log of a website
2. Data Pre-processing—Formatting data from the server log obtained. The server

log contains huge information in each record which is separated and stored in
lists with rows and columns. Some redundant information is removed and data
rows are ordered on the basis of the date and time of hit.

3. Pattern Discovery—In this step I will apply the following (but not to max)
association rules:

I. If Webpage X is hit then Webpage Y is also hit by the user
II. If Webpage X is hit then user moves away from the site by clicking an

external link
III. If a user comes on site once then he visits it again

4. Pattern Analysis—From the association rules applied in step 3 data shall be
analysed to find the support and confidence for each rule and filtering of records
shall be done on basis of low support or confidence. Knowledge will be pro-
duced for the web admin in readable format for future use.

5. Result Generation—Each phase will be measured for time taken and time
complexity to show that the performance of the proposed system is high.
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Comparatives shall also be produced to show the accuracy of the produced
patterns in respect of the base work.

Proposed work will be implemented using C#.NET Windows and Server Log
Dataset Extracted from a live server from a financial website. The work will be
done in following steps: first step is Interface Development, in which C#.net
windows/JAVA Swing forms will be used to develop the interface. Various rele-
vant navigational buttons will be included in it which allows traversing with val-
idations. Second step is Loading Server Log Data Set in which, Server Log dataset
is a collection of server messages generated when a server starts and stops. The
details such as login, logout, system shutdown, errors and other information’s will
be stored in it by the server machine during the normal course of operations on the
server. These will be used for clustering of message using association rules. Third
step is Data Pre-processing, in data pre processing file handling will be used for
loading the server log file in project and will be applied data pre-processing on the
loaded data. In data pre-processing stopping and stemming will be applied to filter
data for important words. Stopping will be used to remove all special characters,
remove any words with length less than or equal to 3 characters and removing any
words which are prepositions. Stemming will be applied to remove words with
having similar meaning and different tense of English. Fourth step is negative
Association Rule Mining, in this phase; various characteristics of the server log file
will be used for creating negative association rules. These rules shall be applied to
create clusters. And last phase analysis phase in which we analyze our results with
the help of graphs; Results will be calculated by using the clusters and formulas for
calculation of performance and accuracy of the system. Graphs will be drawn using
the various results as calculated for all accuracy, precision, recall and specificity.

Fig. 1 Shows the process of loading of web data
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The proposed algorithm of this paper is shows the steps, how we are analyzing our
web data. And Fig. 1, shows the process of loading of web data, Fig. 2 shows the
process of data cleaning after the loading of web data is done, Fig. 3 shows the data
analyzing after applying the negative association rule mining, Fig. 4 shows the data
analysis, and Fig. 5 shows the final output of our process, in which its shows the
negative support count, negative confidence and negative lift or importance.

Fig. 2 Shows the process of data cleaning

Fig. 3 Shows negative association rule mining
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Algorithm

Step 1: Collect the useful Data from the web files or weblogs.
Step 2: Load the Web data into in our Data analyzer.
Step 3: After data loading of data apply data cleaning.
Step 4: After applying the data cleaning apply the association rule mining for data

analysis
Step 5: After the data analysis calculates the negative support, negative confidence

and negative lift or importance.

Fig. 4 Shows the data analysis

Fig. 5 Shows the final output of our process
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Step 6: Analyze the entire web data sets and find the strong association between
the items.

Step 7: Complete the process

3 Conclusion

The results we discover from the web usage mining can be used by web admin-
istrator or web designer to arrange their website by determining system errors,
user’s preferences, technical information about users, and corrupted and broken
links. We also recognize that large amount of information stored in unstructured
sources is calling for attention to develop innovative approaches to solve challenges
of how to impart knowledge encoded into the unstructured data efficiently and how
to explore more meaningful ways to utilize the knowledge. This work has important
aspects considered for data exploration and analysis of activity and preferences of
users and researchers. In future this work can be further extended for applying
clustering methods using association rules drawn efficiently in this work.

References

1. Guandong Xu., “Web Mining Techniques for Recommendation and Personalization”, Victoria
University, Australia, March 2008.

2. Bamshad Mobasher., “Data Mining for Web Personalization”, LCNS, Springer-Verleg Berlin
Heidelberg, 2007.

3. Krishnamoorthi R., Suneetha K. R., Identifying User Behavior by Analyzing Web Server
Access Log File”, International Journal of Computer Science and Network Security, April 2009.

4. Arya, S., Silva, M., “A methodology for web usage mining and its applications to target group
identification”, Fuzzy sets and systems, pp. 139–152, 2004.

5. KosalaR.,BlockeelH., ‘Webmining research: aSurvey”, SIGKDDExplorations, 2, pp. 1–15, 2000.
6. Log files formats, http://www.w3c.org, Access Date: Dec. 2013.
7. Pani S. K., “Web Usage Mining: A Survey on Pattern Extraction from Web Logs”,

International Journal of Instrumentation, Control & Automation, January 2011.
8. Purohit G. N., “Page Ranking Algorithms for Web Mining”, International Journal of

Computer Applications, January 2011.
9. Khalil F., “Combining Web Data Mining Techniques for Web Page Access Prediction”,

University of Southern Queensland, 2008.
10. Tao Y. H., Hong T. P., Su Y.M., “Web usage mining with intentional browsing data”, Expert

Systems with Applications, Science Direct, 2008.
11. Babu D. S., “Web Usage Mining: A Research Concept of Web Mining”, International Journal

of Computer Science and Information Technologies, 2011.
12. Iváncsy R., Vajk I., “Frequent Pattern Mining in Web Log Data”, Act a Polytechnic a

Hungarica, January 2006.
13. Raju G.T., Sathyanarayana P., “Knowledge discovery from Web Usage Data”, Complete

Preprocessing Methodology, IJCSNS 2008.

518 R. Kumar et al.

http://www.w3c.org


Cloud Based Thermal Management
System Design and Its Analysis

Namrata Das and Anirban Kundu

Abstract We are going to propose an advanced architecture sensing real time
temperature of a particular location for transmitting the data to a cloud database.
Current data have been analysed based on previously recorded data. If any
abnormal data is observed, then the system produces an alarming message to the
concerned authorities. Analytical data guide users to solve real time problems
observing anomalies in the system.

Keywords Heat sensor � Microcontroller � Distributed database � Network �
Cloud � Cloud thermal manager

1 Introduction

1.1 Overview

A network is a collection of computers or other hardware components that are
interconnected through some communication channels which allow to share
resources and information. Data is transferred in form of packets from source to
destinations. Devices present in network that originate, route and terminate the data
are typically known as network nodes.

A wireless sensor network (WSN) is distributed having autonomous sensors for
monitoring physical and/or environmental conditions in a spatial way. Each sensor
network node has several parts, such as radio transceiver with an internal antenna,
connection to an external antenna, a microcontroller, a battery, etc. These networks
can adopt any network topologies [1].
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1.2 Cloud Preliminaries

Cloud computing is an abstract level of concept which relies on sharing resources
for accomplishing consistency and economies of scale throughout the network
having resemblance to a utility. In cloud computing, a single server could be
accessed by multiple users in order to retrieve and/or update data without having
any license for different applications. Now-a-days, people are shifted from dedi-
cated hardware to a shared cloud infrastructure as per demand basis. Availability of
high-capacity cloud networks using low-cost computers and other related resources
have led to a growth in cloud computing. It exhibits adoption of hardware virtu-
alization, service-oriented architecture, and autonomic and utility computing [2].
Companies could be either scaled up based on increased computing needs, or,
scaled down if demand is decreased. Cloud computing is the outcome of evolutions
and further adoptions of several existing methodologies. Target of cloud computing
is to allow users over the distributed networks having zero expertise of the specified
system [3, 4]. Virtualization is useful in cloud computing scenario. Cloud com-
puting is based on the concepts of Service-oriented-Architecture [5].

1.3 Related Works

Researchers have proposed varieties of theories on thermal management in cloud
based system networks. Sensor network has been discussed in [6]. Users have
found inconveniences with increase of temperature using specific devices having
high power consumption. Researchers have done survey on various approaches to
handle heat management in several devices of the network [7]. Authors have
designed an interactive temperature management system in which users are allowed
to supply inputs for managing the heat dissipation and are able to operate the
applications as per their requirements [8].

It has become indispensable to lower power and cost of cooling of cloud data
centers due to increment of data and varieties of data analyses. Thermal impact of
input/output access patterns on data storage systems has been investigated in [9].
A comparison of cooling cost of storage systems has been done by different data
placement schemes. Researchers have shown in [10] that unexpected events, like
strategic attacks, wrong configurations, failures due to high server density of high
performance computing data-centers, lead to thermal anomalies creating impact on
total cost of data center operations. Researchers have described several challenges
of data center thermal management [11]. Authors have established a new practical
environment modeling for mobile robots in unknown circumstances [12].
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2 Proposed Work

2.1 Overview

In this paper, a thermal management architecture has been proposed based on cloud
scenario for taking real time temperature of a particular location and further transmit
it to a server database for storing purpose. Users’ are capable of enquiring particular
record(s) based on temperature, time, and date. An interface network handles users’
queries. This interface network is connected to the distributed database of cloud
management system. A managerial node is present in each database for analysing
users’ queries to fetch records from concerned databases as referred in Fig. 1.

2.2 Hardware Components Used

In our proposed system, we have used a hardware device to sense the temperature and
transmit it to the server interface. LM35 is used as a heat sensor in our approach. LM35
has an output voltage proportional to temperature having scale factor 0.01 V/°C.
LM35 does not require any peripheral calibration and maintains an accuracy of ±0.4 °
C at room temperature and ±0.8 °C over a range of 0 to +100 °C [13]. The sensor
self-heating causes less than 0.1 °C temperature rise in still air. ADC is used to convert
the analog signal to corresponding digital code. AT89C51 is used as the microcon-
troller chip. The AT89C51 is a low-power, high-performance CMOS 8-bit micro-
computer with 4 kbytes of Flash Programmable and Erasable Read Only Memory
(PEROM) [14]. The device is manufactured using Atmel’s high density non-volatile

Fig. 1 Proposed architecture
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memory technology and is fully compatible with the industry standard MCS-51
instruction set and pin out. It has four ports namely port 0, port 1, port 2, and port 3.We
have used port 0 as the data output port. MAX232 is used for transferring data using
serial communication to the server interface. The MAX232 is an IC which converts
signals from RS-232 serial port to signals appropriate for using in TTL compatible
digital logic circuits [15]. The MAX232 is a typical driver and/or receiver converting
Receiving Signal (RX), Transmitting Signal (TX), Clear-To-Send (CTS) and
Request-To-Send (RTS) signals. Proposed hardware model has been depicted in
Fig. 2.

2.3 Procedure

In Algorithm 1, temperature has been sensed by the concerned sensor such as
LM35. Further, analog signal has been transformed into digital using ADC
chip. Digital data is sent to serial port of interface to the server using COM1 via P0
port of the 8051 microcontroller. MAX232 chip is responsible for this type of
transmissions. 9 bit (8 bit for actual signal/data and 1 bit for stop-bit) serial data has
been received. The transmission uses 9600 baud rate, and the entire data is being
kept in the system buffer. The port data have been read using Algorithm 2 for
storing data into appropriate databases.

Algorithm 1: Send_Temperature_to_Interface_Server

Input: Temperature
Output: Serial Transmission of data

Step 1: Activate(Sensor)
Step 2: Set Sensor(Temperature)=True
Step 3: Voltage V = Convert(Temperature)
Step 4: Activate(ADC)
Step 5: Read(Microcontroller_P0, ADC(Signal))
Step 6: Send_Serial_Data(COM1, MAX232)
Step 7: Receive(data, 9600) //9 bit serial data (8 bit original data and 1 stop bit)

using 9600 baud rate
Step 8: Save_buffer(data)
Step 9: Stop

Fig. 2 Transmission of a signal from heat sensor to a computer
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Algorithm 2: Store_Database

Input: 9 bit serial data
Output: Data storage in real-time within distributed database

Step 1: Read(Buffer_9bit)
Step 2; Split(Data_8bit, Stop_1bit)
Step 3: Set Data = Data_8bit
Step 4: Read(System_Date)
Step 5: If (System_Day == “Sunday”)

Step 5:1: If (System_Time >= “06:01:00” && System_Time <=
“12:00:00”)
Store(Data) = Database(“Sunday”,”06:01 to 12:00”)

Step 5:2: If (System_Time >= “12:01:00” && System_Time <=
“18:00:00”)
Store(Data) = Database(“Sunday”, “12:01 to 18:00”)

Step 5:3: If (System_Time >= “18:01:00” && System_Time <=
“24:00:00”)
Store(Data) = Database(“Sunday”, “18:01 to 24:00”)

Step 5:4: If (System_Time >= “00:01:00” && System_Time <=
“06:00:00”)
Store(Data) = Database(“Sunday”, “00:01 to 06:00”)

Step 6: If (System_Day == “Monday”)

Step 6:1: If (System_Time >= “06:01:00” && System_Time <=
“12:00:00”)
Store(Data) = Database(“Monday”, “06:01 to 12:00”)

Step 6:2: If (System_Time >= “12:01:00” && System_Time <=
“18:00:00”)
Store(Data) = Database(“Monday”, “12:01 to 18:00”)

Step 6:3: If (System_Time >= “18:01:00” && System_Time <=
“24:00:00”)
Store(Data) = Database(“Monday”, “18:01 to 24:00”)

Step 6:4: If (System_Time >= “00:01:00” && System_Time <=
“06:00:00”)
Store(Data) = Database(“Monday”, “00:01 to 06:00”)

Step 7: If (System_Day == “Tuesday”)

Step 7:1: If (System_Time >= “06:01:00” && System_Time <=
“12:00:00”)
Store(Data) = Database(“Tuesday”, “06:01 to 12:00”)

Step 7:2: If (System_Time >= “12:01:00” && System_Time <=
“18:00:00”)
Store(Data) = Database(“Tuesday”, “12:01 to 18:00”)
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Step 7:3: If (System_Time >= “18:01:00” && System_Time <=
“24:00:00”)
Store(Data) = Database(“Tuesday”, “18:01 to 24:00”)

Step 7:4: If (System_Time >= “00:01:00” && System_Time <=
“06:00:00”)
Store(Data) = Database(“Tuesday”, “00:01 to 06:00”)

Step 8: If (System_Day == “Wednesday”)

Step 8:1: If (System_Time >= “06:01:00” && System_Time <=
“12:00:00”)
Store(Data) = Database(“Wednesday”, “06:01 to 12:00”)

Step 8:2: If (System_Time >= “12:01:00” && System_Time <=
“18:00:00”)
Store(Data) = Database(“Wednesday”, “12:01 to 18:00”)

Step 8:3: If (System_Time >= “18:01:00” && System_Time <=
“24:00:00”)
Store(Data) = Database(“Wednesday”,”18:01 to 24:00”)

Step 8:4: If (System_Time >= “00:01:00” && System_Time <=
“06:00:00”)
Store(Data) = Database(“Wednesday”, “00:01 to 06:00”)

Step 9: If (System_Day == “Thursday”)

Step 9:1: If (System_Time >= “06:01:00” && System_Time <=
“12:00:00”)
Store(Data) = Database(“Thursday”, “06:01 to 12:00”)

Step 9:2: If (System_Time >= “12:01:00” && System_Time <=
“18:00:00”)
Store(Data) = Database(“Thursday”, “12:01 to 18:00”)

Step 9:3: If (System_Time >= “18:01:00” && System_Time <=
“24:00:00”)
Store(Data) = Database(“Thursday”, “18:01 to 24:00”)

Step 9:4: If (System_Time >= “00:01:00” && System_Time <=
“06:00:00”)
Store(Data) = Database(“Thursday”, “00:01 to 06:00”)

Step 10: If (System_Day == “Friday”)

Step 10:1: If (System_Time >= “06:01:00” && System_Time <=
“12:00:00”)
Store(Data) = Database(“Friday”, “06:01 to 12:00”)

Step 10:2: If (System_Time >= “12:01:00” && System_Time <=
“18:00:00”)
Store(Data) = Database(“Friday”, “12:01 to 18:00”)
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Step 10:3: If (System_Time >= “18:01:00” && System_Time <=
“24:00:00”)
Store(Data) = Database(“Friday”, “18:01 to 24:00”)

Step 10:4: If (System_Time >= “00:01:00” && System_Time <=
“06:00:00”)
Store(Data) = Database(“Friday”, “00:01 to 06:00”)

Step 11: If (System_Day == “Saturday”)

Step 11:1: If (System_Time >= “06:01:00” && System_Time <=
“12:00:00”)
Store(Data) = Database(“Saturday”, “06:01 to 12:00”)

Step 11:2: If (System_Time >= “12:01:00” && System_Time <=
“18:00:00”)
Store(Data) = Database(“Saturday”, “12:01 to 18:00”)

Step 11:3: If (System_Time >= “18:01:00” && System_Time <=
“24:00:00”)
Store(Data) = Database(“Saturday”, “18:01 to 24:00”)

Step 11:4: If (System_Time >= “00:01:00” && System_Time <=
“06:00:00”)
Store(Data) = Database(“Saturday”, “00:01 to 06:00”)

Step 12: Goto Step 1

3 Experimental Analysis

In our proposed system, several circumstances have been modelled in real-time.
Sensor data is being updated having a fixed interval. In this section, distinct graphs
are being demonstrated to exhibit cloud system performances having 1 s time
interval. Temperature graph of harddisk has been shown in Fig. 3a with respect to
time in case of interface server of the cloud. Figure 3b exhibits the condition of the

Fig. 3 a Time versus temperature of harddisk while heat sensor is working. b Time versus
temperature of harddisk while heat sensor is not working
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server while the sensor is not activated. Typically, temperature is shown in degree
centigrade (°C). Figure 4a shows the voltage response in respect of time of the
interface server’s harddisk. Figure 4b exhibits non-working condition of heat sensor
based section of the cloud using temperature graph. Figure 5a, b show how the
processor of the interface server is responding with time respectively. Figure 6a
describes how much the processor of the interface server is loaded with respect to
time. Figure 6b shows the processor load in case of idle condition of heat sensor.
Figure 7 exhibits the voltage changes with respect to temperature change of LM35
which is the heat sensor used in our network. The voltage raise of LM35 is
0.01 V per °C. Figure 8 describes the Sensor data and its storage locations in case of
active conditions of the sensor within our cloud. In our system, there are seven
databases for seven days in a week. Each database is again splitted into four
sub-databases according to system time with 4 h interval.

Fig. 4 a Time versus voltage of harddisk while heat sensor is working. b Time versus voltage of
harddisk while heat sensor is not working

Fig. 5 a Time versus temperature of processor while heat sensor is working. b Time versus
temperature of processor while heat sensor is not working
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Fig. 6 a Time versus load of processor while heat sensor is working. b Time versus load of
processor while heat sensor is not working

Fig. 7 Temperature versus
voltage change of LM35 (heat
sensor)

Fig. 8 System time versus
storage location while heat
sensor is working
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4 Conclusion

In this paper, we are have proposed an advanced architecture sensing real time
temperature of particular location for transmitting data to cloud. Heat sensor has
been used for collecting real-time data within cloud for analytical purpose. We have
monitored conditions of harddisk within interface server and processor. The system
performance comparisons have been done using heat sensors. Temperature and
voltage of harddisk have changed in different conditions. Change in temperature
and load on processor of interface server are monitored.
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ICC Cricket World Cup Prediction Model

Avisek Das, Ashish Ranjan Parida and Praveen Ranjan Srivastava

Abstract The paper aims to predict the winner of the Cricket World Cup by taking
into consideration the various factors which plays an important role in deciding the
final outcome of a game. Of the several factors, five has been taken into consider-
ation. These are whether team wins the toss or not, whether the team bats first or not,
whether the match is a day match or day/night match, whether the team is playing in
its home ground or away from home and at what round of the tournament the match
has been played. This paper has used the method of Analytic Hierarchy Process
(AHP) to compare the different parameters and come to the final conclusion.

Keywords Analytic hierarchy process � Cricket world cup � Winner prediction

1 Introduction

Started around the 13th century, cricket has become a very popular game played
worldwide. There are numerous types of statistical analyses that can be applied to
various sports—both information rich games like basketball and baseball as well as
less information rich games like curling [1]. However, cricket hasn’t seen much of
work done on it in terms of analytical modeling as in some other sports like basketball.

Cricket being a game of uncertainty, draws a lot of speculation about who would
win. The world cup being one of the greatest cricket festivals, every country want
their team to win the match. From People taking the help of astrologers to wor-
shipping their favorite God, there has been numerous supernatural ways of pre-
dicting the winner of World Cup. Like Paul, the octopus who supposedly predicted
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the results of association football matches, there have been predictors in World Cup
Cricket too. A Robot made by University of Canterbury’s robot, Ikram, also pre-
dicted the results of the world cup cricket only by seeing the Flags of the country
playing the world cup [2]. But the winner of the cricket world cup cannot be left to
prediction by supernatural powers. All the factors should be properly analyzed
before coming into any conclusion [3].

This paper applies analytics to this problem. It seeks to understand what had
determined World Cup winners in the past and whether those factors are likely to
impact the outcome of this tournament in order to establish the prediction. Though
there are many factors that influence the outcome of a cricket match this paper looks
at five major factors which would have a considerable impact on the win or loss of
the game.

The paper primarily focuses on predicting the winner of the Cricket World Cup
2015 which started from February 2015. The paper is written in the month of
February 2015 when the game has just begun.

Some salient points of the paper are:

• The paper predicts the winner of the matches and gives the probability of each
of the teams to win. It is a prediction model.

• Data used for the reference are of the world cups from 1987 to 2011. 8 teams—
India, Sri Lanka, West Indies, New Zealand, South Africa, Pakistan, Australia
and England has been taken into consideration and new teams have not been
taken into consideration for the lack of enough data for analysis.

• This prediction model uses AHP [4, 5] to predict the winning probability of a
team using various decision factors.

• The Paper has taken Decision factors as whether team wins the toss or not,
whether the team bats first or not, whether the match is a day match or day/night
match, whether the team is playing in its home ground or away from home and
at what round of the tournament the match has been played. The group matches
are clubbed into one category while super six, semi-finals and finals has been
clubbed into Non Group matches (NG). The winning Probability of the team is
calculated on the basis of decision factors.

The data for the decision factors required to perform AHP has been collected and
collated from The Home of Cricket Archives [6].

2 Decision Making Using AHP (Analytical Hierarchy
Process) Modeling

AHP is a multi-criteria decision making method which was created to optimize
choice making when one is confronted with a blend of subjective, quantitative, and
at times clashing factors. AHP has been extremely successful in making con-
founded, frequently irreversible choices [3].
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Choice making has been innately mind boggling when numerous variables must
be weighed against competing needs. One of the cutting edge tools created in the
most recent 30 years used to survey, organize, rank, and assess choice decisions is
the AHP developed by Saaty [4, 5].

The understanding of decision makers is utilized by AHP to break up problems
into hierarchical structures. The number of levels combined with the decision
maker’s model determines the complexity of the problem [3].

3 Data

The outcomes of all the world cup matches from 1987 to 2011 between the above
mentioned 8 teams has been considered. The no-result and tie matches and matches
played with other lower ranked (in the ICC rankings) teams were ignored for
simplicity. The research focused only on the 5 major parameters which have a
considerable effect on deciding the final outcome of the game. The parameters were
decided with the aid of a previous research done by Bandulasiri [7]. The parameters
are Toss Winner, First Innings Batting Team, Day/Night or Day Match, Venue and
Round of the tournament. The significance of each parameter is discussed below.

1. Toss—Nobody can deny the importance of toss in a cricket match. In many a
cases it has been seen that winning the toss becomes an important factor in
deciding the winner of the match. In Day and Night matches it is more so
because of the dew factor which comes in giving advantage to the batting side.

2. Batting first—Batting first has a lot influence on the game, since the total runs
scored by the team batting first becomes the target for the second team. The
team batting first plays under no pressure. It also tries to make full use of the
pitch to its advantage. The wearing of the pitch towards the second half of the
match also helps the batting first team when they bowl and subsequently use
slow and spin bowlers.

3. Day and Night or Day Match—Batting under floodlights is always a difficulty
because, when compared with itself, a team will always do better chasing in
daylight than under artificial lights.

4. Home ground—Teams that play at home have relative advantage because of
various factors like home pitches, weather and the crowd.

5. Round—Even the round of the tournament has a significant effect in the out-
come of the matches. The pressure on the teams rises to an altogether different
level once the knockout rounds start. Keeping this in mind we have included this
factor too in our analysis. Group matches is denoted by ‘G’ and non-group
matches (super-six, quarterfinals, semifinals) by ‘NG’.
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3.1 Sample Data

Table 1 represents data for one of the teams (West Indies). Each row in the table
represents a World Cup match. In the match represented in the first row, West
Indies had lost the coin toss and didn’t bat first. It was a Day and Night match, not

Table 1 West Indies data

Data for West Indies

Winning Winning coin
toss

Batting
first

Day and
night

Home Round Opponent

No No No D and N Away G AUS

Yes No No Day Away G Ind

No No Yes Day Away G Eng

No Yes No D and N Away G Eng

No No Yes Day Away G NZ

Yes Yes No Day Away G NZ

No YES No Day Away G NZ

No No Yes Day Away NG NZ

No Yes No Day Away G SA

yes Yes yes Day Away G SA

Yes Yes Yes D and N Away G SA

No Yes No Day Home NG SA

No No Yes D and N Away G SA

No No No D and N Away G SA

No Yes Yes Day Away G Pak

Yes Yes Yes Day Away G Pak

Yes Yes No Day Away G Pak

No No No Day Away G Pak

Yes No Yes Day Home G Pak

No Yes Yes Day Away NG Pak

Yes No Yes Day Away G Pak

No Yes No Day Away G Ind

No No No Day Away G Ind

Yes No No Day Away G AUS

No No No Day Away NG AUS

No No Yes Day Away G AUS

No Yes No Day Home NG AUS

Yes No Yes Day Away G SL

Yes No No Day Away G SL

Yes No Yes Day Away G SL

No No No D and N Away G SL

No Yes No Day Home NG SL

No No Yes D and N Away G Eng

No No Yes Day Away NG Eng

No No No D and N Away G Eng
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held in West Indies and it was a group match with Australia. The outcome of the
match being West Indies was defeated. Similarly other rows can be explained.

Similarly data for other teams were obtained. Using these data and some basic
assumptions, the AHP structure [4, 5] was constructed as is described below.

4 Solution

4.1 Assumptions

1. Outcome of cricket is dichotomous i.e. matches results as either Win or Loss has
only been considered for analysis.

2. Out of the 14 teams playing this 2015 World Cup, top 8 teams have only been
considered—top 4 from each group.

3. Pressure conditions on the teams can be divided into two categories—pressure
in the group (G) matches and in the non-group (NG) matches.

4.2 Methodology

AHP [4, 5] has been followed to predict the match outcomes and come up with the
winner of the tournament.

Step 1: First the values of the parameters were converted into binary values as is
depicted in Table 2.

Table 3 shows a part of the data (first five rows of data from Table 1) for West
Indies:

Table 4 shows Table 3 transformed into binary values:

Table 2 Binary
representation

Y 1 Winning
game

Wct 1 Winning coin toss

0 Losing game 0 Losing coin toss

Bf 1 Batting first Dn 1 Day and night
match

0 Batting
second

0 Day match

H 1 Home game R 1 Group match

0 Away Game 0 Non-group match
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In the first column WCT-Y means the team (in this case West Indies) won the
coin toss and W-Y means the team won the match. Thus WCT-Y, W-Y is 1 if the
team won the coin toss as well as won the match and it is 0 if either is false. In the
first five rows (of Table 3) there is no such combination for the value to be 1. In the
second column, WCT-Y, W-N means whether the team won the coin toss and lost
the match. In the 4th row it can be seen from Table 3 that the team lost the match
but won the coin toss. So the 4th row in Table 4 is 1. Similarly other columns of
Table 4 can be explained.

Step 2: Using the transformed table (Table 4), the sum of each column was
obtained and tabulated as follows:

Table 5 depicts a matrix structure which shows the number of matches won
(W) or lost (L) for a ‘Yes’ value of each of the five parameters. After winning the
coin toss, West Indies has won 5 matches and lost 9 matches as is obtained from
Table 1. These values are represented in the first data column of Table 5. Similarly
other columns can be explained. The last row is the sum of the above two rows i.e.
West Indies has won coin toss a total of 14 times.

Step 3: After that AHP normalized matrix was constructed as:
The formula used for prioritizing Wct over Bf is ΣWct/ΣBf [4, 5]. ΣWct is 14

and ΣBf is 16 from Table 5. Thus the 2nd cell is obtained as 14/16 = 0.875.
Similarly all other cells have been filled up (Table 6).

Step 4: The individual matrices were created for each parameter. For Wct it was
obtained as.

This is obtained from Table 5. The 2nd cell value is obtained as 5/9 = 0.555556
(Ratio of No. of matches won to No. of matches lost for matches in which West
Indies won the coin toss) (Table 7).

Table 3 Part of West Indies data

Winning Winning coin toss Batting first Day and night Home Round

No No No D and N Away G

Yes No No Day Away G

No No Yes Day Away G

No Yes No D and N Away G

No No Yes Day Away G

Table 4 Binary table

WCT-Y,
W-Y

WCT-Y,
W-N

BF-Y,
W-Y

BF-Y,
W-N

D and N-Y,
W-Y

D and N-Y,
W-N

H-Y,
W-Y

H-Y,
W-N

R-G,
W-Y

R-G,
W-N

0 0 0 0 0 1 0 0 0 1

0 0 0 0 0 0 0 0 1 0

0 0 0 1 0 0 0 0 0 1

0 1 0 0 0 1 0 0 0 1

0 0 0 1 0 0 0 0 0 1
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Step 5: Similarly, data for all other teams were calculated.
Step 6: Using the above data, AHP analysis was performed and winning

probabilities of the teams were obtained.
The AHP structure for West Indies is:
Figure 1 represents five parameters with their weightages and win and loss

probabilities under each parameter for West Indies. The winning probability for
West Indies is obtained as 0.2*0.357 + 0.228*0.438 + 0.114*0.125 + 0.057*0.25 +
0.401*0.429 = 0.372 [4, 5].

The winning probabilities of all the teams under study are:

Table 5 Team statistics
matrix

Wct Bf Dn H R

W 5 7 1 1 12

L 9 9 7 3 16

14 16 8 4 28

Table 6 AHP normalized
matrix

Wct Bf Dn H R

Wct 1 0.875 1.75 3.5 0.5

Bf 1.142857 1 2 4 0.571429

Dn 0.571429 0.5 1 2 0.285714

H 0.285714 0.25 0.5 1 0.142857

R 2 1.75 3.5 7 1

Table 7 Parameter matrix Wct W L

W 1 0.555556

L 1.8 1

Result 

Coin toss 
(0.2) 

Win  (0.357) 

Lose (0.643) 

Batting first 
(0.228) 

Win  (0.438) 

Lose (0.562) 

Day/Night 
(0.114) 

Win  (0.125) 

Lose  (0.875) 

Venue (0.057) 

Win    (0.25) 

Lose    (0.75) 

Round 
(0.401) 

Win  (0.429) 

Lose  (0.571) 

Fig. 1 AHP structure for West Indies
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Step 7: However to find out the winning probabilities of each encounter, the
probabilities obtained from AHP were further adjusted with another probability
factor. This factor was obtained from past records of head to head encounters.

The final tabulation for winning probabilities is:
If Australia and Sri Lanka have played each other 7 times in World Cup with

Australia winning 6 of those, the factor for Australia will be 6/7 = 0.857142857 and
that for Sri Lanka will be 1 − 6/7 = 0.142857143.

Now, chances of Australia winning in a match against Sri Lanka is
0.621*0.857142857 = 0.532285714 (from Table 8) and chances of Sri Lanka

winning the same match is 0.0627 (Table 9).
Step 8: The chosen 8 teams have already been divided into two Pools for this

year’sWorld Cup. In the group stage each team is to play with one another. Using the
predefined group structure given by ICC and the calculations of chances we get the
following two tables (Tables 10 and 11).

• From Pool A, Australia tops the list. However the other 3 teams are at equal
points. In reality it is calculated through NRR but for simplicity this paper
considers the team with highest overall winning probability to pass through to
the next round. In this case it is England (0.508) (Since this paper has been
written after the 2015 Cricket World Cup it is a known fact that it was New
Zealand who reached the semifinals and not England. However according to
this paper it is England who reach the semifinals. This can be attributed to two
factors—(1) not considering the other three teams who were in Pool A and
(2) not considering the current form of New Zealand which has been discussed
later).

• The outcome from Pool B is straightforward. The two teams qualifying into next
round are South Africa and defending champions, India with South Africa
topping the group.

Step 9: Now, the next round will be the semi-finals with the matches as:

• Australia versus India—Winner is predicted to be Australia (0.4347) against
India’s 0.1599

• England versus South Africa—Winner is predicted to be South Africa (0.2715)
against England’s 0.254

Table 8 Winning
probabilities

Team Winning probability

Australia 0.621

England 0.508

India 0.533

New Zealand 0.494

Pakistan 0.603

South Africa 0.543

Sri Lanka 0.439

West Indies 0.372
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Step 10: Final will be between Australia and South Africa and the winner
according to this model is predicted to be Australia (0.46575) against South
Africa’s 0.13575.

(If it would have been New Zealand and South Africa in the semifinals,
according to this paper New Zealand would have reached the finals with a winning
probability of 0.329 over South Africa’s 0.181 (from Table 9), thus validating the
model depicted in this paper).

5 Discussion

This paper tries to build a statistical model to predict the winner of a cricket
tournament; here it is the World Cup. It uses AHP for the same which is one of the
most successful tools used for multivariate decision analysis. Other methods like
logistic regression have been found to be unsuccessful due to scarcity of data.

The pros and cons of this model are:

Pros

• The model gives a probabilistic winning score for the teams. Thus apart from the
winner we can also get an idea about the relative margin by which one team is
expected to win over another.

• The model proposed being based on AHP, the costs are low when compared to
other methods like econometrics, cost-benefit programming [8].

Cons

• Problem Structuring—In case of AHP modeling, structuring is very important.
A different structure may lead to different final outcome. In this paper, a change
of Pool structure has the potential to change the ranking of the teams.

Table 10 Pool A table

Pool A New Zealand Sri Lanka Australia England Total wins

New Zealand 0 0 1 1

Sri Lanka 1 0 0 1

Australia 1 1 1 3

England 0 1 0 1

Table 11 Pool B table

Pool B India South Africa West Indies Pakistan Total wins

India 0 1 1 2

South Africa 1 1 1 3

West Indies 0 0 1 1

Pakistan 0 0 0 0
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• “Rank Reversal” problem—Whenever there is any addition or deletion of any
criteria or choices into the initial set of options, the likelihood scores of the
teams may change. For instance if we would replace one of the parameters with
some other which might seem relevant, the whole ranking structure of the teams
may change [8, 9].

6 Conclusion and Future Work

The outcome of a cricket match is dependent on a large number of factors. Among
them the 5 important ones taken into consideration are winning the toss, batting
first/second, playing during the day or night, having the home advantage or not and
the pressure on the team to perform which is determined by whether the match is a
group match or non-group match. The other important factors which could have
been considered for a better prediction are:

• Current form of the team, say for last 10 matches
• Difference in the ICC ratings of the two encountering teams

Still, this model is pretty successful in coming out with fairly accurate results.
The model depicts the importance of each of the chosen factors on the teams
individually. For e.g. in case of West Indies the relative importance of Round as a
factor is the highest (0.401) and that of Venue is the lowest (0.057) which means
that West Indies as a team is very much sensitive to the stage of the tournament in
which they are playing and indifferent on the ground conditions.
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Towards Distributed Solution to the State
Explosion Problem

Lamia Allal, Ghalem Belalem and Philippe Dhaussy

Abstract In the life cycle of any software system, a crucial phase formalization
and validation through verification or testing induces an identification of errors
infiltrated during its design. This is achieved through verification by model
checking. A model checking algorithm is based on two steps: the construction of
state space of the system specification and the verification of this state space.
However, these steps are limited by the state explosion problem, which occurs
when models are large. In this paper, we propose a solution to this problem to
improve performance in execution time and memory space by performing the
exploration of state space in a distributed architecture consisting of several
machines.

Keywords Model checking � State explosion problem � Formal methods � State
compression

1 Introduction

Model Checking is a verification technique based on exhaustive exploration of
system states seeking behaviors that do not satisfy its specification. A model
checker can be viewed as a black box that accepts as input a system and a property
expressed on this system and returns as output a response indicating whether the
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property is verified or not. The algorithms implemented include two steps, a con-
struction of state space of the system and a traversal of this space for errors. The
state space is represented as a graph which describes all possible evolutions of the
system. The nodes of the graph represent the states of the system and the edges
represent transitions between these states [1].

The advantage of model checking verification is the accuracy of the response [2].
However, this technique suffers from a known as the state explosion problem [3, 4].
This problem occurs when the state space to explore is large and can’t be explored
by algorithms due to a lack of resources (execution time and memory space)
because the memory required to perform the exploration is higher than the space
memory contained in the machine. That’s the reason for why the size of the systems
is generally small. This article is placed in the context of verification of systems by
Model Checking. We present a solution to the state explosion problem. This article
is divided into four parts. The second section presents some solutions that address
the state explosion problem. The third section is devoted to the presentation of the
proposed approach. The fourth section presents a comparative study between our
solution and some solutions. The fifth section is devoted to the development of a
scenario using the proposed approach. We finish with a conclusion and some
perspectives for future work.

2 Some Related Work

There are several research in the field of Model Checking. In this section, we
present some solutions that have been proposed to address the state explosion
problem. These are based on different methods and data structures. Each solution
tries to improve performance in execution time and memory space. Solutions differ
depending on the architecture used and on the verification done (on-the-fly, partial
order, symbolic).

2.1 Symbolic Model Checking

It is based on the representation of states and transitions of the system by sets, this
means that the states are manipulated by packets instead of being considered one by
one [5]. Symbolic model checking [6] is based on the overall iterative calculation of
states, the most widely used method for the statements of representation uses binary
decision diagrams (BDD). BDD were used to encode Boolean functions. This
technique can be expensive in memory because the representation tree shape
generates a lot of redundancy. Several contributions have been made based on
symbolic model checking, in [7], the authors proposed a model checking algorithm
based on BDD structures for the verification of temporal logic mu-calculus. The
experiments were performed on a single synchronous pipeline.
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In [8], the authors proposed a solution that extends the model checker NUSMV,
the properties to verify the model are in RTCTL logic. The proposed algorithm is
used to check these properties on Kripke structures. The extension of the model
checker is temporized, it means that each transition is labeled by the possible
duration for this transition.

2.2 On-the-Fly Model Checking

This technique [9] consists of manipulating graphs as an initial state and a successor
function. It is based on the DFS algorithm for the construction of the state space.
Mukherjee et al. [10] presented a solution to the state explosion problem. This
approach is based on the storage of states on their compressed form. The proposed
algorithm is sequential. The first state (initial state) is stored explicitly, the other
states are stored in their compressed form into hash tables. The stored information is
the difference (D) between the old state and the new state. It is represented by the
following expression: D = newState-oldState. When a state is generated, it must be
compared with all treated states. However, compressing and comparing it with
states stored in difference form might lead to an error owing to multiple states
having the same difference form. Therefore it is essential to revert a stored state
before comparing. To do that, they must be under their explicit form. Therefore, all
states are reconstructed, it means that all states will be under their explicit form.

The solution described in [11] allows a distribution of state space exploration
during the verification of models by model checking using SPIN [12, 13]. Each
node has a set V that contains the explored states and a queue U to store the
unvisited states.

2.3 Partial Order Reduction

System verification is based on an exhaustive exploration of the state space. To
remedy to the state explosion problem many approaches have been proposed. These
methods are called partial reduction methods. It can eliminate the equity inter-
leaving produced by independent transitions in competing systems. In [14] some
changes has been done to avoid the redundant interleaving sequence for an
execution.

In [15], both techniques on the fly and partial order are combined in order to
have better performance.
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3 Our Contribution: State Space Compression (SSC)

The state space exploration is the main step for verification and validation of
models. This allows for a construction of state space during verification by model
checking. The main problem with this method is the state explosion problem
occurring when memory space is insufficient to perform a full state space
exploration.

Our solution is based on the solution presented in [10] where each state is stored
in a compressed form into hash tables. In this solution, when a state is generated,
compressed states explored and stored in memory are not reconstructed for com-
parisons. Another state that is generated is not directly stored in memory, a test on
the state is required (done by a verification on the hash table). If the state has
already been explored, then move to the next state, otherwise store this state. When
a state is processed, its successors are generated and stacked in a stack. This process
is repeated until all states have been processed. The activity diagram shown in
Fig. 1 shows the execution steps of the proposed approach.

The algorithm (Distributed state space exploration) shows the execution steps of
the proposed approach. The second instruction indicates whether the termination
was detected by looking at nodes’ stacks. If empty, the exploration ends, otherwise,
process the next states.

3.1 State Generation

This step is used to extract a state for model in order to apply the appropriate
treatment. When a state is explored, it is stored in memory to avoid duplication.
This process is repeated until all states are explored.
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Fig. 1 Execution phases of the solution
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3.2 State Storage

This phase aims to store explored states in memory. States are stored in hash tables.
A hash table is a data structure that allows a key element association. It accesses
each element of the table via its key. Access to an element is made by turning the
key in a hash value by means of a hash function. The hash is a number which
enables the location of all elements in the table, the hash is typically the index of the
item in the table. This phase is performed in three steps, the first one is to generate
the key of the state using a hash function. Thereafter, the state can be stored at the
index generated. In our approach, the state is first compressed which allows a gain
in memory space. The compression is done in two steps: (i) coding,
(ii) compression.

• Coding is used to assign a code for each character of data depending on the
character (number, letter) that repeats the most.

• Compression is to replace each character that makes up the data by the code
assigned. After this step, the state is stored in a hash table.

The algorithm (State verification) provides the instructions performed when
verifying a state (old or new). Line 2 of the algorithm allows the execution of a
function that checks the stack that contains the untreated state. If it is empty, the
exploration ends, otherwise the next state is explored.

3.3 Verification of the Termination

After the state verification phase, if the state has already been explored, a termi-
nation verification phase is necessary to know if the treatment is completed or not.
When checking termination, a test is made on the stack, if it is empty, the termi-
nation is triggered and the exploration ends. Otherwise, generate next state and redo
the same work. Figure 2 shows the processing performed on verification of the
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termination. The algorithm (Termination verification) shows the processing per-
formed at verification termination. Line 2 of the algorithm is a statement that can
perform a test to check if there are unexplored states.

3.4 Successors Generation

This phase is performed in two steps and represents a treatment that can generate new
states when other states were treated.When a state is generated, it is stored in physical
memory. After that, its successors are generated to be stored too. The generated states
are added to the set of unprocessed states. This set is represented by a stack structure.
This operation is repeated until perform an exhaustive state space exploration.

3.5 Stop Exploration

This phase represents the last step of the state space exploration. Termination is
detected by the stack containing the states to be treated. When it is empty, there is
no longer any state to explore. In this case, the termination is detected and the
exploration phase is complete.

Fig. 2 Verification of the
termination
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4 Comparison with Other Works

In this section, we focus on positioning our approach to some solutions. The
comparison based is performed on seven metrics: Data structures, performance
improvement in execution time and memory space, architecture used, state dupli-
cation, state distribution, collisions, compression and decompression.

The data structures used in [10] are hash tables used for storing states. The states
with the same index are stored in tables through linked lists.

In [16], the authors used a localization table that defines whether a state is old or
new and hash tables for storing states. In our solution, two types of structures have
been used, hash tables and a stack to store unprocessed states.

The experiments were performed using different architectures. In [16], the
authors relied on a parallel algorithm. A sequential algorithm was used in [10]. The
state space exploration has been achieved in [11] using a distributed algorithm. Our
solution is based on a distributed architecture based on a number of worker
processes.

There is no duplication of states in [10] because a verification is performed at
each state generation to check whether the state has been explored or not. There is
no risk of collision states in [10] because each state is stored at the generated index.
Collisions can occur in [16] for two states having the same cell number and a
different key. In the proposed approach, for each state, a unique index is generated
(in hash table), so collisions cannot occur. In [10], states are compressed before
being stored. In the proposed solution, data compression is used to reduce the
memory required to perform the state space exploration. State decompression (state
reconstruction) is not performed to verify whether a generated state has been
explored or not.

5 Description of a Scenario

In this section, we execute an example representing the different steps of the
contribution by using a model consisting of 8 states: s1, s2, s3, s4, s5, s6, s7, s8 (see
Fig. 3) using the proposed approach.

The exploration begins by generating the initial state s1. s1 is compressed and
stored in the hash table.

Then, from Fig. 3, the successors of s1 are generated: s2 and s3. A Verification is
made on the hash table (a set of known states) to know if these states are old or new.
In this case, s2 and s3 are compressed and added to this set and to the set of
unprocessed states. After that, the state s3 is explored. All its next configurations are
generates, s7. s7 is new, it’s added to the hash table and to the set of unprocessed
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states. s7 has no successors. Then, the successors of s2 are generated: s4, s5, s6. the
states s4, s5 and s6 are new, therefore, they are compressed and added to the hash
table and to the set of unprocessed states. s4 and s6 have no successors, s5 has one
successor s8, it’s compressed and stored in the hash table and in the set of
unprocessed states. s8 has no successors. The set of unprocessed states is empty,
therefore the termination is triggered and the exploration is completed.

6 Conclusion

Model checking is a technique based on three concepts: A model system to verify, a
specification as a property of the system and algorithms to check whether the design
meets its specification. This technique suffers from the state explosion problem
occurring when systems become too large.

In this article, we presented a new solution to this problem. Our approach aims to
improve the performance on execution time and memory space by using data
compression and avoiding decompression step that allows a gain in time. Using a
single hash function, we can know whether a state is old or new compared to the
solutions presented in [16] where the test is done using a bloom filter or a hash
function and a map function. The use of the bloom filter is not reliable because the
returned result may be a false positive. In addition, collisions can occur in [16]
when the map function returns the same state for two different states. Currently, we
are implementing this approach within a distributed architecture. We plan in a near
future to study a function to perform an effective partitioning of states on the nodes
in a distributed architecture.

Fig. 3 Model consisting of 8
states
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Real Time Bus Monitoring System

Jay Sarraf, Ishaani Priyadarshini and Prasant Kumar Pattnaik

Abstract The real time bus monitoring system may be designed to serve as a
tracking system for the frequent local bus travelers using a GPS (Global positioning
system) device and GPRS (General packet radio service) system. This paper
focuses on system that help passengers locate the current location of the buses and
expected arrival time of the buses to their nearest bus stop. The location and ETA
(Estimated Time of Arrival) will be shown on the mobile app and can also be
received through SMS (Short Messaging Service). The location can also be tracked
by the network administrator through a web application which will keep the
complete location history of the busses.

Keywords Real time tracking � Gps tracking � GPS � GIS

1 Introduction

The real time bus monitoring system uses GPS (Global Positioning System) to
identify the current location of the buses. The location calculated by the GPS is in
the form of latitude and longitude. The latitude and longitude are directed to the
database server through GPRS service. It chooses GPRS network for superiority in
transmitting speed, its forever on-line character and most importantly the reasonable
cost [1]. The location data are stored into the database server and then it is retrieved
on the map server to locate and display the location to users in the graphical user
interface.

J. Sarraf (&) � I. Priyadarshini � P.K. Pattnaik
School of Computer Engineering, KIIT Univeristy, Bhubaneswar, India
e-mail: jaysarraf596@gmail.com

I. Priyadarshini
e-mail: ishaanidisha@gmail.com

P.K. Pattnaik
e-mail: patnaikprasantfcs@kiit.ac.in

© Springer India 2016
S.C. Satapathy et al. (eds.), Information Systems Design and Intelligent
Applications, Advances in Intelligent Systems and Computing 433,
DOI 10.1007/978-81-322-2755-7_57

551



2 Related Work

There have been numerous research and implementation for vehicle tracking system
using GPS and GSM services but the accuracy of GPS has always been a ques-
tioned because of the up lift of Selective Availability [2]. The accuracy of the GPS
could be around 5–15 m in a densely populated area because major satellites signals
are always reflected and blocked by large buildings [3]. There are several tech-
nologies available for cellular phone positioning either network based or mobile
station based [4]. These technologies used the signal attenuation, angle of arrival,
time of arrival, time difference of arrival and time advanced to locate unmodified
network phone [5]. In TDMA (Time Division Multiple Access) time for the signal
to reach mobile phones is known so this information can be used to calculate
location information. However the positioning technology of GPS and GSM is
mature enough for position accuracy and available for civil use.

3 Motivation

Bus passengers often face difficulties in finding the bus position or waiting for a
long time at the bus stop for the arrival of bus. They may be unable to decide
whether to wait for the bus or hire a cab/rickshaw due to which they are often late to
work. Students are late for classes. A small survey was taken within the students
and employees of a University about their opinion on the current transportation
system and the following conclusion was made:

• 80 % of the passengers reported delay to their destination as they had to wait for
the buses instead of walking or hiring a cab.

• 98 % of the passengers confirmed that knowing the location of the buses could
help them decide whether to wait or walk.

• 95 % of the passengers reported that finding location with the help of a mobile
device may be beneficial.

If passengers have the easiest way to search for and locate the bus they are
willing to travel it would help them take accurate decision whether to wait for the
bus or just hire the cab. This Real time bus monitoring system may provide pas-
sengers the service to find the bus through a mobile device. In the proposed system,
the buses may be integrated with individual GPS devices to constantly send the
location to a specified server where the location and time will be stored in the
database. The location may be well retrieved through a smart phone application or
short messaging service.
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4 Project Description and Goals

The goal of this project is to provide assistance to the bus passengers by helping
them to locate the bus position and view the calculated ETA of the bus with respect
to its nearest bus stop. The bus location and the ETA will be displayed on a smart
phone application. In case the passenger does not have a smart phone then they can
track the bus location through SMS (Short messaging service) [6].

The proposed system may work to achieve the following goals:

• To provide accurate location of the buses to the passengers with the accurate ETA
• To be the cost effective regarding the hardware and efficient regarding the power

performance.
• Easily installable in every bus.
• Low power consumption.
• To cut the service subscription charges as provided by third party location based

service providers.
• Data integrity protection as the application might be hosted by the university

based servers and may be accessible to the respective network administrator
only within the university wide network area.

5 Proposed Architecture

In the above architecture as shown in the Fig. 1, the bus is installed with the GPS
tracking device which is enabled with the GSM/GPRS module. The GPS device
may obtain spatial data from its nearest available satellites. The location may be

Cell tower

GPRS

GPS satellite 

Bus

GPS device
Application

Server

Passenger
(Cell phone)

Database
server

Map Server

Fig. 1 Architectural diagram of real time bus monitoring
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determined considering the nearest point from the bus position and the road portion
using Map Matching Method. The time and distance required for arrival at the bus
stop is given by the formula [7]

distance ¼ min
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðP� PiÞ2 þ Q� Qið Þ2

q� �

where, min is the minimum distance between the bus station tag and bus reader, (P,
Q) is the GPS coordinates of the reader in the bus and (Pi, Qi) is a point on the tag
segment.

The location may be then sent to the database server using the GSM/GPRS
module. The application server linked to the database server will read the location
input from the database. Hence the location is displayed on the map using the map
server.

6 Components Used

6.1 Hardware Utilities

The hardware components such as microcontroller, GSM/GPRS module, GPS
module will be used during the development of this system which are discussed
below:

A. Microcontroller
The micro-controller is the central controller for the entire unit. The model
employed in the project is the Arduino Duemilanove, which is an open source
electronics prototyping board based on the Atmel ATMega328 8 bit
micro-controller running at 16 MHz.

B. GSM/GPRS Module
The GSM/GPRS module will be used to send the raw collected data from the
GPS device to the application server where the raw data will be processed and
stored into the database according to the time stamps. The GSM module can be
employed to calculate the accurate location of the device with the help of
current GSM service provider network tower used by the GSM module.

C. GPS Module
GPS module will be utilized to obtain GPS location data [8]. The GPS module
is USGlobal satellite EM-406A which is based on spectacular SiRF Star
chipset. It outputs positioning and timing data in NMEA 0183 and SiRF binary
protocol which has positioning accuracy of 10 meters without and 5 meters
with WAAS [9].
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6.2 Server Utilities

A Software will be designed to display graphical location of the buses with their
ETA. The software incorporating Microsoft Visual Studio (a high level program-
ming language tool) will be accessible through the website address and as well as
through mobile application installed in the passengers phone.

The server utilities are toolkits such as Microsoft visual studio and SQL Server
to store location of the buses. The web application is designed to track the location
from web interface and a mobile application is used for the users to track the
location using the bus numbers.

A. Web Application
The real time bus monitoring web application will display the current location of
the buses as well as the total distance and route covered by individual buses to
keep the track of their record.
The real time bus monitoring system web application will be showing the
current bus location using the bus numbers through an interface (Fig. 2).

B. Mobile Application
The real time bus tracking mobile application will help passengers find current
location of the bus according to the bus number or the bus name provided
(Fig. 3).
The mobile application will be designed to support open source operating
systems so that it can be available to all users widely.

Fig. 2 Partial preview of the real time bus monitoring system web application
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7 Conclusion

With the implementation of the project a complete track of the buses can be
maintained around the city through the web application. The application will be
hosted on the university’s web server which will reduce the cost of subscription
charges provided for the tracking services. This will also protect the integrity of the
location data of the busses as the servers will be accessible only through the local
domain’s network.
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High Performance DFT Architectures
Using Winograd Fast Fourier Transform
Algorithm

Shubhangi Rathkanthiwar, Sandeep Kakde, Rajesh Thakare,
Rahul Kamdi and Shailesh Kamble

Abstract This paper presents area and latency aware design of Discrete Fourier
Transform (DFT) architectures using Winograd Fast Fourier Transform algorithm
(WFFT). WFFT is one of the Fast Fourier algorithms which calculate prime sized
DFTs. The main component of DFT architectures are Adders and Multipliers. This
paper presents DFT architectures using Winograd Fast Fourier Algorithm with
Carry Look Ahead Adder and add/shift multiplier and also with Semi-complex
Multipliers. In this paper, different prime size DFTs are calculated using polynomial
base WFFT as well as conventional algorithm. Area and latency are calculated in
Xilinx synthesizer. Polynomial WFFT include Chinese Remainder theorem which
increases complexity for higher orders. This paper mainly focuses on prime size
5-point and 7–point WFFT architectures, implemented in Verilog and simulated
using Xilinx ISE 13.1. Each sub module is designed using data flow style and
finally top level integration is done using structural modeling. DFT architecture has
wide range of applications in various domain includes use in Digital
Terrestrial/Television Multimedia Broadcasting standard.

Keywords DFT � WFFT � Conventional base algorithm
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1 Introduction

Many applications required miniaturization in area and power which provides
opportunities for signal processing researchers to optimize design in terms of dif-
ferent parameters which contributes to area and latency reduction. Discrete Fourier
transform (DFT) is used for transforming time domain samples into frequency
domain samples. Digital signal processing is one of the promising areas in the field
of ULSI. Conventional method based algorithm required N2 multipliers and N2 − N
adders for calculating N point DFT which required large area and more complex in
structure for the implementation also required more time delay unit. Polynomial
base Winograd Fast Fourier Transform algorithm can be implemented to reduce
arithmetic operations in terms of multipliers unit with less complex in structure [1,
2]. There are many different approaches present leading to the optimization in
various parameters. Novel pipeline approach of Winograd FFT results in less power
dissipation and circuit area compared with other approaches which are present in
house estimation tools [3]. The core part of TDS-OFDM system, 3780 point FFT
can be decomposed in different ways to achieve best performance in terms of signal
to noise ratio and cost of Hardware [4, 5]. One of the approaches of WFFT in which
multiplication operations is replaced by shift, addition and subtraction which results
in very high speed and power efficiency [6]. Iteratively proposed DFT architecture
reduced approximately 45 % multiplications and required less hardware resources
[7]. In long size WFFT applications pipelined architecture would cost more power
and area compare to the memory based design [8]. Floating point implementation of
DFT architectures become inexpensive in terms of area [9]. Delay reduction at post
layout simulation is observed in 64-point FFT architecture [10].

2 Previous Work

Winograd FFT algorithm can be used to compute a DFT faster than the other FFT
algorithms as multiplication operation took longer time for computation as com-
pared to the addition or subtraction operations and WFFT required lesser number of
multipliers. The Cooley-Tukey [11] Fast Fourier transform algorithm is one of the
high speed algorithm still it requires N log2 N multiplications for N point DFT while
Prime factor algorithm also known as Good Thomas algorithm (1958) [12] required
N log2 N multiplications. In 1976, Winograd [13] developed an algorithm known as
Winograd Fast Fourier transform algorithm which requires more number of addi-
tion or subtraction operations but only approximately N multiplication for smaller
size and more than N for higher order of N point DFT. This paper is organised as
follows. Section 3 explains Discrete Fourier Transform (DFT) by
conventional/Definition Based approach. Section 4 deals with the Winograd FFT
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while Sect. 5 shows Verilog implementation results of 5 and 7 point DFT and also
some comparative result analysis of 2, 3, 5 and 7 point DFT and also area com-
parison of 2 and 3 point DFT. Finally Sect. 6 concludes the paper.

3 Discrete Fourier Transform

The DFT is used to convert a finite discrete time domain sequence x(n) into a
frequency domain sequence denoted by X(K). The N point DFT is mathematically
given as

X kð Þ ¼
XN�1

n¼0

x nð ÞWnk
N ð1Þ

where, k varies from 0 to N − 1.
Wnk

N is the Twiddle factor defined as multiplicative constant used to recursively
combine smaller discrete Fourier transform and mathematically given as

Wnk
N ¼ e�

2pi
N nk ð2Þ

The input samples can also be considered as a complex numbers but usually real
numbers are preferred for complexity issues and the output coefficients obtain may
also be complex. From Eq. (1), it is clear that for calculation of N point DFT
required N2 multipliers and N(N − 1) adders i.e. consider example of 3 point DFT,
requirement of multipliers become nine and adders six [14]. For implementation
purpose it becomes inconvenient for such a large multipliers unit requirement for
small size DFTs. Hence, Fast Fourier algorithms are employed to tackle such
conditions.

4 Winograd Fast Fourier Transform

There are many Fast Fourier algorithms are present namely Cooley and Tukey [11],
Good Thomas algorithm [12] etc. Those algorithms are easy to implement but
multipliers unit requirement is N log N or even simplified N/2 log N while in case
of Winograd FFT it becomes approximately N. Winograd FFT mainly consist of
two major parts Rader algorithm and Winograd small convolution algorithm.
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4.1 Rader Algorithm

Rader algorithm is used the concept of primitive root to calculate base. If n is
positive integer then integers between 1 and n − 1 which is co-prime and should
contain all the terms considered as Primitive root.

k ¼ rm mod N ð3Þ

where, m = 0, 1,….N − 2, r is primitive root, N is size of DFT.
Equation (3) represents all terms associated with size of DFT. We will always

get one less term than size of DFT. Firstly DC component is calculated as x(0) then
after that cyclic convolution of X(k)−x(0) is mathematically calculated by fol-
lowing formulae.

x(r0 mod N), x(r1 mod NÞ; . . .xðrN�2 mod N)
� ��� xð0Þ� �

W r0 modN
N ; . . .. . .W rN�2 modN

N

h i ð4Þ

Equation (4) can also represent in matrix form for simplification in calculations.
Rader algorithm is the first step ofWinograd FFT in which cyclic convolution is used.

Thus, N point DFT is converted into N − 1 point cyclic convolution.

4.2 Winograd Small Convolution Algorithm

Winograd small convolution algorithm is polynomial base algorithm which used
cyclic convolution with minimal numbers of multipliers and adders with reduction
in computational complexity. Cyclic convolution is performed between Impulse
samples and input time domain samples which are converted into N − 1 point
samples by Rader algorithm. Consider unit impulse response for most accurate
result of input time samples. Let us consider h(p) = {h0, h1, …..hN−1} be the
impulse response and x(p) = {x0, x1,….xN−1} be the input time samples then cyclic
convolution is given by

S pð Þ ¼ h pð Þ � pð Þ mod pN�1� � ð5Þ

The following are different steps which are used to calculate Winograd small
convolution algorithms.

Step 1: choose a polynomial m(p) with the degree higher than h(p) and x(p). Split
that polynomial into small prime polynomial such as

m pð Þ ¼ mð0Þ pð Þmð1Þ pð Þ. . .mðkÞ pð Þ ð6Þ

where, k varies from 0 to N − 2.
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Step 2: calculate M(i)(p) = m(p)/m(i)(p) where m(i)(p) are small prime polynomials.
Then used Chinese remainder theorem for calculating n(i)(p) by assuming
value of N(i)(p) such that the following equation satisfy.

MðiÞ pð ÞNðiÞ pð ÞþmðiÞ pð ÞnðiÞ pð Þ ¼ 1 ð7Þ

Step 3: calculate the impulse and input time domain coefficients.

hðiÞ pð Þ ¼ h pð Þmod mðiÞ pð Þ ð8Þ

xðiÞ pð Þ ¼ x pð Þmod mðiÞ pð Þ ð9Þ

where i = 0, 1, …k
Step 4: compute s(i)(p) by the following equations

sðiÞ pð Þ ¼ hðiÞ pð ÞxðiÞ pð Þmod mðiÞ pð Þ ð10Þ

From Eq. (10) we get the different equations for s(i)(p). Using those
equations requirement of number of multipliers and adders cleared.

Step 5: again by simplifying and solving the equations for s(i)(p) by following
formula

S(p) ¼
Xk
i¼0

sðiÞ pð ÞNðiÞðpÞMðiÞðpÞmod mðiÞðpÞ ð11Þ

Equation (11) is the final equation of algorithm in which number of multipliers
and adders can no further reduced. Winograd Fast Fourier Transform algorithm
combines Rader algorithm and Winograd small convolution algorithm. Input time
domain samples converted into cyclic convolution by Rader algorithm then proceed
further with Winograd small convolution algorithm to finally reduce computational
complexity [15].

5-point and 7-point signal flow structures are shown in Figs. 1 and 2.
Multiplicative coefficients which are used in respective signal flows are evaluated in
following Table 1. The value of u can be considered as u = −2π/N, where N is size
of WFFT.

5 Verilog Implementation Results

We designed 5-point and 7-point WFFT module is simulated in software
Xilinx ISE 13.1. Structural coding of the complete architecture is done by
Verilog language. Simulation result of test bench can be obtained after
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Fig. 1 5-point WFFT signal flow graph

Fig. 2 7-point WFFT signal flow graph

Table 1 Comparison
between WFFT and DFT

Fast Fourier Transform (FFT)

N-point Definition based
method

Winograd FFT

N Multipliers Adders Multipliers Adders

5 25 20 5 17

7 49 42 8 36
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successful synthesis of the module. Various results of simulations are shown in
Figs. 3 and 4.

Tables 2 and 3 shows area and delay synthesize results for 2-point and 3-point
DFTs using conventional as well as Winograd algorithm.

Fig. 3 RTL schematic of
5-point WFFT

Fig. 4 Simulation waveform
for 5-point FFT

Table 2 Synthesis results of WFFT and DFT

Family: Spartan 3

Target device: XA3S200

2-point FFT architecture

Conventional
algorithm

Winograd algorithm using
add/shift multiplier

Winograd algorithm using
semi-complex multiplier

No. of slices 23 19 19

No. of 4
input LUT’s

38 33 33

IOB’s 32 32 32

Delay (ns) 20.16 17.58 15.17
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6 Conclusion

In this paper, latency and area of 2-point and 3-ponit DFT Architectures using
conventional and Winograd algorithm is as shown in Tables 2 and 3 which clearly
shows reduction in Delay and area. When considering performance Winograd FFT
algorithm, it becomes efficient compared to conventional definition based approach.
High performance is achieved in DFT architecture in terms of area and latency.
Overall Winograd FFT is one of the best algorithms for smaller sized DFTs as well
as larger sized DFTs when it fits into divide and conquers approach.
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Dynamic Voltage Restorer Based
on Neural Network and Particle Swarm
Optimization for Voltage Mitigation

Monika Gupta and Aditya Sindhu

Abstract Dynamic Voltage Restorer (DVR) is one of the most widely implemented
power devices used to mitigate voltage unbalance in the grid. The performance of
DVR largely depends upon its control strategy, in which controller plays an
important part. Literature has shown that the commonly used proportional integral
(PI) and neural network (NN) controller have many inherent disadvantages including
high total harmonic distortion (THD) and high delay time. In this paper, we have
replaced the PI controller with a neural controller, whose weights are trained using
Particle Swarm Optimization (PSO). A comparative analysis of the DVR perfor-
mance is done in MATLAB SIMULINK environment for three controllers—PI, NN
with back propagation and NN with PSO for 30 and 80 % voltage sag, 40 % voltage
swell and unbalanced voltage (1-ɸ). The results obtained document that the hybrid
neural controller with PSO has least distortions and is most robust of the three.

Keywords Neural controller � Dynamic voltage restorer � Neural network �
Particle swarm optimization � Comparative analysis

1 Introduction

With an increased risk of damage to sensitive loads due to factors like overloaded,
external conditions like weather and grid integration hazards like islanding, it is
important to keep in mind appropriate safety devices regarding voltage transients
and fluctuations. A DVR is one of the widely used load end installed power safety
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device whose function is to conveniently to restore or balance out the voltage across
the load during periods of sag, swell or voltage transients, which may otherwise
damage the sensitive load by producing subsequently large currents [1]. Voltage
unbalance may also lead to shutdown of the device or cause tripping of protective
devices like breakers and relays [1].

The industry standard solution to the voltage unbalance problems like sag and
swell for the past few years is the DVR. A DVR injects the required corrective
voltage waveform at the time of voltage unbalance. The control system of a DVR is
quintessential to the performance of the DVR. The control mechanism of the DVR
should be robust and adaptive to sudden changes in voltage. The most widely used
controller today is the PI controller. The function of the controller is to input the
error signal and give the required signal to the Pulse Width Modulator
(PWM) controlled voltage source inverter when voltage imbalance occurs. It has
however been observed that the PI controller has many inherent disadvantages
including high THD values and high delay time [2–4].

The disadvantages of the PI controller can be overcome by using a neural
network controller. A three layer neural network is designed and encoded to percept
and store the load voltage levels, which are to be compared to a fixed threshold
value. In this paper the neural weight training is done by PSO. This paper intro-
duces a neural controller whose weights have been trained by the PSO and back
propagation and compares the performance of the DVR with the traditional PI
model and with the two neural controllers. PSO, being swarm based converges
faster and is a more robust algorithm as compared to back propagation [5]. In this
simulation we have coded the NN and PSO in a mfile and embedded this block in
SIMULINK environment. This gives us more flexibility as compared to neural
toolbox.

The paper organization is as follows. A brief theory of DVR operation and its
control strategy is described in Sect. 2. Problem formulation, including the
MATLAB SIMULINK model for the grid connected DVR and the corresponding
simulation results are discussed Sect. 3. In Sect. 4 comparison of the different
controllers is done followed by the Conclusion in Sect. 5.

2 DVR with the Proposed Controller

2.1 DVR

A DVR consists of a DC battery connected to a PWM controlled Inverter. The input
to the inverter is a pulsed wave which is generated by the PWM generator.
The PWM generator only produces pulses when it gets the signal from the DVR
control system. The DVR output is connected by a special injection transfer to the
part of the grid located at the load end, also called Point of Common Coupling or
PCC. In this way, the DVR senses any increase or decrease in voltage levels
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through its control model and sends the signal to PWM controlled Inverter which
provides the necessary corrected voltage during the time of voltage disturbance or
transient. The basic model of the grid connected DVR is given in Fig. 1. The
control mechanism of a DVR is responsible for recording and monitoring the
voltage levels continuously. Whenever the voltage levels increase or decrease
beyond a set voltage, a gated signal is send to the input of the PWM VSC Inverter
which injects the corrective voltage into the grid.

2.2 Hybrid (NN and PSO) Controller

Particle swarm optimization (PSO) is an algorithm used for neuron weight training
in a multi layered neural network. PSO is a swarm based robust algorithm which
optimizes a problem by iteratively focusing on achieving the best output as com-
pared to a set of desirable weights gbest and pbest [6, 7]. The swarm particles are
then initiated from a random position and made to move in the search space. Their
movement in search space is governed by velocity (1) and position (2) equations.

vðtþ 1Þ ¼ wvðtÞþ c1r1½x̂ðtÞ � xðtÞ� þ c2r2½gðtÞ � xðtÞ� ð1Þ

xðtþ 1Þ ¼ xðtÞþ vðtþ 1Þ ð2Þ

The proposed controller scheme for the DVR using PSO is given in Fig. 2. We
start by identifying the output (setpoint for signal generation) and input (error)
signals for the neural network. Following this, certain neural parameters like epoch,
samples and weights were set and neurons initialized governed by a set formulas in
each layer. The error was then measured and if the measured error margins were
large, new gbest and pbest values of weights were calculated and the swarm of
weights was updated.

Fig. 1 Basic model of a grid connected DVR
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3 Problem Formulation and Simulated Results

The model for grid connected DVR was implemented in MATLAB SIMULINK
environment as shown in Fig. 3a.

The model consists of a 250 V, 15 MVA generator supplying power to an
isolated micro grid, supplying power to an RLC load of 60 kW, 20 Mvar. Bus Bars
B1 and B2 act as voltage measurement blocks. The Voltage Source (VSC) inverter
is connected to the grid via a 100 V/100 V, 15 MVA three winding Injection
transformer. The point of connection of the Injection transformer with the grid is the
Point of Common Coupling or the PCC. The power supplied to the VSC Inverter
comes from a 700 V DC battery. The input to the VSC Inverter comes from a PWM
Generator which is itself fed signals from the output of the PI/NN Controller block,
after undergoing Clarke’s transformation.

Figure 3b shows the control system of the DVR implemented in the
MATLAB SIMULINK environment. The input voltage levels are compared to Vref,
a standard voltage reference level. Both the blocks undergo Clarke’s transformation
and are then compared. The error is then sent to the PI/NN controller which is
responsible for detecting any voltage imbalance and sending the required signal to
the input of the PWM Generator. For this simulation, the three controllers (PI,

Fig. 2 Proposed controller
scheme using PSO
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NN + BP, NN + PSO) were tested individually and the performance of the DVR for
each case was observed.

The simulation results for voltage mitigation (NN + PSO controller) are divided
into 3 cases—sag, swell and unbalanced phase. In Case 1(a), shown in Fig. 4 we
have given 30 % sag to the simulation between 0.2 and 0.4 s. The same is repeated
with 80 % sag in Case 1(b), depicted in Fig. 5. Figure 6 shows 40 % Swell (Case 2)
and Fig. 7 depicts voltage mitigation in case of an unbalanced phase (phase R)
between 0.2 and 0.6 s. In all the cases, the first plot corresponds to the generator
voltage, second displays the load voltage and third shows the DVR output.

Fig. 3 a MATLAB SIMULINK implementation for a grid connected DVR. b Control system of
the DVR

Fig. 4 Voltage mitigation in case 1(a)—30 % sag
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4 Comparative Analysis of the Controllers

The three controllers have been on the basis of their positive sequence load voltage
waveform and value of maximum total harmonic distortion (THD) for the load
voltage waveform after the compensation by the DVR. Total harmonic distortion or
THD is a measure of the total harmonic distortion present in the system and also
predicts the non linearity of the system. For a stable and robust system, the THD

Fig. 5 Voltage mitigation in case 1(b)—80 % sag

Fig. 6 Voltage mitigation in case 2—40 % swell

Fig. 7 Voltage mitigation in case 3—unbalanced R phase
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should be as less as possible. Figures 8, 9 and 10 correspond to the load voltage
waveforms for PI, NN with BP and NN with PSO controllers respectively.
Figures 11, 12 and 13 show the plot of THD for the three controllers (in the same
order).

From Table 1 and the plots for THD it is evident that the hybrid NN PSO
controller has the least THD and the PI controller has maximum THD. From the
above results and plots it can thus be sufficiently concluded that hybrid neural
network controller with PSO is the most accurate and most robust out of the three
simulated controllers.

Fig. 8 Plot for load voltage for PI controller

Fig. 9 Plot for load voltage for NN + BP controller

Fig. 10 Plot for load voltage for NN + PSO controller
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5 Conclusion

In this paper, a comparative analysis is done for three different controllers for a grid
connected DVR. A DVR connected via injection transformers to an active supply
system as a part of simulation in MATLAB SIMULINK environment and voltage

Fig. 11 Plot for THD in case of PI controller

Fig. 12 Plot for THD in case of NN + BP controller

Fig. 13 Plot for THD in case of NN + PSO controller

Table 1 Maximum THD
values (%) measured for each
of the three controllers

Type of controller Maximum THD (%)

PI 9.08

NN + BP 5.42

NN + PSO 3.54
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fluctuations namely sag, swell and unbalanced phase transient was given in the
system for a particular duration of time, during which the voltage mitigation action
of the DVR was also observed. Three different controllers—PI, neural network
controller with back propagation and neural controller with PSO were implemented
individually and the performance of the controllers was compared using maximum
THD values and load voltage plots. The results prove that hybrid neural network
controller with PSO is the most accurate and most robust controller out of the three.
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Analysis of Norms in Adaptive Algorithm
on Application of System Identification

Sarthak Panda and Mihir Narayan Mohanty

Abstract System identification is an important area in signal processing research.
It aims to retrieve the system’s unknown specifications from its output only. This
technology has a wide variety of applications in engineering and control, industries,
as well as medical fields. Typically, the identification of models expressed as
mathematical equations. Linear, Non-Linear, Non parametric and Hybrid models
are few deciding factors on which different techniques for System Identification
relies on. In this paper, we discuss in detail the LMS algorithm and NLMS algo-
rithm. In particular, various types of norms are included in LMS algorithm and the
NLMS algorithm is modified according to the norms. Considering different norms
in LMS algorithm we have analyzed the application of System identification. Also,
it has been verified for both linear and non-linear models. Finally, for non-linear
system identification based on Wilcoxon norm has been proposed. The results as
well as the comparison show that the Wilcoxon norm is one of the better norms than
others and is applied for System identification. The results show its efficacy.

Keywords System identification � LMS algorithm � NLMS � Norms � Wilcoxon
norm

1 Introduction

System identification has wide application in solving a range of problems. Hence it
occupies an important place in solving the major engineering issue. In the past years
Mathematical system theory has been evolved into a strong scientific course of vast
applicability, which gives the idea about analysis and synthesis of the systems.
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Linear algebra, complex variable theory and theory of ordinary linear differential
equations are being designed based on linear operator are the best techniques for
systems to be identified. Stability property plays a vital role in System identifica-
tion. So, design techniques for dynamic systems are designed by taking system’s
stability in consideration. For linear time invariant systems, stability conditions has
been developed over past decades and according to this designing methods have
been adapted for these systems. In order to system-by-system basis stability of
non-linear systems can be developed.

Otherwise we can say, System identification is to estimate a black box or grey
box model of a dynamic system based on observing input-output. According to
Zadeh’s statement in 1962, System Identification is the determination on the basis
of input and output, of a system within a specified class system, to which the system
under test is equivalent (in terms of a criterion). Obtaining systematic information
from experimental observations is a key aspect of any scientific work. The obtained
information leads to the formulation of a model of the system under consideration.
Such a model is some form of pattern that explains the observed experimental
results and allows for predictions of future system responses to be made. It leads to
System identification. This job can be performed by using certain algorithms which
are adaptable. Some of them are Least Mean Square (LMS) Algorithm, Normalized
Least Mean Square (NLMS) Algorithm, Wilcoxon Least Mean Square (WLMS)
Algorithm and many more. A saving in Computational time can be saved using
System identification as compared to physical modeling, since only the input signal
to the system and output signals from the system are of concern [1, 2].

Modeling is used to characterize a real process and study its behavior. The set of
processes in a system determines the behavior of the system. Sometimes a
dynamical model can be difficult to obtain due to the complexity of the process.

2 Related Literature

System identification has been performed using adaptive algorithms as well as
neural network methods. Also modification of these techniques is achieved by
researchers, though there is the future scope [3–8]. Many works in this area have
been attempted by many researchers since some decades. In such scenario, LMS
algorithm gains popularity among all the algorithms. Further, the modification of
this LMS algorithm has been used in various applications. In 2013, Ghauri et al.
used three types of adaptive filters. These filters were applied to identification
purpose of the unknown system using LMS, NLMS and RLS algorithms. They
found that NLMS and RLS have more computational complexity than LMS and
NLMS is the normalized version of LMS. RLS shows its efficacy more than the
other two though it is a complex algorithm. Based on Least Mean Square Error
(LMSE) all these algorithms worked and filter weights were recursively revised as
to bring output equal to the desired signal [3].
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In [4], authors have proposed a new adaptive algorithm to improve the perfor-
mance. Some of the algorithms are variable step-size Least Mean Square
(VSSLMS) algorithm and Zero-attracting (ZA) VSSLMS, used when the system is
in sparse condition. They observed that when the sparsity of the system reduces the
enforcement of the ZA-VSSLMS algorithm degrades. Again, they proposed
weighted zero-attracting (WZA)-VSSLMS algorithm. When the sparsity of the
system falls, it functions worthier than the ZA-VSSLMS. In 2009, Majhi et al. used
Wilcoxon norm as the cost function and proposed a new robust WLMS (Wilcoxon
least mean square) algorithm. When outliers were present in the training signal
Wilcoxon Least Mean Square algorithm was helpful for identification of all zero
plants, which exhibit the remarkable performance over the least Mean Square
algorithm. Again in 2013, when outliers were present authors approached the
system identification issue by using Wilcoxon based LMS. Also the result was
compared with the conventional LMS. In addition to it, the error was studied for the
deviation factor. Dash et al. have verified the application of Wilcoxon norm in
linear system identification in initial stage that follows for non-linear system. In the
next stage, Sign-Sign Wilcoxon norm based approach has been verified for the
same. Finally they have modified to a Variable Step-Size Sign-Sign Wilcoxon
technique for both linear and non-linear system identification and compared with
above two techniques. They observed that the designed technique is robust against
outliers in the desired signal and simultaneously the convergence rate is higher than
Wilcoxon norm based approach [5–7].

3 Methods of System Identification

Figure 1 shows the standard block diagram for system identification. The input is
enforced to the plant as well as to the adaptive model that is parallel to the unknown
system. WðnÞ is the impulse response of the linear section of the plant, followed by
non-linearity (NL). Then White Gaussian noise is added to non-linear output and
the noise can be denoted as NðnÞ. The desired output DðnÞ is then compared with
the estimated output YðnÞ to generate the error EðnÞ, and the adaptive algorithm
was applied for updating the weights of the model [8].

The system has chosen as Linear and Non-linear system and are described as
follows:

(i) Linear system

A linear system has been considered as

D ¼ A� ðsin 2pftþ;ð ÞÞ

where, D = Desired signal; A = Amplitude; f = Frequency; t = Time period; ; ¼
Phase.
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(ii) Non-Linear system

Again a Non-linear system is described as

D ¼ A� ðsinð2pftþ;ÞþB� ðsin2ð2pftþ;ÞÞþC� ðcos3ð2pftþ;ÞÞ

where, D = Desired signal; A, B, C = Amplitudes; f = Frequency; t = Time period
∅ = Phase.

Then these two linear and non-linear systems are proposed to three different
types of adaptive algorithms (LMS, NLMS, and WLMS) and based on Mean
Square Error efficient one is chosen.

Least Mean Square (LMS) Algorithm

In adaptive systems coefficients can be found by using Least Mean Squares
(LMS) algorithm. Then the error signal can be produced which is the difference
between the desired and the actual signal. It is based on gradient descent method in
which the filter is adapted, at the current time instance based on the error. The
weight update relation is derived from [1, 2] as:

Wðnþ 1Þ ¼ WðnÞþ 2lEðnÞXðnÞ ð1Þ

The impulse response of the unknown system can be found by taking the dif-
ference between the desired signal D(n) and the estimated output Y(n) which is used
to find the tap weights. And,W(n) is the existing value of the weight andW(n + 1) is
the updated value. A positive constant μ (learning rate) is taken which controls the
rate of convergence and the stability of the system. μ has to be chosen smaller than
1/2λm, where λm is the largest Eigen value of the correlation matrix R. The training
sequence needs to be longer if and only if learning rate μ is small.

Normalized Least Mean Square (NLMS) Algorithm

The Normalized LMS algorithm is the customized version of LMS algorithm. The
weight updation relation of NLMS algorithm can be given by [2]:

Fig. 1 Block diagram of non-linear system identification
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Wðnþ 1Þ ¼ WðnÞþ l � EðnÞ � XðnÞ
dþ XðnÞk k2 ð2Þ

where, μ(n) = μ/δ + ‖X(n)‖2. In NLMS algorithm δ is time-varying step size. The
step size can boost the convergence rate of the adaptive filter. The NLMS algorithm
has a higher converging rate as compared to the LMS algorithm with a higher
residual error.

Different Norms Associated with LMS Algorithm

The following norms are considered to evaluate the LMS algorithm as NLMS
algorithm application in System identification [9–12].

Euclidean Norm

Let an Euclidean space considered as n-dimensional space be An, the length of the
vector X = (X1, X2, …, Xn), can be captured by the relation

Xk k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2
1 þX2

2 þ � � � þX2
n

q
ð3Þ

Manhattan Norm or Taxicab Norm

Xk k1¼
Xn
i¼1

Xij j ð4Þ

As per the name “taxicab” it can be defined by the distance a taxi has to go in a
rectangular manner to get from the origin to the point x.

p-Norm

Let q ≥ 1 is a real number.

Xk kq¼
Xn
i¼1

Xij jq
 !1

q

ð5Þ

For q = 1 we get the Manhattan norm, for q = 2 we get Euclidean norm, and
when q reaches ∞ the p-norm can be called as maximum norm.

Maximum Norm

Xk k1¼ max X1j j; X2j j; . . .; Xnj jð Þ ð6Þ

The set of vectors, whose Maximum norm is a constant h then the surface of a
hypercube can be formed with edge length 2h.
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Wilcoxon Norm

A norm calledWilcoxon normwhich is robust in nature is chosen as the cost function
in the proposed model. The weights of the model are updated using standard LMS,
which steadily reduces the norm. Wilcoxon Norm of a vector can be defined by, a
score function as in [6, 7]. If the error vector of lth particle at tth generation can be
denoted as [e1, l(t),…, eK, l(t)]

T for K input samples. Then the errors are sorted in an
increasing order from which the rank r(eK, l(t)) each Ith error term is obtained. The
score related with each rank of the error can be expressed [7] as:

aðiÞ ¼ qðu) ¼
ffiffiffiffiffi
12

p
ðuÞ

¼
ffiffiffiffiffi
12

p i
Kþ 1

� 0:5
� � ð7Þ

where, K is a positive number. And the rank related to each term can be denoted by
(1 ≤ i ≤ K). Now, at tth generation of each lth particle the Wilcoxon norm is then
calculated as:

ClðtÞ ¼
XN
i¼1

aðiÞei;lðtÞ ð8Þ

The training procedure using Least mean square Algorithm will continue till
Cl(t), which is known as the cost function in Eq. (8) decrease to the minimum value.

4 Result and Discussion

By taking learning rate μ as 0.085 and step size δ as 0.01 when it is being simulated
we get the following observations. The testing analysis is achieved in presence of
Gaussian noise of SNR 20 dB.

It has been seen that in non-linear system Normalized LMS converges faster than
LMS and we can observe from the output that error effectively is minimized in case of
NLMSmore. In Figs. 2 and 3mean squared error and root mean square error has been
compared between LMS and NLMS in non-linear system and by observing both
MSE and RMSE plots approximately in 10th iteration NLMS starts to converging
while LMS takes 10 more iterations. In Fig. 2 when the process starts initially the
error was at 10 dB and after 300 iteration the error finally reached to −27 dB in LMS
while in NLMS after 300 iteration error reduces to −48 dB (Figs. 4 and 5).

Again by taking same value of l ¼ 0:085 and d ¼ 0:01 and SNR = 20 dB dif-
ferent norms were applied in NLMS algorithm. On comparing the above given
norms we observed that approximately from 10th iteration Euclidean norm is
converging and initially the error was 10 dB and after completion of 300 iteration
the error reduces to −38 dB. In p-norm convergence started from 17th iteration and

584 S. Panda and M.N. Mohanty



the error reduces to −34 dB similarly in Manhattan norm at 15th iteration we can
observe the convergence and the error reduce to −35 dB. Maximum norm gives us
the poor result as we have considered the maximum absolute value of the input
signal. But while implementing the Wilcoxon norm from 5th iteration it starts

Fig. 2 MSE in LMS and NLMS algorithm in non-linear system

Fig. 3 RMSE in LMS and NLMS algorithm in non-linear system

Fig. 4 MSE of different norms in NLMS algorithm
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converging and the error reduces up to −45 dB. So, Wilcoxon norm is helping
NLMS to converge faster rather than Euclidean, Manhattan, p, Maximum norm and
the error is also minimized more as compared to the other norms. Elapsed time of
Euclidean, Manhattan, p, Maximum norm and Wilcoxon norm are shown in
Table 2.

Elapsed Time Comparison

CPU elapsed time for linear and non-linear system has been compared in LMS,
NLMS and WLMS and we can see that LMS has less elapsed time as compared to
the other two and WLMS has more elapsed time, but WLMS is giving us the better
performance (Table 1).

Table 2 compares the CPU elapsed time between the different norms. Form the
above comparison maximum norm has more elapsed time but its performance is not
adaptable. But in case of Wilcoxon norm elapsed time is more but it gives us better
result in spite of time consuming in Wilcoxon norm error is less and the conver-
gence speed is fast.

Fig. 5 RMSE of different norms in NLMS algorithm

Table 1 Comparison of
elapsed time for MSE in
linear and non-linear system

Linear (s) Non-linear (s)

LMS 0.009368 0.008047

NLMS 0.010118 0.019993

WLMS 0.022544 0.022378

Table 2 Comparison of
elapsed time for MSE in
different norms

Different norms Elapsed time (s)

Euclidean 0.023776

P 0.006998

Manhattan 0.006262

Maximum 0.005049

Wilcoxon 0.022653
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5 Conclusion

In both Linear and Non-linear system for small input vector LMS algorithm is more
convenient but its performance decays for large input vector. For large input
computational complexities increases for LMS. Its efficiency reduces because
observing the desired output will take more time in LMS. NLMS is perfect for real
time application, because NLMS has higher convergence rate than LMS. LMS
shows better results non-real time applications such as system identification. From
Figs. 6 and 7 we can conclude that among LMS, NLMS and WLMS, WLMS is
converging more faster as compared to the other two in both linear and non linear
case. Since the convergence rate of the discussed techniques are very fast it can be
applied to the fast varying system. Convergence rate of WLMS algorithm is much
better than LMS and NLMS algorithm.

Fig. 6 RMSE of LMS, NLMS, WLMS in a non-linear system

Fig. 7 MSE of LMS, NLMS, WLMS in a non-linear system
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SKT: A New Approach for Secure Key
Transmission Using MGPISXFS

Kamal Kumar Gola, Vaibhav Sharma and Rahul Rathore

Abstract Cryptography is the concept used to enhance secure communication
between two parties; these parties can be two persons in same building or two
persons in different organizations of the world. Cryptography is said to be 100 %
secure but every time attacker try to break the magic of cryptography. One loose
point in cryptography is key transmission. It is most sensitive transmission in the
field of cryptography. Many Techniques are proposed time to time to secure key
transmission. Some techniques have shown good result up to some extent but not at
all fully secured. In this paper we have proposed a key transmission technique to
enhance security, Confidentiality and Integrity. We have described detailed algo-
rithm to perform key transmission. Also we have compared the proposed algorithm
with existing algorithms.

Keywords Secret key � Hash function � Permutation � Substitution � XOR
operation � MD5 algorithm � Gray code

1 Introduction

In public key Cryptosystem, key pair of private and public is used. Public key is
known to all. Private Key is private to the organization. It can be generated by
organization itself or by any third party organization i.e. Key Distribution center
Private Key must be secured from attackers and hackers. Public key cryptosystem
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plays a great role in cryptography to enhance confidentiality, integrity, authenti-
cation and digital signature. For secure communication encrypted data must be
secure apart from it one important issue is to secure the key. Each time attacker tries
to attack the encrypted data is of no use until he/she is not having the original key.
There has been some security policy for key management and distribution. Keys
should be maintained in such a manner that only legitimate user can get the access
of his/her key. If any unauthorized user tries to access, it will not be able to access
the key. A security policy inhabits the definition of the possible threats to the
system.

Proposed technique ensures that one should not the access to the key in any way.
This technique not only ensures the security of the key it will also ensure the
integrity of the key. Because there might be a chance when attacker fails to de-code
the key he/she might change the key. In such case this technique will help to know
that whether the received key is the original one or someone changed the key during
transmission. Proposed approach works on most of the security issues that might
appear in between sender and receiver while sharing a key. With this approach one
can minimize the risk of compromising the key during transmission. If somehow
they tried to get the key they can easily access the message. Our objective in this
paper is to secure the key during transmission. In this paper we are proposing a
technique to secure the key transmission in addition to enhance the integrity and
data Confidentiality.

2 Literature Review

A large variety of symmetric encryption are Data Encryption Standard [1],
Triple DES [2], the Rivest Cipher. The renowned types of symmetric encryption are
Data Rivest Cipher (RC4) [3] and the Advanced Encryption Standard (AES). All
the three algorithms are block cipher techniques while RC4 is a stream cipher. All
these techniques need to use a Key management technique for securing their data
transfer.

In [4] the author analyzed the problem of secure data transmission and slow data
transmission speed; to overcome from this problem they proposed a technique,
which is the combination of encryption and data compression. The compression
reduce the size of data and increase the data transfer rate, then the compressed data
will be encrypted by using the private key encryption technique, to provides
security during the communication process.

In [5] the author proposed an algorithm for efficient key generation and key
transfer protocol for group communication in which, KGC is responsible to dis-
tribute group keys inform to all group members in a secure manner, the keys are
maintained forward and backward confidentially whenever a new member join or
left the group. Algorithm explained in [5] relies on NP class.

In [6] the author proposed a secure key data transfer technique by appending the
ideas of cryptography and steganography. The author stated that encryption and
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decryption can be done by using symmetric asymmetric and hashing algorithms. To
resolve these issues they used DCT, 2DDCT and FFT transformation and DES for
cryptography. DES is used to encrypt the data and some part of the data is hidden in
an image by 2DDCT and rest of the data will generate two secret keys for high
security.

In [7] the author proposed an algorithm to reduce the risk of attacks on key
transmission and keep it integrated and confidential. The authors used the SHA 256
to provide integrity and confidentiality during key transmission. That used 64 bit
permutation table as well as 4 * 15 bit substitution table.

We have enhanced the work proposed in [7] by using 128 bit permutation along
with 4 * 64 bit substitution table. By considering complex permutation table and
substitution the proposed technique result is more secure, maintains more data
Integrity and Confidentiality.

Proposed Algorithm can be used in any of the above cipher algorithm to securely
transmit the data. The goal of our research work is to provide an extreme secure
environment by appropriately securing secret key for both secret key transmission
and public key algorithms.

3 Proposed Model for Secure Key Transmission

See Fig. 1.

4 Proposed Algorithm

4.1 Key Process at Sender Side

Step-1 First the sender selects a key to encrypt the message.
Step-2 Convert the key into its equivalent decimal number like a to z will denote

by 0–25. And A–Z denote by 26–51, 0–9 will be expressed as 52–61.
Step-3 Now convert the numbers into its binary number with eight bits. If the

total number of bits in key are less than 512 bits then padding of
11111111, will be done to make a total of 512 bits. During decryption if
the receiver get 11111111 in the data then this has to be discarded at this
stage.

Step-4 Now calculate the hash value of step-3 using MD5 algorithm and convert
the hash value into its equivalent binary number with four bits.

Step-5 Now append all the bits of step-3 and step-5, after that divide all the bits
into five parts, each part having 128 bits.
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Step-6 Convert all the bits of each part into its gray code. After that apply the
permutation operation on each part according to the given Table 1 and
copies all the entries row wise from the table for all parts.

Step-7 Apply the substitution operation on each part of setp-6 according to the
substitution Table 2.

Step-8 Now apply the XOR operation given below.
Step-9 Now append the bits of Part-1 first (Step-8) then Part-A, Part-B, Part-C

and Part-D.
Step-10 Now leave the first two bits and last two bits to make a group of six bits

and apply final substitution operation on each group of six bits according
to the given final substitution table [7]. After final substitution place the
first and last two bits at their same location and arrange the bits into group
of four bits and convert that into its hexadecimal number which is the final
encrypted key.

Fig. 1 Proposed model for secure key transmission
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4.2 Key Process at Receiver Side

Receiver can receive the Key using the reverse process from Step 10 to Step 1. (As
explained in Key Process at Sender Side).

Note: To find the reverse of initial and final substitution, Receiver calculate
1st and last digit value in equivalent decimal and consider it as row values. Now
search in table for row value to find the middle 4 digits and get the column number
of that cell. For example: 001111, it forms row value 1 and actual value is 7. Now
according to Substitution Table [7] Column value is 11. Now copy 1st and last digit
of 6 bit number and place the binary equivalent of Column value i.e. 001111 will
become 010111.

5 Implementation

Step-1 Let the key is

“Kamalkumargola1GulistaKhan2VaibhavSharma3RahulRathore4”

Step-2 Converted key into its equivalent decimal number and then convert the
key into its binary equivalent of eight bits and append the bits to make it
512 bits. 001001000000000000001100000000000000101100100100000
1010000001100000000000001000100100000000011100000101100000
0000011010100100000000101000000101100001000000100100001001
1000101000010010000010001001101100010111100000000000010000

Table 1 Permutation table 0 2 4 6 8 10 12 14

1 3 5 7 9 11 13 15

16 18 20 22 24 26 28 30

17 19 21 23 25 27 29 31

32 34 36 38 40 42 44 46

33 35 37 39 41 43 45 47

48 50 52 54 56 58 60 62

49 51 52 55 57 59 61 63

64 66 68 70 72 74 76 78

65 67 69 71 73 75 77 79

80 82 84 86 88 90 92 94

81 83 85 87 89 91 93 95

96 98 100 102 104 106 108 110

97 99 101 103 105 107 109 111

112 114 116 118 120 122 124 126

113 115 117 119 121 123 25 127
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0000001000001110000000000010101001011000000011100000000000
1000100001100000000000011011000101011000000000000011100010
1000000101100101011000000000001001100000111000011100001000
1000001000011011111111111111111111111111111111111111111111
1111111111111111111111111111111111111111111111111111111

Step-4 Calculated hash value of step-3 using MD5 algorithm and its binary
equivalent of four bits.
4A 16 B9 B9 26 D9 D4 9F BE 5F 59 99 5D 19 DE EA 01001010000
10110101110011011100100100110110110011101010010011111101111
1001011111010110011001100101011101000110011101111011101010

Step-5 Now append all the bits of step-3 and step-5, after that divide all the bits
into five parts, each part having 128 bits.

Part-1 001001000000000000001100000000000000101100100100000
101000000110000000000000100010010000000001110000010
11000000000011010100100000

Part-2 000101000000101100001000000100100001001100010100001
001000001000100110110001011110000000000001000000000
01000001110000000000010101

Part-3 001011000000011100000000000100010000110000000000001
101100010101100000000000001110001010000001011001010
11000000000001001100000111

Part-4 000011100001000100000100001101111111111111111111111
111111111111111111111111111111111111111111111111111
11111111111111111111111111

Part-5 010010100001011010111001101110010010011011011001110
101001001111110111110010111110101100110011001010111
01000110011101111011101010

Step-6 Convert the each Parts of Step-5 into gray code. After that apply the
permutation operation and copies the entries row wise.

Part-1 010100000110000000110000000000000011110100100110001
100110110000000000010000001011100001001000001001110
00001000000111110000110100

Part-2 001100110110001010100011001001010011101101000110010
100100110010111100110001101001000001000000010000010
00000100101000001100000111

Part-3 011100000100001010000010000001011011000000000000011
001110011011010000000000000101011001101100010111110
00011000000011100001000010

Part-4 001000100001010110010110001000100000000000000000000
000000000000000000000000000000000000000000000000000
00000000000000000000000000
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Part-5 011100101011011111000100101110111100110001110111011
110000110110001000100100111001100000011111111110110
00110101110100101101010111

Step-7 Apply the substitution operation on each part of setp-6 according to the
Initial Substitution Table 2.

Part-1 000100000100000001011110000000000111110101001010011
010010100000000000010000011011111011000000011011011
10001111100111100101100110

Part-2 011010010100010010111011010011010111100100001100001
001000100101110101110011001101111100000000010000011
10000111101111101100010001

Part-3 011000000000010011111000000011011110010000000000010
011110110101010000000000000101001101101000100100010
10010000000110111000000100

Part-4 010001000101101110100000100001000000000000000000000
000000000000000000000000000000000000000000000000000
00000000000000000000000000

Part-5 011001001001001111110010100010111110001001101111011
100000101100000001000110001001111101010000101110010
10110101010001011100101111

Step-8 Apply XOR operation on Step-7 according to the Fig. 2 and copy Part-1
from the step-7.

Part-A 011110010000010011100101010011010000010001000110010
011010000101110101100011010110000111000000001011000
00001000001000001001110111

Part-B 000110010000000000011101010000000000000001000110000
000100110000100101000011010011001010101000101111010
10011000001110110001110011

Fig. 2 XOR operation

596 K.K. Gola et al.



Part-C 010110110010110111001101000000100000000001000110000
000100110000100101000011010011001010101000101111010
10011000001110110001110011

Part-D 001111111011111000111111100010011110001000101001011
100100011100100100000101011010110111111000000001000
00101101011111101101011100

Part-1 000100000100000001011110000000000111110101001010011
010010100000000000010000011011111011000000011011011
10001111100111100101100110

Step-9 Now append the bits of Part-1 first (Step-8) then Part-A, Part-B, Part-C
and Part-D. After that leave the first two bits and last two bits to make a
group of six bits and apply final substitution operation on each group of
six bits according to the given final substitution Table 2 00011110011
1100001111100000000000111110010001011111011110111100000000
0111000010110100111110001110110001000000111001111011111000
0011100011110000111110111000111011110000011001010000111011
1101000101001000101001001101101100001010100000000100000100
0001001101110000111010000000001000100100000000000000000001
1111100010101111111010010000110110000001011000011011100101
1111111001011010100010111010101110110010110001011100000100
0000000011001000000001001000000010011111110111111011100100
0001100011000010000011010100001111101000001101101110010100
1011111000111000011101011110110001110111101001111001010110
0110010010100000011001001100100111110110100111100

Step-10 After final substitution place the first and last two bits at their same
location and arrange the bits into group of four bits and convert that into
its hexadecimal number which is the final encrypted key. 1E787C007C8
BEF780385A7C762073DF071E1F71DE0CA1DE8A4526D854020826
E1D004480000FC57F486C0B0DCBFCB51757658B82006402404FEF
DC831841A87D06DCA5F1C3AF63BD3CACC940C993ED3C

6 Conclusions

This Paper presents a secure key transmission algorithm to enhance security, data
integrity and confidentiality. This algorithm can be particularly used for private key
distribution. This algorithm uses MD5 for message digest or hash value. The
proposed algorithm used permutation and substitution table which were not pre-
viously defined to make it more secure. It is more secure than some previously
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defined algorithm by number of reasons as it contains 512 bits key. We apply here
complex operation of permutations, substitution, Gray codes and XOR operation to
make it more secure. Along with sender side key transmission algorithm this paper
also explains the receiver side algorithm to recover the key. As compared to pre-
viously known algorithm [7] this techniques is showing more secure way to transfer
key, to maintain integrity and have data confidentiality.
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A Comparative Study of Different
Approaches for the Speaker Recognition

Kanaka Durga Returi, Vaka Murali Mohan
and Praveen Kumar Lagisetty

Abstract A Comparative Study of different Approaches for the Speaker
Recognition is presented in this paper. In this study speaker speech signal is nor-
malized. This normalized signal for the different function are tested with some of the
parameters and compared with the original signal. Some of them are tested in this
study those are Hamming function; Gaussian function; Blackman Harris function;
Bertlett Hanning function; Chebyshev function; Kaiser function; Hann function and
Parzen function. All these functions are tested are compared in this paper.

Keywords Speaker recognition � Signal � Normalization

1 Introduction

Speaker recognition is an emerging field and has been studied from several decades.
This is the process to recognize a person based on the information incorporated in the
signals of the speech. Biometric based authentication measures individuals’ unique
physical or behavioral characteristics. The fingerprints and scans of the retina are
additional dependable ways of user identification. Biometric authentication has some
key advantages over knowledge and token based authentication techniques. Now a
days in many applications speaker recognition is utilized as biometric for differen-
tiate the information services on computers. Speaker recognition recommends the
capability to restore or augment the individual recognition numbers and passwords
by means of impressions that cannot be stolen or misplaced.
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Speaker recognition is a popular technology which has applicability in various
fields like tele-banking, telephone shopping, voice dialing, services related to
database access, information services, security control over confidential areas, voice
mail, remote access to computers, forensic applications, etc. The advancement of
automatic speaker recognition technology is one of the most important fields that
combine the areas like speech science and pattern recognition. Human beings have
been trying to allow the computer to recognize natural speech from the time of
invention of a computer. Speaker recognition technology brings together the sub-
jects like computer science, voice linguistics, signal processing, and intelligent
systems. It is an important subject not only in the field of research but also as a
useful application. Especially in day to day life, speaker and speech recognition
systems are being used very commonly.

Speaker recognition provides a convenient means of establishing the identity of a
person based on his voice. An important scientifical issue is a suitable and user
pleasant interface for Human computer interaction. The widespread computer input
interface is key board or mouse and a visual display for output. It is usual for humans
to imagine such type of interface with computers. Speech recognition systems permit
ordinary people to speak to the computer to retrieve information. The automatic
recognition of speaker and speech recognition are very strongly related. As the goal
of speech recognition system is to recognize the spoken words, on the other hand the
goal of speaker recognition is to identify personality of the speaker through
extraction, recognition and characterization contained in speech signal.

The most important communication technique among human beings is speech; at
the time of development of the computer, people are demanding to allow computer
to recognize the normal speech. Speaker recognition is a technique which is having
close associations among computer science, intelligence systems, voice linguistics,
signal processing, etc. Now a days it is understandable with the aim of speakers that
can be recognized from their voices during real time system point of view. By
focusing on the technology, so many companies are facilitating today’s speaker
recognition as well as speaker identification systems which can be find out modern
implementations and forecast the future developments.

2 Literature Review

Speaker recognition is one of the most speedily developing areas now-a-days. A lot
of work has been done previously in the same area by several models and methods
some of them are Tobias Herbig et al. [1] presented speaker identification and
speech recognition models to achieve speech characteristics to obtain good
recognition rate. Marco et al. [2] reported the relevance of microphone array pro-
cess and system robustness to improve the performance by using hidden Markov
models. Selami and Bilginer [3] developed a common vector approach for speaker
recognition with Fisher’s linear discriminant analysis and Gaussian mixture models.
Shung Yung Lung [4] presented a system for the recognition of speaker by using
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wavelet transform and vector of the expression by kernel analysis. Shung [5]
developed a thresholding method for noise reduction by using Gradient-based
adaptive learning algorithms. Avci and Avci [6] reported a speaker identification
system by using speech signal. Avci [7] reported the combination of the feature
extraction and an approach with wavelet packet analysis of the speech signal.
Hamid et al. [8] presented speech representations by using wavelet filter-banks with
discrete wavelet transform and the performance is analyzed with neural networks.
Leandro et al. [9] reported a genetic algorithm for the representation of the speech
by using wavelet decomposition and classification. Muhammad and Asif Zahoor
[10] proposed a new and innovative idea based on fractional signal processing
through least mean square algorithm for modeling and design of the system.
Boashash et al. [11] described a FetMov detection by utilizing the time frequency
signal processing approach. It also provided measurements for significant chal-
lenges of the signal processing. Carvalho et al. [12] presented a method for the
identification of the errors through various signal processing approaches.

3 Speaker Recognition System

Speaker recognition is a method of mechanically recognizing the individuals
depending upon the information integrated in speech signals. In general speaker
recognition system deals with identification of the speaker at the end. Speech
recognition is different from language recognition since these concepts deal with
recognition of speech (i.e. the words that are spoken) and recognition of language
deals with recognizing the language in which the words or sentences are spoken.
The final goal of speaker identification has two steps: the essential goal is to
recognize the speaker irrespective of what is being said. The potential duty of the
recognition is to fix whether the speech belongs to a maintained individual.
Generally speaker recognition is the technique of automatically recognizing a
speaker. The speaker is established and found the quality of the speech wave in its
order. The task is to confirm the uniqueness of the person from his voice. This
procedure involves only binary choice of the claimed characteristics (Fig. 1).

Fig. 1 Generic speaker
recognition model
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3.1 Real Time Applications

This technique is applicable in Military Security Systems, Forensic Services, Voice
Dialing and Mail, Tele Banking, Access and Services of the Database and
Information, Computers Security through Remote Access and Control for confi-
dential information areas. Nowadays, this approach is being utilized for Telephone
Shopping. The stored data in computers are protected in different ways; coding and
decoding by utilized text or voice password for protecting data files. Entire com-
puter is protected directly at the booting stage. Speaker recognition system has
many potential applications such as

Security Control Speaker recognition systems can be used for law enforcement.
They can help identify suspects. Some security applications employ sophisticated
techniques to check whether a speaker is present where that particular speaker is
supposed to be.

Telephone Banking Access to bank accounts may be voice controlled. Such
systems may want to verify whether the authorized person is trying to access the
accounts, private and personal details. Intelligent machines may be programmed to
adapt and respond to the user.

Information retrieval systems Participants in conferences or meetings may be
identified by special machine technology. Automatic transcriptions containing a
record of who said what can be also obtained from large quantities of audio
information if such machine technology is used in conjunction with continuous
recognition of the speech systems.

Speech and Gender recognition system Speaker recognition systems are usefully
employed by speech recognition systems. Many speaker independent speech rec-
ognizers are already using gender recognition system for improving the
performance.

4 Methodology

In the speaker recognition system, the captured signal is first edited through the
pre-processing stage, which consists of silence removal and normalization. The
most important idea of this research work is to investigate the various options in
building a speaker recognition method based on neural network for obtaining
system performance. The signal recorded from a speaker is an analog signal. The
analog signal needs to be digitized, while storing the speech to a computer. So the
measurement of the speech signal is the first component of the speech processing.
When the voices of speakers are recorded through a microphone, the analog signal
pressurizes the air after that the analog electric signal passes through the micro-
phone. To process the analog signals in computers, the signals need to be converted
into digital form and it is represented in the form of binary digits 0 and 1. An analog
signal is continuous in both time and amplitude domains, where as a digital signal is
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discrete in both domains. MATLAB was used to develop a model system in this
paper. The original signal of “female” in time domain is shown in Fig. 2 and this
figure shows the original signal function in terms of time domain.

The speech signals contain silence or noise areas. The silence signal contains no
information and it is useless for identification of the speaker. So, keeping the silence
signal increases the size of the processing signal and it takes more time and more
space when retrieving the features. The actual speech segments of the signal part are
utilized for recognition. For silence removal there are two ways namely physical
way and processing way. If there is a small data base of speech signal physical way
is feasible and time saving. In this normalization process the sampling function is
symmetric and the Length of the function is 64. With this parameters several
function are utilized for the normalization of the signal. Some of them are tested in
this study those are Hamming function; Gaussian function; Blackman Harris
function; Bertlett Hanning function; Chebyshev function; Kaiser function; Hann
function and Parzen function. All these function s are tested are compared in this
paper.

5 Results and Discussion

The signal function is Normalized with the above functions and its results are
shown below.

Figure 3 shows that the Hamming function is utilized for the normalization
within the frequency domain and It also given that the Leakage Factor is 0.03 %;
Relative Sidelobe Attenuation is −42.5 dB; Mainlobe width (−3 dB): 0.039.

Fig. 2 Original signal in time domain
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Figure 4 shows that the Gaussian Function is utilized for the normalization
within the frequency domain and It also given that the Leakage Factor is 0.01 %;
Relative Sidelobe Attenuation is −44.1 dB; Mainlobe width (−3 dB): 0.043.

Figure 5 shows that the Blackman Harris Function is utilized for the normal-
ization within the frequency domain and It also given that the Leakage Factor is
0 %; Relative Sidelobe Attenuation is −92 dB; Mainlobe width (−3 dB): 0.0586.

Fig. 3 Hamming function

Fig. 4 Gaussian function
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Figure 6 shows that the Bertlett Hanning is utilized for the normalization within
the frequency domain and It also given that the Leakage Factor is 0.03 %; Relative
Sidelobe Attenuation is −35.9 dB; Mainlobe width (−3 dB): 0.04297

Figure 7 shows that the Chebyshev Function is utilized for the normalization
within the frequency domain and It also given that the Leakage Factor is 0 %;
Relative Sidelobe Attenuation is −100 dB; Mainlobe width (−3 dB): 0.0547.

Fig. 5 Blackman Harris function

Fig. 6 Bertlett Hanning function
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Figure 8 shows that the Kaiser Function is utilized for the normalization within
the frequency domain and It also given that the Leakage Factor is 8.36 %; Relative
Sidelobe Attenuation is −13.6 dB; Mainlobe width (−3 dB): 0.0273 with β = 0.5.

Figure 9 shows that the Hann Function is utilized for the normalization within
the frequency domain and It also given that the Hann: Leakage Factor is 0.05 %;
Relative Sidelobe Attenuation is −31.5 dB; Mainlobe width (−3 dB): 0.04297.

Fig. 7 Chebyshev function

Fig. 8 Kaiser function
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Figure 10 shows that the Parzen Function is utilized for the normalization within
the frequency domain and It also given that the Leakage Factor is 0 %; Relative
Sidelobe Attenuation is −53.1 dB; Mainlobe width (−3 dB): 0.054688.

Fig. 9 Hann function

Fig. 10 Parzen function
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6 Conclusion

This paper presents the normalization process for the speaker signal, in this sam-
pling function is symmetric and the Length of the function is 64. With this
parameters several function are utilized for the normalization of the signal. Some of
them are tested in this study those are Hamming function; Gaussian function;
Blackman Harris function; Bertlett Hanning function; Chebyshev function; Kaiser
function; Hann function and Parzen function. All these function s are tested are
compared in this paper.
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A Time Efficient Leaf Rust Disease
Detection Technique of Wheat Leaf
Images Using Pearson Correlation
Coefficient and Rough Fuzzy C-Means

Dhiman Mondal and Dipak Kumar Kole

Abstract In agricultural sector diagnosis of crop disease is an important issue,
since it has a marked influence on the production of agriculture of a nation. It is
very essential to diagnose disease in an early stage to control them and to reduce
crop losses. This paper presents a time efficient proposed technique to detect the
presence of leaf rust disease in wheat leaf using image processing, rough set and
fuzzy c-means. The proposed technique is experimented on one hundred standard
diseased and non-diseased wheat leaf images and achieved 95 and 94 % success
rate respectively depending on most three dominated features and single most
dominated feature, Ratio of Infected Leaf Area (RILA). The three most dominated
features and single most dominated feature are selected out of ten features by the
Pearson correlation coefficient. A significant point of the proposed method is that all
the features are converted into size invariant features.

Keywords Rough-fuzzy-C-Means � Pearson correlation coefficient � RILA

1 Introduction

The world’s most widely cultivated and important crop is wheat. Since Green
Revolution, India achieved a remarkable position in the production of wheat. In
wheat production, India holds third position in the world and has produced near
about 95,000 Metric Ton in the year 2014 [1]. Generally the experts in the area of
agriculture use a naked eye method to identify the diseases and takes decision by
detecting the changes in leaf color and other related symptoms like shape change,
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texture change etc. But this method is time consuming, requires a lots of efforts,
impractical for large fields. Red spot or fungal disease detection using eigen feature
regularization and extraction has been addressed by Gurjar and Gulhane [2] with a
success rate of 90 %. Meunkaewjinda et al. have discussed grape leaf disease
diagnosis based on color extraction [3]. The concept of ANN is used to classify the
diseased leaf image using color based, texture based and shape based features in
[4, 5]. In [6], Jaware et al. developed a Fast method for detection and classification
of plant diseases based on RGB image by creating color transformation structure of
RGB leaf images. Different detection and diagnosis of plant leaf disease using
integrated image processing approaches are discussed in [7]. The concept of color
based, texture based and shape based features are used to extract features and to
classify leaf diseases of wheat, grape in [8–10]. Detection of downy mildew disease
detection of grape leaves using the concept of fuzzy set theory has been suggested
by Kole et al. [11].

In this paper, a time efficient method is discussed for the detection of leaf rust
disease in wheat leaf. Initially ten features are chosen depending leaf rust diseased
wheat leaf images. Then all ten features are transformed into size invariant features
by mapping individual feature range into a common normalized feature range [0, 1].
After that a set of dominated features is obtained based on the Pearson correlation
coefficient method. The proposed technique is experimented on one hundred
standards diseased and non-diseased wheat leaf images with the dominated features
set containing three features which gives us 95 % success rate taking 302.768 s
execution time. The same experiment is done using single most dominated, RILA
feature which gives 94 % success rate talking 33.21 s execution time.

2 Preliminaries

2.1 Rust Diseases of Wheat

The most common wheat diseases are leaf blight, common root rot, cottony snow
mold, foot rot, strawbreaker, Leaf (brown) rust, Powdery mildew etc. Rust disease
in wheat is one of the most devastating diseases. Out of the three rust diseases in
wheat the most common is called leaf (brown) rust. Its symptoms are isolated
uredinia on upper leaf surface and rarely on leaf sheaths. The other two kind of rust
disease are stripe (yellow) rust and stem (black) rust.

2.2 Features Used in the Proposed Techniques

For features extraction based on texture of the image, a gray level co-occurrence
matrix is used. The co-occurrence matrix C(i, j) counts the number of co-occurrence
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of pixels with gray-levels i and j respectively, at a given distance d. The matrix is
given by:

Cði; jÞ ¼ cord

ðx1; y1Þ; ðx2; y2Þð Þ 2 XY � XY
f ðx1; y1Þ ¼ i; f ðx2; y2Þ ¼ j;
ðx2; y2Þ ¼ ðx1; y1Þþ ðdcos h; dsin hÞ
0\i; j\N

8>><
>>:

ð1Þ

where d is the distance defined in polar coordinates (d, h) with discrete length and
orientation. h takes values 0, 45, 90, 135, 180, 225, 270 and 315. Cord{} represents
the number of elements presents in the set.

The features considered from the gray-level image are Mean, Standard
Deviation, and Entropy.
RILA (Ratio of Infected Leaf Area) Feature of Wheat Leaf Image The amount
of infected area of each leaf image has been calculated by using segmentation and
R, G, B plane of each individual image, and have been described in Sect. 3.1.1.

3 Proposed Technique

The proposed technique consists of two phases, which is shown in the Fig. 1. First
phase is the training phase and the second phase is the testing phase. The first two
stages of each phase are common, which are Image Acquisition and Pre-Processing.
In the first phase, subsequent stages are Feature Extraction, Dominating Feature
Selection and Supervised Learning.

Fig. 1 Flow chart of
proposed method
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The last three stages of second phase are Selected Feature Values Extraction,
Disease Detection and the success rate as a Result. Different stages are being
discussed in the following subsections. In Image acquisition stage, the images are
captured by using high resolution color camera with a fixed background to avoid
the background objects and other noises. And in the pre-processing stage, all the
image background is converted to white and some morphological operations are
applied on the images before converting them into binary images.

3.1 Feature Extraction

Ten feature values, as mentioned in Table 1, are extracted from each leaf image of
the training samples. Out of 10 features, 9 features are calculated as mentioned in
Sect. 2.2. The last feature RILA is calculated as follows.

3.1.1 The RILA (Ratio of Infected Leaf Area) Feature Calculation
of Wheat Leaf Image

To calculate the value of RILA feature, at first, the actual leaf area of the RGB
image is calculated by ignoring the background pixels. Then from the binary image
of the RGB image, background pixels are searched and the corresponding pixel
value in the R, G and B-plane of the RGB image are changed to a value 255. After
that, in each plane of the resultant RGB image, those pixels are counted having
values less than 255. And the total count is divided by three times the actual leaf
area to get the RILA feature value.

The following Algorithm 1 describes the method to calculate the most domi-
nated RILA feature value of wheat leaf image.

Algorithm 1: Calculating RILA of Wheat Leaf Image

Input: Binary and RGB image corresponding to wheat leaf image.
Output: RILA feature of wheat leaf image

Table 1 Feature number with respective feature name

Feature no. Feature name Feature no. Feature name

1 R-plane mean 6 G-plane entropy

2 R-plane standard deviation 7 B-plane mean

3 R-plane entropy 8 B-plane standard deviation

4 G-plane mean 9 B-plane entropy

5 G-plane standard deviation 10 RILA
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Step1: Calculate the actual leaf area from RGB leaf image.
Step2: In the binary image check each pixel whether it is 1 (image pixel) or 0

(background pixel).
Step3: If it is background pixel then initialize value of that pixel to 255 corre-

sponding to each plane of the RGB image, i.e., R-plane, G-plane and
B-plane, otherwise do not change the pixel value.

Step4: Calculate the total number of pixel having values less than 255 in each
plane of the RGB image.

Step5: Divide the total number of pixel having value less than 255 as calculated in
step4 by three times the actual area of leaf image as calculated in Step1.
And store the ratio of the infected leaf area

3.2 Pearson Correlation Coefficient Based Dominated
Feature Set Selection

The feature-class correlation value in Pearson Correlation Coefficient ranges from
−1 to +1. The negative correlation indicates that high value of one feature is
associated with low values of class label and vice versa. The feature-class corre-
lation value (FCCV) or degree of dependence indicates the following status:

0.9 ≤ |FCCV| ≤ 1 Correlation is high
0.8 ≤ |FCCV| < 0.9 Correlation is moderate
0.51 ≤ |FCCV| < 0.8 Correlation is low
|FCCV| < 0.5 Correlation is very low

where, |FCCV| indicates the absolute value of FCCV.

After calculating feature-class correlation coefficient corresponding to each of
the 10 features, those features having feature-class correlation absolute value
greater than 0.8, are selected as the dominating features. And the procedure selects
three features: G-plane mean, B-plane mean and RILA as the dominating features.

3.3 Detection of Leaf Rust Disease

In this stage, a list of diseased and non-diseased image of wheat leaf is taken as
input. Then the feature values corresponding to dominating feature set is calculated.
Then a feature matrix of size n × m is generated, where n is the number of input
images and m is the number of dominating features and normalized the feature
matrix in [0, 1] range.
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3.3.1 Detection of Leaf Rust Disease Using the Single Most Dominated
Ratio of Infected Leaf Area (RILA) Feature

Since RILA is the most dominating feature, an experiment has been done to detect
or classify the input images based on this feature. In this experiment first, a training
data set, consisting of 50 diseased and non-diseased wheat leaf images are taken
into account. Then RILA feature value of wheat leaf images is calculated to decide
the threshold value of RILA feature through experiment. After obtaining the
threshold value of RILA feature, training data set along with another 50 wheat leaf
images consisting of diseased and non-diseased images are considered for testing.
As non-disease leaf image should have minimum or no infected leaf area, so the
RILA feature value of disease free images will be less with respect to diseased
images. Here those images whose RILA feature value is less than the pre deter-
mined threshold value is considered as disease free and those images have greater
than or equal to the pre determined threshold value are considered as diseased
images. The range of feature this value is 0–1. The curve between RILA versus
success rate is plotted from 0 to 1 stepping 0.05 intervals along the RILA value.
A RILA value is selected as Best Threshold Value of RILA feature, for which the
success rate is maximum. In this experiment on wheat leaf images, a value, 0.675 is
obtained as the best threshold value of RILA feature.

3.3.2 Detection of Leaf Rust Disease Using Dominating Feature Set
and Rough Fuzzy C-Means

In the training phase of this method, a training data set consisting of 50 diseased and
non-diseased wheat leaf images are taken into account. Taking the feature values of
training data corresponding to the selected dominating feature set, a feature matrix
is generated. The feature matrix is transformed into the normalized feature matrix in
the range [0, 1], as because the range of individual feature is different from others.
Then the normalized feature matrix and the two initial cluster centers chosen ran-
domly are used as input to the proposed Algorithm 2 based on rough fuzzy
C-means algorithm [12]. At the end of the training phase, the final updated cluster
centre values are considered as standard cluster centre and used in the testing phase
for detecting leaf rust disease in wheat leaf images. In the testing phase, training
data set of 50 wheat leaf images and another 50 diseased and non-diseased wheat
leaf images are considered. These 100 wheat leaf images and the standard cluster
centre are used to detect the leaf rust disease in wheat leaf images.

Proposed Algorithm for Detection of Leaf Rust Disease in Wheat Leaf

Fuzzy C-means, as proposed in [13, 14], partitions n patterns {xk} into c clusters
allowing partial membership ðuik 2 ½0; 1�Þ of patterns to clusters. The membership
function uik is defined in the Eq. (2) and each cluster center is updated according to
the Eq. (3) considering each cluster as rough set [15].
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uik ¼ 1
Pc

j¼1
dik
djk

� � 2
m�1

ð2Þ

vi ¼

wlow

P
xk2BXi

umikxkP
xk2BXi

umik
; if BXi 6¼ ;KBNXi 6¼ ;

P
xk2BNXi

umikxkP
xk2BNXi

umik
; if BXi ¼ ;KBNXi 6¼ ;

P
xk2BXi

umikxkP
xk2BXi

umik
; otherwise

8>>>>>>><
>>>>>>>:

ð3Þ

Algorithm 2: Detection of Leaf Rust disease in Wheat Leaf
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Fig. 3 Confusion matrix for a RILA feature based. b Dominated feature set based classification

Fig. 2 Success rate versus number of iterations
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4 Experimental Results

The experiment is done on the system having the configuration, Intel(R) Core(TM)
i5-3470 CPU @3.20 GHz, 3.19 GHz 2 GB RAM, windows XP SP2, MATLAB
R2009b. During the experiment, we first find out feature-class correlation values
corresponding to each feature. Correlation Value (Feature No.): 0.834475 (7),
0.813863 (4), 0.642705 (1), 0.024001 (8), −0.07812 (5), −0.18496 (2), −0.66851
(9), −0.71131 (6), −0.7641 (3), −0.86406 (10). The most dominated and the set of
dominated features with respect to absolute threshold value 0.8 are 10 and {4, 7,
10}. The experiment has been done on 100 standard diseased and non-diseased
wheat leaf images. In case of most dominated feature, RILA, the best threshold
value 0.675 is determined. The RILA feature based detection technique gives 94 %
success rate in 33.206 s execution time. The dominated feature set using Rough
Fuzzy C-Means technique gives 95 % success rate in 302.756 s execution time.

5 Conclusion

This paper presents time efficient technique to detect the presence of leaf rust
disease in wheat leaf. The Single most dominating feature based detection tech-
nique gives 94 % success rate in 33.206 s execution time, whereas three most
dominating feature set based rough fuzzy C-means technique gives 95 % success
rate in 302.756 s execution time. Although, the success rate of second method is
increased by 1 % but the time taken by the second method is much higher than the
first one (Figs. 2 and 3; Table 2).
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scientist’s comments.
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Task Scheduling Algorithms with Multiple
Factor in Cloud Computing Environment

Nidhi Bansal, Amit Awasthi and Shruti Bansal

Abstract Optimized task scheduling concepts can meet user requirements
efficiently by using priority concepts. Increasing the resource utilization and
reducing the cost, both are compulsory factors to be compromise in task scheduling
algorithms of cloud computation for executing many tasks. With updating the
technology many new features in cloud computing introduced such as fault toler-
ance, high resource utilization, expandability, flexibility, reduced overhead for
users, reduced cost, required services etc., this paper discussed task scheduling
algorithms based on priority for virtual machines and tasks. This algorithm per-
forms good results with balance the load, but it’s not effective with cost perfor-
mance. Secondly comparative study also has been done in this paper between
various scheduling algorithms by CloudSim simulator.

Keywords Cloud computing � Task scheduling � Cost � Load balancing

1 Introduction

In these days all the application runs via virtual machines and resources are allo-
cated to all virtual machines. All applications are independent, unique in technology
and has no connection to each other. Resources are compromised on every event or
activity performed with all individual units of products and service.

N. Bansal (&)
Department of Computer Science and Engineering, Vidya College of Engineering,
Meerut, India
e-mail: nidhi18jul@gmail.com

A. Awasthi
Department of Computer Science and Engineering NITTTR, Chandigarh, India
e-mail: awasthi.amit1989@gmail.com

S. Bansal
Department of Electronic & Communication, Shobhit University, Meerut, India
e-mail: shruti_mrt@rediffmail.com

© Springer India 2016
S.C. Satapathy et al. (eds.), Information Systems Design and Intelligent
Applications, Advances in Intelligent Systems and Computing 433,
DOI 10.1007/978-81-322-2755-7_64

619



The concept of scheduling is performing very important role in cloud computing
with requirement of users in the market. ‘Mapping the tasks’ is the basic concept of
scheduling. This is a necessary condition in successful working of cloud as many
factors must be examined for useful scheduling. The feasible resources should be
appropriate for execution in task scheduling (Tables 1, 2, 3 and 4).

The mechanism of task scheduling can not only satisfy to the user, but also
increase the utilization for resources [1]. Load balancing factor must be calculated
to acquire more resource utilization. The process of load balancing is distributing
the load between various nodes to enhance utilization of resource and task response
time while also neglecting the condition where nodes are fully occupied while many
other distinct nodes are free or performing for limited work. Load balancing assure
that processors in the setup or all node in the rooted network connection does
approximately the uniform amount of execution at any present of time.

To get the complete cost of every user’s applications, all individual service of
resources (like Processor cost, Internal memory used, Input/Output cost, etc.) need
to be calculated. When the complete cost of all resources has been identified, factual
cost and output dissection depend on it can be retrieving, related to all of the
traditional concepts of scheduling. Traditional concept leading the use of absolute
tasks for users and exceeds the overheads in applications of cloud computation. It
may be true that any distinct tasks may not the reason of exceeding costs for

Table 1 FCFS Vs VM-Tree Cloudlets FCFS VM_Tree

50 5668.944 5894.572

70 5512.491 5602.98

100 5486.416 5794.572

Table 2 FCFS Vs PSO Cloudlets FCFS PSO

50 5668.944 2473.44

70 5512.491 2864.571

100 5486.416 2929.76

Table 3 QoS of FCFS Cloudlets FCFS QoS

50 5668.944 4481.248

70 5512.491 4298.72

100 5486.416 4389.984

Table 4 FCFS Vs ABC Cloudlets FCFS ABC

50 5668.944 2473.44

70 5512.491 2864.571

100 5486.416 2929.76
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resources in traditional way. The result is that exceeds in estimate and raises the
cost. To compete towards market, some organization has had to reduce the cost or
prices of expansive items or products. But they have been capable to get huge
mark-ups on less expensive tasks. Minimization in cost or price has raised mar-
keting for individual units/item but degrades the complete strength and good
mark-ups on specific tasks or product didn’t equal the down in the confine output of
expensive items [2].

However, Load Balancing and Allocation Cost are the primary issues for task
scheduling algorithms of user’s applications in cloud computation. Presently the
complete cost and proper resource utilization of the scheduling issue has encouraged
researchers to recommend multifarious cost related task scheduling algorithms.
More advanced algorithm designed on these factors are introduced by innovators or
researchers such as Activity Based Cost, Particle Swarm Optimization, DLA
(Double Level Priority) and Balancing the Load [1–3, 6–13] etc.

This paper proposes an implementation view for scheduling techniques with
simulated outcome in CloudSim3.0 simulator by taking the factor cost and bal-
ancing the load.

The remaining part of this research paper is implemented as followed: Sect. 2
explains/methodology. Section 3 derives the implementation by simulation and
analysis. Section 4 shows the conclusion.

2 Various Task Schedulings

This research paper examined with traditional method i.e. First Come First Serve
and optimized scheduling methods i.e. VMT, PSO, QoS, ABC. Brief introduction
for every scheduling is described here:

Generally First Come First Serve algorithm is take it as by default scheduling to
explain any traditional concept of scheduling because there is no priority for any
parameter and its very simple in implementation without any error.

Now comes to optimized or prioritized scheduling concepts. First optimized
method is explained a tree form hierarchy named Virtual Machine_Tree for proper
running of input tasks with including the concept of priority for machines and for
cloudlets/tasks also. Depth First Search is modified according to scheduling concept
to get effective output [4].

Second optimization technique introduces an algorithm which relates the method
of small position value (SPV). Particle Swarm Optimization (PSO) is used to reduce
the execution cost for task scheduling in cloud computation [3].

QoS-driven is the third method used in this paper that proposed a concept with
considering many task attributes like privileges of application, expectation, length
of executed task and the time awaiting in series to execute and sort applications by
the priority [5].

ABC (Activity Based Costing) is the fourth one that introduces an optimized
method based on priority in terms of benefit for SP (service provider). The
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traditional concept of task processing cannot fulfill the user’s requirement.
Activity-based method measures the every event or activity cost for all objects and
the outcome is better than traditional method in Cloud Computation [2].

2.1 Methodology

Figure 1 At step first, all optimized methods and traditional scheduling algorithm
have been compared using simulator CloudSim3.0. Comparison shows that opti-
mized algorithms (priority concepts) are always perform better than the traditional
methods. Load balancing and allocation cost parameter are calculated in these
comparisons. At the final step, outcome of this research paper is very able to find an
effective technique that executes or performs good to get more resource utilization
and reduce cost.

3 Simulation

CloudSim3.0 simulator is used to simulate the all these task scheduling algorithms
explained above. To compare the effective performance under many distinct
parameters. An open environment is considered with two host node to implement
the scheduling techniques with thirty autonomous tasks. It can be dynamically
changed throughout the simulation. This simulation mainly focuses on the load
balancing and cost factors between these scheduling methods.

To estimate the effective performance of scheduling methods, datacentres, vir-
tual machines and many cloudlets based on user’s requirement are created in
simulator. Now time to schedule the tasks based on all entire scheduling methods
for example, virtual machine tree [4], particle swarm optimization [3] and
QoS-driven [5] activity based costing [2].

3.1 Performance Metrics

We have evaluated the scheduling techniques using allocation cost and load bal-
ancing metrics and compared with traditional scheduling algorithm. Parameters are:

Traditional Task Scheduling Algorithm i.e. 
FCFS

Optimized Task Scheduling Algorithms i.e. 
VMT, PSO, Qos, ABC

Comparison

Fig. 1 Basic model for implementing task scheduling
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(1) Size of virtual machine is 10,000 with 512 memory allocation, 250 instruc-
tions per seconds, 100 BandWidth.

(2) Length of task is 40,000 and the file size is 300.
(3) Memory allocated for host is 16,384, 1,000,000 for Storage, 10,000

BandWidth.

The structure designed for the CloudSim tool is includes two datacenters, thirty
virtual machines, two hosts in each DC and 4 Processing Element (PE) or CPU
cores for each host. Implementation has been done using 50 tasks to analyze the
algorithms for much number of tasks/cloudlets. As the cloudlets (applications) are
submitted by the user it is the task of the cloud broker (Behalf of client, Cloud
broker works and search the best virtual machine to execute the application, the VM
is selected by measuring the various parameters, for example size, bandwidth, cost)
to allocate those tasks to the VM and then Virtual Machine Manager selects the host
on which this VM should be worked based on the allocation policy of virtual
machines. When VM is assigned to the host then VM starts for execution.
Every VM has a virtual processor called PE (processing element) in CloudSim.
The VM can have much processors or process elements which simulates the real
multi-core CPUs.

Cost is measured by:

Cost ¼ datacenterhost:costPerStorage � vm:sizeþ datacenterhost:costPerRam � vm:ram

þ datacenterhost:costPerBw � vm:bw

þ datacenterhost:costPerMips � vm:mips � vm:numberOfPesð Þ;

Load balancing is measured by:

AL ¼ VmL=n

AL represents average load.
VmL represents Load of virtual machines is calculated by the load average of the
cloudlets that execute on it.
n represents number of virtual machines.

3.2 Simulation and Results

3.2.1 Load Balancing Parameter

With designing the environment, Fig. 2 illustrates 10–50 input tasks and five virtual
machines are taking for calculate the load balancing parameter in traditional method
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and optimized method. By introducing the figure, much number of input cloudlets
runs on that machines have high memory, instructions and bandwidth in VM_tree
optimization algorithm. While load are same for all VM’s in FCFS algorithm.

3.2.2 Cost Parameter

With designing the environment, 10–100 cloudlets and thirty virtual machines are
taking and calculate the cost factor with four all optimized methods illustrated below.

Figure 3, explains the comparison between VM_Tree and FCFS scheduling
algorithms with allocation cost metrics against the number of cloudlets. It identifies
that allocation cost is increased in VM_Tree optimized scheduling algorithm.

Virtual Machines
Cloudlet

Fig. 2 Comparison with load balancing factor between VM_Tree and FCFS method

Cost
Cloudlets

Fig. 3 Variation in cost factor between VM_Tree and FCFS scheduling
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Hence proved that VM_Tree task scheduling method is perform good in load
balancing factor only.

This approach can also be justified by rest of the algorithms with cost parameter
only.

Figure 4, illustrates the comparison between PSO and FCFS task scheduling
algorithm with parameter allocation cost against the number of cloudlets.

Figure 5, measuring the allocation cost is against the number of cloudlets and
shows the comparison between QoS and FCFS (First Come First Serve) task
scheduling algorithm. An optimized method i.e. Qos gives better performance from
the traditional one.

Figure 6, illustrates the comparison between ABC and FCFS task scheduling
algorithm based on cost against the number of cloudlets. It clearly identifies that
allocation cost is reduced in optimized scheduling algorithm.

Results of this study proved that all the optimized task scheduling algorithms are
very efficient.

Fig. 4 Variation in cost factor between PSO and FCFS scheduling

Fig. 5 Variation in cost factor between QoS and FCFS scheduling
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4 Conclusion and Future Work

The traditional way of task scheduling in cloud computing is to execute or schedule
the task is very difficult. For proper utilization of resources and optimal solution
with task scheduling algorithms in cloud computing is very important according to
its hike fame day by day. With considered the load balancing and cost parameter for
virtual machine tree optimized task scheduling algorithm, proved that cost
parameter is not so efficient with this algorithm. Apart from this result other
comparisons are also implemented in this paper with cost parameter in cloud
computing environment. Many more users’ requirements will consider in future,
such as resource reliability and availability to further enhance the scheduling
techniques.
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The State of the Art in Software Reliability
Prediction: Software Metrics and Fuzzy
Logic Perspective

S.W.A. Rizvi, V.K. Singh and R.A. Khan

Abstract Every day a bulk of software are developed by industries to fulfill
the customer and user requirements. Definitely, it has increased the facilities but on
the other hand it also increase the probability of errors, faults, failures and also the
complexity in the system that subsequently reduces the understandability of the
software, make the software more error prone, highly complex and less reliable. As
reliability in software based systems is a critical issue, its prediction is of great
importance. In this paper, the state of the art in Software Reliability prediction has
been presented with two perspectives; Software Metrics and Fuzzy Logic. The
overall idea of the paper is to present, analyze, investigate and discuss the various
approaches as well as reliability prediction models that are based on either relia-
bility relevant metrics or Fuzzy Logic or both. At the end, paper presents a list of
critical findings identified during literature review of various prediction models.

Keywords Software reliability � Fuzzy logic � Software metrics � Software defects

1 Introduction

The computer system is the loco that drive the scientific investigation, business
decision making and engineering problem solving. In the modern scenario com-
puterization and electronic system contain a significant presence of software.
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Each sector whether it is transportation, telecommunication, military, industrial
process, home appliances, entertainment offices, aircrafts or even wristwatches is
highly influenced by computer and internet. Today, the software drives a huge
spectrum of activities from elementary education to genetic engineering [1]. With
the beginning of the computer era, computers are bringing drastic changes to human
life in all respects. Dependences of everyone over the computers have increased and
at the same time internet has reduced the distance between geographical boundaries
all over the globe. Even sitting at home anyone can manage and handle their
responsibilities and assignment through the internet [2]. Such dependence on
computers creates a pressure on the industry to develop more user friendly software
and consequently increases the probability of commenting errors, faults and making
the software less reliable [3].

In general software reliability is defined as ‘how well the software meets its
requirements’ and also ‘the probability of failure free operation for the specified
period of time in a specified environment’ [4–6]. The literature exposes many
unpleasant happenings related to failure of software in the health and defense
sectors [2–4, 7, 8] due to that many people lost their lives. One of the major causes
behind all these misshaping is the presence of unreliable software. This paper is
organized as follows; Sect. 2 presents the survey of metrics based software fault and
reliability prediction, while fuzzy logic based approaches and models are presented
in Sect. 3. Section 4 provide summary of critical findings identified during literature
review. Section 5 presents some directions emerging out of the critical finding,
while the paper concludes in Sect. 6.

2 Metric Based Software Fault and Reliability Prediction

In the last two decades a number of software defect prediction models has con-
sidered different categories of software metrics such as traditional software metrics,
process metrics and object oriented software metrics [9–12]. However, considering
all the software metrics whether they are traditional or object oriented or process
metrics, to predict software defects have some flaws, like expensive application and
processing cost, presence of less significant metrics in the considered combination,
presence of computationally complex metrics, correlation between some of the
metrics in the considered combination and so on. In a study [13] author has shown
that the appropriate selection of software metrics plays a crucial role in improving
the defect prediction as well as prediction accuracy of the proposed model or
approach.

In a similar research Li et al. [14, 15] proposes a framework to choose the
software engineering measures that are the best software reliability predictors. The
studies further highlight that using these reliability measures during different stages
of software development lifecycle may result in the development of more reliable
products. Studies [16, 17] highlight size of the software as the main factor
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influencing the number of residual defects in software. Fenton and Neil in [18] said
that most of the software fault prediction models are based on size and complexity
metrics in order to predict the residual defects. In [19] predictive models were
proposed that include a functional relationship of program error measures with
metrics related to the complexity of the software. Through the regression analysis,
authors had explored the association between software complexity and the residual
defects. The study further concluded that the residual defects in the software can be
predicted through software complexity or software size metrics. One of the
researches [20] also focuses on software size metrics as a measure of the intrinsic
complexity of the software. Maa et al. [21] analyze the capability of requirement
metrics for predicting software defect during design phase. A software reliability
predictor was built using requirement and design metrics in the early stage of the
SDLC. The study compares six machine learning algorithms against the require-
ments based metrics, design metrics and their combination to analyze the ability of
metrics for software defect prediction.

In [22] Okutan and Yildiz have used Bayesian networks to know how software
metrics are related with defect proneness? The study had used metrics data from the
promise repository. Beside the software metrics available in promise repository,
authors defined two more metrics NOD (based on the number of developers) and
LOCQ (related to the quality of source code). On the basis of the results from the
experiments, the study had inferred that, on defect proneness, the three metrics
CBO, WMC, and LCOM were not as effective as RFC, LOC, and LOCQ. Besides
that the study had also highlighted that the two metrics NOC and DIT had very
restricted effect and are undependable.

Mohanta et al. [23, 24] proposed a fault model, based on bottom-up approach,
for early prediction of the reliability of object-oriented software through the
architectural design metrics. Initially a probabilistic approach, Bayesian Belief
Network was adopted to predict the software reliability of the components.
Subsequently reliability of the system was predicted on the basis of component’s
reliabilities along with their usage frequencies. In [10] Catal et al. highlighted the
method-level metrics as the most dominant metrics in fault prediction research area.
Radjenovic et al. [9] in a systematic literature review highlighted that, the most
frequently used object-oriented metrics are the metrics proposed by Chidamber and
Kemerer. Besides that the study also inferred that comparing on the usage fre-
quency, the object-oriented metrics were used twice than the traditional process
based metrics or the metrics based on source code. As long as fault prediction is
concerned, object-oriented metrics have been proved to be more successful than the
conventional metrics based on size and complexity of the software.

From the above it could be easily inferred that the software metrics are playing a
prominent role in ensuring the software reliability as well as the quality of the
software. The only thing that it to be taken care of, is the selection of appropriate
and suitable combination of software metrics in the context of the development
phase where the reliability is to be predicted.
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3 Fuzzy Logic Based Software Defect and Reliability
Prediction

Looking at the literature it can be noticed that conventional or statistical calcula-
tions are considering only accurate computations and ignoring the fuzziness and
uncertainties. In fact the term fuzzy denotes imprecision, approximate reasoning,
uncertainty and noisy environment [25]. The concept of fuzzy sets was introduced
by Zadeh [26] to represent vagueness in linguistics as a mathematical way. It can be
considered a generalization of classical set theory. Many researchers had con-
tributed [27–32] in the area of reliability prediction using fuzzy logic. Pandey and
Goyal [30] have proposed an early fault prediction model that is based on software
metrics and developing organization’s CMM level. Total eight metrics was iden-
tified and used with fuzzy system to predict the defects at the end of each phase of
software life cycle and thereafter overall reliability of the software product. The
study has considered the fuzzy profiles of various metrics in different scale, but has
not explained the criteria used for developing these fuzzy profiles. Yadav et al. [31]
present a model that predicts the number of residual faults before testing stage. The
study had used the software metrics along with fuzzy logic to predict the remaining
defects of the software that are expected during testing or when the software would
be actually used.

In the Ph.D. submitted at Florida Atlantic University [33], Zhiwei Xu had
studied the fuzzy logic in Software Reliability Engineering, along the different
dimensions. The focus of his study was on how fuzzy based expert system could be
used for early risk assessment? In [34] authors had developed a model for reliability
improvement that makes use of data mining and software metrics. The model had
exploited the potential of one of the data mining technique known as classification
to categorize a software module as faulty or free from the factors that may cause
faults. The study used ID3 algorithm to construct the decision tree. The information
gained from decision tree helped to develop fuzzy rules and incorporated in fuzzy
inference system. In the paper [35] Aljahdali explored the applications of fuzzy
techniques to develop a SGRM (Software Reliability Growth Model). The proposed
fuzzy model is a collection of linear sub-models those are joined together using
fuzzy membership functions.

Recently, [32] developed a multistage fuzzy logic based model for residual fault
prediction. In another study Yadav et al. [28], proposed an approach based on fuzzy
logic to improve reliability. Fuzzy reasoning method is used by considering sub-
jective information to generate crisp output. This crisp output is incorporated into a
Bayesian framework to estimate the reliability. Khalsa [27] identified the high risks
components early in the design phase. Fault prone modules are identified using the
C&K metrics, while the defect density of the modules through MOOD metrics.
Further, by the use of the fuzzy logic toolbox an algorithm was also suggested to
identify the fault proneness and defect density of modules. In another fuzzy logic
based study Yuan et al. [29] established a method for evaluation of software relia-
bility using a Fuzzy-Neural hybrid network. The study proposed “Adaptive-Network
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based Fuzzy Inference System” (ANFIS) model to improve the accuracy of relia-
bility prediction. The network was trained and verified that the ANFIS training speed
is faster than the Radial Basis Function Network (RBFN).

In [36–38] yadav proposed a phase-wise model for defect prediction. Model is
based on Fuzzy Logic and the nine metrics. At the end of the each phase of the
SDLC the defect density indicator metric was predicted and subsequently used as
an input for the next stage of the product development. The relevant metrics are
judged as per linguistic terms and fuzzy techniques were applied in order to develop
the model. Predictive accuracy of the model was validated using the data of twenty
real software projects. The predicted defects of twenty software projects were found
very near to the actual defects found in the testing phase. A new approach was
introduced by Aljahdali et al. [39] using Fuzzy Logic and Normalized Root of
Mean of the Square of Error (NRMSE) for software reliability prediction. This
design of the fuzzy model was based on the Takagi-Sugeno (TS) fuzzy model.
Their experimental work includes three different applications Real-Time and
Control, Military and Operating System.

On the basis of above paragraphs it is evident that the Fuzzy Logic has proved its
usefulness in capturing and processing subjective information in the early stages of
software development. The key issue is how it is applied in making the software
product more reliable.

4 Summary of Critical Findings

Following is the list of critical findings, identified during the above literature review
of software faults and reliability prediction models:

1. In the absence of failure data during the early stages of product development
appropriate software metrics may be a suitable mean of reflecting the expert
knowledge regarding failure information and help in reliability prediction.

2. The unrealistic assumptions, smaller size of software testing data, probabilistic
approach based prediction models and the fact that some measures cannot be
defined precisely, are the key reasons that a fuzzy logic based approach should
be consider for predicting the software defects.

3. To improve the defect prediction as well as prediction accuracy, appropriate
selection of software metrics is very significant.

4. Predicting the software reliability early will be useful for both software engi-
neers and managers since it provides vital information for making design and
resource allocation decisions and thereby facilitates efficient and effective
development process. Therefore, it is reasonable to develop models that more
accurately predicts the number of faults/defects that are propagating undetected
from one stage to the next. Such an effort would minimize or at least reduce
future maintenance effort of the software also.
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5. The fuzzy set theory has emerged as an alternative to capture the vagueness,
uncertainty and imprecision present in the information. Therefore, in early
stages, where the data is inadequate or is present in form of ‘knowledge’, use of
fuzzy logic would be more appropriate. Any model based on Fuzzy Techniques
help in the prediction of software residual defects.

6. It is evident from the literature that a significant number of models have been
proposed by different researchers for estimation/prediction of software relia-
bility in the past three decades, but these traditional reliability prediction
models are neither universally successful in predicting the reliability nor gen-
erally tractable to users.

7. In the absence of failure data, while the software is in its early stages of
development, reliability can be predicted in the light of those software metrics
that are reliability relevant, maturity level of the developer and expert opinions.
It can be noticed from some of the studies that software metrics along with the
process maturity play a crucial role in early fault prediction. Therefore, it seems
quite reasonable to integrate reliability relevant software metrics with process
maturity for improved fault prediction accuracy.

8. A significant number of studies in the literature are concluding that number of
residual faults are inversely proportional to the software reliability, means
system reliability will be lesser as the number of residual faults (defects) in the
system becomes more and vice-versa. Although there are a number of faults
prediction models was proposed, but predicting faults in the absence of field
failure data before testing phase are rarely discussed. Therefore, considering the
role of residual faults in reliability prediction, more accurate models are needed
to predict residual defects as early as possible.

9. It is not always feasible or necessary to predict the exact number of fault in a
software module. Therefore some categorical measure is expected that helps to
classify a module as faulty or free from the factors that may cause faults. Such
measure will definitely help in improving the reliability.

10. In order to deliver reliable software, fuzzy techniques are playing a critical role.
These techniques are emerging as robust optimization techniques that can solve
highly complex, nonlinear, correlated and discontinuous problems. As the most
of the early stage metrics are not very comprehensible and involve uncertain-
ties. That’s why fuzzy techniques have found useful in capturing and pro-
cessing subjective data of these metrics. Therefore, fuzzy techniques are
considered to be an appropriate tool in these situations.

5 Points to Ponder

This section of the paper pondering some suggestions on the basis of the literature
review presented in previous sections.

1. In order to develop and deliver reliable software, timely prediction, identifica-
tion and subsequent fixation of residual faults is of great significance.

634 S.W.A. Rizvi et al.



2. In order to accomplish this task researchers are bound to depend on early stage
measures. But generally in early stage of development sufficient objective data is
unavailable, as most of the measures are subjective in nature and based on
expert opinions.

3. Therefore, to handle such inherent subjectivity and uncertainty fuzzy techniques
have come up as a reliable tool in capturing and processing subjective values of
software metrics.

4. Only a few fuzzy based reliability models are present in the literature. But the
main issue is the time and the stage of SDLC. These existing models are helping
developers either by the end of coding stage or in the testing phase. This
provides very late feedback to improve internal characteristics.

5. Therefore, there is an evolving need to develop a fuzzy based early reliability
prediction model that guides the software developers before the start of the
coding phase. Such early feedback and guidance allows them to make appro-
priate corrections, remove irregularities and reduce complexity in order to
develop reliable quality software.

6 Conclusion

Specifically, it could be conclude that prediction of residual defects and software
reliability is going to be a continuing challenge for many years to come. The critical
review of models for predicting software fault and reliability prediction has shown
that software metrics along with fuzzy logic techniques definitely prove to be a
better approach in predicting the software reliability and residual defects. One
important observation, that is being noticed that predicting reliability early in the
development life cycle would provide software designers and developers an
opportunity to appropriately alter the architecture of the software system, early in
the development life cycle, for better reliability that leads to the overall reduction of
future maintenance costs as well.
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An Indexed Approach for Multiple Data
Storage in Cloud

Saswati Sarkar and Anirban Kundu

Abstract A cloud based data storage technique is going to be proposed in this
research. Cloud based multiple data storage technique exhibits multiple data storage
within a particular memory location using indexing. Proposed cloud based tech-
nique involves searching and storing data with less time consumption. Data ana-
lyzer, data transmission, and data acquisition in cloud have been introduced in this
paper. Dynamic memory space allocation in cloud has been demonstrated. The
paper introduces data searching and indexing techniques. Time and space analysis
are represented graphically in this paper. Hit ratio in real-time scenario has been
demonstrated in our work. Proposed cloud based multiple data Storage technique
reduces memory access time. Comparisons have been shown for time difference
realization.

Keywords Indexing � Hashing � Storage � Data searching � Cloud � Cloud based
memory � Storage controller � Data acquisition � Data transmission

1 Introduction

Storage is a system maintaining data using electromagnetic or optical form. Data
typically are being accessed by computerised processors. Storage system compo-
nents are application, file system, I/O library, and Storage controller [1, 2]. Capacity
of main memory is lower than secondary memory and it has high cost than sec-
ondary memory. The speed of cache memory is higher than primary memory as
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well as secondary memory. It has high cost and low capacity than primary memory
and secondary memory [3].

The memory unit is essential component in digital computer. Memory unit is
needed for storing information, data, instruction and program. Cache memory and
main memory are the parts of memory unit.

Cache memory is a special high speed memory. It is a technique used to com-
pensate speed mismatch between CPU and main memory using fast cache memory.
Cache memory is small in size and high cost. There are two types of cache
memories in use (L1 and L2) [4].

Volatile RAM is classified as static RAM and dynamic RAM. Non-Volatile
ROM is classified as PROM, EPROM, and EEPROM [5].

Cloud based memory is faster and cheaper. It is not only cheaper to access
memory than disk but also this cloud based memory is cheaper to access another
computer’s memory through the network. Cloud is typically a terminology used for
describing distributed network using internet. It is an abstract concept used for
internet based development and services [6].

Data searching is a technique to find the location of a given item or data within a
collection of items. It is an efficient, scalable, and cheap procedure.

Data acquisition system (DAQ) maintains distinct sensors having related hard-
ware and software. Data are transferred between two or more digital devices in case
of data transmission [7, 8].

Cloud storage [9, 10] is a service model in which data is maintained, managed
and backed up remotely using advanced techniques of networking using internet.
Cloud has been a driving force to supply desired resources based on clients’ choice
for minimizing overall expenses along with virtualization [11].

2 Proposed Work

Main memory stores data and searching refers to the operation of finding location of
particular data. Hashing and indexing are used for searching data. Index shows the
exact position of a data within a particular memory location and calculates hit ratio
as required in our proposed technique. The proposed cloud based technique store
multiple data in a particular memory location using searching and indexing and
counting number of hits and calculate hit ratio.

Consider, an array of size (4 * 10) having first room address “7 A00”.
∴ Storage location of Data a00 = 7 A00. It is considered as cluster 1, and mathe-
matically it is represented as 0 having binary value “000”.
∴ Storage location of Data a01 = 7 A01. It is considered as cluster 2, and mathe-
matically it is represented as 1 having binary value “001”.
∴ Storage location of Data a02 = 7 A02. It is considered as cluster 3, and mathe-
matically it is represented as 2 having binary value “010”.
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∴ Storage location of Data a03 = 7 A03. It is considered as cluster 4, and mathe-
matically it is represented as 3 having binary value “011”.
∴ Storage location of Data a04 = 7 A04. It is considered as cluster 5, and mathe-
matically it is represented as 4 having binary value “100”.
∴ Storage location of Data a05 = 7 A05. It is considered as cluster 6, and mathe-
matically it is represented as 5 having binary value “101”.
∴ Storage location of Data a06 = 7 A06. It is considered as cluster 7, and mathe-
matically it is represented as 6 having binary value “110”.
∴ Storage location of Data a07 = 7 A07. It is considered as cluster 8, and mathe-
matically it is represented as 7 having binary value “111”.
Further data are stored in a similar fashion as shown above depending on the last
three digits as follows:
Storage location of Data a08 = 7 A08. It is considered as cluster 1, and mathe-
matically it is represented as 8 having binary value “1000”. Consider last three
digits which are “000”. Therefore, this value should be stored in cluster 1.
∴ Storage location of Data a09 = 7 A09. It is considered as cluster 2, and mathe-
matically it is represented as 9 having binary value “1001”. Consider last three
digits which are “001”. Therefore, this value should be stored in cluster 2.
Data are stored in main memory (MM) from address 7 A00 to 7 A07. So, 8 frames
are required. Total size of MM = 8 * 4 = 32 kB.
∴ Data a00 and a08 are stored in 7 A00 having space (frame) size of 4 kB. If a00
and a08 are of “long integer” data type (maximum), then it would take space of 20
(10 + 10) bytes. Two data are separated by “,” which is 1 byte of size. So, total size
is 21(20 + 1)21 bytes in maximum (≤4 kB). Therefore, more than one data could be
stored in one frame of main memory. Similarly, a01 and a09 are stored within same
frame, and so on. Thus, cache memory access time is reduced, and hit ratio is
increased in proposed technique.

2.1 Formation of Dynamic Memory Space in Cloud

As memory gets allocated at run time, dynamic memory space is being formed. The
essential requirement of memory management is to provide way to allocate memory
dynamically. Proposed dynamic memory space allows a program to obtain more
memory space in real-time. It typically releases memory when no space is required.
In our proposed approach, key values are allocated in a particular memory location
in dynamic manner. Multiple key values are being allocated in same location(s)
using delimiter. Memory space is being reduced. Figures 1 and 2 have shown
memory space utilizations in existing approach and proposed approach respectively.

Fig. 1 Memory space allocation
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2.2 Data Analyzer in Cloud

Data analyzer is important for data recovery in cloud. Data recovery is a process to
handle data when the data is damaged and/or corrupted. It is also used to recover
failed data. This is typically a process for evaluating data using analysis examining
each component of data collected from various sources. In our approach, data
replacement policy is initially not encouraged. All data are stored in main memory
without using replacement or swapping.

2.3 Data Transmission in Cloud

In our proposed approach, more than one data are stored in one main memory
location. When Cache memory is needed to search a particular data, the searching
method is easy because in our proposed approach memory space is reduced. Data is
transmitted from main memory to cache memory, only if hit is occurred.

2.4 Proposed Algorithms

Our proposed Algorithm 1 is used to store more data in a particular location of
memory space of cloud and subsequently searching data from memory location and
calculate hit ratio.

Algorithm 1: Calculate_HitRatio_of_Main_Memory

Input: Number of elements, Serial data, Base address of an array 
Output: Hit ratio 
Step 1: Three_Digit_Binary_Number = Convert (Last_Digit_of_Memory_Address) 
Step 2: Check (Three_Digit_Binary_Number) 
Step 3: If (Memory_Location (Three_Digit_Binary_Number) = = Empty) then 
Step 4:   Store(Serial_Data, Number_of_Elements) 
Step 5. Else If (Memory_Location (Three_Digit_Binary_Number) != Empty) then 
Step 6:   Index (Number_of_Elements) 
Step 7:   Store (Serial_Data, Number_of_Elements, Index) 

//Index shows the exact position within a particular memory 
location 

Step 8: Hit_Ratio = Search (Data) 
Step 9: Stop 

Fig. 2 Dynamic memory space allocation
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In this Algorithm 1, element, serial data and base address of an array are taken as
inputs. Last digit of memory address is converted to three digits of binary number.
Data are stored in a particular memory location one after another. If more than one
data have same memory address, then all those data are stored into one frame.
Finally, hit ratio has been calculated.

Algorithm 2: Index (Number_of_Elements)

Input: Number of elements stored within particular memory array, Data storage 
structure within same location 
Output: Index position 
Step 1: Search (Number_of_Elements) 
Step 2: If (found) then 
Step 3:   Generate (Index) 
Step 4: Stop 

In this Algorithm 2, elements and data storage structure are taken as inputs for
searching elements. If the elements are found, then an index has been generated to
find out particular index position.

Algorithm 3: Generate (Index)

Input: Kth key value
Output: Index

Step 1: Key_Value_Location = Remainder (Key_Value(K), Length_of_Array)
Step 2: If (more than one key values → same Key_Value_Location) then
Step 3: next_key_value_locations → (A + 13), (A + 23), (A + 33), …//A is first

location
Step 4: Stop

In this Algorithm 3, key value is taken as input. Key value is divided by length
of an array and calculates the remainder which is key value location. If more than
one value has same location, then next key value location would be {(A + 13),
(A + 23), (A + 33), …} where A is the first location.

3 Experimental Results

In Fig. 3, X-axis is denoted by time in seconds and Y-axis is denoted by load of
main memory. Figure 3 is the real-time observations of main memory usage in
respect of time, and it exhibits a little bit more usage of main memory while
following our proposed approach. Figure 3 also shows the comparison of main
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memory load between “before proposed approach execution” and “after proposed
approach execution”. It means our approach does not require huge memory.

In Fig. 4, X-axis is denoted by time in seconds and Y-axis is denoted by load of
secondary memory. Figure 4 is the real-time observations of secondary memory
usage with respect to time, and it exhibits actual usage of secondary memory while
following our proposed approach. This graph is the comparison of memory load
between “before proposed approach executions” and “after proposed approach
execution”.

In Fig. 5, X-axis is denoted by time in seconds and Y-axis is denoted by total
load of CPU. Figure 5 is real-time observations of CPU usage in respect of time.
This graph exhibits that CPU is busy around 50 % while our proposed approach is
being executed. Remaining 50 % of CPU is free to access by other programs.

Fig. 3 Real-time observation of main memory load

Fig. 4 Real-time observation of secondary memory load
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3.1 System Comparison

Existing approach

We have considered an array of size “4 * 10”. Suppose first room address is “7
A00”. Then, data is stored in “row major” order in main memory. Therefore, each
room is considered as frame. Typically, size of one frame is 4 kB. So, total size of
main memory is 40 kB considering only first row. Same concept has been applied
for further rows of main memory of each server within the cloud.

Proposed approach

An array of size “4 * 10” has been considered. Suppose first room address is
“7 A00”. Data of a00 is stored in 7 A00 which is considered as “Cluster 1” or “000”

Fig. 5 Real time observation of CPU load

Fig. 6 System comparison graph
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in binary. Data of a01 to a07 are stored in 7 A01 to 7 A07 respectively having
distinct clusters. Further, data of a08 onwards are stored in similar fashion as
described in Sect. 2.

Figure 6, represents the comparison between the existing approach and the pro-
posed approach with respect to hit and miss. In existing approach, if key values are
increased, then miss is also increased in a proportionate way. In proposed approach, if
key values are increased, miss would not be increased up to certain limit.

4 Conclusion

The proposed cloud based storage technique is used to store and search data having
less time consumption. Memory access time is reduced. In this technique, data are
stored in less memory space using concatenation technique. Memory space is also
reduced in proposed approach. Better results have been shown in our approach
compared to existing storage technique.
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Design New Biorthogonal Wavelet Filter
for Extraction of Blood Vessels
and Calculate the Statistical Features

Yogesh M. Rajput, Ramesh R. Manza, Rathod D. Deepali,
Manjiri B. Patwari, Manoj Saswade and Neha Deshpande

Abstract World health organization predicts that in year 2012 there are about
347 million people worldwide have diabetes, more than 80 % of diabetes deaths
occur in different countries. WHO projects that diabetes will be the 7th major
cause leading death in 2030. Diabetic Retinopathy caused by leakage of blood or
fluid from the retinal blood vessels and it will damage the retina. For extraction of
retinal blood vessels we have invent new wavelet filter. The proposed filter gives
the good extraction result as compare to exiting wavelet filter. In proposed
algorithm, we have extract the retinal blood vessels features like area, diameter,
length, thickness, mean, tortuosity, and bifurcations. The proposed algorithm is
tested on 1191 fundus images and achieves sensitivity of 98 %, specificity of
92 % and accuracy of 95 %.
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1 Introduction

Diabetes, which can be characterized as a continuing increase of glucose level in the
blood. Diabetes has become one of the most fast increasing health intimidations
worldwide. Diabetic retinopathy is the highest common diabetic eye disease, occurs
when blood vessels in the retina changes unusually. For extraction of diabetic
retinopathy lesions the digital image processing techniques is widely used by the
researcher. In proposed algorithm we have design new wavelet filter for extraction
of retinal blood vessels. A wavelet is a localized function that can be used to capture
informative, effective, and useful descriptions of a signal. If the signal is charac-
terized as a function of time, then wavelets provide efficient localization in both
time and either frequency or scale. Despite its short history, wavelet theory has
established to be a powerful mathematical device for analysis and synthesis of
signals and has found effective applications in a noteworthy diversity of disciplines
such as physics, geophysics, numerical analysis, signal processing, biomedical
engineering, statistics, and computer graphics. Number of basic functions that can
be used as the mother wavelet for wavelet transformation. Since the mother wavelet
produces all wavelet functions used in the transformation through translation and
scaling, it governs the characteristics of the subsequent wavelet transform [1–7].

The authors proposed a method to support a non-intrusive analysis in current
ophthalmology for early detection of retinal infections, treatment assessment or
clinical study. This study emphasizes on the bias correction and an adaptive his-
togram equalization to enhance the retinal blood vessels. Formerly the blood vessels
are extracted by probabilistic modelling that is improved by the expectation max-
imization algorithm. For evaluation these results STARE and DRIVE fundus image
database is used [8]. The proposed method use the mathematical morphology and a
fuzzy clustering algorithm with purification procedure. The proposed algorithm has
tested on retinal images, and experimental results show that the algorithm is very
effective for retinal blood vessels extraction [9].

Fundus Image 
Database

Input (Fundus Image)

Preprocessing

Green 
Channel 

Extraction

Intensity 
Transformati
on Function

Design New 
Biorthogonal 
Wavelet Filter

Blood Vessels  

Area Diameter Length Thickness Mean Toutrtosity Bifurcations

Fig. 1 Workflow for extraction of retinal blood vessels and calculate the statistical features
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2 Methodology

The block diagram proposed system is depicted in the Fig. 1. Initially preprocessing
is done for fundus image enhancement. For this preprocessing we have extracted
the green channel and then apply intensity transformation function. Afterward
design new wavelet filter for extraction of retinal blood vessels.

2.1 Biorthogonal Wavelet

The biorthogonal wavelet transform is invented of the decomposition process and
the reconstruction process by using two different wavelets W and ~W. W is used in
the decomposition process, and ~W is used in the reconstruction method. W and ~W
are the dual and orthogonal to each other, and this association is called biorthog-
onal. There are two scale functions / and ~/. in the above processes, these two scale
functions are also dual and orthogonal. One is used in the decomposition process,
and the second is used in the reconstruction process. So, there are four filters in
biorthogonal wavelet transform. They are the decomposition low-pass filter hnf g,
the decomposition high-pass filter gnf g, the reconstruction low-pass filter ehn

n o
and

the reconstruction high-pass filter egnf g [10].

2.2 Discrete Cosine Transform (DCT)

As for discrete cosine transform (DCT), we have

CT i; jð Þ ¼
1ffiffiffi
N

p ; j ¼ 0; i ¼ 0; 1; . . .;N � 1ffiffiffi
2
N

q
cos j 2iþ 1ð Þp

2N ; j ¼ 1; 2; . . .N � 1; i ¼ 0; 1; . . .;N � 1

8<
: ð1Þ

Hi jð Þ ¼
XN�1

i¼0

CT i; kð ÞC k; jð ÞF kð Þ; i; j ¼ 0; 1; . . .;N � 1: ð2Þ

When Eq. (2) is applied to Eq. (1),

Hi jð Þ ¼ 1
N

F 0ð Þþ
XN�1

k¼1

2cos
k 2iþ 1ð Þp

2N
cos

k 2jþ 1ð Þp
2N

F kð Þ
" #

: ð3Þ
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Because of Hi jð Þ ¼ Hj ið Þ, we get

Q nð Þ ¼ Q �nð Þ; n� 0; 1; . . .;N � 1: ð4Þ

Therefore, the frequency response of the system is

H ejx
� � ¼ Q 0ð Þþ 2

XN�1

k¼1

Q kð Þ cos kxð Þ: ð5Þ

So, the system has strict zero phase characteristics and is an all phase filter.

2.3 Design of Biorthogonal Wavelet

2.3.1 Filter Coefficients Solver

The transfer function of Discrete Cosine Sequency Filter (DCSF) in DCT domain
can be gotten with Eq. (5):

H zð Þ ¼ Q 0ð Þþ
XN�1

k¼1

Q kð Þzk þQ �kð Þz�k
� �

: ð6Þ

Obviously, Q1=2 is consistent to the coefficients of each decomposition and
reconstruction filter. Because of the strict zero-phase characteristic, we know
Q kð Þ ¼ Q �kð Þ: It means that coefficients of the biorthogonal wavelet transform
must meet the requirement of symmetry

h2k�n ¼ hn; g2k�n ¼ gn; ~h2k�n ¼ ~hn; ~g2k�n ¼ ~gn: ð7Þ

In different wavelet transforms, Q1=2 is consistent to different filters hnf g; gnf g;
~hn

� �
and ~gnf g the details are described as follows:

Decomposition filter: low-frequency QL kð Þ ¼ hk, input signal x nð Þ;
high-frequency QH kð Þ ¼ gkþ 1, output signal x nþ 1ð Þ.

Reconstruction filter: low-frequency QL kð Þ ¼ ~hk, input signal x nð Þ;
high-frequency QH kð Þ ¼ ~gkþ 1, output signal x nþ 1ð Þ.

Having transfer function of the system, the method for solving the coefficients of
each filter is as follows:

(1) Firstly, the filter order is defined as N, in corresponding filters
hnf g; ~hn

� �
; gnf g; ~gnf g; N ¼ max nð Þþ 1;

(2) If Q1=2 is recognized, the filter parameter F can be obtained.

650 Y.M. Rajput et al.



2.3.2 Design New Wavelet Filter Using MATLAB

Step 1: Create a biorthogonal wavelet of type 2
Step 2: Create the two filters linked with the biorthogonal wavelet and save them

in a MAT-file.

Rf ¼ 1=21=2½ �;
Df ¼ 7=8 9=8 1=8 �1=8½ �=2;

Step 3: Add the new wavelet family to the pile of wavelet families.
Step 4: Display the two pairs of scaling and wavelet functions.
Step 5: We can now use this new biorthogonal wavelet to analyze a signal/image.

After extraction of retinal blood vessels, calculate its statistical features like area,
diameter, length, thickness, mean, tortuosity and bifurcation points.

3 Result

For evaluation of this algorithm use some online databases and local fundus image
database following Table 1 show the details of databases.

For extraction of retinal blood vessels we have proposed the biorthogonal
wavelet filter by using Matlab software [11, 12]. After designing the new filter we
compare the results with the existing filter such as symlet wavelet. Based on the
statistical features like, area, diameter, length, thickness, mean, tortuosity and
bifurcation points of blood vessels. We can say that the proposed filter is good as
compare to the existing filter. Following Table 2 shows the features of retinal blood
vessels by proposed biorthogonal wavelet filter (Figs. 2 and 3, Table 3).

Table 1 Fundus image
database

Sr. no Name of fundus database Total images

1 SASWADE 500

2 STARE 402

3 DRIVE 40

4 Diarect DB 0 130

5 Diarect DB 1 89

6 HRF (Diabetic Retinopathy) 15

7 HRF (Glaucoma) 15

Total 1191
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Fig. 2 Features of retinal blood vessels by existing symlet filter verses proposed new wavelet
filter

Table 2 Features of retinal blood vessels by proposed biorthogonal wavelet filter (RRM)

Sr.
no

Area Diameter Length Thickness Mean Tortuosity Bifurcation
points

1 20 14 9.95 2 20 2 651

2 33 18 4.7 2 19 4 1434

3 27 17 8.5 2 19 2 677

4 31 18 6.42 2 19 4 148

5 22 15 5.66 2 20 3 309

6 40 20 5.71 2 20 2 619

7 74 27 8.26 2 20 1 509

8 37 19 6.32 2 19 2 186

9 38 20 5.86 2 20 3 404

10 42 21 6.44 2 20 3 933

11 37 19 7.55 2 19 1 205

12 78 28 8.16 2 20 3 426

13 26 16 5.5 2 20 5 907

14 48 22 6.24 2 20 3 418

15 104 32 9.95 2 20 2 651

652 Y.M. Rajput et al.



4 Conclusion

The result projected in this research article were obtained on SASWADE database
and performance method were compared with STARE, DRIVE, DIARECT DB0,
DIARECT DB1 and HRF database also. The features of retinal blood vessels which
is extracted by the proposed “RRM” filter is compared with the existing “Symlet

Table 3 Features of retinal blood vessels by existing wavelet filter (symlet)

Sr.
no

Area Diameter Length Thickness Mean Tortuosity Bifurcation
points

1 17 13 6.71 2 19 2 649

2 15 12 7.67 2 19 4 1431

3 18 14 5.8 2 20 2 675

4 20 14 10.59 2 20 2 147

5 19 14 9.37 2 19 3 306

6 18 14 9.47 2 20 2 616

7 33 18 12.63 2 19 1 500

8 25 16 10.56 2 19 2 187

9 20 14 9.83 2 20 3 405

10 27 17 10.42 2 19 3 930

11 19 14 9.04 2 19 1 203

12 42 21 12.71 2 20 3 421

13 18 14 9.33 2 20 5 903

14 27 17 10.03 2 19 3 415

15 45 21 14.75 2 20 6 649

Original Image

Approximate Horizontal

Vertical Diagonal

Fig. 3 Retinal blood vessels extraction using proposed wavelet filter (RRM)
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(sym3), daubechies (db3) and biorthogonal (bio3.3, bio3.5, and bio3.7)” wavelet
filter for the validation purpose. And based on the statistical features (area, diam-
eter, length, thickness, mean, tortuosity and bifurcation points) of retinal blood
vessels, we conclude that the proposed filter gives more features as compare to the
existing wavelet filters. The performance analysis is done by using receiver oper-
ating characteristic curve. The proposed algorithm achieves sensitivity of 98 %,
specificity of 92 % and accuracy of 95 %.
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Demand Side Management Using
Bacterial Foraging Optimization
Algorithm

B. Priya Esther, K. Shivarama Krishna, K. Sathish Kumar
and K. Ravi

Abstract Demand side management (DSM) is one of the most significant func-
tions involved in the smart grid that provides an opportunity to the customers to
carryout suitable decisions related to energy consumption, which assists the energy
suppliers to decrease the peak load demand and to change the load profile. The
existing demand side management strategies not only uses specific techniques and
algorithms but it is restricted to small range of controllable loads. The proposed
demand side management strategy uses load shifting technique to handle the large
number of loads. Bacterial foraging optimization algorithm (BFOA) is implemented
to solve the minimization problem. Simulations were performed on smart grid
which consists of different type of loads in residential, commercial and industrial
areas respectively. The simulation results evaluates that proposed strategy attaining
substantial savings as well as it reduces the peak load demand of the smart grid.

Keywords Smart grid � Demand side management � Bacterial foraging
optimization algorithm � Load shifting

1 Introduction

Smart grid is the integration of advanced communication technologies, sensors and
control methodologies at each level (transmission and distribution level) of the
power system, which supplies electric power in a smart and efficient manner to the
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customers [1, 2]. Majority of the existing demand side management strategies use
dynamic programming [3] and linear programming [4, 5] which are system specific
[3–7]. These strategies cannot handle the practical systems which consist of variety
of loads. In smart grid, considerable part of generation is expected from the
renewable energy sources which are intermittent in nature that leads to challenging
task in making power dispatch operations from the grid. The existing algorithms
such as heuristic based evolutionary algorithms have been developed to solve the
problem [8–10]. There are six DSM strategies that can be applied in smart grid;
these techniques are peak clipping, strategic conservation, strategic load growth,
valley filling, flexible load shape and load shifting, shown in the following Fig. 1.

Both the peak clipping and valley filling technique employs direct load control to
decrease the peak load demand and to build the off—peak demand respectively,
whereas the load shifting technique is more efficient in shifting the loads during
peak time. Strategic load growth and strategic conservation techniques are used to
optimize the load.

1.1 Implementation of Bacterial Foraging Optimization
Algorithm (BFOA) in DSM

The Bacterial foraging optimization algorithm (BFOA)is introduced by Passsino for
the first time in the year 2002. It is mainly inspired by the chemotactic and foraging
behavior of Escherichia coli (E. coli) bacterium. The bacteria are able to move
towards the nutrient area and escapes from the poisonous area, by tumbling and
smooth running. The four important mechanisms involved in BFOA are, one is
Chemotaxis, other is Reproduction, third one is Elimination—dispersal and fourth
one is swimming.

Fig. 1 Demand side management technique
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In chemotactic step, if the bacterium finds new position in which nutrient
medium higher than the existing position, then the bacterium takes one more step in
that direction. This process is repeated until worst nutrient medium is reached. In
reproduction step, the bacteria are arranged in the descending order based on the
nutrient concentration acquired during the chemotaxis process. The first half of the
population which have acquired enough nutrients will reproduce, that is each
bacterium splits into two. The other half of the population will eventually die and
they are eliminated from the population, while maintaining the initial population to
be the same. The changes in the environment will affect the population and
behavior of the bacteria; in order to analyze this phenomenon elimination dispersal
step is introduced. In this step, a random number is assigned to each bacterium in
the range of 0–1. If the random number value is less compared with the prede-
termined parameter value then it is survived, else it is eliminated from the envi-
ronment. The fitness function and the equations related to the BFOA are listed
below.

½h�i½ jþ 1; k; l� ¼ ½h�i½ j; k; l� þ c½i� D½i�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Di½i�:D½i�

q ð1Þ

θi(j, k, l) is the expression of its bacterium at chemotactic step j, reproduction step k
and elimination step l. This leads to a step of size C(i) ith bacterium and Δ denotes a
vector in the random direction whose elements lie in range [−1, 1].

Jcc½h;P½ j; k; l�� ¼
XS
i¼1

Jcc½h; hi½ j; k; l�� ð2Þ

where Jccðh; P( j, k, l)) denotes the value of the objective function that should be
added to the actual objective function in order to obtain a time varying objective
function, S denotes the overall number of bacteria, p denotes the number of vari-
ables which should be optimized, that are present in each bacterium and

h ¼ ½h1; h2; h3. . .hp�

J½i; j; k; l� ¼ J½i; j; k; l� þ Jcc½hi½ j; k; l�;P½ j; k; l�� ð3Þ

Fitness ¼ 1

1þ P24
t¼1 ½½PLoad½t� � Objective½t��2� ð4Þ

The above fitness function is selected for BFOA, to achieve final load curve such
that it should be very close to the objective load curve.

The flow chart for BFOA is shown in the following Fig. 2.
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Fig. 2 Flow chart for BFOA
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1.2 Problem Formulation

The load shifting technique has been implemented for DSM of smart grid, which is
mathematically formulated in the following Eq. (5).

Minimize

XN
t¼1

ðPLoadðtÞ � ObjectiveðtÞÞ2 ð5Þ

where
PLoad (t) and Objective (t) denotes the actual consumption and objective curve

at particular time t respectively.

PLoadðtÞ ¼ ForecastðtÞþConnectðtÞ � DisconnectðtÞ ð6Þ

where
Forecast(t), Disconnect(t) and Connect(t) denotes the forecasted consumption,

amount of loads disconnected and connected at particular time t respectively.
Connect(t) is the combination of two parts of increment in load at particular time

t, which is given in the below Eq. (7)

Connect½t� ¼
XN
t¼1

Xn
k¼0

½Xkit � P1K � þ
Xj�1

l¼1

Xt�1

i¼1

XD
k¼1

XKi½t�1�P½1þ l�k ð7Þ

where
Xkit denotes the number of type k devices which are moved in the time interval i

to t,
D denotes the number of device types,
P1k and P(1+l)k indicates the power consumption of the device of type k at time

step 1 and (1 + l) respectively and j denotes the type k total duration of
consumption.

Disconnect(t) is the combination of two parts of decrement in load at particular
time t, which is shown in the below Eq. (8)

Disconnect½t� ¼
Xtþm

q¼tþ 1

XD
k¼1

½Xktq � P1K � þ
Xj�1

l¼1

Xtþm

q¼tþ 1

XD
k¼1

Xk½t�1�qP½1þ l�k ð8Þ

Xktq denotes the number of type k devices which are delayed in the time interval t to
q and m denotes the maximum amount of delay.
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The minimize function is subjected to the below constraints which are given in
the below Eqs. (9, 10).

The devices that are moved should not have a negative value and it is given as
follows

Xkit [ 0 8i; j; k ð9Þ

The devices transferred should not be more than the devices that are accessible to
control at particular time which is given as follows

XN
t�1

Xkit �Ctrlable½i� ð10Þ

where Ctrlable(i) represents the type k devices that are accessible to control at
particular step time i.

2 System Used

To determine the effectiveness of proposed load shifting technique as DSM strategy
for smart grid using BFOA, three different areas namely residential, commercial
and industrial area with different types of devices have been considered. The
complete network is operated at voltage level of 410 V, while the main grid
resistance and reactance as 0.003 pu and reactance of 0.01 pu respectively. The
length of the links in the residential, commercial and industrial micro-grids is 2, 3
and 5 km respectively. The wholesale energy prices and hourly forecasted load
demand for residential, commercial and industrial micro-grid are listed in the
Table 1.

The controllable devices and its data for commercial, residential and industrial
areas are listed in the Tables 2, 3 and 4 respectively.

3 Results and Discussions

The DSM results of the residential, commercial and industrial areas are depicted in
Figs. 3, 4 and 5 respectively.

The proposed DSM strategy has achieved the load consumption curve which is
very close to the objective load curve. The proposed BFOA is effective in handling
different type of loads, in residential, commercial and industrial areas (Tables 5 and 6).
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Table 1 Forecasted load demand and wholesale energy prices

Time
(h)

Wholesale price
(ct/kWh)

Hourly forecasted load (kWh)

Residential
micro grid

Commercial
micro grid

Industrial micro
grid

8–9 12.00 729.4 923.5 2045.5

9–10 9.19 713.5 1154.4 2435.1

10–11 12.27 713.5 1443.0 2629.9

11–12 20.69 808.7 1558.4 2727.3

12–13 26.82 824.5 1673.9 2435.1

13–14 27.35 761.1 1673.9 2678.6

14–15 13.81 745.2 1673.9 2678.6

15–16 17.31 681.8 1587.3 2629.9

16–17 16.42 666.0 1558.4 2532.5

17–18 9.83 951.4 1673.9 2094.2

18–19 8.63 1220.9 1818.2 1704.5

19–20 8.87 1331.9 1500.7 1509.7

20–21 8.35 1363.6 1298.7 1363.6

21–22 16.44 1252.6 1096.7 1314.9

22–23 16.19 1046.5 923.5 1120.1

23–24 8.87 761.1 577.2 1022.7

24–1 8.65 475.7 404.0 974.0

1–2 8.11 412.3 375.2 876.6

2–3 8.25 364.7 375.2 827.9

3–4 8.10 348.8 404.0 730.5

4–5 8.14 269.6 432.9 730.5

5–6 8.13 269.6 432.9 779.2

6–7 8.34 412.3 432.9 1120.1

7–8 9.35 539.1 663.8 1509.7

Table 2 Controllable devices and its data for commercial area

Device type Devices hourly consumption (kW) Number of devices

1st hour 2nd hour 3rd hour

Water dispenser 2.5 – – 156

Dryer 3.5 – – 117

Kettle 3.0 2.5 – 123

Oven 5.0 – – 77

Coffee maker 2.0 2.0 – 99

Fan/AC 3.5 3.0 – 93

Air conditioner 4.0 3.5 3.0 56

Lights 2.0 1.75 1.5 87

Total – – – 808
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Table 3 Controllable devices and its data for residential area

Device type Devices hourly consumption (kW) Number of devices

1st hour 2nd hour 3rd hour

Kettle 2.0 – – 406

Iron 1.0 – – 340

Dish washer 0.7 – – 288

Fan 0.20 0.20 0.20 288

Oven 1.3 – – 279

Washing machine 0.5 0.4 – 268

Dryer 1.2 – – 189

Vacuum cleaner 0.4 – – 158

Frying pan 1.1 – – 101

Blender 0.3 – – 66

Rice-cooker 0.85 – – 59

Hair dryer 1.5 – – 58

Coffee maker 0.8 – – 56

Toaster 0.9 – – 48

Total – – – 2604

Table 4 Controllable devices and its data for industrial area

Device type Devices hourly consumption (kW) Number of devices

1st hour 2nd hour 3rd hour 4th hour 5th hour 6th hour

Water heater 12.5 12.5 12.5 12.5 – – 39

Welding
machine

25.0 25.0 25.0 25.0 25.0 – 35

Fan/Ac 30.0 30.0 30.0 30.0 30.0 – 16

Arc furnace 50.0 50.0 50.0 50.0 50.0 50.0 8

Induction motor 100 100 100 100 100 100 5

DC motor 150 150 150 – – – 6

Total – – – – – – 109

Fig. 3 DSM results of the residential area
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Fig. 4 DSM results of the commercial area

Fig. 5 DSM results of the industrial area

Table 5 Operational cost reduction using BFOA

Area Cost without DSM ($) Cost with DSM ($) Percentage reduction (%)

Residential 2211.45 2047.63 7.4011

Commercial 3211.28 3020.60 5.9378

Industrial 5067.778 4556.34 10.091

Table 6 Peak demand reduction using BFOA

Area Peak load without
DSM (kW)

Peak load with
DSM (kW)

Peak
reduction
(kW)

Percentage
reduction (%)

Residential 1363.6 1106.3 18.869 7.4011

Commercial 1812.2 1462.5 19.296 5.9378

Industrial 2727.3 2338.6 14.252 10.091
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4 Conclusion

There are many benefits of using Demand side management in a smart grid espe-
cially at distribution network level. This article proposes a Demand side manage-
ment strategy which can be used in optimizing the future smart grid operations. The
proposed strategy uses a generalized load shifting technique based on shifting the
loads which is mathematically formulated as a minimization problem for opti-
mization. Bacterial foraging optimization algorithm is used for solving this problem
which considers three different types of customer areas. The proposed algorithm
gives better results compared to the heuristic based evolutionary algorithm. The
simulation results shows that the proposed algorithm can be used to handle different
types of controllable devices in large quantity to achieve the objective of increased
savings by reducing the peak load demand on the smart grid.
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An Optimized Cluster Based Routing
Technique in VANET for Next Generation
Network

Arundhati Sahoo, Sanjit K. Swain, Binod K. Pattanayak
and Mihir N. Mohanty

Abstract Since last few years, research in the field of vehicular networking has
gained much attention and popularity among the industries and academia.
Intelligent approach for such technology is the challenge. In this paper, we have
taken an attempt to optimize the routing algorithm for vehicular adhoc networking
(VANET). Ant Colony Optimization (ACO) is an optimization technique and is
applied based on clustering technique. To improve the safety factor and efficiency
and to develop an intelligent transport system, it is highly conceptual with the
wireless technology. It is a special type of MANET, because of the variation of
routing protocols. Even if the protocols of MANET are feasible, they are not able to
provide the optimum throughput required for a fast changing vehicular ad hoc
network. Positions of the vehicles create the zone and the optimization is zone
based. Ant Colony algorithm is combined with zone based clustering algorithm to
improve the result. This approach combines the advantages of both the techniques,
the ant colony algorithm as well as the zone based routing algorithm. Routing
overhead has been compared between AODV, MARDYMO and TACR protocols
and depicted in the graphical plots.

Keywords VANET � Routing protocol � Optimization � ACO
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1 Introduction

VANET is used to provide communications between neighbour vehicles. At the
same time, vehicles can communicate with fixed infrastructure on the roadside
named as road side units (RSU). Many challenges are there to adopt the protocols
those can serve in different topologies. VANETs represent an emerging, especially
challenging class of MANETs. A new kind of Ad hoc network with an immense
improvement in technological innovations is emerging these days known as
VANET (Vehicular ad hoc network). Communication network must be wireless
and made for Inter-Vehicular Communications (IVC) as well as Road-Vehicle
Communications (RVC) in Mobile Ad Hoc Networks (MANETs). Two kinds of
communication can be achieved to provide a list of applications like emergency
vehicle warning, safety etc. One such communication is between various vehicles
known as vehicle to vehicle (V2V) and the other type is among vehicles and
roadside units (V2R). It is an important issue for supporting the smart intelligent
transport system (ITS) in design of routing protocols for VANETs. The area of
coverage with the architectural details remaining the same where a VANET has a
larger coverage area than that of a MANET. The routing protocols designed for
urban areas may not suitable for packet delivery in a sparse, and partially connected
VANET, as reported in [1].

2 Related Literature

Many authors have been worked in this area, but some authors have compared the
ad hoc routing protocol in various scenario of urban area. The objective was to
build a robust communication network between mobile Vehicles for the safety [2].

A survey has been made [2] for routing protocols in VANET. Some of those
belongs to mobicast, geocast, and broadcast protocol. Carry-and-forward is the key
consideration for designing the routing protocols for VANETs. As a result,
min-delay and delay-bounded routing protocols found attractive for VANET and
was discussed. For classical routing Protocol, DSDV and DSR a routing algorithm
MUDOR are simulated and analysed in [3]. Different metrics are used in [4] for
dynamic culstors. Authors clustered minimum number of vehicles, equipped with
IEEE 802.11p and UTRAN interfaces, were selected as vehicular gateways to link
VANET to UMTS. Also they have studied two routing protocols known as Vehicle
to Vehicle Communication and Vehicle to roadside communication, their
merits/demerits. RSU is a fixed unit and has been modeled for VANET notes
communication. It is discussed in [4, 5]. Reactive location based routing algorithm
uses cluster-based flooding for VANETs, called location-based routing algorithm
with cluster-based flooding [6]. In Compound clustering algorithm the position,
velocity, acceleration and degree of a vehicle has taken into consideration but this
algorithm improves the network stability but does not provide any mechanism to
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handle malicious vehicle [7]. A Direction based clustering algorithm has been
considered for moving direction, but it has no provision for detecting vehicle
behaviour [8]. Distance-Vector Routing (DSDV), DSR, and Position based routing
algorithm, are not suitable for dynamic environment. AODV is said to be an on
demand algorithm. The algorithm established the route as desired by source node
[9–11]. Route established by AODV broken very frequently, if the network is with
the mobile agents and dynamic by nature. DSDV is a table driven algorithm based
on Bellman-Ford shortest path algorithm, but this needs regular update of routing
tables, which requires small amount of bandwidth even when the network is idle.
DSR algorithm also creates the route on-demand like AODV but this algorithm uses
the mechanism of source routing. The routing overhead was achieved and this
routing overhead is directly proportional to the path length as in [12–14]. it is
designed for VANET, but DYMO protocol is well suited for MANET.

Although many researchers have been used and compared, the performance and
simulation result of various routing techniques but we have used ANT Colony
Optimization technique. It is the method to analyse the performance and overhead
of different routing Protocol which is illustrated in Sect. 3.

3 Methodology

Network designers’ choice is mostly clustering based model for vehicular adhoc
network as clustering is an efficient resource as well as load balancing network.
Routing can be effectively done in case of cluster based network for vehicles. Also
it can provide the reuse of resources and also improve the capacity of VANET. In
clustering process a cluster-head (CH) is created to store the informtion status of the
members. Cluster-heads operate on two different frequencies to avoid teh inter and
intra cluster communication. Frequency of re-affiliation should be minimized for
highly dynamic network topologies. Choice of good clustering algorithm, there
must be the reduction of cluster swap to improve the stability of the network [9, 10].

3.1 Cluster Creation Process

The Cluster Head collects data from any of the node and sends them to another
cluster head. This type of solution provides less propagation delay with high
delivery ratio. These may change their relative position on highways. The size and
stability of clusters change abruptly, if lowest ID and node weight heuristics are
used. It is found that the time consumed to generate a cluster is directly proportional
to the number of clusters as shown in Fig. 1.
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3.2 Selection of Cluster Head

The algorithm makes a search for the available nodes in the cluster. The cluster
contains two types of nodes.

(i) Vehicle nodes (ii) Roadside unit
Selection process of cluster-head should be more appropriate. We propose an

appropriate cluster-head selection by taking the position and trust value of each
vehicle into consideration.

For Roadside unit within the cluster, the algorithm made the choice of selection
as cluster head, because of its better processing capability and static in nature. For
such case, the algorithm is as follows.

(i) Select the slowest moving vehicle (Smv) from the cluster. The coverage area
can exist for along period.

(ii) Then calculate the trust value as per the selection of slow vehicle (Tsmv)
selected.

(iii) If selected trust value is greater than threshold trust value (TNth), then select it
as the cluster-head. Else again repeat for the slowest vehicle from step (1)

(iv) For the vehicle of same distance and trust value, the steps will be repeated
from beginning.

By variation of number of clusters in different size, teh selection time is esti-
mated. While the number of clusters is less, more time is requires for a high head
selection irrespective of the number of nodes (Fig. 2).

Fig. 1 Cluster creation time
versus number of cluster
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4 Optimized Routing Using ACO

Ant colony optimization algorithm (ACO) is an alternative choice for optimized
routing. To find shortest paths from source to destination with a low cost overlay
routing network the optimization is highly essential. ACO has been used for such
purpose in this work. It is the stochastic decision based technique.

4.1 POSANT Routing Algorithm

Position based ant colony optimization technique is named as POSANT algorithm.
It uses the location information to enhance its efficiency. It is able to find optimum
routes in a given network which contains nodes. Ant Colony algorithm is combined
with zone based clustering algorithm. It is difficult to store large amounting of
routing network information in the clustering nodes, as the mobile notes have small
memory. Since it is zone based optimized clustering algorithm, cluster head is also
available in each zone. It is necessary to store the route information of the mobile
notes and the information regarding zone boundary and other clusters.

4.2 Establishment of Route Using Optimization

To find the destination node the optimization using ACO has been used, subject to
condition that both source and destination nodes are not in a same cluster. In this

Fig. 2 Time to select the
cluster head versus no. of
cluster
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case the source node generates (n − 1) number of ants with unique sequence; where
‘n’ is the number of reachable clusters. Those ants are to be sent forward to the
reachable cluster heads. It includes the own cluster. Once the ant moves forward,
through the creation of backward routing table stores the identifier of the neighbour
cluster. It is the sequence of the ant that is forwarded as the identifier of the
destination node. When the destination is found the cluster head searches the
identification of the destination and destroy the forward ant by creating the back-
ward ant. It contains the same sequence and stored in backward routing tables. In
this manner the message is transferred from the source node within the transmission
range. The trust value is evaluated indirectly on the source node by sending a
beacon signal to the all other members except the source. As a result the response
from the received beacon signal node will be with the trust value of source. Beacon
message can be used for abnormal vehicle presence, otherwise route can be
established. It is evaluated by

ITCHðSÞ ¼ ½PnðDTnðSÞ�1=n ð1Þ

where ITCH(S) = indirect trust of cluster-head (CH) on source node S. This can be
calculated from indirectly given information by n neighbour nodes on node S and
given to cluster-head (CH). The network threshold of indirect trust (ITNth) can be
evaluated using

ITNth ¼
Xn�1

i¼1

ðITviÞ=n� 1 ð2Þ

where ITvi = indirect trust of cluster-head on node i and n − 1 = number of nodes
within the transmission range of cluster-head except CH (Fig. 3).

4.3 Variation of Transmission Range

Figure 4 illustrates the variation of transmission range in congested traffic with
respect to present local density. K1, K2, K3 represents different value vehicle
density at λ (Sensitivity of vehicle interaction) equal to 1/10, 1/7, 1/5. It is also
observed that for lower value of density, transmission range is equal to maximum
transmission range (MR) = 1000 (DSRC standard) which indicates less number of
neighbour vehicles for a vehicle V. With the increase in density, transmission range
is determined by the minimum value of MR and TR given by Eq. (2). Kjam is the
maximum density at traffic jam.
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5 Result and Discussion

The proposed clustering and trust dependent ant colony routing method has been
simulated in MATLAB 2010a. We consider the VANET model described in
Sect. 3. The network has been simulated with 10–150 vehicles and position of those
vehicles has taken randomly along with some critical parameters for simulation
setup. Dimension of VANET size is assumed as 1500 * 1500 m of highway with

Fig. 3 Cluster head
(CH) trust value calculation

Fig. 4 Variation of
transmission range versus
estimated vehicle density
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two lanes. Speed of vehicles are assumed to be uniform in between 60 km/h and
120 km/h. Size of a beacon message is considered as 200 bytes and interval of
sending messages is 2 s for periodically updating the data record maintained by
each vehicle. In the following our measurements are based on the averaging of the
result obtained from 20 simulation runs.

The comparison among AODV, MR-DYMO, and Trust dependent ACO routing
(TACR) has been done. This result is shown in Fig. 5.

As shown in Fig. 5, it is found that number of vehicles increased is directly
proportional to the routing overhead. Though increment happend in MAR-DYMO
and TACR, but the rate of increment is lesser than AODV. Further MAR-DYMO is
suitable for moderate number of vehicles and fails in case of large number of
vehicles, where this situation may not occur in case of TACR.

6 Conclusion

In this paper we have studied different routing Protocol initially. Further to optimize
the routing ACO algorithm was used whose performance shows better result. It is
also compared its overhead, the performance and overhead is more in AODV in
comparison to MARDYMO and TACR. Other optimization approaches may be
tried in future to enhance this piece of work.

Fig. 5 Comparison of
AODV, MARDYMO and
TACR routing overhead
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AgroKanti: Location-Aware Decision
Support System for Forecasting of Pests
and Diseases in Grapes

Archana Chougule, Vijay Kumar Jha and Debajyoti Mukhopadhyay

Abstract Grape is an important crop in Indian agriculture. There are many pests
occurring on Grapes which cause huge yield loss to farmers. The grapes devel-
opment is driven mainly by temperature and many pests have direct relation with
temperature. We propose a decision support system named AgroKanti for managing
pests on table grapes like powdery mildew and anthracnose. The decision support
system is location based i.e. farmer is provided with details of pests considering
current weather conditions at farmer’s location. We support farmers with pest
details like symptoms and management techniques for pests. We provide our
system as an application on mobile phones. The knowledge base of pests is stored
as ontology in OWL format. We have also developed a black box for agricultural
experts where agricultural experts can generate pest ontology form text descrip-
tions. We have used NLP techniques and AGROVOC library to extract pest details
from text descriptions and generate ontology.

Keywords Decision support system � Ontology � Agriculture � Weather data
extraction
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1 Introduction

Agriculture is very important sector in Indian economy and grape is one of the
major crops in Indian agriculture. There are grape experts in India who can help
farmers to improve grape production. The formal representation of their knowledge
using advanced technology can be directly used by decision support systems [1].
Expert knowledge through mobile application will be a great help to farmers. Many
times farmers lose grape farms because of pests on grapes, as they do not know
proper pest management techniques. The expert knowledge about grapes should be
represented in ontology as it can be shared among diverse applications including
Semantic web applications [2]. Procedural representation of expert knowledge
about grape pests will help in building rich knowledge base and find new facts of
grape pests. Knowledge base for AgroKanti is stored as ontology document.
Inference rules and semantic reasoners like Bossam, Cyc, KAON2, Cwm, Drools,
Flora-2, Jena and prova2 can be used to develop decision support system from
generated pest ontology. We have used jena reasoner for AgroKanti.

AgroKanti provides pest management support for all stages of grape production
as bud break, flowering and veraison. We have provided grape pest management
support by providing details like reasons for pests, symptoms and treatments for
pests. Compared to other resources of agricultural knowledge resources like
internet, thesaurus and PDF documents; it becomes easier to provide desired
specific information with AgroKanti knowledge base. Formal and specific repre-
sentation of pest management knowledge and availability of the same on mobile
phone helps farmers in easier understanding of expert knowledge. Farmers can have
a look at treatment options available for particular a pest or disease on grapes.

As pests have tendency to develop resistance against controlling measures, it is
very important to update farmers on new pest control measures for grapes.
AgroKanti provides support for dynamic updating of pest knowledge base. It
provides facility to update existing grape pest knowledge base at any point of time.
We have used data mining techniques for automated construction of grape pest
ontology from text descriptions of grape pests and update them dynamically [3].

Strength of AgroKanti is it provides support considering current weather con-
ditions at farmer’s location. There are strong relations between weather changes and
insect pests and diseases of grapes [4]. We have studied these relations between
weather conditions and grape pests and defined rules for pest management tech-
niques accordingly. We extract weather details from meteorological websites of
government of India.

Paper is organized as follows: We first provide work done by other people in
developing agricultural expert system. We have then described architecture and
implementation details of AgroKanti followed by performance evaluation.
Conclusion and references are provided at end of the paper.
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2 Related Work

Research papers have been published proposing decision support systems and
expert systems for various crops by researchers all over world. We discuss some of
such systems here.

Jinhui et al. [5] presented an online portal for agricultural ontology access. They
have collected agricultural information from Web using distributed crawler.
Collected information is used for generating OWL classes. The paper explains
mapping for ontologies for multiple languages. The OWL classes extracted from
information are mapped with OWL classes provided by AGROVOC and new
merged OWL classes for are used as Knowledge base named as AOS. Jena APIs
and Pellet inference engine is used for answering questions from farmers.

Tilva et al. [6] proposed weather based expert system for forecasting disease on
corn crop. They have used fuzzy logic technique for developing inference engine of
expert system. They have used temperature, humidity and leaf wetness duration as
weather parameters for defining fuzzy rules to estimate plant disease. They have
defined five classes for input and output member functions as very high, high,
medium, low and very low.

A decision support system for management of Powdery Mildew in grapes is
developed by Mundankar et al. [7]. They estimate disease risk by considering plant
growth stage and weather condition. All the details about weather condition, field
condition and plant growth stage are taken from end user through software inter-
face. Expert system provides information regarding fungicide spray name and its
dose for various field and weather conditions.

An agent oriented method for developing decision support system is adopted by
Perini and Susi [8]. They described software development phases as early
requirement analysis, late requirement analysis, architectural design and imple-
mentation for integrated production in agriculture. They listed various actors in
agriculture production and showed their relationship in architectural design.

An expert system for the diagnosis of pests, diseases and disorders in Indian
mango is proposed by Rajkishore Prasad et al. [9]. They described development of
a rule-based expert system using ESTA; Expert System Shell for Text Animation.
The system is based on answers to questions taken from farmers regarding disease
symptoms.

An expert system for pest and disease management of Jamaican coffee is
developed by Mansingh et al. [10] named as CPEST. It is built in wxCLIPS.
Forward chaining is used as reasoning mechanism. They developed rule base
containing 150 production rules. CPEST has three stages for solving problem as
general data-gathering phase, diagnosis and possible treatments and integration of
treatments.

A rule-based expert system to diagnose honeybee pests is described by
Mahaman et al. [11] which can be used by beekeepers. It is implemented using
EXSYS for Microsoft windows environment with backward chaining method
Bange et al. [12] described a decision support system for pest management in
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Australian cotton systems. It can be used on handheld devices to collect data
required for pest management from different locations. An expert system for
identification of pest diseases and weeds in olive crops is provided by
Gonzalez-Andujar [13]. The knowledge base is created using interviewing tech-
nique and represented using IF-THEN rules. The knowledge base contains infor-
mation for identification of 9 weed species, 14 insect species and 14 diseases.

Rebaudo and Dangles [14] developed an agent based model for integrated pest
management coupling a pest model with a farmer behavior model. It is convinced in
paper that passive IPM information diffusion is better than active diffusion.
Potnikakos et al. [15] investigates effectiveness of location aware system of pest
management for olive fruit fly. The described system uses information regarding
olive fruit fly, meteorological conditions and spatiotemporal details of spraying
areas. LAS have client-server architecture and it utilizes web services, geographic
information system, expert system and multimedia technology.

An intelligent system for disease and pest diagnosis and control of tomatoes in
greenhouses is proposed by Lopez-Morales et al. [16] named as JAPIEST. The
system computes vapor pressure deficit to detect probable development of diseases
on tomatoes. Graphical support is also provided with disease detection results.

3 Architecture and Implementation of AgroKanti

We have developed a decision support system for pest management of grapes
which follows three tier architecture composed of the client layer, the application
layer and the database layer. AgroKanti includes following elements (Fig. 1):

• Knowledge Base developed as ontology
• Weather data extractor
• Rule Base
• Inference Engine named as PestExpert
• User Interface

We have provided our system as an android based application to farmers.
Knowledge base contains ontology having information about grape pests. These
ontologies are created by extracting keywords from text descriptions of grape pests.
Using natural language processing techniques [17] and AGROVOC [18] thesaurus
provided by FAO, we try to find out most relevant words related to grape pests.
AGROVOC is a large vocabulary of almost all areas of agriculture. It also provides
support for multiple languages. We retrieve important keywords from grape pest
descriptions by applying tokenization, stopping and stemming [3]. We have used
Porter’s stemming algorithm for stemming of retrieved keywords [19]. We have
used open source data mining library in java: WEKA to apply TF-IDF algorithm
[20] for finding most important keywords. These keywords are then verified with
AGROVOC vocabulary and ranking to key words is provided accordingly. The
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keywords are then used to mention classes, individuals and properties related to
grape pests in pest ontology [21]. Web Ontology Language (OWL) is used to
construct grape pest ontology. Classes, individuals, data properties, object prop-
erties and axioms are important parts of OWL document. In Grape pest ontology,
major types of grape pests are mentioned as classes, subtypes of grape pests are
mentioned as individuals and pest management details such as reasons, symptoms
and management techniques are mentioned as data property values (Fig.2).

It is difficult for agricultural experts to represent knowledge in terms of
ontologies. We have developed an application in java language which provides easy
to use interface for agricultural experts. The application provides simple interface
where grapes expert can add information like types of pests and diseases occurring
on grapes and details like symptoms, reasons and remedy for grape pests. We have
used Protégé APIs [22] to store this information in terms of ontology (Fig.3).

Location based Weather Extractor works as follows: For location based weather
data extraction, we extract longitude and latitude of farmer’s location using
Location Manager Class from android library. From geographic coordinates we find
out nearest weather station for farmer’s location. Once we get nearest weather
station of farmer where the grape farm is located; we then extract weather infor-
mation from meteorological sites using jsoup library. Jsoup is a java library used to
retrieve information from html pages using DOM application programming inter-
face. We extract temperature, relative humidity and rainfall details for selected
weather station.

Extracted weather information is then provided to PestExpert which is a rule
based fuzzy inference engine. The relationship between weather conditions and

Grape Pest 
Knowledge Base

PestExpert

Location based 
Weather Data 

Extractor

Rule Base

Fig. 1 AgroKanti system
architecture
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Fig. 2 Grape pest ontology generation from text

Fig. 3 Knowledge base for grape pests
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different pests on grapes is studied. For grapes, pests occur during different stages of
growth. We consider eight stages of grape growth for generating rules as delay
dormant, budbreak period, rapid shoot growth period, bloom to veraison period,
veraison period, harvest period, postharvest period and dormant period [23]. Rules
are generated considering these growth stages, weather conditions and expert
knowledge and stored in rule base. PestExpert extracts corrective measures and
suggestions using rule base for grape pests. These rules help to select correct
measures to control pests in given weather conditions. Following are some exam-
ples of rules for grape pests (Fig. 4).

1. If T > 70 °F and < 85 °F then Pest * Powdery Mildew
2. If T > 50 °F then Pest * Mealy bug
3. If T > 68 °F and < 77 °F and WET = true then Pest * Downy Mildew

DSS also provides suggestions based to prevent probable pests and yield losses
which may occur in current weather conditions.

4 Performance Evaluation

We experimented the use of AgroKanti at 45 different locations of India. We listed
pest management details provided by AgroKanti and compared it with actual pests
and techniques used by farmers at these locations during same period. Figure 5
shows graph about forecasting of pests forecasted by AgroKanti and actual pests
found at those locations for four pest types.

Fig. 4 Part of grape pests ontology
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5 Conclusion

We have described a decision support system called as AgroKanti in this paper. We
described generation of knowledge base for AgroKanti. As knowledge base is
generated as ontology using natural language processing techniques; it can be
reused by any other expert systems for grapes. Because there is strong relation
between grape development, grape pest occurrences and weather conditions, we
have provided innovative solution for weather based decision support. The system
helps grape experts by providing very easy framework to generate pest ontology
and to generate inference rules. We have given examples of rules to be used by
fuzzy logic based inference engine of AgroKanti. The system helps grape growers
by providing decision support for pest management considering real time weather
conditions at farmer’s location. As system is provided as android application it is
easily available and accessible to farmers all over India. With developed system real
time decision support is provided to farmers and an honest effort is taken to bridge
gap between grape experts and grape growers. We expect it will help to minimize
yield losses due to pests on grapes and increase profit to grape grower.
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A Unified Modeling Language Model
for Occurrence and Resolving of Cyber
Crime

Singh Rashmi and Saxena Vipin

Abstract In the current scenario, distributed computing systems play significant
role for accessing the various kinds of internet services. The different handheld
devices like palmtop, laptop, mobile, etc. can be connected across the distributed
network. People enjoy social networking websites, online purchasing websites, and
online transaction websites in the daily routine life. On the other hand, hackers are
regularly watching the activities of the people who are categorized as the authorized
users connected across the globe. The present work is related to propose a model
which is based upon the object-oriented technology for occurring of cyber crime
across the distributed network. A well known Unified Modeling Language is used
and one can easily write the code for implementation of model in any
object-oriented programming language. After that a UML model is proposed for
filing the FIR online against the cyber crime. The activities in the above procedure
are represented by the UML activity diagram which is finally validated through the
concept of finite state machine.

Keywords Cyber crime � UML � Activity diagram � FIR (first information
report) � Finite state machine

1 Introduction

The Unified Modeling Language (UML) is widely used as a standard technique in
software development and invented By Booch et al. [1, 2]. They characterized that
how to show a problem in pictorial form through UML. There are various tools
which have been produced to support UML model either static or dynamic model.
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Such UML tools translate any model into any programming language. UML
includes a set of notations i.e. graphics notations which are used to create a model
for easily understandable by anyone [3, 4]. Software engineers and researchers
resolve the complex problem through UML by which they represent their problem
in diagrammatic representation. Global decision reaction architecture built on the
basis of requirement for the reaction after alert detection mechanisms in information
system security and this security has been applied on telecom infrastructure system
[5]. A model for security issues in distributed network, having features such as
deployment of security strategy, cooperation of security components, automatic
distribution, self-adaptive management function, etc. [6]. Cloud computing helps to
remove high cost computing over distributed computing and minimize infrastruc-
ture for information technology based services and solutions. It provides a flexible
and architecture accessible from anywhere through lightweight portable devices [7].
In network virtualization, virtualized infrastructure is also used to provide manifold
independent networks over multiple framework providers [8]. Virtual networks
managed by virtual network operator. A developed model that provides a structure
to communities and can be used to purposive their level of alertness and to generate
a strategy to upgrade their security perspective and magnify their possibility of
auspiciously preventing and detecting from a cyber attack [9]. Cyber crime is
typically occur when anyone accessing, modifying, destroying computer data
without owner’s permission. This unauthorized access can be committed against
property, persons or government [10]. Cloud computing is used to circle compo-
nents from technologies such as grid computing and autonomic computing into a
new arrangement structure. This expeditious transformation around the cloud has
stimulated concerns on a censorious issue for the victory of information security
[11].

Cyber crime is usually mentioned as criminal actions using computer internet.
What happens when cyber crime occurred in the real world and how people can
protect and aware from occurrence of cyber crime [12]. In the modern scenario, day
by day normal methods of cyber security become outmoded. They are getting failed
in maintaining security [13]. Cloud computing provides a frame work for infor-
mation technology based resolutions and favor that the industry and organizations
uses. It also provides a flexible structure accessible through internet from all over
the world using light weighted portable devices [14]. To calculated traffic con-
gestion and standard of services during any attack over the network and how to
provide network security under this situation [15]. In [16] the recent improvements
to the potential of law as personal and public constructs are deployed for cloud
association with crime and criminal activities. The research paper [17] reviewed
that how to prevent the cybercrime influence from portable devices such as
Smartphone, laptops, tablets etc. Models are described for permission based
security and behavior-based detection for information security. In the present time
countercyber attacks are mostly occurred in many countries due to cyber crime
independently as an initial attack [18]. Cyber system must [19] also evolve to
provide techniques for prevention and defense. Some experiments presents in this
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paper are blend cyber warfare with some approaches including planning and exe-
cution for deception in cyber defense.

The present work is related to the development of the model based on the
object-oriented technique for identification of the cyber crime and filing the FIR
against unauthorized users. One can develop the model in any programming lan-
guage based on the object-oriented methodology because developed model is
platform independent model. The proposed model is also validated by the use of
concepts of Finite State Machine (FSM).

The purpose of proposed model is for identification of cyber crime which has
been implemented and tested through the concept of software engineering. Different
test cases have been generated for validation purpose on the proposed model and it
is observed that the model is effective, reliable and robust.

2 UML Modeling for Occurrence and Filing of Cyber
Crime

2.1 UML Class Model

UML class is a static representation of the problem which shows, how the problem
is behaving or moving towards achievement of goal. The diagram is designed by
the use of standard symbol available in Booch [3, 4]. In Fig. 1, the occurrence of
cyber crime is represented through different classes. User is categorized as the
authorized or unauthorized users. Association is shown between the two classes
algorithm the representation of cardinality. Both kinds of users have internet con-
nection and different web portals are grouped on the internet for the use of users. As
represented in the class diagram, unauthorized user hacks the web portals multiple
times by multiple unauthorized users. Hacking is controlled by hack class which is
the type of cloning, steel card, steel data, steel bandwidth, login/password, etc.
When the hacking occurs, then authorized users get information about the hacking.
The different types of attributes and operations used to model the above diagram are
recorded in the following Table 1.

2.2 UML Activity Model

The activity model shows the dynamic aspects of the problem. In the present work,
an activity model is designed for occurrence of cyber crime. It connects the links
from one activity to another activity controlled by an event. The different activities
are summarized below in the following steps:

A Unified Modeling Language Model … 689



Step 1 User applies for Internet Connection for surf the internet services;
Step 2 User categorized either authorized or unauthorized;
Step 3 User registered for internet connection, if user got connection then move to

next step else user go to step 1;
Step 4 When user got connection for surfing net, user surfs the websites and

access the data;
Step 5 According to step 2 user may be authorized or unauthorized who can

access the websites;
Step 6 When unauthorized user hacks the data follow next step;
Step 7 Cyber crime occurs then it is reported to the user and moves to step 1;

The above steps are represented in the Fig. 2 which show the occurrence of
cyber crime.
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Fig. 1 UML class model for occurrence of cyber crime
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Table 1 Attributes and operations used for UML class model

Name of class Attributes Operations

User User_id Surf_webpages()

User_name Surf_apps()

Mobile_number Login()

Nationality Logout()

Gender

Authorized_User Categorization_user Mail_access()

Address Online_transaction()

Date_of_birth

E-mail

Unauthorized_User Login_in_time Steel_data()

Login_out_time Steel_password()

Login_duration Steel_card()

Session_record_time Unauthorized_login()

Internet Connection_id Access()

Service_provider Security()

No._of_users Bandwidth Surfing()

Web_Portal Physical_location Universal_login()

Security_type Facilitates_messaging

Contact_information Multi_channel_consistency()

Business_information validation Search()

Hack Hacker_name Access_unauthorized_data()

Age Hack_websites()

Gender Hack government_sites and data()

Cloning Cloning_type Credit_card_cloning()

Cloning_device Debit_card_cloning()

Websites_cloning()

Steel_Card Card_holder_name Removing_funds()

Expiry_date Illegal_purchasing()

Organization_name Identity_theft()

Card_number

Card_type

Steel_Data Type_of_data Data_modification()

Storage_device Access_Data()

Data_amount

Data_Address

Steel_Bandwidth Service_provider_name Data_transmission()

Bit_rate Media_file_transmission()

Capacity Video_compression()

City/State
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3 Validation of UML Activity Model Through Finite State
Machine

Let us first explain the concept of Finite State Machine (FSM) which is a mathe-
matical model of computation and is used to design logic circuits. A sequential
logic unit takes an input and a current state to produce an output and new state. It
can be represented using state transition table which shows current state, input state,
new output state and the next state. It can also be represented using state transition
diagram. It is defined by M and explained [20] as

M ¼
X

; Q; d; q0; F
� �

where
Ʃ set of Inputs (Alphabets and symbols);
q0 an initial state;
F final state;
δ transition between two states;
Q set of finite states;

On the basis of above definition of automata the Fig. 2 is converted into FSM by
means of state and transition from one state to another state. The different states are
recorded in the Table 2 and these are represented as (q0, q1, q2, q3, q4, q5 and q6).

The two states let q0 and q1 are grouped through a transition event. The different
transition events are given in Table 3.
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Fig. 2 UML activity model for occurrence of cyber crime
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From the definition of automata Ʃ = {a, b, c, d, e, f, h} shows the set of input
which are shown in the Table 3.

On the basis of above, a state transition diagram is designed which is represented
in Fig. 3.

Above figure is used for validation purpose of UML activity model and different
test cases are generated on the basis of transition table recorded in Table 4.

Valid Test Case 1 If unauthorized user hacks the data, cyber crime occurs and it
is reported to the user.

Table 2 Description of states
selected from UML activity
model

Name of State Description of state

q0 User applied for internet connection

q1 User categorized as authorized user

q2 User categorized as unauthorized user

q3 User registered for internet connection

q4 User surfs the websites

q5 User hacks data

q6 Cyber crime occur

Table 3 Description of
events selected from UML
activity model

Name of Input Description of input

a Categorization of user

b Accessing websites

c Surf for internet services

d User got connection for surfing net

e Reported to user that cyber crime occur

f User access the data

g User keeps data

h User refuses for internet connection

Fig. 3 FSM representation
from UML activity model
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d q0; að Þ ! q1 ) q0 ! a q1
d q1; eð Þ ! q4 ) q1 ! e q4
d q1; fð Þ ! q5 ) q1 ! f q5
d q5; gð Þ ! q6 ) q5 ! g q6
d q6; hð Þ ! q0 ) q6 ! h q0

After removing the non-terminals the string is q0 = aefghq0 = aefgh
Valid Test Case 2 The user is not registered for internet connection.

d q0; bð Þ ! q3 ) q0 ! b q3
d q3; cð Þ ! q0 ) q3 ! c q0

After removing the non-terminals the string is q0 = bcq0 = bc
Valid Test Case 3 If cyber crime occurs then it is reported to the user.

d q0; bð Þ ! q3 ) q0 ! b q3
d q3; dð Þ ! q4 ) q3 ! d q4
d q4; fð Þ ! q5 ) q4 ! f q5
d q5; gð Þ ! q6 ) q5 ! g q6
d q6; hð Þ ! q0 ) q6 ! h q0

After removing the non-terminals the string is q0 = bdfghq0 = bdfgh.

3.1 UML Model for Filing Cyber FIR

UML model shows that how an authorized user is filing cyber FIR. The diagram
shows that many authorized users have many internet connections. Police station
and cyber cell both are connected with internet. Different police stations have
different cyber cells. When an authorized user submitted cyber FIR to the police
station, police station has cyber cell so the cyber cell performs enquiries and
generate a feedback which is delivered to the authorized user (Fig. 4).

Table 4 Transition table State Event

a b c d e f g h

q0 q1/q2 q3 – – – – – –

q1 – – – – q4 – – –

q2 – – – – q4 – – –

q3 – – q0 q4 – – – –

q4 – – – – – q5 – –

q5 – – – – – – q6 –

q6 – – – – – – – q0
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Risk analysis for occurrence of crime Risk is directly related to the loss due to
cyber crime. In the present work percentage of loss due to cyber crime items has
been evaluated. Let us define the two important factors associated to the risk
analysis, these are given below:

(a) Probability of fault (CAN)
(b) Cost (affected due to loss CAN)

where CAN are the items responsible for the cyber attack, then risk is computed by
the following

R CANð Þ ¼ P CANð Þ � C CANð Þ

The cyber attack algorithm for the computation of risks is recorded in Table 5.
The list of cyber attack is purely taken from the cyber crime cell and it consists

of real data which is observed by grouping the 100 cyber cell complaints i.e. FIR. It
is registered FIR either through online/offline mode and attacks are categorized
through the unique code.

The decreasing sequence of losses is CA10, CA4, CA2, CA8, CA1, CA12, CA7,
CA11, CA5, CA9, CA6, and CA3. From the Table 5 it is observed that the maximum
loss is due to Theft of Password therefore, it should be resolved first to minimize
the losses and the losses are minimized according to the said sequence of cyber
attacks. A graphical view of computation of risk is also represented in Fig. 5.
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4 Concluding Remarks

From the above work, it is concluded that UML is a powerful modeling language
for solution of the complex research problems. In the present work a UML model is
proposed for the online FIR and computation of losses from the cyber attacks.
The UML model is validated through FSM technique and various valid test cases

Table 5 Calculated the risk based on cyber attack

Code List of cyber attack Probability of
occurrence P (CAN)

Cost affected
C (CAN)

R (CAN)

CA1 Stealing of database 0.20 0.80 0.16

CA2 Hacking of websites 0.35 0.70 0.245

CA3 Job scams/frauds 0.10 0.60 0.06

CA4 Mobile crimes 0.45 0.70 0.315

CA5 Antisocial activities 0.20 0.50 0.1

CA6 Stealing of bandwidth 0.15 0.40 0.06

CA7 Cloning of debit/credit card 0.20 0.70 0.14

CA8 E-commerce fraud 0.30 0.60 0.18

CA9 Unauthorized network access 0.15 0.55 0.0825

CA10 Theft of password 0.50 0.80 0.4

CA11 Identity theft 0.15 0.70 0.105

CA12 Cyber blackmailing/harassment 0.25 0.60 0.15

Fig. 5 Risk evaluation on the
basis of probability and factor
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have been generated for validation of proposed model. In the end, a technique for
computation for risk analysis is proposed and finds the cyber attack having maxi-
mum risk analysis should be resolved first. The present paper can be extended
further for method which can be suggested for minimization of losses like curve
fitting method, optimization method, etc.
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Cross Lingual Information Retrieval
(CLIR): Review of Tools, Challenges
and Translation Approaches

Vijay Kumar Sharma and Namita Mittal

Abstract Today’s Web spreads all over the world and world’s communication
over the internet leads to globalization and globalization makes it necessary to find
information in any language. Since only one language is not recognized by all
people across the world. Many people use their regional languages to express their
needs and the language diversity becomes a great barrier. Cross Lingual
Information Retrieval provides a solution for that barrier which allows a user to ask
a query in native language and then to get the document in different language. This
paper discusses the CLIR challenges, Query translation techniques and approaches
for many Indian and foreign languages and briefly analyses the CLIR tools.

Keywords CLIR � Dictionary translation � Wikipedia translation � UNL �
Corpora � Ontology � NER � Google translator � Homonymy � Polysemy

1 Introduction

Information Retrieval (IR) is a reasoning process that is used for storing, searching
and retrieving the relevant information between a document and user needs. These
tasks are not restricted to only Monolingual but also Multilingual. The documents
and sentences in other languages are considered as unwanted “noise” in classical IR
[1, 2]. CLIR deals with the situation where a user query and relevant documents are
in different language and the language barrier becomes a serious issue for world
communication. A CLIR approach includes a translation mechanism followed by
mono lingual IR to overcome such language barriers. There are two types of
translation namely query translation and documents translation. Query translation
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approaches are preferred due to a lot of computation time and space elapsed in
document translation approaches [3]. Many workshops and Forums are acquainted
to boost research in CLIR. Cross Language Evaluation Forum (CLEF) deals mainly
with European languages since 2000. The NII Test Collection for IR System
(NTCIR) workshop is planned for enhancing researches in Japanese and other
Asian languages. First evaluation exercise by Forum for Information Retrieval
Evaluation (FIRE) was completed in 2008 with three Indian languages Hindi,
Bengali, Marathi. CLIA consortium includes 11 institutes of India for the project
“Development of Cross Lingual Information Access system (CLIA)” funded by
government of India. The objective of this project is to create a portal where user
queries are responded in three possibilities such as responded in the query language,
in Hindi and in English [2]. Literature Survey is discussed in Sect. 2. Issues and
Challenges are discussed in Sect. 3. Various CLIR Approaches are discussed in
Sect. 4. Section 5 includes Comparative Analysis and Discussion about CLIR
translation technique and retrieval strategies. A brief analysis of CLIR tools also
included in Sect. 5.

2 Literature Survey

Makin et al. were concluded that bilingual dictionary with cognate matching and
transliteration achieves better performance. Parallel corpora and Machine
Translation (MT) approaches are not well functioned. [4]. Pirkola et al. were
experimented with English and Spanish languages and extract similar terms to
develop transliteration rules [5]. Bajpai et al. were developed a prototype model
where query was translated using any one technique including MT, dictionary based
and corpora based. Word Sense Disambiguation (WSD) technique with Boolean,
Vector space and Probabilistic model was used for IR [6]. Chen et al. were exper-
imented with SMT and Parallel corpora for translation [7]. Jagarlamudi et al. were
exploited statistical machine translation (SMT) system and transliteration technique
for query translation. Language modeling algorithm was used for retrieving the
relevant documents [8]. Chinnakotla et al. were used bilingual dictionary and rule
based transliteration approach for query translation. Term-Term co-occurrence
statistics were used for disambiguation [9]. Gupta et al. were used SMT and
transliteration and the queries wise results was undergone mining and a new list of
queries was created. Terrier open source1 search engine was used for information
retrieval [10]. Yu et al. were experimented with domain ontology knowledge method
which is obtained from user queries and target documents [11]. Monti et al. were
developed ontology based CLIR system. First linguistic pre-processing step was
applied on source language query then transformation routines (Domain concept

1www.terrier.org.
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mapping and RDF graph matching) and translation routines (Bilingual dictionary
mapping and FSA/FSTs Development) were applied [12].

Chen-Yu et al. were used dictionary based approach and Wikipedia as a live
dictionary for Out Of Vocabulary (OOV) terms. Further standard OKAPI BM25
algorithm was used for retrieval [13]. Sorg et al. were used Wikipedia as a
knowledge resource for CLIR. Queries and documents both are converted to inter
lingual concept space which is either Wikipedia article or categories.
A bag-of-concept model was prepared then various vector based retrieval model
and term weighting strategies experimented with the conjunction of Cross-Lingual
Explicit Semantic Analysis (CL-ESA) [14]. Samantaray et al. were discussed
concept based CLIR for agriculture domain. They were used Latent Semantic
Analysis (LSA), Explicit Semantic Analysis (ESA) and Universal Networking
language (UNL) and WordNet for CLIR and WSD [15]. Xiaoninge et al. were used
Google translator due to high performance on named entity translation. Further
Chinese character bigram was used as indexing unit, KL-divergence model was
used for retrieval and pseudo feedback was used for improve average precision
[16]. Zhang et al. were proposed search result based approach and appropriate
translation was selected using inverse translation frequency (ITF) method that
reduces the impact of the noisy symbols [17]. Pourmahmoud et al. were exploited
phrase translation approach with bilingual dictionary and query expansion tech-
niques were used to retrieve documents [18].

3 Issues and Challenges

Various issues and challenges are discussed in Table 1.

Table 1 List of CLIR issues and challenges

Issue and
challenges

Homonymy Polysemy Word
inflection

Phrase
translation

Lack of
resources

OOV Terms

Definition Word
having two
or more
different
meaning

Word
having
multiple
related
meaning

Word may
have
different
grammatical
forms

Phrase
gives
different
meaning
then the
words of
phrase

Unavailability
of resources for
experimentation

Word which
not found in
dictionary.
Like names,
new term,
technical
terms

Example “Left”
means
“opposite
of right” or
“past tense
of leave”

“Ring”
may be a
wedding
ring or
boxing
ring

Good, better,
best are
different
forms of
word
“Good”

“Couch
potato”
used for
someone
who
watches
too much
television

Dictionary,
parallel
corpora, MT
system,
character
encoding

“H1N1
Malaysia”
is a newly
added term
for
influenza
disease
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Table 2 List of CLIR approaches with description

S. no Approaches Description and issues References

1 Bi-lingual
dictionary

Contains a list of source language words with their
target language translations. Dictionary quality and
coverage is an issue

[1, 2]

2 Corpora based Corpora are the collection of natural language text
in one or multiple languages. Parallel corpora are
exactly the translation of each other sentence by
sentence or word by word. Comparable corpora are
not exactly the translation but cover same topic and
contain equivalent vocabulary. Corpora based
approach achieves better performance than the
bi-lingual dictionary based approach, but these
corpora are not available in all languages. In case
of unavailability of corpora, it is very cumbersome
and computationally expensive to construct
parallel corpora of sufficient size

[1, 2]

3 Machine translation
(MT)

MT tools used to translate queries into target
documents language and target documents into
source query language. MT tools save time in case
of large text document but short documents are not
translated correctly due to lack of context and
syntactic structure for WSD. User queries are often
short so MT system is not appropriate. MT system
is computationally expensive for document
translation. MT system is inefficient due to
computation cost and unavailability

[20]

4 Transliteration OOV terms are transliterated by either phonetic
mapping or string matching techniques. Phonetic
mapping is needed for the languages which have
dissimilar alphabets. String matching techniques
work best when the two languages having a shared
common alphabet. Missing sound is an issue in
phonetic mapping. Transliteration variant is an
issue in string matching technique

[1, 4]

5 Co-occurrence
method

Term-term co-occurrence method is used for
translation disambiguation. Only a bilingual
dictionary and a monolingual corpus are needed.
Monolingual corpus of sufficient size is not
available for a large set of languages and it is very
cumbersome to create a monolingual corpus

[9, 21]

6 Ontology An explicit specification for a conceptualization,
the combination of ontological knowledge and its
connection to the dictionaries gives a powerful
approach for resolving CLIR problems

[11, 12]

7 Wikipedia It is a Web-based, multilingual free content
encyclopedia and written by volunteers from the
whole world. There are total six million articles in
250 languages and still grow up. Wikipedia inter
language link is defined between the same article in
different language and it would be useful for
translation disambiguation

[13, 14]

(continued)
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4 CLIR Approaches

Various CLIR approaches are discussed in Table 2.

5 Comparative Analysis and Discussion

A comparative analysis of CLIR approaches is presented in Table 3.
Mean Average Precision (MAP) is the evaluation measure. MAP for a set of

queries is the mean of the average precision score of each query and precision is the
fraction of retrieved documents that are query relevant. Google translator is more

Table 2 (continued)

S. no Approaches Description and issues References

8 Google translation
(GT)

GT is biased towards named entity and Terms in
NTCIR topics are mostly name entities thats why
Google translation may work well on NTCIR
topics

[16]

9 Universal
networking
language (UNL)

In UNL, a sentence is parsed and a hyper-graph is
constructed which having concepts (Universal
words) as nodes and relations as arcs.
A hyper-graph represents the set of binary relations
between any two concepts

[15]

10 Web bases
translation

The parallel and comparable web documents are
also utilized for query translation and these
documents are automatically discovered for
different languages. In search result based
approach, query terms are disambiguated by search
result documents

[17, 22,
23]

11 Word sense
disambiguation
(WSD)

Appropriate sense of the word is identified. WSD
mainly utilize four elements namely first is the
word sense selection, second is the external
knowledge source utilization, third is the context
representation, fourth is the classification method
selection

[24]

12 Named entity
recognition (NER)

A natural language text is classified into
predestined categories such as the person names,
locations, organizations etc. State-of-the-art NER
systems achieves near-human performance for
English language

NER1

13 Lemmatization Every word is simplified to its uninflected form or
lemma. For example words “better” and “best”
simplified in their uninflected form “good”

[2]

1http://en.wikipedia.org/wiki/Named_entity_recognition
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effective due to biasing towards named entities and 0.3889 MAP achieved for
English-Chinese [16]. Machine translation and Parallel corpora combinedly achieve
better MAP that is 0.4694 for English-Germen [7] but lack of resources problem is
there because a parallel corpora of enough size is not available for all languages.

Table 3 Comparative analysis of CLIR approaches

Authors Languages Approaches Datasets Results (MAP)

Makin et al. [4] H-TL BD, CM, TR BBC Hindi,
NavBharat
times
website

0.2771 (JWS) 0.2449 (LCS)

Jagarlamudi
et al. [8]

H-E MT, PC, TR,
LM

CLEF 2007 0.1994 (TD) 0.2156 (TDN)

Chinnakotla
et al. [9]

H-E, M-E BD, TR, COD CLEF 2007 0.2336 (H (T)) 0.2952 (H
(TD)) 0.2163 (M (T))

Chen-Yu et al.
[13]

C, J and K BD, WP, BM25 NTCIR-6 0.0992 (C-CJK-T) 0.0802
(C-CJK-D)

Yu et al. [11] C-E BD, HN, OL,
COD

NTCIR-4 0.2652 (MITLAB-C-E)

Gupta et al. [10] H-E MT, TR, QM,
Terrier System

FIRE 2010 0.3723 (BB2C retrieval
model)

Sorg et al. [14] E, G, F,
and S

WP, BOC
Model,
CL-ESA,
CAT-ESA,
TREE-ESA

JRC-acquis
(J) and
Multext (M)

0.33 (M), 0.28 (J) (CLESA),
0.43 (M), 0.33
(J) (Cat-ESA), 0.46(M) and
0.31 (J) (Tree-ESA)

Xiaoning et al.
[16]

C-E GT, CCB,
KL-Divergence
and PF

NTCIR-7 0.3889

Chen et al. [7] E, G, F,
DT, I, S

L and H MT
System, PC

CLEF 2003 0.3814 (F-G), 0.3446
(F-DT), 0.3859 (G-I), 0.4340
(I-S), 0.4694 (E-G), 0.4303
(E-S)

Zhang et al.
[17]

E-C SRWB and ITF NTCIR-4 0.1582

Pourmahm-oud
et al. [18]

P-E BD, CT, QE,
LM

Test
collection
prepared by
themselves

0.3648 (without QE) 0.4337
(with QE)

BD bilingual dictionary, CM cognate matching, TR transliteration, HN HowNet, PC parallel
corpora, MT machine translation, LM language modelling, WP wikipedia, COD co-occurrence
distance, OL ontology, QM query mining, QE query expansion, LSI latent semantic indexing, BOC
bag of concept, GT google translator, CCB chinese character bigram, PF pseudo feedback, SRWB
search result web based approach, ITF inverse translation frequency, CT cohesion translation, BT
back translation, ER entity recognition, JWS jaro winkler similarity, LCS longest common
subsequence, T title, D description, N narration, foreign language (E English, G Germen, DT:
Dutch, I Italian, S Spanish, C Chinese, P Persian, F Finnish, J Japanese, K Korean, FR French),
Indian languages (H Hindi, M Marathi, TL Telugu)
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Table 4 Comparative analysis of CLIR tools

S. no Tools Language
supported

Translation
technique

Functionality Limitation

1 MULINEX F, G and
E

BD and BT Interactive QD and
QE, summaries and
search results are
translated on demand

Synonymy and
Homonymy,
User assisted
query translation

2 KEIZAI E, J and K BD and PC Interactive query
translation along with
English definition,
target documents
summary with English
summary & document
thumbnails
visualization

Synonymy and
homonymy, User
assisted query
translation

3 UCLIR Arabic
languages

BD and MT Multi lingual query,
interactive and
non-interactive
English query,
Relevant retrieved
document translated in
English by word level
(dictionary) or
document level (MT),
document thumbnails
visualization

Non-interactive
query approach
include irrelevant
translation,
Interactive query
approach is user
assisted query
translation

4 MIRACLE English
and other
languages

BD user can select or
deselect some
translation, query
reformulation,
automatic and user
assisted query
translation

Resources are not
available,
Homonymy and
Synonymy

5 MULTILEX
EXPLORER

Support
multi
lingual

WordNet
and Web
Search
Engine

Exploring context of
query, WSD, language
selection, QE,
automatic
categorization, circle
visualization

WordNet not
available for all
languages

6 MULTI
SEARCHER

Support
multi
lingual

BD, PC,
ER, Mutual
information

User assisted
disambiguation,
Automatic translation
disambiguation deal
with the user’s lack of
knowledge in target
language, Automatic
Document
categorization

Parallel Corpora
not available for
all languages
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Mostly researcher used bilingual dictionary because it is available for all languages
and also takes nominal computation cost. Bi-lingual dictionary with Cohesion
translation and Query expansion achieves 0.4337 for Persian-English [18].
Wikipedia is used to identify OOV terms but Wikipedia with sufficient data is
available for a limited number of languages. CLIR with Wikipedia achieves 0.46
MAP [14].

Ontology, WordNet, UNL and co-occurrence translation used for resolving term
homonymy and polysemy issues. Dictionary coverage and quality, phrase transla-
tion, Homonymy, Polysemy and Lack of resources are major challenges for CLIR.
Many comprehensive tools are cultivated to resolve the language barrier issue, such
as MT tools and CLIR tools [19]. A brief study to the CLIR tools is summarized in
the Table 4. All these tools uses bilingual dictionary because of nominal time
computation. A common problem of user assisted query translation was tried to
remove in MIRACLE, MULTI LEX EXPLORER and MULTI SEARCHER.
Automatic query translation suffered by a problem of homonymy and polysemy.

6 Conclusion

CLIR enables searching documents via eternal diversity of languages across the
world. It removes the linguistic gap and allows a user to submit a query in a
language different than the target documents. A CLIR method includes a translation
mechanism followed by monolingual retrieval. It is analyzed that query translation
always efficient choice than document translation. In this paper, various CLIR
issues and challenges and Query translation approaches with disambiguation are
discussed. A comparative analysis of CLIR approaches is presented in Table 3.
A CLIR approach with Bi-Lingual dictionary, Cohesion Translation, query
expansion and Language Modeling achieves good MAP i.e. 0.4337. Another CLIR
approach with Wikipedia, Bag of Concept and Cross language- Explicit Semantic
analysis achieves better MAP i.e. 0.46. MT with parallel corpora CLIR approach
achieves 0.4694 MAP. A brief analysis of CLIR tools is represented in Table 4.
Dictionary Coverage and Quality, Unavailability of Parallel Corpora, Phrase
Translation, Homonymy and Polysemy are concluded as major issues.
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Minimizing the Cost of Losses
Due to Cyber Attack Through
B. B. (Branch and Bound) Technique

Narander Kumar and Priyanka Chaudhary

Abstract The advancement of computer and digitization of information system,
cyber crime is now becoming one of the most significant challenges in our society.
Threat of cyber crime is a growing danger to the industry, business and economic
field that are influenced by the cyber criminals along with common person of our
society. Since cyber crime is often an aspect of more complex criminological reigns
such as money laundering, trafficking and cyber terrorism, the true damage caused
through cyber crime to society that may be unknown. This paper presents Branch
and Bound (B&B) technique to minimize the losses due to cyber crime. Branch and
Bound is the effective technique to solve assignment problems. B&B is, however,
an algorithmic technique, which provides the solution for each specific type of
problem. There are numerous choice exist to solve each type of problem but Branch
and bound (B&B) is the best way.

Keywords Cyber crime � Assignment problem � Branch and bound � Finite state
machine � Cyber world

1 Introduction

In 21st century internet play an important role to utilize time and to improve for
performance factor. Internet can be understood as it is a global network which is
connected to the millions of computer and internet is world largest information
system. Now a day’s most of the information is stored in digital form in computer.
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Information is digital form is very easy to stored, manipulate and access but the
digitization of information is developed the cyber-crime. Cyber-crime is criminal
activity which is done by internet, specifically illegal criminal trespass into the
computer system or database of one and another which manipulate data or sabotage
of equipment and data [1]. Now this time cyber crime is very crucial issues of all
countries because most of the data are transferred through the internet even that
government data also. Due to increasing number of cyber crime or online criminal
activity, cyber space is unsafe for business world. Cyber space can be defined as
“the electronic world of computer network which facilitate the data transmission
and exchange.” Due to the increasing use of internet or cyber space the cyber
crimes are also increased. In this paper, we defined a technique using with branch
and bound algorithm for reducing the cost of losses which are occurred by cyber
crime. Branch and bound method was firstly defined by A.H. Land and A.G. Dog in
1960. It is a best way for solving a various type of assignment problem.

2 Review of Work

The Cyber crime is considered to be as a criminal activity that uses the computer
network [2]. Identify theft is a another type of criminal activity in which unau-
thorized user can take more benefits of this system, public defamation, hacking,
cyber stalking and any other type of social media sites, debit/credit card, child
pornography and different types of cyber violation of copyright has been discussed
in [3–7]. Preventing intellectual property theft is a priority for its criminal activity
investigative program and focusing on theft of trade-marks and product infringe-
ments, such as counterfeit parts and other products that threaten safety has been
discussed in FBI [8]. Cybercriminals activity is tending to attack through
cyber-attack tools “dark markets” which is entrenched in online social media.
A model based on probability for reducing cybercriminal networks from online
social media has been discussed in [9]. Placement of detection nodes for distributed
detection of different attacks in optimized manner, and reducing the number of
these node, it minimize the cost of processing and more delays for identifying an
attack in distributed network, has been given in [10]. Risk management in banking
including field of measurement, risk identification, and assessment which reducing
negative effects of financial risks as well as capital of a financial institutions has
been discussed in [11]. An online sensor stream mining system to analyze situa-
tional behavior of humans in some specific vicinity and a real-time alert system to
take countermeasures is discussed in [12]. The use of cyber-insurance products is
good way for reducing the impact of financial, industry and economy losses from
security infringements. Cyber-vulnerability assessment, and expected loss compu-
tation is studied in [13]. A FARE (Failure Analysis and Reliability Estimation), a
framework for benchmarking reliability of cyber-physical systems is introduced in
[14] to reduce the financial losses. To minimize any loss of information, a model
interval-based data using Fuzzy Sets (FSs) is defined in which we transfer the
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interval based data into FS models, and it is also avoid to as much as possible
assumptions about the distribution of the data has discussed in [15]. A worldwide
problem of the banking industry is Cyber frauds and a malware author uses the
Application Programming Interface (API) calls to perpetrate these crimes. To
detecting for Malware based on API call sequences using with text and data mining,
a static analysis method is defined in [16]. A case study, it is based on the sample of
IBM Italian customers. The main objective of this authors is that it was make and
validate robust models for handling a missing information, non-id data points and
class unbalancedness using with a several classifiers and their subagged versions
has discussed in [17]. Botnet Detection is becoming known as threat. It is related
with the cyber crime prevention technique and it is also provide a distributed
platform for different type of several criminal activities such as phishing, click fraud
and malware dissemination has been presented in [18].

3 Formulation

The Branch and Bound methods are normally based on some relaxation of the ILP
(Integer Linear Programming Model) model.

In the following optimization models, the variables xij are either excluded from
the model or prevented by setting cij = 4.

ILP-model:

Max
Xn

i¼1

Xn

j¼1

cij xij Subject to
Xn

j¼1

xij For every i ¼ 1. . .; n

Xn

i¼1

xij For every j ¼ 1; . . .; n

xij ¼ 0 or 1 i; j ¼ 1; . . .; n

4 Implementation

In the proposed paradigm, use of branch and bound method to find optimize
solution. Here it leads to a tree of decision through which each branch represents a
one possible way to continue to the loss from the current node. We evaluate the
branches by finding at the lower bound of each current loss then continue with that
branch i.e. the lowest bound. The algorithm stops when we found the possible valid
solution and no any other node in the decision tree that has lower bound than we
have found feasible solution (Tables 1 and 2).
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We start by taking a node at lower bound, which are the minimum losses. In this
method, take a minimum loss respective row of the data. If we take node first, that is
suffered from 17 % of the cybercrime losses which is the minimum loss of this row.
The same goes for second i.e. 33, third i.e. 25, 17, 100, 40, 33, 29, and 100
respectively. If we add all these values then we find that optimal solution is
17 + 33 + 25 + 17 + 100 + 40 + 33 + 29 + 100 = 394. This does not mean it is
possible solution, it just only lowest possible solution that is guaranteed that it is
equal to or greater than to the 394. Now let we start make our decision tree with
lowest bound that is 394.

With the help of the branch and bound method we minimize these cyber losses
which represents by each cell in the Table 3.

Table 1 Different types of cyber crime

C1 C2 C3 C4 C5 C6 C7 C8 C9

Personal
info
hacked

Tax
fraud

Web
site
hacked

Copied
book
matter

Audio
music
copied

Video
music
copied

Loan
fraud

Cyber
bully-ing

Credit/debit
card info
hacked

Table 2 Different type of
person which are suffered by
cyber crime

P1 Research scholar

P2 PG student

P3 Professional PG student

P4 UG student

P5 Diploma student

P6 Education department

P7 Government employee

P8 Private employee

P9 House women

Table 3 The matrix contains data in percentage of cyber loss due to the cyber crime on the basis
of primary data collected

C1 C2 C3 C4 C5 C6 C7 C8 C9

P1 50 33 50 67 67 17 33 100 33

P2 33 33 33 67 33 33 50 67 33

P3 50 – 50 100 50 25 25 75 50

P4 50 17 50 67 83 17 100 100 50

P5 100 – – 100 100 – 100 100 100

P6 60 60 60 83 100 – 100 100 40

P7 83 50 83 83 83 – 83 83 33

p8 100 71 86 86 29 71 100 100 100

P9 100 100 100 100 100 – 100 100 100
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Now we calculate lower bound of p1 ->1

P1C1þ P2C5þ P3C6þ P4C2þ P5C5þ P6C9þ P7C9þ P8C5þ P9C2

¼ 50þ 33þ 25þ 17þ 100þ 40þ 33þ 29þ 100

¼ 427

Now let us calculate all the lower bound values with the same procedure. After
calculation we find p8 ->8 = 434 is optimal solution of minimize percentage of
losses.

Primary data collection (Sample size) is 39. Therefore 434/39 = 11.12. So
11.12 % of minimize the losses percentage of the cyber crime through the
assignment problem using Branch and Bound method.

5 Generation of Test Cases

We consider the concept of theory of automata to design the Finite State Machine
(FSM) that is defined through M as:

M ¼ Q;R; d; q0; Fð Þ

where
Q Finite set of states;
Ʃ Finite set of input symbols (Alphabets and Numbers);
δ Transition between two states;
q0 Initial state;
F Final state;

From the above concept of the automata, a finite state machine diagram repre-
sented by the Fig. 1. This is based on the activity diagram represented in the Fig. 2.

There are seven states Q = {q0, q1, q2, q3, q4, q5, q6} and these states are
represented in the Table 4.

δ(q0, a) represented the transition, where a is the set of inputs and inputs are
considered as Ʃ = {a, b, c, d, e, f, g, h} and representation is recorded in the
following Table 5.

On the basis of above, a transition table is given below:

d q0; að Þ ! q1; d q1; bð Þ ! q2; d q2; cð Þ ! q0; d q2; dð Þ ! q3
d q3; eð Þ ! q4; d q4; fð Þ ! q5; d q5; gð Þ ! q6; d q6; hð Þ ! q0

By the use of above grammar different test cases are generated and explained
below:
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Valid Test Case 1 Cyber attacks losses are not optimized
It is represented by

d q0; að Þ ! q1 ) q0 ! a q1; d q1; bð Þ ! q2 ) q1 ! b q2
d q2; cð Þ ! q0 ) q2 ! c q0

After changing the states or removing the non terminals, the string is given by

q0 ¼ abc q0 ¼ abc

This represents that the Cyber Attack losses are not optimized.
Valid Test Case 2 Cyber attacks cost are optimized
It is represented by

d q0; að Þ ! q1 ) q0 ! a q1; d q1; bð Þ ! q2 ) q1 ! b q2
d q2; dð Þ ! q3 ) q2 ! d q3; d q3; eð Þ ! q4 ) q2 ! e q4
d q4; fð Þ ! q5 ) q2 ! f q5; d q5; gð Þ ! q6 ) q2 ! g q6
d q6; hð Þ ! q0 ) q2 ! h q

Fig. 1 FSM representation of activity diagram
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After changing the states or removing the non terminals, the string is given by

q0 ¼ abdefghq0 ¼ abdefg

This represents that the cyber crime losses are optimized which is as per
expectation.

Fig. 2 UML activity diagram

Table 4 Transition table a b c d e f g H

q0 q1 – – – – – – –

q1 – q2 – – – – – –

q2 – – q0 q3 – – – –

q3 – – – – q4 – – –

q4 – – – – – q5 – –

q5 – – – – – – q6 –

q6 – – – – – – – q0
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6 Result and Discussion

No one can deny that internet can change our life, society and culture. Rapid growth
of internet and digitization of information system, generate different type of cyber
crime. In this paper, we have collect primary data through the different field of
person which are suffered from different types of cyber crime. After collection of
the data, we create a matrix and applied the assignment problem using Branch and
Bound technique to minimize the losses caused by cyber crime. We can find that
11.12 % losses of cyber crime minimize through the assignment problem using
Branch and Bound Method. If we apply assignment problem using the Hungarian
method (Table 6).

The total minimum percentage of losses

¼ P1C6þ P2C1þ P3C7þ P4C2þ P5C4þ P6C3þ P7C9þ P8C5þ P9C8

¼ 17þ 33þ 25þ 17þ 100þ 60þ 33þ 29þ 100

¼ 414

Primary data collection (Sample size) is 39. Therefore 414/30 = 10.61. So
10.6 % of minimize the losses percentage of the cyber crime through the

Table 5 Representation of
input symbol state

Name of
input

Description input

a List of cyber crime

b Priority list of cyber crime

c Not optimized list of cyber crime

d Optimized list of cyber crime

e List of cyber crime

f Resultant matrix with cyber crime and
losses

g Final optimized matrix

h Minimum loss result

Table 6 Resultant matrix
after applying the Hungarian
method

C1 C2 C3 C4 C5 C6 C7 C8 C9

P1 17 3 17 34 34 [0] 0 67 20

P2 [0] 3 0 34 0 16 17 34 20

P3 25 M 25 75 25 16 [0] 50 45

P4 30 [0] 30 47 63 13 80 80 50

P5 0 M M [0] 0 M 0 0 20

P6 0 3 [0] 38 38 M 38 38 0

P7 30 50 30 30 30 M 30 30 [0]

p8 7 45 58 58 [0] 58 71 71 91

P9 0 3 0 0 0 M 0 [0] 4

716 N. Kumar and P. Chaudhary



assignment problem using Hungarian method. Then we find 10.60 % losses due to
cyber crime. So we can say that Branch and Bound is better than Hungarian method
for this particular problem. The performance of above both methods is given in
the Fig. 3.

7 Conclusions

Cyber crime does have an extreme effect on the world. It affects each and every
person there is no matter where they are belongs to which community or group. It is
strange that the persons who break the secret into computers across the world only
for enjoyment and entertainment. In order to deal with the cyber crime, society, the
legal institutions and law enforcement authorities will also have to changes in their
rules and regulations for cyber crime. All cyber crime is based on lack of aware-
ness. Due to lack of information security awareness on the part of computer users,
developers and administrators, many cyber vulnerabilities exists in present time.
This is a duty of Government that they educate unaware persons about the dan-
gerous areas of the cyber-world because prevention is better than cure. After
applying an assignment problem using with branch and bound, we have find the
minimize losses due to cyber crime in different areas as discussed in this paper. For
the future work we can be applying different other types of optimization techniques
to find minimize cost of Losses due to cyber crime.

Fig. 3 Comparison of minimization losses due to the cyber crime through assignment problem
using with Hungarian method and branch and bound method
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Denoising Knee Joint Vibration Signals
Using Variational Mode Decomposition

Aditya Sundar, Chinmay Das and Vivek Pahwa

Abstract Analysis of knee joint vibration (VAG) signals using signal processing,
feature extraction and classification techniques has shown promise for the
non-invasive diagnosis of knee joint disorders. However for such techniques to yield
reliable results, the digitally acquired signals must be accurately denoised. This paper
presents a novel method for denoising VAG signals using variational mode
decomposition followed by wiener entropy thresholding and filtering. Standard
metrics: mean squared error, mean absolute error, signal to noise ratio, peak signal to
noise ratio and CPU consumption time have been calculated to assess the perfor-
mance our method. Metric: normalized root mean squared error has also been eval-
uated to estimate the effectiveness of our method in denoising synthetic VAG signals
containing additive white gaussian noise. The proposed method yielded a superior
performance in denoising raw VAG signals in comparison to previous methods such
as wavelet-soft thresholding, empirical mode decomposition-detrended fluctuation
analysis and ensemble empirical mode decomposition-filtering. Our method also
yielded better performance in denoising synthetic VAG signals in comparison to
other methods like wavelet and wavelet packet-soft thresholding, wavelet-matching
pursuit algorithm, empirical mode decomposition-detrended fluctuation analysis and
ensemble empirical mode decomposition-filtering. The proposed method although
computationally more complex, yields the most accurate denoising.

A. Sundar (&) � C. Das � V. Pahwa
Department of Electrical, Electronics and Instrumentation, BITS, Pilani,
K.K. Birla Goa Campus, Goa, India
e-mail: aditsundar@gmail.com

C. Das
e-mail: chinmay39das@gmail.com

V. Pahwa
e-mail: viv.pahwa@gmail.com

© Springer India 2016
S.C. Satapathy et al. (eds.), Information Systems Design and Intelligent
Applications, Advances in Intelligent Systems and Computing 433,
DOI 10.1007/978-81-322-2755-7_74

719



Keywords Vibroarthographic signals (VAG) � Variational mode decomposition
(VMD) � Wiener entropy � Empirical mode decomposition (EMD) � Ensemble
empirical mode decomposition (EEMD) � Detrended fluctuation analysis (DFA) �
Mean squared error (MSE) � Signal to noise ratio (SNR) � Normalized root mean
squared error (NRMS) � White gaussian noise (WGN)

1 Introduction

The knee is a hinge type synovial joint that connects the thigh and the lower part of
the leg. This joint comprises of the fibula, patella, the extensive ligaments and two
main muscle groups (i.e. quadriceps and hamstrings) [1]. The knee joint is a
fibro-cartilaginous structure located between the tibia and the femur [1]. The knee
joint can normally tolerate a moderate amount of stress without severe internal
injury but cannot withstand rotational forces, commonly associated with athletic
activities. Damage to the cartilage in the articular surface could cause rheumatic
disorders such as osteoarthritis [2]. Non-invasive detection of knee joint disorders at
an early age could provide information for physicians to undertake appropriate
therapies to deter worsening of the disorder. Knee joint Vibroarthrographic signals
(VAG) are recorded from the vibrations emitted from the mid patella during active
movements such as flexion and extension. These signals have been used as tools for
building real-time knee joint disorder diagnosis systems [3]. For such techniques to
yield reliable results, the processed signals must be noise-free. However, real world
signals are corrupted with noise. Typical sources of noise in VAG signals include
power line interference, high frequency muscular contraction, base-line wandering
and random artifacts introduced due to the sensor as well as other environmental
factors [4]. Thus the signals must be accurately denoised, so that the extracted
features reflect only the vital information contained in the signal. Several methods
such as wavelet transform- soft thresholding [5], wavelet packet and matching
pursuit algorithms [6], empirical mode decomposition-detrended fluctuation anal-
ysis (EMD-DFA) and ensemble empirical mode decomposition-filtering
(EEMD-filtering) have been proposed for denoising these signals [7].

This paper presents a new method for denoising knee joint VAG signals using
variational mode decomposition (VMD), followed by wiener entropy thresholding
and filtering. Metrics: mean squared error (MSE), mean absolute error (MAE),
signal to noise ratio (SNR), peak signal to noise ratio (PSNR) and CPU con-
sumption time were used to evaluate the performance of this method. Using the
proposed method 89 raw VAG signals were denoised and metrics are computed for
all the aforementioned methods. The effectiveness of our method in removal of
additive white gaussian noise (WGN) from VAG signals is also estimated. For this,
WGN of SNR = 0 dB and SNR = 10 dB are added to the noise-free signal and these
synthetic signals are denoised using the proposed method. Metrics normalized root
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mean squared error (NRMS) and CPU consumption time are calculated to assess
the performance of different methods in denoising these signals. The proposed
method yielded the most accurate denoising but with a slow response. However,
since performing diagnosis of knee-joint disorders is not time-critical, our method
can be adopted for real-time diagnosis systems.

2 Methodology

2.1 Database

The dataset used in this paper was compiled from the study conducted at University
of Calagary, Canada [8]. In this study, the test subjects were asked to sit on a
unmovable and rigid surface with their leg freely drooping. A miniature
accelerometer was mounted on the mid-patella region and was held fixed with
adhesive tape. The subjects were instructed to bend their leg over an angle ranging
from 135° to 0° and back to 135°, within 4 s. The signals were then acquired using
NI data acquisition boards (DAQ) and digitized with a 12 bit resolution. The signals
were acquired at a sampling rate of 2 kHz and bandpass filtered between 10 Hz and
1 kHz. A total of 89 signals were acquired using this method, 51 signals from
normal subjects and 38 signals from subjects with various disorders such as tear,
anterior cruciate ligament and tibial chondromalacia injuries.

2.2 Variational Mode Decomposition (VMD)

Variational mode decomposition has been proposed by Dragomiretski and Zosso
[9] to overcome the limitations of empirical mode decomposition like sensitivity to
noise and sampling. VMD employs a non-recursive decomposition model, in which
modes are extracted concurrently. The model searches for a number of modes and
their respective center frequencies, so that the modes reproduce the input signal,
while being smooth after demodulation into baseband. This closely corresponds to a
narrow-bandprior in Fourier domain. The modes obtained using VMD are denoted
as variation modes (VM), and the original signal can again be retrieved by summing
all the modes. The variational model is efficiently optimized using an alternating
direction method of multipliers approach. This method has shown better results in
comparison to other decomposition methods like the EMD in decomposing real and
artificial data. VMD has been used in previous works for denoising images [10]
however, it has not been applied extensively for removal of noise from biomedical
signals. The authors hence aim to explore the performance of the same in denoising
knee joint VAG signals.
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2.3 Wiener Entropy or Spectral Flatness

Wiener entropy or spectral flatness is a measure of the autocorrelation of an audio
signal [8]. Wiener entropy can be used to estimate the noise-like component of a
signal. Initially, the power spectrum of the signal is calculated using DFT. This is
followed by calculating the ratio of the geometric mean and the arithmetic mean of
the power spectrum. Let ‘N’ represent the length of the power spectrum and ‘n’
represent the value of a discrete sample of the power spectrum, where n = 1, 2, 3,
…, N. Wiener entropy is defined as:

Wiener entropy ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiQN

n¼1 HðnÞn
q
PN

n¼1
HðnÞ

N

ð1Þ

2.4 Proposed Algorithm

The steps followed in denoising the signal using the proposed method are as
described in the block diagram in Fig. 1.

In step 1, cascaded moving average filters have been used to remove noise from
the main signal as performed by Wu [11]. In step 2, while performing VMD, the
balancing parameter of the data-fidelity constraint (α), time-step of the dual ascent
(τ), tolerance of convergence criterion were set to 1000, 0 and 10−7 respectively. The
threshold value of Wiener, is chosen as 0.0001 based on the experiments conducted
on the database. A 12 level decomposition was chosen as it yielded the most accurate
noise removal. Figure 1 below summarizes the same using a block diagram.

Works by Rangayaan et al. [12] suggest that frequencies between 10 and 300 Hz
characterize the VAG signals. Frequencies lower than 10 Hz comprise the base-line

Fig. 1 Block diagram of the proposed denoising method
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wander artifact or other low frequency artifacts and frequencies above 300 Hz
present in the signal comprise the muscular contraction artifacts. Variation mode
V1 contains the high frequency component of the VAG signal and is hence
bandpass filtered between 250 and 300 Hz. All other modes that yielded a value
entropy greater than the threshold were bandpass filtered between 10 and 300 Hz. In
step 6 a 3rd order Savitzky-Golay filter with a frame size of 21 is used to filter the
signal obtained after step 5. Figure 2 shows the signal obtained different steps of
processing the signal and the total noise removed from the signal (base-line wander
and other artifacts).

3 Evaluating the Performance of Denoising Algorithms

To assess the performance of denoising algorithms metrics: mean squared error,
mean absolute error, signal to noise ratio, peak signal to noise ratio, normalized root
mean squared error and CPU consumption time have been computed. Each of the
metrics are described in brief.

3.1 Mean Squared Error (MSE)

MSE is a metric that is used to evaluate the accuracy of denoising. The lower the
value of MSE, the closer is the denoised signal to the original, hence better
denoising. Let x(n) represent the noisy, raw VAG signal, x′(n) represent the
denoised signal and N represent the length of the signal. Let ‘n’ represent the
sample number, where n = 1, 2, 3, …, N. MSE can be defined as:

MSE ¼
PN

n¼1 xðnÞ � x0ðnÞð Þ2
N

ð2Þ

3.2 Mean Absolute Error (MAE)

MAE, a metric similar to MSE is used to evaluate the accuracy of denoising. The
lower the value of MAE, the better is the denoising. Using the aforementioned
symbols, MAE can be defined as:

MAE ¼
PN

n¼1 j xðnÞ � x0ðnÞð Þj
N

ð3Þ
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Fig. 2 Signal waveform obtained after processing using the proposed algorithm and the total
noise removed from the signal
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3.3 Signal to Noise Ratio (SNR)

SNR is a common metric used to estimate the performance denoising methods.
SNR is inversely proportional to log (MSE). SNR can defined as:

SNR ¼ 10 log10

PN
n¼1 xðnÞ2PN

n¼1 xðnÞ � x0ðnÞð Þ2 ð4Þ

3.4 Peak Signal to Noise Ratio (PSNR)

PSNR is a metric similar to SNR. Similar to SNR, the higher the value of PSNR,
the better is the denoising. PSNR is defined as:

PSNR ¼ 20 log10
maxðxðnÞÞ
RMSE

ð5Þ

where RMSE is the square root of MSE defined in Sect. 3.1.

3.5 Normalized Mean Squared Error (NRMS)

NRMS is a metric used to evaluate the performance of the denoising algorithm in
retention the structural integrity post enhancement. Let d(n) represent the signal
obtained after removing the artificial noise added to x′(n). NRMS is defined as:

NRMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

n¼1 x0 nð Þ � d nð Þð Þ2PN
n¼1 x0 nð Þð Þ2

s
ð6Þ

The smaller the value of NRMS, the better the denoising. CPU consumption
time is a measure used to measure the speed of the denoising algorithm. All
computations presented in this paper have been performed using a CPU with an
Intel core i7 processor operating at 2 GHz with a 6 GB RAM. All these metrics
have been used to evaluate the performance of the denoising methods.
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4 Evaluating the Performance of Denoising Algorithms

This section discusses the results obtained on denoising the VAG signals. 89 raw
VAG signals: 51 normal and 38 abnormal signals have been denoised using 4
methods: empirical mode decomposition (EMD-DFA), wavelet-soft thresholding,
EEMD-wiener entropy thresholding and the proposed method.

4.1 Denoising Raw VAG Signals

In the wavelet-soft thresholding method proposed by Rahangdale-Mittra [5], a 4th
order coiflets wavelet has been used to decompose the signal into 3 levels. The
wavelet sub-bands were then soft thresholded and reconstructed using
wavelet-reconstruction. In the EMD-DFA method, the signal is first decomposed
into 12 levels and detrended fluctuation analysis is performed to compute the fractal
scaling index for each of the IMFs. IMFs that yielded a fractal scaling index value
of less than 0.5 are then removed from the main signal. In the EEMD-Wiener
entropy thresholding method, the signal is decomposed using ensemble empirical
mode decomposition. This is followed by filtering the IMFs with wiener entropy
greater than 0.0001. As IMF 1 contains the high-frequency component of the main
signal, it is bandpass filtered between 250 and 300 Hz. All other noisy-IMFs are
bandpass filtered between 10 and 300 Hz using a butterworth filter. The recon-
structed signal is then filtered using a 3rd order Savitzky-Golay filter with a frame
size of 41. Table 1 presents the average values of metrics obtained using each of the
4 methods.

From Table 1, it is observed that the proposed method yields the lowest average
MSE, MAE values and the highest SNR, PSNR values. Hence our method yields
the most accurate denoising. Our method however provides a much slower response
in comparison to previously proposed methods due to the increased computational
complexity involved in VMD.

4.2 Rejection of Artificial Noise

The White Gaussian Noise model (WGN) is commonly used in information theory
to mimic the effects of stochastic or random processes. WGN has shown a strong
ability to replicate the kind of noise contained in bio-signals [13]. The effectiveness
of our method in removal of additive white Gaussian noise is evaluated using the
metric NRMS. For this purpose WGN is added to the signals obtained after
denoising the raw VAG signals using the proposed method. Gaussian noise of
SNR = 0 dB and SNR = 10 dB are added to these signals and the obtained synthetic
signals are denoised using 6 different methods: EMD-DFA, EEMD-filtering,
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wavelet-matching pursuit, wavelet soft thresholding, wavelet packet- soft thresh-
olding and the proposed method. A similar procedure has been carried out in
previous works to evaluate the performance of denoising algorithms [14, 15]. In the
wavelet-matching pursuit method proposed by Krishnan-Rangayyan [6] Gaussian
functions were used for MP and the threshold for denoising was selected based on
the value of the decay parameter. For wavelet-soft thresholding a 4th order symlet
wavelet was chosen. In the wavelet packet denoising method, the best basis
function was selected based on the Schur concavity cost function, and the noise-free
signals are obtained by soft thresholding the obtained coefficients. Table 2 presents
the average value of NRMS and CPU consumption time obtained by denoising the
89 synthetic VAG signals.

From Table 2, it can be observed that the proposed method yields the lowest
average value of NRMS and hence shows the most accurate denoising, but again
provides the slowest response.

5 Conclusion

In this paper a new method for denoising VAG signals using variational mode
decomposition has been presented. Standard metrics: MSE, MAE, SNR, PSNR,
NRMS and CPU consumption time have been computed to assess the performance
of the proposed algorithm. The effectiveness of the algorithm in removal of noise
from both raw VAG and synthetic VAG signals corrupted with additive white
gaussian noise is also estimated. From our study it is clear that the proposed method
yields better accuracy in denoising the VAG signals in comparison the previous
methods, but with a slower response. However, since performing diagnosis of knee
joint disorders is not time critical, our method is suitable for use in real world knee
joint disorder screening systems.

Table 2 Average values of NRMS and CPU consumption time obtained by denoising 89
synthetic VAG signals using 5 different methods

Method NRMS Average CPU consumption
time (s)

SNR = 0
dB

SNR = 10
dB

SNR = 0
dB

SNR = 10
dB

EMD-DFA 0.18 0.15 5 13 5.60

Matching pursuit 0.50 0.26 4.64 3.91

Wavelet packet 0.56 0.42 2.55 2.08

Wavelet soft-thresholding 0.70 0 75 1.09 0.97

EEMD-Wiener entropy
thresholding

0.49 0.51 5.23 5.86

Proposed method 0.12 0.09 28.2 27.4
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Data Size Reduction and Maximization
of the Network Lifetime over Wireless
Sensor Network

Venu Madhav Kuthadi, Rajalakshmi Selvaraj and Tshilidzi Marwala

Abstract The main concept of this research is for increasing the network lifetime
and decreases the data size over wireless sensor network. To perform this idea we
proposed some novel technique which provides the reliable energy efficient routes
and maximizing the network lifetime for finding the route that minimize the total
energy for packet traversal. We also use the data compression model that reduce the
size of data and joint balancing of nodes and optimize the dynamic compression for
improving the lifetime of network. The data compression could be completed
within some step, those are raw data could get broken in few branches and get
compressed at distinct level of the compression, these compressed data could be
decompressed at a certain level and again compressed with distinct level to forward
directly or by using some base station. For transmitting the data to base station from
the source node, every node has to be clustered and have to choose one cluster head
in the group of every cluster, the CH (Cluster Head) is having the more energy in
compared to the all other nodes. The CH (Cluster Head) is obtaining the entire
message from the other neighbor’s nodes and transmits it to the Base station. From
source to destination data transmission, the nodes are searching shortest path that
provide a high computation of complexity.
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1 Introduction

In general WSN (Wireless Sensor Network) contains a huge amount of sensor
nodes. This paper defines wireless sensor nodes as a small device which respond to
one or more stimuli, process and transmission of the information to a particular
distance by utilizing the laser approaches and radio frequencies [1] Sensor networks
normally senses physical phenomenon located near to incidence and convert these
sensed measurement as signals which is processed to disclose the character of
phenomena situated around the sensed area. There are various phenomenon types
that could be Sensed. Acoustics, humidity, light, temperature, seismic activity,
imaging, and some physical phenomenon that can cause transducer to reply. Sensor
nodes contain the set of sensors, memory, processor, communication system,
position locating system, mobilize and units of power. Wireless sensor network is
collecting the data from targeted region and once it is collected then forward to base
station and atmospheric processing node. Sensor node or a Base Station is either
movable or immovable in nature. WSN (Wireless sensor Network) contains thou-
sands of nodes deployed in homes, buildings, highways, cities to control and
monitor the infrastructures atmosphere [2, 3].

In the research work [4] wireless sensor node which collects the information is
commonly known as sink. These sinks collect information from the outer world by
means of connecting through internet and these information’s are used within
limited period of time. The main problem of using WSN is its battery life which is
limited and this is because of its size. Sensor nodes are with the limited resources
and in small size like processor, battery size, and memory storage. Creation of these
small sensor nodes and transmission of these sensed data through sensor nodes have
made a way to implement an interesting application in new. The networks build a
device known as WSNs. These WSNs allows the usage of small application widely.
Some example of these network discussed in the paper are as follows, these net-
works are used in various fields, Once such field is the medical field. In medical
field WSNs is used to check the conditions of the patient from home, it helps to take
some emergency precaution and it saves time. Energy utilization is a main issue in
the Wireless Sensor Network (WSN). As the Size of sensor node is small, it
contains limited resources. In WSNs node battery life is one of the important factors
because replacing of battery is too hard as it has some physical restrictions. For this
reason many researchers are focusing on the power aware protocols algorithm
structure. Mainly there are two major limitation which is been argued, they are less
memory storage and Limited bandwidth process. These limitations are disabled by
fabrication development technique. Therefore the limitation of energy will possibly
solve soon as it has shown a slow process in the battery development [5, 6].
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Wireless Sensor Networks Have the Following Characteristics

1. Sensor nodes are coordinated into single group known as cluster. CH performs
the aggregation of data and the compressed data are received by Base Station.

2. WSN life time depends on the total number of time in which the 1st wireless
sensor node is running out of the power.

3. Each sensor nodes communicate with base stations by multi-hop transmission or
direct transmission since each node is immobile.

4. Wireless Sensor nodes is sensing the environmental condition at various loca-
tions at constant rate and base station receives data from sensor nodes.

5. Based on the distance, the Wireless sensor nodes adjust the wireless transmitter
power [6].

There are more constraints that have a major effect on the WSNs lifetime. The
important constraint of all is the lifetime of battery. A sensors node utilizes its
batteries to process, sample, and data transmission. There are lots of studies that
optimize the effective use of WSN dissipation of energy feature to avoid large
consumption of energy in every protocol stack levels in WSNs (e.g. Hardware,
communication, signal processing and various network protocols) [7]. It is exposed
that to gain the productive and efficient WSN framework, entire nodes must utilize
their energy evenly [7]. If not, few nodes which put out a large amount of data,
consume the battery energies too early, and therefore there would be an observation
hole in the network where some regions cannot be monitored. So, to avoid this
problem an evenly dissipation of energy in network ought to be done.

Compression and data aggregation are key technique to make the energy effi-
ciently in WSN operations. This Research works [8, 9] introduce the idea of tunable
compression; which can tune the operation that is complexity calculation of data
less-loss compression on the basis of energy accessibility. The approach discussed
above comes towards the tools of compression like gzip where ten several levels of
the compression ratios which are available. Nodes dissipate energy by means of
data decompression and data compression; it is significant to decide the savings of
energy which are gained by several compression methods. Data transmission
Energy is the important parameter of WSN data communication. So, it is very
important that traffic of data flow must be most effective one and data transmission
energy must be utilizing it efficiently.

Structure of cluster can extend the sensor network lifetime through aggregate
data of cluster head from the nodes over the cluster and sending it to base station.
Sensor network deployed needs CFP (Cluster Formation Protocol) for partitioning
the clusters from network and must have to select CH. This process uses two
approaches called Cluster First Approach and Leader First Approach. Cluster first
approach, 1st form the cluster and then the CH is selected. In leader first
Approach CH is selected 1st and later formed the cluster [10]. Few clustering merits
are: it decreases routing table size stored at specific nodes. Cluster Head can
increase the individual and network sensors battery life. Cluster Head could
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perform the data collection in cluster and decreases the amount of redundant
packets. Cluster Head reduce the energy rate using scheduled activities inside the
clusters.

This research work is presenting the novel technique for increasing the network
lifetime and the reduction in data size. The proposed technique also tries to over-
come on the issue of replacement of battery, battery lifetime, shortest path selection
for data transmission to destination from the source, access size of data etc.

The proposed technique like Huffman Coding is for the compression of data that
reduce data size. The Modified LEACH algorithm is clustering the node and selects
the cluster head, and the Dijkstra Algorithm with AODV protocol is providing an
enhanced and efficient way to find the suitable and shortest path for the data
transmission.

2 Literature Survey

The author proposes a new method on the basis of adaptive technique for pre-
venting the problem of packets loss. The author presents an adaptive technique with
acknowledgement scheme. This scheme is used to minimize a collision of packet
and maximize the throughput of network. Network simulator-2 is used to build this
acknowledgement concept. The author proposes a novel adaptive modulation
method that helps for signal maximization and minimization of the error bit rate.
The main issue in WSN is the nodes physical length. The author discuss that a node
can communicate easily to its far node, and a node can’t communicate to its close
nodes as easily by means of some physical interference. Sensor network deploy-
ments create battery consumption and congestion. When sink receives the data from
source then strength of signal became weak by some network interferences.
Weakness of signal will affect the network reliability and performance. Because of
this the author proposed a technique of adaptive modulation [11].

The author introduces the cross-layer design to develop the lifetime of network
in WSN. This mechanism is combined with the advertisement transmission scheme
for improving the small ALOHA slot on the basis of lifetime and throughput of
WSN. In order to decrease the overhead transmission when compared with another
medium access techniques, this cross layer design access method is preferred as it
do not includes the information’s of protocol with the data bit which are transferred.
Result proves the cross-layer design combination and advertisement transmission
scheme which maximize the network throughput up to 10 % and twice the lifetime
of network so this method is better than slotted ALOHA WSN without advertise-
ments [12].

The author presents a highest throughput on the analysis of wireless mesh
backhaul network, which is possible to achieve by practical CSMA/CA (Carrier
Sense Multiple Access with Collision Avoidance) MAC (Medium Access Control)
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protocol. They route to MCF (multi commodity flow) for the formulated aug-
mentation with the constraints of divergence graph, and an enhanced technique has
been taken over the collision of distributed CAMAC/CSMA. This type of overhead
is being ignored by the capacity of MCF that assumes the scheduling of impractical
centralized and the planning of the aggressive capacity in the result that is not
possible to achieve among the CA/CSMA. The author mentioned three most
important contributions:

1. The author proposed a generic technique of CA MAC/CSMA analysis with
MCF to formulate the analysis capacity of optimal network, which is ready to
generate the network throughput upper bound.

2. The author describes a novel idea of CSMA/CA theoretically studies and clique
with the relationship of CSMA/CA area by throughput.

3. CSMA/CA clique is used like a tool; this tool derives a network throughput
lower bound, and clique-based formulation of MCF is helping to achieve this
throughput within CSMA/CA MAC protocol.

NS-2 simulation outcomes are presenting the lower and upper bound tightness;
these are newly developed and are compared with MCF formulation assumption of
centralized scheduling and slotted systems [13].

In this research work, a novel routing technique has been proposed for WSNs.
This technique extends the network lifetime by A-star technique and fuzzy tech-
nique combination [14]. The proposed technique helps to define the optimal path of
routing from the source to destination by using “loads of minimum traffic,
remaining battery life, and small amount of hops”. This Proposed method is
demonstrated by balancing energy consumption and network lifetime maximization
[15].

The author has discussed in the research work [16], about sensor network
topology control and balance loads on the nodes of sensor, and it maximizes
network lifetime and network capacity. Distributed clustering is proposed by the
author for increasing lifetime of ad hoc network. Sensor node clustering in network
is most successful topology. Proposed technique doesn’t have any virtual infras-
tructure about capacity of nodes and also it doesn’t have any assumption about
multiple power availability levels in sensors nodes. The author presents HEED
protocol, this protocol selects cluster head based on node residual power hybrid and
secondary parameter like node proximity for their neighbors or degree of node.

The author of the research paper [11] has presented an algorithm for the WSN
(wireless sensor network) that is self-organized with huge amount of the static
nodes within the resources of energy. Some protocol in WSN is supporting slow
mobility through the node subset, sensor network formation, and efficient routing of
the energy to carry the processing function of cooperative signal over the nodes set.
The WSN (wireless sensor network) is being used for monitoring the health and
security, sampling of widespread environment and surveillance applications.
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The author of the research work [6] has presented a discussion about the battery
life in WSN (Wireless Sensor Networks), and how it could be efficiently managed,
so the network lifetime would be increased. In the network of large scale, they
consider about the multiple deployed sink nodes and a huge sensor node number for
increasing the network manageability and the reduction over consumption of
energy. In this research work, the author focuses on the problems of sink location
most importantly in huge networks of WSN. There is more number of problems
based on design criteria. The author concentrate to locate the sink nodes for the
environment of sensors, If the author gives time constraint, that situation needs less
operational time for sensor network.

2.1 Problem Formulation

The sensor node is a small electronic component so that it can be outfitted with
limited energy only. In few situations we can’t replace the energy resources. Battery
life plays major role in the life of sensor node. Limited battery energy leads to
failure of sensor node. If sensor node fails then it leads to network breakage and
also we can’t gather the data from specific area. In ad hoc sensor network and multi
hocp sensor network, data origin plays double role or as data router. Some broken
nodes will be a reason for the major change in topology and it needs packet
rerouting and network reorganization. So we must give extra importance to the
energy conservation. Most algorithms are proposed to save the energy and
Clustering is a part of them. Here clusters are being formed as set of nodes by
clustering. CHs are selected periodically and cluster member can communicate to
their CHs. Cluster member receives the data from base station that is send through
its CH. The Cluster Head can use multi clustering. CHs have to be rotated to make
the energy balanced and to make an equal load over all the nodes. We could reduce
the consumption of energy.

3 Proposed Work

3.1 Overview

The research work is proposing an enhanced technique for the problem over life-
time of the network. The low network lifetime is creating a mess over the trans-
mission of data; the network lifetime totally based on the battery capacity. This
paper is proposing an enhanced technique for increasing the network lifetime and as
well for the reduction of data size. The reduction of data size is being reduced with
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the data compression technique; the Huffman Code has been used for reducing the
size of data by compression of the data. Before compressing the data, all the node
are being clustered by LEACH technique, the clustered node selects a CH over all
the nodes based on the energy. Finally, data is being transmitted from source to
base station depend upon the shortest path. The Dj-kstra Algorithm with the AODV
protocol is providing an enhanced and efficient shortest path over the Wireless
Sensor Network nodes.

3.2 Overall Architecture

See Fig. 1.

Fig. 1 Proposed architecture
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3.3 Data Transmission

Once clusters are being formed and the schedule of the TDMA is fixed, the nodes
starts to transmitting their data. Assume, some nodes are always there to send the
data, they send it at the time of allocated transmission to CH (Cluster Head). This
transmission needs only the minimum energy amount on the basis of strength
received from the advertisement CH. Every non-cluster head radio could be swit-
ched off till transmission time of the allocated node, therefore it minimize the
dissipation of energy. The receiver of the CH (Cluster Head) node must have to be
on for receiving the data from clusters. Once every data is being received then
cluster head is performing the functions of the optimization like aggregation of the
data for functioning of another signal processing the compression of data into single
signal. The composite signal is having a transmission of high-energy with base
station on the big distance, and then sending to base station. CH (Cluster Head) is
using CSMA with a code named as fixed spreading for sending these packets of
data. It is an operation of the steady-state LEACH network. After certain period of
time, a priori has been determined and the next round began with the determination
of every node if it is becoming CH (Cluster Head) for the advertisement of the
decision and this round for the remaining nodes that has been described in phase of
the advertisement.

3.4 Lifetime Enhanced Cluster Based Routing in WSN

In the WSNs (Wireless Sensor Networks), data transmission is being constrained
through the limited energy of battery nodes. Sensor nodes deploying densely would
detect correlated data and redundant that may be the reason of energy wastage. For
saving the energy and resources and for enhancing the lifetime of the network, the
technique of clustering could be used [14]. In the network that based on cluster,
Cluster Heads (CH’s) performs the routing and aggregation of the data as shown in
Fig. 1. The routing technique on the basis of cluster with the mechanism of power
saving is being used for the enhancement of lifetime. Overlapped coverage area for
deploying the nodes forming on the scheme of power saving.

3.5 Proposed DA-CAC Approach

This research work is proposing an enhanced Dijkstra’s Algorithm and DA-CAC
(Closest Adjacency Condition) for detection of the shortest path in the wireless
sensor network. The promising mechanism is serving the requirement for the
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optimal path detection in the terms of consumption of energy and cost. It is also
storing information about energy level of nodes for maintaining the communication
in a continuous link. The approach has been started initially with discovery of route
through the transmission of RREQ message to the neighbor nodes. After trans-
mitting the message, wait for RREP within certain parameter and data transmission
cost where every route could be identified. The cost of this approach is varying with
the value of TTL fields and hop count. The nodes minimum counts are being
selected from the hop counts for reaching at the destination and must have to keep
the minimum value of the TTL. After the cost identification of all path storage
information is performed through the source node to the routing table. The mea-
surement of effective route should avoid some conditions even the nodes occur in
the shortest path. If network is containing a structure on the basis of loop then the
energy and performance would be degraded, then the need of the loop will be
avoided. The proposed technique or mechanism measures about the occurrence of
shortest path. If the entry of node is repeated in routing table, in that case it ought to
be removed.

3.6 Data Compression

1. Selector: In this phase we select the new value with three existing values that are
mentioned previously, these three reading values are considered as zero in initial
stage.

2. Median Predictor: This phase predicts a median value from minimum and
maximum values between three values that are previously selected and it
computes the current value deviation through median value.

3. Huffman Coder: It calculates the Huffman code deviation from median predictor
that provides result in the compressed data as shown in Fig. 2. The general
concept of the Huffman coding is to map the alphabet for representing the
alphabet, composing the bit sequences for variable size, symbols are easily
occurring have little and small representation than the rarely occurred symbols.
In this situation probabilities and R + 1 symbol are decreases by increasing
values.

Fig. 2 Huffman code
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Sensor node application is widely used for reporting the interested area status for
users, and it’s very useful to calculate the xi which is obtained by the sensor node. ri
represents the binary form of the measured xi. Then R bits are provided by ADC,
here R denotes the ADC resolution in the research work [9]. Compression tech-
nique predicts the middle value from three values which are mentioned previously
for every new attainment of xi. And compression technique is used to compute the
current value’s deviation through median.

3.6.1 Dynamic Optimizations

Dynamics Optimization allows in situ constrains to empower and tunes the sensor
node to adapt the changing needs of application and stimuli of environmental
throughout the life time of sensor node. Dynamic Optimization is main process
because the needs of application can be changed from time to time and based on
environmental condition/stimuli which cannot predict the accuracy at the time of
designing. In nature Some MAC layer, OS and optimization of routing are dynamic.

3.6.2 Frequency Scaling and Dynamic Voltage

Frequency Scaling and Dynamic Voltage adjusts sensor node processor voltage and
frequency for optimizing the energy consumption. DV (Dynamic voltage) and
Frequency scaling balance the performance to reduce the energy consumption using
peak computation. It’s very high in compared to the average throughput of appli-
cation needs and sensor node that depends on the CMOS logic that contains a
voltage based on high operating frequency. The authors demonstrate the system of
DVFS will have a scheduler of voltage running in cycling with task scheduler of
operating system and it provides the result of energy consumption efficiently.

3.7 LEACH and Its Descendant

Following techniques are utilized by LEACH for achieving the goals of design:
adaptive cluster formation and self-configuring, randomized, local control for
transferring the data and controlling by the media access for low energy and pro-
cessing of data specifically on the application. LEACH contains number of rounds
and every round is containing two phases that are steady and setup phase. The
Setup phase provides the formation of cluster in suitable manner. In Steady phase
data’s are transmitted. LEACH reduces the intra-cluster and inter-cluster collision
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by CDMA MAC or TDMA. Formation of cluster depends upon number of prop-
erties like sensor types, numbers, range of communication and location. Sensor
nodes are being in used for collecting the information of energy consumption and
send to sink based on cluster head numbers and various techniques like radio range
in various algorithms. This is because of the reduction in the consumption of energy
with organized sensor node inside the clusters.

There are several form of the LEACH algorithm that is mentioned below
LEACH-F, LEACH-C, LEACH-B, LEACH-ET, Energy–LEACH, TL-LEACH,
MH-LEACH, ACHTH–LEACH, MELEACH-L, MS-LEACH, Trust-Based
LEACH, LEACH-DCHS-CM, Re-Cluster-LEACH and etc.

The advantages of clustering algorithm are:

1. Decrease the size of routing table,
2. Decrease the exchanged message redundancy,
3. Decrease the consumption of energy, and
4. Prolong the life time of networks.

3.8 Cluster Head Selection

In networks cluster, cluster header performs routing and data aggregation. Routing
method is cluster based, it is a mechanism of power saving, and then it is utilized
for the enhancement of network lifetime. The area of overlapping coverage ran-
domly organize the nodes basis scheme of power saving. We explain our proposed
algorithm for selecting the CH (Cluster Head) for single-cluster network. Over Ns
nodes, one node will be selected as cluster head; it is implicated to fuse the
information from entire NCHs. The Model of single cluster network and algorithm
design objectives is towards the increasing of time, meanwhile the initial node dies
signify by NCHf, node of NCH is being on the farthest distance from cluster head,
and distance amid of A and B, which is denoted by d:A:B, the power needed for
NCHf and Cluster Header are shown below

ðNC ¼ 1; a ¼ 1=NSÞ
PCH ¼ Er

elec NS � 1ð ÞþEr
DANS þEr

elec þEampd
2
CH�BSr

PNCHf ¼ Er
elec þEampd

2
CH�NCHf r
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3.9 Algorithm

3.9.1 Shortest Path Algorithm

Proposed DA-CAC Algorithm

Initialize AODV (); 
Send the RREQ (Hop Counter, DestinationSeqNum, SourceSeqNum, TTL); 
Receive RREP (Hop Counter, DestinationSeqNum, SourceSeqNum, TTL) 
Cost_Analysis_ Route_Path ();
{ 
Max Cost= Max (Hop Counts + TTL Value); 
Min Cost= Min (Hop Counts + TTL Value); 
} 
Costs for every Path==Store; 
Comparison_Dijkstra’s_Path (Path 1, Path 2 …Path n);
If (Path==Shortest && Node==Twice) 
{ 
Detection of Loop; 
Delete path from list; 
} 
Gateway_Path_Count If (Path==Contains_Gateway_Node); 
Then, 
HopDistance (Closest Node to Gateway) // CAC (Closest Adjacency Condition)
Node 
If (Node_Count_Shortest_Path>=2) // Convergence of dynamic route 
Node of Shortest Path; 
WakeUp== Closest Adjacency Condition (CAC) Node_Path_Elements; 
If, low battery == Route Update // Check every node battery level 
Else Perfect Route; 
Suggested_CAC_Shortest_Path (Close to Gateway, low load, High Energy 
Nodes, Loop free); 
Shortest_Path for seeking the communication over node; 
Routing table Updation; 
Exit; 
} 
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3.9.2 Data Compression Algorithm (Huffman Code)

encode (v, Table, prevArray[]) 
// v is known as present value and the prevArray [] containing three previous 
values 
i = prevArray[0] 
j = prevArray[0] 
k = prevArray[2] 
p = minimum (l,m,n) 
q = median (l,m,n) 
r = maximum (l,m,n) 
IF (p <= v <= r) THEN, 
SET TO ‘0’ the set_bit  
SET the Previous bit set TO set_bit 
IF (v >= q) 
SET TO ‘0’ the set_bit 
SET Previous bit set TO << Pre_bit_set, set_bit >> 
// Calculate Huffman Code 
HC(diff(v,q))
SET Huffman Code TO HC(diff(v,q))
SET the final_code TO << Pre_bit_set, Huffman Code >>
ELSE 
SET TO ‘1’ the set_bit  
SET Previous bit set TO << Pre_bit_set, set_bit >> 
HC(diff(v,q))
SET hmc TO HC(diff(v,q))
SET the final_code TO << Pre_bit_set, Huffman Code >>
END IF
ELSE 
SET the set_bit TO ‘0’
SET Previous bit set TO set_bit 
IF (v > r) 
SET the set_bit TO ‘0’
SET the Previous bit set TO << Pre_bit_set, set_bit >>
HC(diff(v,r))
SET hmc TO HC(diff(v,r))
SET the final_code TO << Pre_bit_set, Huffman Code >>
ELSE 
SET the set_bit TO ‘1’
SET Previous bit set TO << Pre_bit_set, set_bit >>
HC(diff(v,r))
SET hmc TO HC(diff(v,r))
SET the final_code TO << Pre_bit_set, Huffman Code >>
END IF
END IF
RETURN to final_code 
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3.9.3 Modified LEACH Algorithm

1. Let, the Width and Height of the network is W, H respectively. The area of
network is A = W × H.

2. Let the N nodes within the energy of Ei at point of (Xi, Yi).
3. Let the Node 0 is Sink node at W/2, H/2.
4. The issue could be summarized for getting the connected graph G = {V,E}

from the source S, like E represents the Edge and V represent the Nodes, and L
is the Lifetime, So maximize it. The lifetime is defined over the time t1,
Ei <= 0, where the node I could be any sink node.

5. The Hello packet is broadcasting and another node know the position and
energy of the respective nodes.

6. Generally, the sink nodes collects the data from sources, it is selecting the
nodes with sufficient energy and maximum Neighbors as cluster heads.

7. Every CH (Cluster head) is informed about the cluster head.
8. Source is generating the RREQ packet.
9. A node forward RREQ packet when the node is cluster head.

10. The Route is being formed amid of the every sink source by cluster heads.
11. Data is being transmitted through source to sink.
12. Nodes loosing Energy as
13. Eloss = Eidle + Ereceive + Etransmit,
14. E = E − Eloss, there is Eidle = 1pJ/s
15. Etransmit = 3 mJ/Packet (Length of the packet is 1024)
16. The Ereceive = 1 mJ/Packet
17. If Ei < 0, at Transmission Time, then mark it as the lifetime of network.

4 Result and Discussion

This research study proposed a CHRS (Cluster based routing scheme) where based
on the maximum coverage the CH is selected and the energy must be adequate to
extend the communication. OMNeT++ is used to find the consumption of energy
and to prolong life of WSN. The attribute of proposed technique measurement has
conducted some simulator experiment. For the conducted experiment, following
configuration is required.

(1) Windows 7, (2) Intel Pentium(R) (3) CPU G2020 and (4) Processer speed
2.90 GHz.

The Tables 1 and 2 is representing the simulation result over the 25 and 50
nodes. The simulation result is showing a sufficient and enhanced measurement
over the nodes. The Packet size, Initial Energy, Packet Rate and lifetime of the
network are increased.
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The Table 3 shows the measurement of the data compression technique, the
measurement is showing the difference over the Original Size, Compressed Size,
and Compressed Ratio.

The Table 4 is representing the various parameters that have been used in the
simulation result. The process is showing the Area of Network, Rate of data,
Highest transmission power, Range of Transmission, Packet size of Data, Size of
Hello packet, Threshold of Battery death, and Sensing time of Channel.

The Fig. 3 proves that the LEACH algorithm reduces the uptake of energy
because of less redundant neighbor number and transmission of redundant message.
By the use of LEACH algorithm, the energy is being saved in the comparison with
the case of CSA (K = 1) algorithm. The LEACH algorithm is using less energy in
compared to any other technique.

The Fig. 4 shows the time slots of the Network lifetime, the modify LEACH
algorithm is most enhanced and provide a good time slots over the network. The
proposed algorithm is better than existing algorithm for increasing the lifetime of
network.

Table 1 Simulation
parameters for 25 nodes

Area 500 * 500 m

Size of packet 512 Bytes

Nodes initial energy 100 mj

Rate of packet 500

Activity session numbers 14

Energy through MAC 0.003 mj/bit

Outside module energy 0.001 mj/bit

Table 2 Simulation
parameter for 50 nodes

Area 500 * 500 m

Size of packet 512 bytes

Nodes initial energy 1000 mj

Rate of packet 500

Activity session numbers 30

Energy through MAC 0.003 j/bit

Outside module energy 0.001 mj/bit

Table 3 Data compression Sample 1 Sample 2 Sample 3

Orig_size 23,040 bits 23,040 bits 23,040 bits

Comp_size 7466 bits 7545 bits 7498 bits

Comp_ratio 67.60 % 67.25 % 67.46 %
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4.1 Centralized and Localized

The Fig. 5 shows the relationship amid of the network life-time, threshold value of
the network size, and desired level-k for the coverage for switching with the
localized algorithm from centralized and also vice versa. The figure is also showing
that the lifetime of the network is decreasing when k increasing.

4.2 Data Compression Technique

Figure 6 explains the comparison of existing data compression techniques with
Huffman Code. The Huffman code is our proposed technique. This graph is
showing the difference of existing and proposed techniques accuracy. The proposed
technique is more accurate in compare to the other existing technique.

Table 4 Values of various parameter used in simulations

Parameter Value

Initial energy for every nodes 100 J

Area of network 350 * 350 m2

Exponent of loss path (n) 3

Rate of data (r) 100 kbps

Transmitter circuit consumption of power (pt) 100 mW

Highest power transmission (Pmax) 150 mW

Lowest power transmission (Pmin) 15 mW

Maximum# transmission in HBH system (Qu) 7

Range of transmission (dmax) 70 m

Packet size of data (Ld) 512 bytes

Size of ACK MAC packet (Lh) 240 bit

Size of ACK E2E packet (La) 96 byte

Size of Hello packet (Lhello) 96 bytes

Threshold of battery death (Ba) 0

Highest collision probability (Pcmax) 0.3

Sensing time of channel (Tmax) 50 μs

Kidile 0.2

Ksense 0.4

Thello 10 s

TTc 20 s
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Fig. 3 Number of deployed nodes versus energy consumed

Fig. 4 Number of nodes versus network lifetime
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5 Conclusion

Our proposed algorithm, LEACH could maximize the network lifetime through
reliable route and efficient energy. In Wireless Sensor Network, LEACH has been
used for detailed model of energy consumption in packet transfer. This research

Fig. 5 Comparison of network lifetime for k = 1, k = 2

Fig. 6 Comparison between data compression techniques
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work is presenting the novel technique for increasing the lifetime of network and
reducing the data size. For reducing the size of data, the Enhanced Huffman Code
Data Compression Algorithm has been used. The compressed data is transmitted to
base station through shortest path by using the Enhanced Dijkstra Algorithm with
AODV protocol. This enhanced algorithm is seeking a communication among the
other nodes in network that making a transmission of data towards source to des-
tination. The modified LEACH algorithm clusters the node and selects cluster head
based on the energy. Generally, when the sink nodes try to collect data from the
source, it is selecting the maximum neighbor nodes and the cluster head with
sufficient energy.
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