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Abstract Today’s speech recognizers use very little knowledge of what language
really is. They treat a sentence as if it would be generated by a random process and
pay little or no attention to its linguistic structure. If recognizers knew about the
rules of grammar, they would potentially make less recognition errors. Highly
linguistically motivated grammars that are able to capture the deeper structure of
language have evolved from the natural language processing community during the
last few years. However, the speech recognition community mainly applies models
which disregard that structure or applies very coarse probabilistic grammars. This
paper aims at bridging the gap between statistical language models and elaborate
linguistic grammars. Firstly an analysis of the need to integrate the conventional
Statistical Language Models with the modern Linguistic Knowledge based
language models is made, thereby justifying the Statistical and Linguistic
Knowledge based Speech Recognition System which is asymptotically error free.

Keywords Statistical language models � Speech recognizer � Linguistic knowl-
edge � Speech recognition

1 Introduction

The aim of automatic speech recognition is to enable a machine to recognize what a
human speaker said. A machine that can “hear” can be helpful in many ways. The
user can control the machine by voice, which keeps his hands and eyes free for
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other tasks, it can save the user from typing vast amounts of text by simply dictating
it, the recognized speech can be used to index speech such as broadcast news which
allows efficient document retrieval, or the system may even understand what the
user intends to do or answer his questions. These examples illustrate that speech
recognition is an important aspect of improving human-machine interfaces and thus
making machines more usable and user friendly.

It was believed, that as soon as the spectrum of a speech signal could be
computed fast enough, the speech recognition problem could be easily solved.
Although thousands of researchers around the world worked on the problem for
more than half a century, the task must be still considered to be unsolved. In
difficult acoustical environments machines perform orders of magnitude worse than
humans.

How was such a misinterpretation possible? On one hand the speech recognition
problem is often largely underestimated because it is so natural for human beings to
listen to others and understand them. We are not aware of the tremendous amount
of variability present in a speech signal. We can understand people we never met
before, we are able to recognize a huge amount of different words in continuous
speech, and we are even able to understand ungrammatical utterances or expres-
sions we have never heard before. We are able to perform so well because we
include a wide variety of knowledge sources: we have prior knowledge about the
syntax and semantics of a language, we can derive the meaning of new words by
analogy, we use situational clues like the course of a dialogue and we have access to
all experiences we made in our live and all knowledge about the world we have.
Machines cannot keep up with that.

Written language consists of a sequence of discrete symbols, the letters of the
alphabet. These symbols are uniquely identifiable and do not interact. The
boundaries of a word are well defined as words are separated by spaces. This is still
true for the smallest linguistic elements of speech, the phonemes. In written form,
these are discrete symbols as well. However, the situation changes dramatically
when we are going from written form to spoken form, or more specifically if we
look at a speech signal.

A speech signal contains a tremendous amount of variability from several
sources. There is no one-to-one relationship between letters or phonemes and their
physical realisation in a speech signal:

• The acoustic realisation of a phone largely depends on the individual speaker
properties such as sex, vocal tract shape, origin, dialect tone coloration, speaking
rate, speaking style (normal, whispering, shouting), mood and health.

• The pronunciation of a particular phone is influenced by its phonetic context
(coarticulation). This influence may span several phones and even syllable and
word boundaries.

• Allophonic variants and phoneme variations.
• The signal is altered by the room characteristics like reverberation, the micro-

phone characteristics, signal coding and compression, as well as background
noise.
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In order to convert speech to text, a description of the acoustic events of speech
alone is not sufficient. To resolve ambiguities, knowledge about the language at
hand is indispensable and plays a very important role in speech recognition.

2 Language Models for Speech Recognition

A language model (LM) is a collection of prior knowledge about a language. This
knowledge is independent of an utterance to be recognized. It therefore represents
previous knowledge about language and the expectations at utterances. Knowledge
about a language can be expressed in terms of which words or word sequences are
possible or how frequently they occur.

Language models can be divided into two groups. The criterion is whether the
model is data driven or expert-driven:

• Statistical language models: If the model is based on counting events in a large
text corpus, for example how frequent a certain word or word sequence occurs,
the model is called to be a statistical language model. Such a model describes
language as if utterances were generated by a random process. It is therefore also
known as stochastic language model [6, 7].

• Knowledge based models: If the knowledge comes from a human expert the
model is called knowledge-based language model. Such linguistic knowledge
could for example include syntax, the conjugation of verbs or the declension of
adjectives. The basis of such a model does not rely on counting observable
events, but rather the understanding of the mechanisms, coherences and regu-
larities of a language. If this knowledge is defined by rules, such models are also
called rule-based models [2].

Since statistical language models are the most commonly used models, they will
be discussed first. Consequently, there is a description of the key idea, the
advantages and the limitations of statistical LMs. The limitations will motivate the
use of knowledge based models and the approach that was taken in this thesis.

2.1 Statistical Language Models

A statistical LM aims at providing an estimate of the probability distribution P(W)
over all word sequences W. It must be able to assign a probability to each possible
utterance. The conditional probabilities must be estimated on large amounts of texts
related to the recognition task at hand. The number of frequencies that must be
counted and stored for this model is prohibitive. The longer the conditioning history
gets, more and more strings will never occur in the training data. An obvious
solution is to limit the length of the histories by assuming that the probability of
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each word does not depend on all previous words, but only on the last N − 1 words
which leads to the so called N-gram language model.

An N-gram language model assumes that the probability of a word is not
influenced by words too far in the past. It considers two histories to be equivalent, if
they have their last N − 1 words in common. With decreasing N the approximation
gets coarser and the space requirements decrease. The N-gram is currently the most
widely used language model in speech recognition [1, 2].

The simplicity of the model, its easy integration into the decoding process and its
ability, at least to some extent, to take semantics into account, contribute to its
success. It is also attractive because it is completely data driven, which allows
engineers to apply it without requiring detailed knowledge about the language at
hand.

However, despite of its success, the word N-gram language model has several
flaws:

• False conditional independence assumption: The N-gram model assumes that
a word is only influenced by its N − 1 preceding words and that it is independent
from other words farther in the past. It assumes that language is generated by a
Markov process of order N − 1, which is obviously not true.

• Saturation: The quality of N-gram models increased with larger amounts of
data becoming available online. However the improvement is limited due to
saturation. Bigram models saturate within several hundred million words, and
trigrams are expected to saturate within a few billion words.

• Lack of extensibility: Given an N-gram model it is difficult or even impossible
to derive a new model which has additional words. The information contained in
the model is not helpful to derive N-grams containing new words. Grammars, on
the other hand, are able to generalize better because they are based on the
underlying linguistic regularities.

• Lack of generalization across domains: N-grams are sensitive to differences in
style, topic or genre between training and test data. The quality of an N-gram
model trained on one text source can degrade considerably when applied to
another text source, even if the two sources are very similar.

N-grams fail on constructions like in the following example sentence:

“The dogs chasing the cat bark.”

The trigram probability P(bark/the cat) will be very low because on one hand
cats seldom bark, and on the other hand because a plural verb (bark) is unexpected
after a singular noun (cat). Nevertheless this sentence is completely sound. The verb
(bark) must agree in number with the noun (dogs) which is the head of the pre-
ceding noun phrase, and not with the noun that linearly precedes it [9].
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2.2 Knowledge Based Language Models

Undoubtedly, written language and spoken language follow certain rules such as
spelling and grammar. In a knowledge-based approach these rules are collected by
experts (linguists) and are represented as a hand-crafted formal system. This system
allows deciding if a sentence belongs to the language defined by the rules, and if
that is the case, to derive its syntactic structure. The knowledge is explicitly
available [4].

In contrast to a statistical LM, no training data is needed for a knowledge-based
system. This can be advantageous if no or only a small amount of (annotated) data
is available from a specific domain. At the same time this means that the lexicon
can be easily extended.

The knowledge based approach faces several problems. One is of course the
difficulty to build a formal system which appropriately reflects the phenomena of a
natural language. The main problem that a speech recognizer has to deal with is the
binary nature of a qualitative language model. If no appropriate measures are taken,
the system is only capable of recognizing intra-grammatical utterances. This is quite
a strong limitation, since a recognizer should be able to transcribe extra-grammatical
utterances as well. The lack of frequencies of a purely rule-based system is disad-
vantageous if the recognizer has several hypotheses to choose from which are all
intra-grammatical. For example, the sentences “How to recognize speech?” and
“How to wreck a nice beach?” are both syntactically correct, however the first is a
priori more likely and should be preferred.

Thereby there is a need to integrate the conventional Statistical Language
Models with the modern Knowledge based language models leading to a Statistical
and Linguistic Knowledge based Speech Recognition System which is asymptot-
ically error free [3, 8].

3 Statistical and Linguistic Knowledge Based Speech
Recognition System

3.1 N-Grams Derived from a Statistical Grammar

Stochastic grammars have the advantage that they typically have much less
parameters than an N-gram model. Stochastic grammars can thus be more reliably
estimated from sparse data than N-grams. However, N-grams can be more easily
integrated into the decoder without requiring a parser. The idea is therefore to
combine the advantage of reliably estimating the parameters of a stochastic
grammar with the ease of integration of N-gram models. This is accomplished by
estimating N-gram probabilities from a stochastic grammar instead of using the
N-gram counts of sparse data. Including natural-language constraints into the
decoder can be desirable for two reasons: First, decoding can be more efficient due
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to the reduced search space, and second, it may improve recognition accuracy. The
advantage is that undesired, extra-grammatical sentences can be ruled-out early and
that low scored intra-grammatical sentences can be saved from being pruned away.
To include a grammar into a Viterbi decoder it must be possible to process the
grammar left-to-right as the Viterbi-algorithm runs time-synchronously [1–3, 8].

If the grammar is regular, it can be modelled by a finite state automaton and
directly integrated into the recognition network of an HMM recognizer; Some
natural language phenomena cannot be described in terms of regular grammars or
are more elegantly formulated by a context-free grammar. It is not feasible to
compile CFGs into a static, finite state transition network because the number of
states could be unmanageably large or infinite [5].

However, due to pruning only a part of the state transition network is active at
each point in time, therefore a CFG can be realized as a network by dynamically
extending the necessary part of the finite state network.

The system incrementally extends the recognition network of a Viterbi decoder
by a NL parser and a unification-based CFG. The recognition network is generated
on the fly, by expanding the state transitions of an ending word into all words which
can follow according to the grammar. It does so by predicting terminal symbols in a
top-down manner; non-terminal symbols on the right-hand-side of context-free
rules are expanded until a terminal is found.

The dynamic approach was extended by a probabilistic component. It uses a
SCFG to compute a follow set and word transition probabilities for a given prefix
string. If the prefix string is parsable the SCFG is used to compute the probability
distribution of possible following words. If the string cannot be parsed, the system
falls back to bigram probabilities instead.

The idea behind predict and verify is very similar to the dynamic generation of
partial grammar networks. The main difference is that in the dynamic generation
approach the parser is driven by the HMM decoder, while in the predict and verify
approach the emphasis is put on the parser which drives the recognition process. It
is based on predicting the next word or the next phone in a top down manner and is
also called analysis by synthesis. A word or a phone is assumed to be present if its
maximal likelihood over all possible ending points is larger than a threshold [3, 5].
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