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Abstract Indexing video by content represents an important research area that one
can find in the field of intelligent search of videos. Visual characteristics such as
color are one of the most relevant components used to achieve this task. We are
proposing in this paper the basics of indexing by content, the various symbolic
features and our approach. Our project is composed of a system based on two
phases: an indexing process, which can take long time, and a search engine, which
is done in real time because features are already extracted at the indexing phase.
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1 Introduction

Nowadays, with the rapid growth of cloud computing use, a lot of applications such
as video on demand, social networking, video surveillance and secure cloud storage
are widely used [1]. Multimedia database can stores a huge amount images, videos
and sounds. These multimedia items can even been used in a professional field
(computer aided diagnosis, tourism, education, museum, etc.) or just been used for
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personal use (memories, travel, family, events, movie collection, etc.). However,
with the exponential development of existing multimedia database, we can point to
the fact that standard applications designed to exploit these databases do not pro-
vide any good satisfactory. Indeed, the applications generally used to achieve both
segmentation and video sequence retrieval are in the most of the cases enable to use
and extract efficient characteristics. Multimedia indexing is an essential process
used to allow fast and easy search in existing databases. The indexing process
allows to minimize the response time and to improve the performances of any
information retrieval system. In last years, content-based images retrieval methods
ware generally combining images processing methods and database management
systems. The latest developments in databases are aiming to accelerate research in
multidimensional index, and to improve the automatic recognition capabilities.
However, modern techniques in this field have to fundamentally change the way
they achieve recognition. Indeed, it is now necessary to repeat the query several
times and then synthesize the results before returning an answer, instead of just a
single query as before. The rest of this paper is organized as follows: In Sect. 2, we
present related researches about the previous standards of image retrieval systems.
Section 3 explains the indexing video concepts. Section 4 reports the experimental
results. Conclusions are drawn in Sect. 5.

2 Indexing and Research Images by the Visual Content

Image and videos storage and archiving for both TV channels, newspapers,
museums, and also for Internet search engines has for a long time been done at the
cost of manual annotation step using keywords. This indexing method represents a
long and repetitive task for humans. Moreover, this task is very subjective to
culture, knowledge and feelings of each person. That is why; there is a real need for
research and indexing methods that are directly based on the content of the image
[2]. The first prototype system that have attacked the attention of the research
community was proposed in 1970. The first image indexing systems by the contents
were created in the mid-90s and were generally designed for specialized and mostly
closed databases. CBIR (Content-Based Image Retrieval Systems) systems are
based on a search process allowing to retrieve an images from an image database by
using visual characteristics. These characteristics, which are also called low-level
characteristics are color, texture, shape [2].

2.1 Related Works

A CBIR system is a computer system allowing fast navigation and image retrieval
in large database of digital images. Much works have already been done in this
area. In many fields like commerce, government, universities, and hospitals, where
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large digital image collections are daily created. Many of these collections are the
product of digitization of existing collections of analogue photography, diagrams,
drawings, paintings, and prints. Usually, the only way to search these collections
was by indexing keyword, or just by browsing. However, the databases of digital
images open the way for research based on content [3]. In the following we will
present a list of CBIR based systems.

Hirata and Kato [4] proposed an image retrieval system that can facilitates access
to the images by query example. In their system, board extraction is carried on user
requests. These edges are compared against the database images in a relatively
complex process in which edges are displaced or deformed with respect to the
corresponding other [5]. They do not provide an image indexing mechanism based
on the contents [5].

The QBIC system [6], is one of the most noticeable systems for interrogation by
image content, and was developed by IBM. It lets you compose a query based on
various different visual properties such as shape, texture and color, that are
semi-automatically extracted from images. QBIC use the R*-tree like as image
indexing method [5, 7].

In [8], authors propose an image retrieval system mainly based on visual
characteristics and spatial information. For this purpose, they used dominant
wavelet coefficients as feature description. Actually, they focused on effective
features extraction from wavelet transform rather than the index structure to achieve
fast recovery [5].

On the other side, VisualSEEk [9] is a content-based image retrieval system that
allows querying by colored regions and spatial arrangement. The authors of this
system developed an image similarity function based on color characteristic and
space components.

VIPER is an image retrieval system that uses both color and spatial information
of images to facilitate the recovery process. They first extract a set of dominant
colors in the image and then derive the spatial information of the regions defined by
these dominant colors. Thus, in their system, two images are similar in terms of
color and spatial information if they have some major groups of the same color
falling within the same image space [5].

2.2 Architecture of an Indexing and Search System Images

An image search system by content includes two phases: offline phase for indexing
images databases and online phase for research as shown in Fig. 1.

These systems are running in two steps: (i) Indexing: where characteristics are
automatically extracted from the image and stored in a digital vector called visual
descriptor [10] looks good. (ii) Research: in this phase the system takes one or more
requests from user and returns the result, which is a list of images ordered, based on
their visual similarity between the descriptor and the query image using a distance
measure [10].
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2.3 Symbolic Features

Colors. Color is the first characteristic that is used for image search. It is the most
accessible characteristic because it is directly encoded in each pixel.

The conventional technique for calculating the areas of color is that of the his-
togram. The idea is to determine the color present in the image and the proportion of
the area of the image it fills. The resulting output is called color histogram.

The color histograms can be built in many color ranges, RGB (Red, Green,
Blue), the color histogram is produced by cutting the colors of the image into a
number of boxes after that counting the number of pixels. Obviously, such a
description of the process is simplistic but it is sufficient to search for images of
sunset in a collection of maritime or cities images [2, 11].

This technique is often used; Histograms are quick and easy to calculate [12],
robust to image manipulation such as rotation and translation [12, 13].

The use of histograms for indexing and image search leads to some problems.
(i) Indeed, they have a large sizes, so it is difficult to create a fast and effective
indexing using as in [14]. (ii) On the other side, they have no spatial information on
colors positions [14]. (iii) They are sensitive for small changes in brightness, which is
a problem to compare similar images, but acquired under different conditions [14].

Texture. There is no appropriate definition of texture. However, common sense
definition is as follows: the Texture is the repetition of basic elements built from
pixels that meet a certain order. Sand, water, the grass, the skin are all examples of
textures [2]. It is a field of the image, which appears as a coherent and homoge-
neous [2].

Fig. 1 The architecture of a system of indexing and image search
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Various methods are available that are used to describe texture characteristic
such as gray-level co-occurrence matrix, Ranklet texture feature, Haar discrete
wavelet transform, Gabor filter texture feature, etc. [15].

Shape. The shape is another important visual characteristic, which is however
considered a difficult task to be fully automated; the form of an object refers to its
profile and physical structure [2].

Shape characteristics are fundamental to systems such as databases of medical
image, where the texture and color of objects are similar. In many cases, especially
when the accurate detection is necessary, human intervention is necessary [2].
Various methods to extract shape feature are edge histogram descriptor (EHD),
Sobel descriptor, SIFT, Fourier descriptor of PFT, etc. [15]. However, in storage
applications and retrieving image, shape characteristics can be classified into local
and global functions [2].

3 Video Indexing

The objective of a video indexing system is to allow a user to perform a research in
a set of videos. Research is conducted on easy criteria to achieve such as the type of
emission, actors or theme. But it is extremely complicated and long to get an
accurate description of the contents of the videos. Video indexing by content is
shown schematically as Fig. 2.

Fig. 2 Architecture of an indexing and retrieval system for video content
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The objective of the proposed video indexing system is to allow a user to search
through a set of videos. Figure 3 show the activity diagram of our approach.

• Images cut. In this step, we cut a video into a set of individual images. These
images allow us to define the following image planes as shown in Fig. 4. After
that the following step are processed.

• Application of a visual descriptor images (defined above).
• Calculating a measure of a similarity corresponding to the descriptor applied in

the previous step.
• Segmenting a video into several basic units called “plans”; a plan is the shortest

unit after the image that defines two shots as shown in Fig. 5.
• Select the key frame. We extract in this step the visual characteristics of each

plan, these features are defined in one or more images called “key frames”. The
key frame of our approach is the first image of each plan because it contains
images similar to this image as shown in Fig. 6.

4 Implementation

The general architecture of our application named Videoindexer is shown
schematically in Fig. 7, which we developed in C++.

Fig. 3 Activity diagram of our approach
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Fig. 4 Cutting into a sequence of images
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Fig. 5 Temporal segmentation (plan)
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4.1 Indexing by the Content

Indexing by the Color. Color is one of the most component used in image retrieval
and indexing [16, 17]. It is independent from the size of image and its orientation.
In our system, we use the color space: RGB. We chose this space because it is
commonly used.

Histogram and distance. Histograms are resistant to a number of changes on
the image. They are invariant to rotations, translations [13], and scale changes [14].
But despite that, we must say that the histograms are sensitive to changes in
illumination and lighting conditions [11, 14]. We used the histogram correlation
technique, Batcharrya [18] and chi-square. With these methods, a distance of
similarity is calculated to measure if two histograms are “close” to each other. H1,
H2 are two histograms.

• Chi-square:

dðH1;H2Þ ¼
X

I

ðH1ðIÞ � H2ðIÞÞ2
H12ðIÞ ð1Þ

Fig. 6 Highlights (key frame of each plan)

Fig. 7 A general architecture
of Videoindexer
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• Correlation:

dðH1;H2Þ ¼
PN

i¼1
�H1ðiÞ�H2ðiÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1
�H1ðiÞ2

PN
i¼1

�H2ðiÞ2
q ð2Þ

�HðiÞ ¼ HðiÞ � 1
N

XN

i¼1
HðiÞ ð3Þ

• Bhattacharya:

dðH1;H2Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�H1 �H2N2
p XN

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H1ðiÞH2ðiÞ

ps
ð4Þ

4.2 Algorithm

Offline phase (Indexing). This phase is summarized in three steps: segmenting
videos into individual images, then calculating their histograms and saving these
extracted data in a database.

Algorithm 1: (Indexing the videos) 
Begin: 
1. Read Nbvideos;// number of videos 
2. For i=1 to Nbvideos do {
3.         Read video (i);  
4.         Read Nbimage; // frame number of the video 
5.         for j=1 to Nbimage do {
6.              Read image (j); 
7.              Calculate their histogram (Hr, Hg, Hb); 
8.     Normalize the histogram; 
9. Indexing the histogram as XML format and store it in a file; 
10. Store the image (j) in a jpeg file; 
11. Storing in a DB the image path (j) and the path of XML file; } }
End 

In line 4 of Algorithm 1, we read the frame number of the video, the number of
images depends on the length of the video. Also, we calculate the histogram for

30 M.A. Belarbi et al.



each image then we must normalized it as in line 7. Then we store the histogram as
XML format as in line 9.

Online phase. This is the second part of our approach

Algorithm 2: (Research the videos) 
Begin: 
1. Read the query image; 
2. Read the threshold; 
3. Choose a distance; 
4. Calculate the histogram of the query image (H1R, H1G, H1B); 
5. Normalized the histogram of the query image (H1R, H1G, H1B);
6. Read the content of the database; 
7. While there are records in the database do {
8.         for i=1 to the last record into the database do {
9. Read ith histogram recording (H2R, H2G, H2B)
10.              Retrieve all videos, which distance (h1, h2) < threshold } }
End 

In line 3 of Algorithm 2, we choose a distance between the distances defined
above such as chi-square. Also in line 10, we retrieve all the videos to display them
to the user.

The research phase is quick, which due to the sequential search, and also because
in this phase, we do not process any treatment of video and the image. We calculate
just the histogram of the query image, and after that the system returns all the
similar videos containing the image query.

We notice that our approach allows to save research time because we compare
the query image with the key frames as shown in Fig. 8.

Fig. 8 The research time with key frame and without it
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5 Conclusion

In this Paper, we have shown and comment experimental results obtained by the
different strategies for calculating similarity. We found that these results positively
guarantee the effectiveness of our approach and that a good video indexing process
is the one that allows you to find the most relevant correspondence with the least
possible number of calculations, and less time. The results obtained from the
application allows us to judge and say that the histogram is effective for the overall
comparison of the content of the image, simple, response time is fast.

In the future, we propose to improve our system to apply this attribute to image
regions (to apply a space research) and combine other descriptors such as SURF,
SIFT to improve the relevance of our system.

In our next works, we plan to discuss indexing video when data increase (Big
Data), and we will try to reduce the dimensionality to accelerate research phase
(response time).
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