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Preface

The papers in this volume were presented at the INDIA 2016: Third International
Conference on Information System Design and Intelligent Applications. This
conference was organized by the Department of CSE of Anil Neerukonda Institute
of Technology and Sciences (ANITS) and ANITS CSI Student Branch with tech-
nical support of CSI, Division-V (Education and Research) during 8-9 January
2016. The conference was hosted in the ANITS campus. The objective of this
international conference was to provide opportunities for researchers, academicians,
industry personas and students to interact and exchange ideas, experience and
expertise in the current trends and strategies for Information and Intelligent
Techniques. Research submissions in various advanced technology areas were
received and after a rigorous peer-review process with the help of programme
committee members and external reviewers, 215 papers in three separate volumes
(Volume I: 75, Volume II: 75, Volume III: 65) were accepted with an acceptance
ratio of 0.38. The conference featured seven special sessions in various cutting edge
technologies, which were conducted by eminent professors. Many distinguished
personalities like Dr. Ashok Deshpande, Founding Chair: Berkeley Initiative in Soft
Computing (BISC)—UC Berkeley CA; Guest Faculty, University of California
Berkeley; Visiting Professor, University of New South Wales Canberra and Indian
Institute of Technology Bombay, Mumbai, India, Dr. Parag Kulkarni, Pune;
Dr. Aynur Unal, Strategic Adviser and Visiting Full Professor, Department of
Mechanical Engineering, IIT Guwahati; Dr. Goutam Sanyal, NIT, Durgapur;
Dr. Naeem Hannoon, Universiti Teknologi MARA, Shah Alam, Malaysia;
Dr. Rajib Mall, Indian Institute of Technology Kharagpur, India; Dr. B. Majhi,
NIT-Rourkela; Dr. Vipin Tyagi, Jaypee University of Engineering and Technology,
Guna; Prof. Bipin V. Mehta, President CSI; Dr. Durgesh Kumar Mishra, Chairman,
Div-IV, CSI; Dr. Manas Kumar Sanyal, University of Kalyani; Prof. Amit Joshi,
Sabar Institute, Gujarat; Dr. J.V.R. Murthy, INTU, Kakinada; Dr. P.V.G.D. Prasad
Reddy, CoE, Andhra University; Dr. K. Srujan Raju, CMR Technical Campus,
Hyderabad; Dr. Swagatam Das, ISI Kolkata; Dr. B.K. Panigrahi, IIT Delhi;
Dr. V. Suma, Dayananda Sagar Institute, Bangalore; Dr. P.S. Avadhani,



vi Preface

Vice-Principal, CoE(A), Andhra University and Chairman of CSI, Vizag Chapter,
and many more graced the occasion as distinguished speaker, session chairs,
panelist for panel discussions, etc., during the conference days.

Our sincere thanks to Dr. Neerukonda B.R. Prasad, Chairman, Shri V.
Thapovardhan, Secretary and Correspondent, Dr. R. Govardhan Rao, Director
(Admin) and Prof. V.S.R.K. Prasad, Principal of ANITS for their excellent support
and encouragement to organize this conference of such magnitude.

Thanks are due to all special session chairs, track managers and distinguished
reviewers for their timely technical support. Our entire organizing committee, staff
of CSE department and student volunteers deserve a big pat for their tireless efforts
to make the event a grand success. Special thanks to our Programme Chairs for
carrying out an immaculate job. We place our special thanks here to our publication
chairs, who did a great job to make the conference widely visible.

Lastly, our heartfelt thanks to all authors without whom the conference would
never have happened. Their technical contributions made our proceedings rich and
praiseworthy. We hope that readers will find the chapters useful and interesting.

Our sincere thanks to all sponsors, press, print and electronic media for their
excellent coverage of the conference.

November 2015 Suresh Chandra Satapathy
Jyotsna Kumar Mandal

Siba K. Udgata

Vikrant Bhateja
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A Short Run Length Descriptor for Image
Retrieval

Nishant Shrivastava and Vipin Tyagi

Abstract In this paper an image retrieval technique based on a novel Short Run
Length Descriptor (SRLD) is proposed. SRLD can effectively represent image local
and global information. It can be viewed as an integrated representation of both
color and texture properties. HSV color space is quantized to 72 bins and SRLD is
computed using short run lengths of size two and three for each color in different
orientations. Short run lengths at all orientations are combined to get Short Run
Length Histogram (SRLH) feature. SRLH can thoroughly describe the spatial
correlation between color and texture and have the advantages of both statistical
and structural approaches of texture representation. The experimental results clearly
demonstrate the effectiveness of the proposed descriptor in image retrieval
applications.

Keywords Run length histogram - Color descriptor - Texture descriptor - Texton
detection - Color quantization

1 Introduction

In the recent years, growth of multimedia information from various sources has
increased many folds. This has created the demand of an accurate Content Based
Image Retrieval Systems (CBIR). Success of a general purpose CBIR largely
depends upon the effectiveness of descriptors used to represent images. Low level
features like color, texture and shape have been used for describing content of the
images. The shape descriptors depends on the accuracy of the image segmentation
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technique employed [1]. The accurate segmentation of images is still an open
problem. Therefore a large number of CBIR techniques rely heavily on color and
texture information of the image. Color and texture can provide the robust feature
set for providing most discriminating information for natural images [2—4].

Color and texture integration using local binary patters have shown to obtain a
good retrieval accuracy [5, 6]. Also many researchers have shown to integrate both
the color and texture in a single descriptor using Textons [7—10]. A texton can be
defined as the structural element used to capture the run lengths in an image at a
particular orientation. However, the structure of textons is rigid. Moving Textons
over the image may ignore some finer texture details which may be important for
image discrimination. Each texton is moved separately for capturing texture
information in a particular orientation. Individual texton maps are then combined to
make a integrated descriptor for representing color and texture of the image. This
consumes a lot of time.

To improve the texton representation, in this paper, a novel texture descriptor
SRLD and its histogram SRLH is proposed. The images are quantized into 72 main
colors in HSV color space. Short run length of each color of size 2 and 3 are
extracted from the image. The size is chosen to overcome the limitation of texton
based approaches which uses matrix of size 2 x 2 or 3 X 3 to extract texture
features. Run lengths at each orientation are combined to make the final SRLH. The
proposed SRLH can describe the correlation between color and texture in a detailed
manner and have the advantages of both statistical and structural approaches of
extracting texture. SRLH can be seen as an integrated representation of information
gained from all type of textons together.

The rest of the paper is organized as follows: Sect. 2 describes the related work.
Proposed SRLD and SRLH descriptors are discussed in Sect. 3. Experimental
results are demonstrated in Sect. 4 and conclusions are summed up in Sect. 5.

2 Related Work

Various descriptors have been proposed for integrating color and texture of images
[7-9, 11-13]. Micro-Structure Descriptors (MSD) [8] utilize underlying colors in
microstructure with similar edge orientation to represent color, texture and orien-
tation information of images. MSD uses 3 x 3 windows to detect microstructure in a
quantized color image. Pixels having value similar to centre pixel in window of size
3 x 3 are only retained to define microstructures. MSD does not provide detailed
correlation of color and texture as many textural patterns are left undetected as only
centre pixel is considered.

Structure Element Descriptor (SED) [9] based scheme uses 2 x 2 matrix as
shown in Fig. 1 to extract texture information at different orientation. The image is
first quantized to 72 bins in HSV color space. Each of the five structuring elements
are moved over the image for detecting textons of each of the 72 colors. A SED is
detected when pixels having same value occur in colored part of template. After
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(a) (b) (c) (d) (e)

Denotes 0° denotes 90° denotes 45° denotes 1359 no direction

Fig. 1 Five texton type defined in SED

moving each of the 5 SED, the total count of SED of each type for each color form
the SEH, with each bin representing the total number of SED found of a particular
type for each color, is used to describe the image. SED is not capable of extracting
all texture information as run lengths of odd size are not detected properly; also
SED are redundant and overlap over each other as fifth SED is detected when all
four are detected and vice versa. Moreover, the process takes a lot of time moving
SED over the image.

Texton Co-occurrence Matrix (TCM) [10] based technique also uses textons to
extract the texture. Textons are moved over the quantized image from left-to-right
and top-to-bottom to detect textons with one pixel as the step-length. If the pixel
values that fall in the texton template are the same, those pixels will form a texton,
and their values are kept as the original values. Otherwise they will be set to zero.
Each texton template can lead to a texton image, and five texton templates will lead
to five texton images. Finally, all texton images are combined to get a single image.

Multi-Texton histogram (MTH) [7] based image retrieval integrates the advan-
tage of co-occurrence matrix and histogram by representing the attribute of
co-occurrence matrix by histogram. MTH uses first four texton out of 5 SED to
extract texture from the image. Like SED, MTH also is not able to represent the full
content of images. In [3], an adaptive color feature extraction scheme using the
Binary Quaternion-Moment Preserving (BQMP) threshold technique is used to
describe the distribution of image.

3 Proposed Method

3.1 Color Quantization in HSV Color Space

Color is the most commonly used feature in the CBIR since it is not affected by
rotation, scaling and other transformation on the image. In this paper, we have
selected HSV (Hue, Saturation, Vaue) color space since it is more perceptually
uniform than other color spaces [14].

To obtain quantized image having 72 colors the images are converted from RGB
to HSV color space and a non-uniform quantization technique [15] is used. One
dimensional color feature vector P, is constructed using: P = 9H + 3S + V. Each
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image is quantized to 72 main colors and SRLD is computed to finally get the
SRLH feature of the image. In this paper quantized HSV color space is used to
extract both color and texture feature simultaneously.

3.2 Short Run Length Descriptor (SRLD)

The color, texture and shape features are extensively used in representation of
images in content based image retrieval system. After quantization of image to 72
colors in HSV space, the texture information can be extracted using statistical and
structural methods. SED has a limitation that only one type of SED can be used at a
time, therefore it cannot describe all the repetitive structure in the image. Figure 4a
shows an example portion of image having run length of 3 wrongly represented by
2 x 2 SED as of length 2. This confirms that the run lengths of odd size cannot be
represented by SED. Figure 4b shows that the pair of 1 left undetected by moving
SED of 2 x 2 with step length of 2 over the image. From Fig. 2, it is obvious that
SED based methods can only represent the local characteristic of image and lacks in
detail analysis of texture from the whole image. To integrate the color and texture
information in a single descriptor including higher details of spatial correlation, we
have proposed a more effective short run length descriptor (SRLD).

Capturing texture information using structuring elements is not flexible and may
result in loss of some important discriminating texture patterns. The SRLD uses run
lengths of size at most 3 to describe different texture structures hence is able to
describe all repetitive texture patterns in the image. The size of run lengths is kept
limited to 2 and 3 as the combination of 2 and 3 can describe any odd and even
numbers. This is analogous to the texton based techniques using matrix of size 2 x 2
or 3 x 3 to extract texture. To capture orientation information the run lengths are
extracted at 0°, 45°, 90° and 135° for each quantization level in the HSV color
space. The process of extracting SRLD can be described in a simple 3-step strategy
as follows:

1. Starting from (0, 0), scan each row of pixel from top to bottom. To avoid the
extraction of wrong run length, counting of pixels terminates at the end of each
row and start at the beginning of each row.

(a) (b)
1 1 1 3

b
wn

Fig. 2 An example showing a run length of 3 described by SED as of length 2 b undetected run
length of pair of 1
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2. Compute run lengths with size of at most 3 pixels excluding those of length 1. If
the run length size is greater than 2 and 3 then break it into multiple smaller run
length of size 2 and 3.

3. Count the number of run lengths of size 2 and 3 for each color for making final
run length.

The above steps are used to extract SRLD at orientation of 0°. For other ori-
entations the image is scanned in a column to column and diagonal to diagonal
basis. The outcome of this process is a total of 4 run lengths one for each orien-
tation. It can be easily observed that the run length representation is similar to
texton based methods with more detail texture analysis.

3.3 Short Run Length Histogram

The run length computed above contains 2 entries for each color, first entry shows
the number of run lengths of size 2 and other entry specify the total number of run
lengths of size 3 in each orientation. All these run lengths are combined to form a
single run length thereby having 8 entries for a single color. The first four entries
represent the total number of run length of size 2 and the other 4 entries represent
total run length of size 3 in each of the four possible orientations respectively. The
final run length obtained is represented with the help of a histogram having 72 x 8
bins.

The method of SRLH computation is described in Fig. 3. For simplicity the
quantized colors in HSV color space are denoted by alphabets a, b, c, d, e and f. The
technique is illustrated using 6 colors, therefore the SRLH at each orientation
contains 6 x 2 i.e. 12 bins. In real, the experiments are conducted with 72 colors and
the histogram thus produced contains 72 x 2 i.e. 144 bins. Histograms at other three
orientations are computed in a similar manner. All resulting histograms are merged
to get a single histogram as shown in Fig. 4.

The histogram are combined starting from the first color (i.e. color a). For each
color runs of size 2 in each of the 4 orientation are combined followed by com-
bining the runs of size 3. The similar process is repeated for all the colors.

alalalb|blec|lelec|d]|d =>332b3c2dlalerSb1d3c3f4a1d103d3e2b3c?f

afe| flf bfblblbib)d 3a2b3c 2d 2f3b 2b 3¢ 3f 2a 2a 3d 3e 2b 3¢ 3f2f 2f
cle|lec|f|f|flajalala [l

2(2a) 1(3a) 3(2b) 1(3b) 0(2c) 3(3c) 1(2d) 1(3d) 0(2e) 1(3e) 3(2) 2(39)

Fig. 3 The process of extraction of short run length histogram at an orientation of 0°
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1351 002001000 00 O

Fig. 4 The process of combining histograms into single histogram

The combined SRLH thus produced contains 6 x 8 bins (i.e. 48) for the case of 6
colors. In real experiments are performed using 72 colors in HSV color space
therefore the final SRLH have a total of 72 x 8 (i.e. 576) bins. It may be easily
noticed that the SRLH is similar to the texton histogram with higher texture details.
For example in SED, each color is represented as 5 bins corresponding to 5 textons
shown in Fig. 1, However, in the present method each color is represented as 8§ bins
corresponding to two different sizes of run length and 4 different orientation.
Figure 5 shows images and their corresponding SRLH. It can be easily depicted
from the figure that the SRLH for similar images are similar. This confirms the
effectiveness of SRLH in representing images. When the image is scaled, number of
pixels in the images gets changed. SRLH may be different for original and scaled
image. This problem can be solved by maintaining the proportion of pixels same in
both images. To achieve this objective normalization is applied. Let C;(0 <i<71)
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Fig. 5 SRLH of images a and b
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denotes the quantized color in HSV color space. RY;, RS;, R5; and R}j; denotes the
number of run lengths of color i of size n at each of the four orientations respectively.
The value of n can be either 2 or 3. The normalized value can be computed as:

B}
h=—— (1)
S Ry

ji

where, rj; is the normalized bin value for orientation j. Similarly normalized bin

value for n = 3 for color i is computed. Therefore each color is represented as 8 bins
in the SRLH.

4 Experimental Results

To demonstrate the performance of the proposed descriptor, experiments are per-
formed on MPEG-7 Common Color dataset (CCD) [16] (dataset-1) and Corel
11000 database (dataset-2) [17]. Dataset-1 (CCD) consists of 5000 images and a set
of 50 Common Color Queries (CCQ) each with specified ground truth images.
CCD consists of variety of still images produced from stock photo galleries, con-
secutive frames of news cast, sports channel and animations. In particular experi-
ments we used as ground truth, the groups of images proposed in the MIRROR
image retrieval system [16]. Chi-square distance is used as similarity measure for
evaluating the performance of the system.

Figure 6 shows the retrieval performance comparison of the proposed SRLH
with other three methods MTH, MSD and SED. It can be observed that SRLH has
outperformed others on both Dataset-1 and Dataset-2. The reason being the MSD,

(a)os (b)os g
¥—MSD —e—SED
[:
0.5 |, —a—MTH —&—SRLD
06 \.
04 \".
g
a 04 e 03 "\ \
0.2
0.2
—a—MTH x— MSD | 0.1
—e—SED —o—SRLH B- H—
—E—g
0+ v - . y . y r 0 H
0 010203040506070809 1 0 010203040506 070809 1
R R

Fig. 6 Average precision and recall of the different methods for a Dataset-1. b Dataset-2
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Fig. 7 Image retrieval for horses

MTH and SED based method does not represent various discriminating patterns of
texture and hence has limited capability of describing color and texture of the
image. The proposed SRLH is flexible and can represent detail texture information
in the quantized color image. It can represent combined information gained from all
type of textons of size 2 x 2 and 3 X 3 together in a single descriptor. Also in SRLD,
orientation is captured without overlap. In Fig. 6a, for top 10 images average
precision of SED, MSD and MTH based methods are 72, 65 and 61 % respectively.
At this point SRLH outperforms others with average precision of 78 %. Similar
conclusions can be drawn from Fig. 6b, using Dataset-2. An example of the sample
retrieval result from our system using dataset-2 are shown in Fig. 7. Top 20
retrieved images are shown for query image of horse. Top left image is the query
image and other images are relevant images retrieved from the system.

The extraction of MTH, MSD and SED descriptors require moving textons over
the images multiple times and hence consume more time. Textons representing
unique orientation of texture are moved for each color bin separately for making
texton histogram. This takes a lot of time in high resolution images and is in
feasible for real time retrieval of natural images. Proposed SRLH consumes less
time as image is required to scan only 4 times regardless of the number of color bins
used in the image. Each time run length in a particular orientation is extracted to
make histogram.
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5 Conclusions

In this paper a novel short run length descriptor for content based image retrieval is
proposed which can represent color, texture and orientation information of the
whole image in a compact and intuitive manner. The proposed SRLH can better
represent the correlation between color and texture and can describe texture
information extracted from all type of texton in a single descriptor. In addition
texton based approaches like SED, EOAC [1], TCM and MTH consume more time
in texton analysis and moving textons over the images. The proposed approach is
faster as only the run lengths from the images are to be extracted in each orientation
for the construction of feature vector. The experimental results on representative
databases have shown that the proposed approach outperform other significantly
and hence can be used in CBIR effectively.
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A New Curvelet Based Blind Semi-fragile
Watermarking Scheme for Authentication
and Tamper Detection of Digital Images

S. Nirmala and K.R. Chetan

Abstract A novel blind semi-fragile watermarking scheme for authentication and
tamper detection of digital images is proposed in this paper. This watermarking
scheme is based on Discrete Curvelet Transform (DCLT), which captures the
information content of the image in few coefficients compared to other transforms.
The novelty of the approach is that the first level coarse DCLT coefficients of the
input image are quantized into 4 bits which is used as watermark and embedded
into the pseudo randomly determined coefficients. At the receiver side, the extracted
and generated first level coarse DCLT coefficients of the watermarked image are
divided into blocks of uniform size. The difference in the energy between each
block of extracted and generated coefficients is compared and if the difference
exceeds threshold, the block is marked as tampered. This scheme exhibits higher
Normalization Correlation Coefficient (NCC) values for various incidental attacks
and is thus more robust than existing scheme [1]. The proposed scheme outper-
forms in localizing tampered regions compared to method [1].

Keywords Discrete curvelet transforms - Semi-fragile watermarking - Normalized
correlation coefficient - Tamper detection - Incidental attacks - Intentional attacks

1 Introduction

Digital watermarking schemes protect the integrity and authenticity of the digital
images. The watermarking schemes are broadly categorized as robust, fragile and
semi-fragile. Robust watermarks are designed to resist attempts to remove or
destroy the watermark. The fragile watermarks are designed to be easily destroyed
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for the minor manipulation on the watermarked image. A semi-fragile watermark
combines the properties of fragile and robust watermarks [2]. The semi-fragile
watermarks are robust against most of the incidental attacks and fragile to the
intentional attacks. Many efforts on semi-fragile watermarking schemes were found
in literature. Chang et al. [3] proposed a semi-fragile watermarking technique to
improve the tamper detection sensitivity by analyzing and observing the impact of
various image manipulations on the wavelet transformed coefficients. In [4-6],
semi-fragile watermarking schemes based on the Computer Generated Hologram
coding techniques were described. Maeno et al. [7] presented a semi-fragile
watermarking scheme for extracting content-based image features from the
approximation sub-band in the wavelet domain, to generate two complementary
watermarks. A blind semi-fragile watermarking scheme for medical images was
discussed in [8]. Wu et al. [9] proposed a semi-fragile watermarking scheme
through parameterized Integer Wavelet transform.

A new watermarking approach based on Discrete Curvelet Transforms (DCLT)
[10] was developed in [1]. In this method, a logo watermark is embedded into first
level DCLT coefficients using an additive embedding scheme controlled by visi-
bility parameter. The existing method [1] has many limitations. The Normalized
Correlation Coefficient (NCC) values drops after a variance of 0.05 for the noise
attacks. The existing method [1] is not completely blind as the first level coarse
DCLT coefficients and visibility factor needs to be communicated to the receiver. In
this paper, a blind semi-fragile watermarking is proposed that addresses all the
afore-mentioned limitations. The authentication is performed based on the fact that
incidental attacks do not change information content and the average energy in a
block substantially. The rest of the paper is organized as follows: The proposed
methodology is explained in Sect. 2. Section 3 presents the experimental results and
comparative analysis. Discussions are carried out in Sect. 4. The conclusions are
summarized in Sect. 5.

2 Proposed Semi-fragile Watermarking Scheme

Curvelet transform has been developed to overcome the limitations of wavelet and
Gabor filters [11]. To achieve a complete coverage of the spectral domain and to
capture more orientation details, curvelet transform has been developed [12]. The
Digital Curvelet Transform (DCLT) is usually implemented in the frequency
domain for higher efficiency reasons [13]. The implementation of DCLT is per-
formed either using wrapping or unequally spaced fast Fourier transform (USFFT)
algorithms [14]. In this paper, a novel method for semi-fragile watermarking using
DCLT for authentication and tamper detection of digital images is presented.
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2.1 Watermark Embedding

The process of generating and embedding watermark is depicted in Fig. 1. The
input image is a gray scale image and is transformed using DCLT. The watermark
is generated from the first level coarse DCLT coefficients.

These coefficients are quantized into four bits and embedded into the first level
coarse DCLT coefficients at the locations determined using pseudo random method
[15]. Subsequently, inverse DCLT is applied to get watermarked image. Suppose
the size of the input image is N x N, then the number of scales used in DCLT is
varied from 2 to log,(N). The perceptual quality of the watermarked image is
measured using Peak Signal to Noise Ratio (PSNR) [16]. The average PSNR values
of all the images in the corpus for different dimensions of the input image at
different scales used in DCLT are shown in Table 1. It is observed from the values
shown in Table 1 that, if the number of scales is less than or equal to (log,(N) — 3),
there is a significant increase in PSNR values.

The coarse coefficients of first level DCLT are extracted. The coefficients are
quantized into 4 bits. The number of Least Significant Bits (LSBs) to be used is a
tradeoff between accuracy of tamper detection and imperceptibility of the water-
marked image. The accuracy of tamper detection is evaluated using the following
equation:

Average Number of bits identified as tampered

Accuracy of Tamper Detection =
vof P Average Number of bits actually tampered

(1)

Input
T pravscale Lt

Image l

A 4

Generation of a pseudo random permutation matrix Quantization of the first

for first level coarse DCLT coefficients ie‘:flbct?me DCLT coefficients
o 4 bi

¢ |
v
Embedding of the quantized coefficients at pseudo random locations
of the first level coarse DCLT coefficients

¥
Inverse DCLT
‘ =
Watermarked Image —p

Fig. 1 Semi-fragile watermark embedding process
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Table 1 PSNR values of the watermarked image at different scales of DCLT

Size of the input image | Range of the scale (2 to log,(N))

NxN 2 3 4 5 6 7 8 |9 |10
128 x 128 28.45 [35.56 |44.61 |44.78 |44.89 |45.01

256 x 256 28.49 [35.56 |44.50 |52.84 [52.91 |52.94 |53.07

512 x 512 29.02 |36.61 [45.01 [52.91 |53.70 |53.91 |54.01 |54.1

1024 x 1024 29.35 |35.62 |44.79 |52.92 |53.61 |53.84 |54.05 |54.2 | 543

Table 2 Accuracy of the tamper detection and PSNR of the watermarked image

No. of least significant bits used Accuracy of tamper detection (%) PSNR values (dB)
2 78.65 66.62
3 87.50 59.61
4 94.27 53.15
5 95.57 36.24
6 96.88 26.58

It can be observed from the values shown in Table 2 that the accuracy of tamper
detection values is more than 90 % for the number of bits used for quantization is
above 3. It can also be inferred from the computed PSNR values that impercepti-
bility of the image and high accuracy of tamper detection decreases in large amount
after 4 bits.

Each of the first level coarse DCLT coefficient is quantized to 4 bits and
embedded into a coarse coefficient, whose location is decided by a pseudo random
permutation [15]. The embedding of the watermark is done according to the Eq. (2)
as follows:

Dy (m,n) = D] (i,)) k=1.. .4 (2)

where, D, (m,n)—kth LSB of the coarse first level DCLT coefficient at (m, n),
D (i, j)—kth LSB of the quantized coarse first level DCLT coefficient at (i, j).

2.2 Watermark Extraction

The watermarked image may be subjected to incidental or intentional attacks during
transmission. Checking the integrity and authenticity of the watermarked image are
carried out during watermark extraction process. The process of watermark
extraction is shown in Fig. 2. The watermarked image is transformed using first
level DCLT.

The watermark is extracted from four LSBs of each first level DCLT coarse
coefficient. It is inversely permuted and dequantized. At the receiver, tamper
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]
Watermarked Image 44 +D CLT |

Extraction of four LSBs of each first level coarse DCLT coefficients

!

Inverse Permutation

v
Dequantization

v
Performing Tamper Assessment

B 3

Authentication status

Fig. 2 Semi-fragile watermark extraction process

assessment is carried out by dividing the dequantized and generated first level
coarse DCLT coefficients into blocks of uniform size. We have conducted exper-
iments to determine the appropriate size of block for tamper assessment. The
average accuracy and processing time required for tamper detection for all the
images in the corpus is shown in Table 3. It can be observed from the values in
Table 3 that, the tamper detection accuracy and processing time decreases with
increase in the size of the block. We have arrived to the decision that the size of the
block is set to 3 X 3 which is enough to achieve better (94 %) tamper assessment
with reasonable processing time.

The energy of the dequantized and first level coarse DCLT coefficients are
computed using the Egs. (3) and (4) as follows:

N N
B =y 0D IDG)) ()

e D) @

Table 3 Accuracy of tamper detection and processing time for varying size of the blocks

Block size Tamper detection accuracy (%) Processing time (s)
2x2 96.35 5.1892
3x3 94.27 3.1121
4 x4 83.85 2.1602
5x35 75.26 1.5123
6x6 60.16 1.0992
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where, N = 3, size of each block, E;—energy of each block of the first level DCLT
coarse coefficients of the watermarked image, E,—corresponding energy from
the watermarked image, D(i, j)—generated first level DCLT coarse coefficient at
(i, j) from the watermarked image, and D, (i, j—extracted first level DCLT coarse
coefficient at location (i, j) from the watermarked image. The tamper assessment is
performed using the Egs. (5) and (6) as below:

|E1 — Ex|
=121 22 5
MAX (5)
~ _ | tampered, T>04
a(i) = {“not tampered , otherwise (©6)

where, MAX ;—Maximum energy possible in first level coarse DCLT coefficient
and T- tamper value and a(i)—Authentication status of each block i.

3 Experimental Results

We have created a corpus of different types of images for testing the proposed
semi-fragile watermarking system. The corpus consist of various categories of
images like Cheque, ID cards, Bills, Certificates, Marks cards and few images taken
from the standard image database USC-SIPI [17]. The existing method [1] and the
proposed method has been tested for tamper detection of all the images in the
corpus. The results of tamper detection for the two sample cases which involves
tampering of text and image respectively is shown in Fig. 3. It is evident from the

Watermarked Tamper Tamper
Sample Image in Image with detection using detection using
the corpus intentional attack existing method [1] proposed method

Fig. 3 Results of tamper detection. a Text tampering. b Image tampering
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visual inspection of results shown in Fig. 3 that the detection of tampered locations
is more accurate in the case of proposed method.

4 Discussions

A comparative analysis of fragility and robustness of the existing [1] and proposed
method are performed and are discussed in detail in the following subsections.

4.1 Robustness Analysis

The robustness is evaluated using the parameter Normalization Correlation
Coefficient (NCC) [15] between the extracted and received first level DCLT coarse
coefficients. The NCC values are computed for both existing method [1] and
proposed method by varying the variance parameter of the noise. The graph is
plotted for NCC values for each type of noise and is shown in Fig. 4. It is evident
from Fig. 4 that the NCC values drop substantially for the existing method [1] for
variance greater than 5. The watermarked image is also subjected to JPEG com-
pression by varying the amount of compression. A plot depicting the robustness
performance of the existing [1] and proposed schemes in terms of NCC values is
shown in Fig. 5. It is observed from Fig. 5 that for quality factors from 15 to 5 %,
NCC values are better for proposed scheme than the existing scheme [1].

-
1

os} o=y
T 08}
807
g A —%— proposed method against Salt and pepper noise
G 06l —+— existing method[1] against Salt and pepper noise
3 ‘ —— proposed method against Speckle noise
O 05+ —+— existing method[1] against Speckle noise
= —%— proposed method against Gaussian noise
04F —+— existing method[1] against Gaussian noise
03F
02}
0 1 J

8.02 0.03 004 005 006 007 008 0.09 01
Variance —p

Fig. 4 Robustness under noise attacks
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Fig. 5 Robustness against 117
JPEG compression
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4.2 Fragility Analysis

The fragility is decided based on the tamper assessment capabilities of a
semi-fragile watermarking scheme. We have tested all the images in the corpus for
different types of tampering namely (i) inserting a new content (ii) deleting the
existing content (iii) modifying an existing content and (iv) performing multiple
attacks in the same image.

The performance of detection of tampered regions for both existing method [1]
and proposed method is measured in terms of parameter accuracy of tamper
detection using Eq. (3). The tamper detection values in Table 4 reveals that, the
proposed method results in better accuracy than the existing method [1]. The
average accuracy of tamper detection is around 94 % and at least 10 % more than
existing method [1]. However, there is a failure of around 6 % in accurate detection
and localization of tamper.

Table 4 Analysis of tamper detection against various intentional attacks

Attack Accuracy of tamper detection
Existing method [1] (%) Proposed method (%)
Insertion 82.69 93.27
Deletion 79.17 92.19
Modification 80.99 94.37
Multiple attacks 77.88 91.35
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5 Discussions

A blind semi-fragile watermarking scheme based on DCLT has been proposed in
this paper. From the results, it is inferred that this method exhibits higher NCC
values and thus, more robust than the existing method [1]. The proposed approach
leads to significant improvement in detection of tampered regions in the water-
marked image compared to the existing method [1]. The proposed work can be
further enhanced by using more sophisticated measures for evaluating tamper
detection in an image. By embedding into selected curvelet coefficients, it could be
possible to improve the accuracy of tamper detection and at the same time the
embedding process could be made inexpensive. The selection of curvelet coeffi-
cients is considered as future work of the current study.
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Indexing Video by the Content

Mohammed Amin Belarbi, Said Mahmoudi and Ghalem Belalem

Abstract Indexing video by content represents an important research area that one
can find in the field of intelligent search of videos. Visual characteristics such as
color are one of the most relevant components used to achieve this task. We are
proposing in this paper the basics of indexing by content, the various symbolic
features and our approach. Our project is composed of a system based on two
phases: an indexing process, which can take long time, and a search engine, which
is done in real time because features are already extracted at the indexing phase.

Keywords Indexing - Indexing image by content - Indexing videos by content -
Image processing - Video segmentation - Similarity measure

1 Introduction

Nowadays, with the rapid growth of cloud computing use, a lot of applications such
as video on demand, social networking, video surveillance and secure cloud storage
are widely used [1]. Multimedia database can stores a huge amount images, videos
and sounds. These multimedia items can even been used in a professional field
(computer aided diagnosis, tourism, education, museum, etc.) or just been used for
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personal use (memories, travel, family, events, movie collection, etc.). However,
with the exponential development of existing multimedia database, we can point to
the fact that standard applications designed to exploit these databases do not pro-
vide any good satisfactory. Indeed, the applications generally used to achieve both
segmentation and video sequence retrieval are in the most of the cases enable to use
and extract efficient characteristics. Multimedia indexing is an essential process
used to allow fast and easy search in existing databases. The indexing process
allows to minimize the response time and to improve the performances of any
information retrieval system. In last years, content-based images retrieval methods
ware generally combining images processing methods and database management
systems. The latest developments in databases are aiming to accelerate research in
multidimensional index, and to improve the automatic recognition capabilities.
However, modern techniques in this field have to fundamentally change the way
they achieve recognition. Indeed, it is now necessary to repeat the query several
times and then synthesize the results before returning an answer, instead of just a
single query as before. The rest of this paper is organized as follows: In Sect. 2, we
present related researches about the previous standards of image retrieval systems.
Section 3 explains the indexing video concepts. Section 4 reports the experimental
results. Conclusions are drawn in Sect. 5.

2 Indexing and Research Images by the Visual Content

Image and videos storage and archiving for both TV channels, newspapers,
museums, and also for Internet search engines has for a long time been done at the
cost of manual annotation step using keywords. This indexing method represents a
long and repetitive task for humans. Moreover, this task is very subjective to
culture, knowledge and feelings of each person. That is why; there is a real need for
research and indexing methods that are directly based on the content of the image
[2]. The first prototype system that have attacked the attention of the research
community was proposed in 1970. The first image indexing systems by the contents
were created in the mid-90s and were generally designed for specialized and mostly
closed databases. CBIR (Content-Based Image Retrieval Systems) systems are
based on a search process allowing to retrieve an images from an image database by
using visual characteristics. These characteristics, which are also called low-level
characteristics are color, texture, shape [2].

2.1 Related Works

A CBIR system is a computer system allowing fast navigation and image retrieval
in large database of digital images. Much works have already been done in this
area. In many fields like commerce, government, universities, and hospitals, where
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large digital image collections are daily created. Many of these collections are the
product of digitization of existing collections of analogue photography, diagrams,
drawings, paintings, and prints. Usually, the only way to search these collections
was by indexing keyword, or just by browsing. However, the databases of digital
images open the way for research based on content [3]. In the following we will
present a list of CBIR based systems.

Hirata and Kato [4] proposed an image retrieval system that can facilitates access
to the images by query example. In their system, board extraction is carried on user
requests. These edges are compared against the database images in a relatively
complex process in which edges are displaced or deformed with respect to the
corresponding other [5]. They do not provide an image indexing mechanism based
on the contents [5].

The QBIC system [6], is one of the most noticeable systems for interrogation by
image content, and was developed by IBM. It lets you compose a query based on
various different visual properties such as shape, texture and color, that are
semi-automatically extracted from images. QBIC use the R'-tree like as image
indexing method [5, 7].

In [8], authors propose an image retrieval system mainly based on visual
characteristics and spatial information. For this purpose, they used dominant
wavelet coefficients as feature description. Actually, they focused on effective
features extraction from wavelet transform rather than the index structure to achieve
fast recovery [5].

On the other side, VisualSEEKk [9] is a content-based image retrieval system that
allows querying by colored regions and spatial arrangement. The authors of this
system developed an image similarity function based on color characteristic and
space components.

VIPER is an image retrieval system that uses both color and spatial information
of images to facilitate the recovery process. They first extract a set of dominant
colors in the image and then derive the spatial information of the regions defined by
these dominant colors. Thus, in their system, two images are similar in terms of
color and spatial information if they have some major groups of the same color
falling within the same image space [5].

2.2 Architecture of an Indexing and Search System Images

An image search system by content includes two phases: offline phase for indexing
images databases and online phase for research as shown in Fig. 1.

These systems are running in two steps: (i) Indexing: where characteristics are
automatically extracted from the image and stored in a digital vector called visual
descriptor [10] looks good. (ii) Research: in this phase the system takes one or more
requests from user and returns the result, which is a list of images ordered, based on
their visual similarity between the descriptor and the query image using a distance
measure [10].
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Fig. 1 The architecture of a system of indexing and image search

2.3 Symbolic Features

Colors. Color is the first characteristic that is used for image search. It is the most
accessible characteristic because it is directly encoded in each pixel.

The conventional technique for calculating the areas of color is that of the his-
togram. The idea is to determine the color present in the image and the proportion of
the area of the image it fills. The resulting output is called color histogram.

The color histograms can be built in many color ranges, RGB (Red, Green,
Blue), the color histogram is produced by cutting the colors of the image into a
number of boxes after that counting the number of pixels. Obviously, such a
description of the process is simplistic but it is sufficient to search for images of
sunset in a collection of maritime or cities images [2, 11].

This technique is often used; Histograms are quick and easy to calculate [12],
robust to image manipulation such as rotation and translation [12, 13].

The use of histograms for indexing and image search leads to some problems.
(i) Indeed, they have a large sizes, so it is difficult to create a fast and effective
indexing using as in [14]. (ii) On the other side, they have no spatial information on
colors positions [14]. (iii) They are sensitive for small changes in brightness, which is
a problem to compare similar images, but acquired under different conditions [14].

Texture. There is no appropriate definition of texture. However, common sense
definition is as follows: the Texture is the repetition of basic elements built from
pixels that meet a certain order. Sand, water, the grass, the skin are all examples of
textures [2]. It is a field of the image, which appears as a coherent and homoge-
neous [2].
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Various methods are available that are used to describe texture characteristic
such as gray-level co-occurrence matrix, Ranklet texture feature, Haar discrete
wavelet transform, Gabor filter texture feature, etc. [15].

Shape. The shape is another important visual characteristic, which is however
considered a difficult task to be fully automated; the form of an object refers to its
profile and physical structure [2].

Shape characteristics are fundamental to systems such as databases of medical
image, where the texture and color of objects are similar. In many cases, especially
when the accurate detection is necessary, human intervention is necessary [2].
Various methods to extract shape feature are edge histogram descriptor (EHD),
Sobel descriptor, SIFT, Fourier descriptor of PFT, etc. [15]. However, in storage
applications and retrieving image, shape characteristics can be classified into local
and global functions [2].

3 Video Indexing

The objective of a video indexing system is to allow a user to perform a research in
a set of videos. Research is conducted on easy criteria to achieve such as the type of
emission, actors or theme. But it is extremely complicated and long to get an
accurate description of the contents of the videos. Video indexing by content is
shown schematically as Fig. 2.

Generation of the
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|
/ NN K
o A Y N b
Al b | N AN

2™
Off line iEE : Generation of the —
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-
- — a
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\. Database Video

Similar images in the plan

Fig. 2 Architecture of an indexing and retrieval system for video content
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Fig. 3 Activity diagram of our approach

The objective of the proposed video indexing system is to allow a user to search

through a set of videos. Figure 3 show the activity diagram of our approach.

Images cut. In this step, we cut a video into a set of individual images. These
images allow us to define the following image planes as shown in Fig. 4. After
that the following step are processed.

Application of a visual descriptor images (defined above).

Calculating a measure of a similarity corresponding to the descriptor applied in
the previous step.

Segmenting a video into several basic units called “plans™; a plan is the shortest
unit after the image that defines two shots as shown in Fig. 5.

Select the key frame. We extract in this step the visual characteristics of each
plan, these features are defined in one or more images called “key frames”. The
key frame of our approach is the first image of each plan because it contains
images similar to this image as shown in Fig. 6.

4 Implementation

The general architecture of our application named Videoindexer is shown
schematically in Fig. 7, which we developed in C++.
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Fig. 4 Cutting into a sequence of images

27
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Fig. 5 Temporal segmentation (plan)
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Fig. 6 Highlights (key frame of each plan)

Fig. 7 A general architecture
of Videoindexer .
Play Coding Indexed
wdeos wideos
Offline phase C.qd,m% \ Gettin.
Query Indexed
Image Coding image
Videos
Online phase

4.1 Indexing by the Content

Indexing by the Color. Color is one of the most component used in image retrieval
and indexing [16, 17]. It is independent from the size of image and its orientation.
In our system, we use the color space: RGB. We chose this space because it is
commonly used.

Histogram and distance. Histograms are resistant to a number of changes on
the image. They are invariant to rotations, translations [13], and scale changes [14].
But despite that, we must say that the histograms are sensitive to changes in
illumination and lighting conditions [11, 14]. We used the histogram correlation
technique, Batcharrya [18] and chi-square. With these methods, a distance of
similarity is calculated to measure if two histograms are “close” to each other. Hy,
H, are two histograms.

e Chi-square:

(H\(1) — Ha(1))?

d(Hy,Hy) = Zl Hyx(I)
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e Correlation:

PR w1, I101.0
oM AU SN AL

e Bhattacharya:

4.2 Algorithm

Offline phase (Indexing). This phase is summarized in three steps: segmenting
videos into individual images, then calculating their histograms and saving these
extracted data in a database.

Algorithm 1: (Indexing the videos)

Begin:

1. Read Nbvideos;// number of videos

2. For i=1 to Nbvideos do {

3. Read video (i);

4. Read Nbimage; // frame number of the video

5. for j=1 to Nbimage do {

6. Read image (j);

7. Calculate their histogram (Hr, Hg, Hb);

8. Normalize the histogram;

9. Indexing the histogram as XML format and store it in a file;
10. Store the image (j) in a jpeg file;

11. Storing in a DB the image path (j) and the path of XML file; } }
End

In line 4 of Algorithm 1, we read the frame number of the video, the number of
images depends on the length of the video. Also, we calculate the histogram for
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each image then we must normalized it as in line 7. Then we store the histogram as
XML format as in line 9.
Online phase. This is the second part of our approach

Algorithm 2: (Research the videos)
Begin:
. Read the query image;
. Read the threshold;
. Choose a distance;
. Calculate the histogram of the query image (H1R, H1G, H1B);
. Normalized the histogram of the query image (HIR, H1G, H1B);
. Read the content of the database;
. While there are records in the database do {
for i=1 to the last record into the database do {

Read ith histogram recording (H2R, H2G, H2B)

0. Retrieve all videos, which distance (h1, h2) < threshold } }

=000 R WD~

In line 3 of Algorithm 2, we choose a distance between the distances defined
above such as chi-square. Also in line 10, we retrieve all the videos to display them
to the user.

The research phase is quick, which due to the sequential search, and also because
in this phase, we do not process any treatment of video and the image. We calculate
just the histogram of the query image, and after that the system returns all the
similar videos containing the image query.

We notice that our approach allows to save research time because we compare
the query image with the key frames as shown in Fig. 8.

Research Time  (ms)

with key frame without key frame

Fig. 8 The research time with key frame and without it
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5 Conclusion

In this Paper, we have shown and comment experimental results obtained by the
different strategies for calculating similarity. We found that these results positively
guarantee the effectiveness of our approach and that a good video indexing process
is the one that allows you to find the most relevant correspondence with the least
possible number of calculations, and less time. The results obtained from the
application allows us to judge and say that the histogram is effective for the overall
comparison of the content of the image, simple, response time is fast.

In the future, we propose to improve our system to apply this attribute to image
regions (to apply a space research) and combine other descriptors such as SURF,
SIFT to improve the relevance of our system.

In our next works, we plan to discuss indexing video when data increase (Big
Data), and we will try to reduce the dimensionality to accelerate research phase
(response time).
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EIDPS: An Efficient Approach to Protect
the Network and Intrusion Prevention

Rajalakshmi Selvaraj, Venu Madhav Kuthadi and Tshilidzi Marwala

Abstract Nowadays, Network Security is growing rapidly because no user
specifically wants his/her computer system to be intruded by a malicious user or an
attacker. The growing usage of cloud computing provides a different type of ser-
vices, which leads users to face security issues. There are different types of security
issues such as hacking intrusions worms and viruses, DoS etc. Since the entire
needed resources are associated with everyone and are centrally monitored by main
controller in cloud computing area it creates a simplest way for intruders. In
addition, an experienced or knowledgeable attacker can get to make out the sys-
tem’s weakness and can hack the sensible information or any resource and so, it is
essential to provide protection against attack or intrusion. Additionally, to handle
poor performance or low latency for the clients, filtering malicious accesses
becomes the main concern of an administrator. Some of the traditional Intrusion
Detection and Prevention Systems fail to overcome the abovementioned problems.
As a result, this research proposes a novel approach named Enhanced Intrusion
Detection Prevention System to prevent, protect and respond the various network
intrusions in the internet. Our proposed system use client-server architecture, which
contains main server and several clients. Clients record the doubtful actions taking
place in the Internet and record the suspicious information. Then, this recorded
information is forwarded to the main server for further usage. After that, the main
server analyses the received data and then make decision whether to provide a
security alert or not; then the received information is displayed via an interface.
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In addition, server verifies the data packets using IDPS and classifies the attacks
using Support Vector Machine. Finally, as per the attack type Honeypot system
sends irrelevant data to the attacker. The experimentally deployed proposed system
results are shown in our framework which validates the authorized users and pre-
vents the intrusions effectively rather than other frameworks or tools.

Keywords Network security - Intrusion detection prevention system - Honeypot
system - Support vector machine

1 Introduction

Network security is one of the major domains of IT. Over the last decade, IT
environment achieves the largest development because no one wants his/her system
to be intruded and to get an intruded data from the attacker [1]. Regular internet
usage in our daily life is getting increased and making a protection over the
intrusion and intruders in the networks for providing the availability and reliable
services to users is very essential. Various techniques such as DMZ (Demilitarized
Zone) Firewall’s are used but they are not effective [2]. Intrusion Detection System
appeared as a solution to present best network security when these IDS are com-
pared with other techniques. Intrusion Detection System constantly runs in a
background of a system, watches network traffic and computer systems, and then it
analyzes network traffic for potential network intrusions originating outside the firm
in addition for system attacks or misuse created within the firm.

The administrator of a system relies on several devices to protect and monitor
their systems and network. The administrator identify the irrelevant activity or use of
a computer system or a network by watching activities and sending alerts by certain
activities occur like scanning network traffic to resolve linked computer systems.
An ID is a software application or device that watches system or network activities
for policy violations or malicious activities and generates reports to an administrator.
Several techniques have made an effort to stop an unauthorized access; IDPS
(Intrusion Detection Prevention System) are mainly focused on detecting possible
events, creating log files and reporting about intruder [3]. Additionally, firms use
Intrusion Detection Prevention System for some other functions, like identifying
issues with network safety policies, traditional threats, documenting and prevent
individual users from breaking the safety policies. Intrusion Detection Prevention
System has become an essential for security communications in every firm. The
Honeypot system technology is a powerful complement for Intrusion Detection
System that can really reduce the IDS burden [4]. Traditional IDS is proposed as per
Honeypot technology and IDS should be mark out back via the movable user to
attain inter-operability among different components, hence the Honeypot technique
is used for obtaining the most promising intrusion for further attack tracking and data
signature to attain automatic information [5].
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IDS are classified into II different kinds such as anomaly detection system and
misuse detection system, these categories are based on different intrusion detection
methods. MDS (Misuse Detection Systems) are able to detect previous classified
patterns of known attacks, and unknown attacks pattern couldn’t be noticed. ADS
utilize the systems at present processes and previous activity components to eval-
uate the new techniques and detect the un-known attacks effectively. Attack method
is more difficult, single pattern matching or statistical analysis methods are difficult
to locate the amount of network attacks. The traditional IDS can’t exchange the
data; it is difficult to locate the attack from attack source and even the attacker has
produced vulnerabilities. Traditional IDS and other security products can’t
inter-operate. Information encryption, false alarms, traditional IDS are facing huge
challenges. As a result, our proposed system implements a novel mechanism named
Enhanced Intrusion Detection Prevention System to overcome the abovementioned
issues. Our proposed model contains the combination of some tools such as Sebek,
Dionaea, Snort IDS, Intrusion Detection Prevention System and Honeypot System
and classification mechanism like Support Vector Machine. It also uses a
client-server system architecture which has one main server and several clients. The
client notifies the suspicious records and malicious codes. Then, the notified data is
forward to main server for further process. After that, the server analyzes the
received data packet and then the main server decides whether the data is in security
warning or not. For analyzing packets and attacks we use Intrusion Detection
Prevention System and Support Vector Machine. If the data is considered as attack
then it forwards the data into Honeypot system and it will sends fake information.

2 Related Work

Research work [6] discusses in details about the IDS and its roles, where they
focused the view point of intrusion such as victims and attackers. At present, a
security standard is utilizing configured firewalls in mixture with the IDS. In
research work [7], the author utilizes NB classifiers for detecting the intrusion.
Furthermore, the authors build strict self-determination account between the aspects
in a study results the accuracy of lower intrusion detection when the aspects are
co-related and which are regular in case of intrusion detection. The research work
[8] used Bayesian network for detecting intrusions. Moreover, they have a tendency
to attack exact and construct decision network as per individual attacks charac-
teristics. Research work [9] focus on detecting anomalous system call traces in
privileged procedures, HMMs (Hidden Markov Models) was presented in research
works [10-12]. Moreover, the modeling systems call by you may not provide exact
classification for all time and as in several cases different connection level aspects
are ignored. Additionally, hidden Markov models are generative systems and fail to
form wide-range of needs between the key observations [13].

To defeat the single IDS weakness, a more amount of techniques have been
presented that describes the collaborative usage of host based and network-based
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systems [14]. The author in [15, 16] proposed the system which utilizes both
behavior-based and signature based techniques. Research work [17] describes a
knowledge discovery framework for generating adaptive IDS schemes. Research
work [18] proposed a framework for distributed intrusion detection as per the
mobile agents. The research study [19] proposed a Honeyd with simulating net-
works. In network, Honeyd produce virtual hosts, and it is also utilized in the
research of Honey net development. Honeyd is a slim daemon with several
remarkable aspects. It may presume any OS’s (Operating System) personality and
should configure to present IP/TCP “services” such as SMTP, SSH, HTTP and etc.
Research work [20] presents an Nmap Security Scanner, which is open source and
free utility. Most of the people utilize Security Scanner for administration, security
auditing, network discovery, and inventory. It uses raw Internet Protocol packets in
new way to establish the hosts accessible on a system.

Research study [21] proposed an HIDS, which detects the intrusion and forward
the information to the network administrator about possible attack occurrence in a
secure network. The structural design uses a novel data evaluation method, which
permits detection as per the facts of authorized user behavior variation in the system
from the learned profile on behalf of the activity of authorized user. The author [22]
proposed the values and definitions of Honeypot system; it provides several defi-
nitions and actual idea of Honeypot system. The author states that, the honeypot
system as a resource and the attacker or malicious access has been compromised.
The abovementioned quotes denotes a design of Honeypot system and it is our goal
and prospect to have the scheme potentially exploited, attacked and probed and the
honeypot systems are not a solution; the honeypot don’t fix everything. The
research work [23] provides a use of honeypot system in network security; they
demonstrating a project set to support the Honeypot system network.

The author [24] proposes a secured maximum—communication honeypot for II
different host types. The 1st type protects the system from corruption. The 2nd type
assumes a corruption of the system but it can be easily re-installed. Different types
of security devices are used for solving effortless analysis. Furthermore, network
and host information permit a complete analysis for difficult attack scenarios and
this solution fully depends on OSS (Open Source Software). The main focus of
research work is to freeze confidential services from malicious sources which deal
with spoofing Distributed Denial of Services attacks. This can be done via con-
trolling network attack traffic to the DDoS source as per pushback technique to
trace a specific source; roaming honeypot system was used to define the attacker
capacity. In research study [25], the author proposed a honeypot technique as per
the distributed intrusion tracking, which is totally different from existing honeypot,
and this proposed honeypot utilize distributed exploitation to increase the total
ability of the system.

Research work [26] developed IDS by combining two mechanisms like genetic
algorithm and hybrid honeypot where minimum interaction honeypot system is
used to interact with already classified attacks. Here, high interaction honeypot
system is used for interacting unknown network attacks. Research work presents a
novel Intrusion Detection System using C4.5 DT. In the intrusion rules construction
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process, instead of information gain, information gain ratio is utilized. The testing
result shows that the proposed mechanism is feasible and has a maximum cor-
rectness rate. Research work [27], presented a Honeypot system in a network under
severe surveillance that attract the intruders using virtual or original network and
services over a network are used to evaluate the black hat events. This honeypot
system are precious for new Intrusion Detection System signatures development,
analyzing novel network attack tools, identifying new modes of hiding communi-
cation or DDoS tools.

3 Proposed Work

3.1 Proposed Work Overview

Our proposed system presents a novel Intrusion detection and prevention system
named Enhanced IDPS System for protecting, preventing and responding the net-
work from intrusion and attack. The Fig. 1 illustrates the system architecture of
Enhanced Intrusion Detection and Prevention System. In order to protect the
authorized user from attack our proposed system uses various mechanisms like
Snort, Dionaea, Sebek, Honeypot server, IDPS and SVM. In our proposed system,
there are two main parts like Server part and Client part. In client part, Snort IDS,
Dionaea client, Sebek client side processes were used to validate the authorized
users. In server part, Verifier, Dionaea server, Sebek server processes were per-
formed to validate the user and analyze his/her packets. Then, normalization pro-
cess is performed to normalize the client and server processes and validate the
attacker details. After that it forwards the details into main server. In main server,
two operations were performed such as: attack classification system and IDPS.
IDPS is used to detect and prevent the packets which were sent by malicious user.
Attack classification is used to identify the attacker based on support vector
machine classification. Our classification system also adds new type of attack. After
finding the attacker, our Honeypot system sends fake data to the attacker as per the
attack type. Finally, original server sends valid data to the authorized users.

3.2 System Architecture

See Fig. 1.

3.3 Components of Proposed System

Our Enhanced Intrusion Detection Prevention System has two different parts. Such
as Client and server.
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3.4 Client

In order to collect the information about the behavior of an intruder or attacker,
clients are positioned in the same context. The client parts are self-governing each
other and are independently activated. The information that has been acquired is
distributed back to the main server to carry out further system analysis and its
security updation. The client part is having three important tools:
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Snort IDS
Dionaea client
Sebek client

A. Snort IDS
Snort Intrusion Detection System focuses and filters data packets during
intrusion detection process. It also identifies the separate attack pattern, warning
messages and information.

B. Dionaea client
It attracts intruders and detains the malwares via simulating vulnerabilities and
fundamental services.

C. Sebek client
Sebek Client records the suspicious activity of intruder or attacker for the period
of communication with the Honeypot system in logs.

3.5 Server

Actually the main server is linked to several clients and centralizes the main server.
The entire received records are stored in a DB (Database). The server part contains
six important parts:

Verifier

Dionaea Server

Sebek Server

Attack Classification System and Intrusion Prevention System
Honeypot System

. Verifier

Verifier is used to check the packets that are received by Snort IDS.
Additionally, it also verifies all the client’s packets.

. Dionaea server

Dionaea server allows malicious codes, which are sending to the Dionaea client
part.

. Sebek server

Sebek Server obtains and filters numerous sources representing directions or a
link to received information storing process.

. Intrusion Prevention System

The Fig. 2 illustrates the architecture of Attack Classification and Intrusion
Prevention System.

The IDPS is the security appliance, which monitor system and network activ-
ities for unauthorized access. There are II types of IPS such as HIDPS and
NIDPS. The key functions of IDPS are to find out malicious activity, and take
action to stop/block it. It can able to perform two operations such as detection
and prevention. Initially, IPS watches doubtful activity and network traffic then
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Fig. 2 Attack classification and IDPS architecture

it reacts to the malicious network traffic by stopping the user access or blocking
Internet Protocol address in the network. IPS works as per the assumption,
which states that the attacker’s behavior differs from the valid user. There are
three kinds of IDS such as Misuse detection, Anomaly detection and Hybrid
mode detection system. Intrusion Prevention System should perform some
actions like blocking the network traffic, drop the malicious data packets, send
an alarm and stop the connection from the Intruding Internet Protocol address.
An IPS can also correct un-fragment data packet streams, CRC errors, prevent
Transmission Control Protocol issues, and clean up un-necessary network and
transport layer options.
E. Support Vector Machine (SVM)

Support Vector Machine performs regression and classification tasks by creat-
ing boundaries of non-linear decision. The feature space nature is only helping
to find these boundaries; this classification algorithm can show a large flexible
degree in handling regression tasks and classification of varied difficulties. This
includes various types of support vector models like Radial Basis Function,
polynomial, linear, and sigmoid. Generally, the attack classification process
consists of training and testing with several data examples. Each example in the
SVM training dataset contains several features (“attributes) and one class label
(“target values”). The main goal of Support Vector Machine is to generate a
model which forecasts class label of data examples in the testing dataset which
are specified in the features only. Four types of kernel functions are used to
reach the objective as given below.



EIDPS: An Efficient Approach to Protect the Network ... 43

Radial Basis Function: The RBF is also called as the Gaussian kernel, it is of
the form

Ks(ps, py) = exp ( W) where ¢ denotes the width of the window.

Polynomial: the polynomial degree kernel dk and it is of the form

Kf(vapy) - (pxapy)dk
Linear: K¢(p,,p,) = pipy
Sigmoid: The sigmoid kernel is Ky(py, p,) = tanh(K¢(py, py) +1)
To achieve more classification accuracy our proposed system utilizes Radial
Basis Kernel function for attack classification. This classifier classifies the
attacks based on the ranges of previously described attacks. If the received
attributes are not matched with already classified attacks then it creates a new
attack category.

F. Honeypot System
Honeypot system is a server, which sends irrelevant data to the attacker based
on the attack type. It works as per the concept, “the entire network traffic
coming to Honeypot is suspicious”. Honeypot system is located somewhere in
Demilitarized Zone. This denotes the original server is invisible or hidden to the
intruders. Generally, Honeypot system are developed to watches the attackers
activity, store logs files, and records the activities like processes started, file
adds, compiles, changes and deletes. By collecting such details, Honeypot
system increases the total security system of the organization. If enough
information is collected it can be used to act against in severe condition. This
information is used to calculate the attackers’ skill level and identity their
intention. Therefore, based on the attacker category Honeypot system sends
irrelevant or fake information. A honeypot system is a system designed to learn
how “black-hats” probe for and exploit weakness in the IT systems. It can be
defined as an information system resource whose value lies in unauthorized or
illicit use of that resource it can be used for production or research system.

4 Results and Discussion

To measure the performance of our proposed approach, a sequence of experiments
on extracted dataset were conducted. Based on the following configuration our
proposed method should be implemented (1) Windows 7, (2) Intel Pentium(R),
(3) CPU G2020 and (4) processer speed 2.90 GHz.
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Table 1 Attack categories S. no. Attacker category Attack types
1 R2L 15
2 DOS 10
3 Probing 6
4 U2R 7

4.1 Dataset and Attack Categories

To check the effectiveness of Enhanced Intrusion Detection Prevention System, we
have used KDD dataset. The KDD data set is used to find out the attacker categories
and prevent those attackers or compromise the attackers. Table 1 shows several
attack types and its categories that are utilized in this research work.

The attack categories and its types are described below:

R2L: imap, named, ftp-write, guess password, spy, send mail, snmp guess, snmp
get attack, worm, xsnoop, xlock, warezmaster, warezclient, phf, multi-hop.

DOS: land, back, apacha2, pod, tear drop, process table, udpstorm, smurf,
netpune, mailbomb.

Probing: saint, satan, namp, Ipsweep, portsweep, msscan,

U2R: ps, perl, xtreme, rootkit, sqlattack, buffer over flow, load module,
httprunnel.

4.2 Performance Evaluation

4.2.1 Computation Overhead

The Fig. 3 illustrates the computation overhead of our Enhanced Intrusion
Detection Prevention System. Here, our system utilize minimum amount of
resources from CPU (Control Processing Unit) to perform more number of request
and response operations.

Fig. 3 CPU utilization of our 70
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4.2.2 Total Number of Attackers Versus Total Number
of Compromised Users

The Fig. 4 illustrates the attack detection and compromising (identified as attacker
or malicious network traffic then send response to the attacker or drop the malicious
network traffic) performance of our Enhanced Intrusion Detection Prevention
System. For attack detection process, our system utilizes Support Vector Machine
classification algorithm; Snort IDS and Intrusion Detection Prevention System for
packet analysis and we use Honeypot system for compromising attack. The above
mentioned algorithms improve the performance of our proposed system.

4.2.3 Overall Performance of Our Proposed System

The Fig. 5 compares the performance of the Enhanced Intrusion Detection
Prevention System and the traditional network security techniques like Naive Bayes

Fig. 4 Attack detection and
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Attack Classification System and Intrusion Detection System. In comparison pro-
cess, our EIDS achieves maximum performance because our system utilizes attack
classification system, IPS and Honeypot System.

5 Conclusion

The computer network field is rapidly growing and making NIPS more complex
gradually. Nowadays, new intrusion detection mechanisms are required to avoid
intrusions from private data accessing. For that purpose, we presented a novel
network security mechanism named Enhanced Intrusion Detection Prevention
System. Our system provides real-time protection to authorized users with the help
of Snort, Sebek and Dionaea. It also provides attack classification by using Support
Vector Machine Classification and to prevent the attackers, malicious code and
packet analysis we utilized Intrusion Detection Prevention System. Then, for
compromising the attackers Honeypot system is utilized. Finally our system pro-
vides an effective protection to the authorized users as well as prevents the network
intrusion in the network.
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Slot Utilization and Performance
Improvement in Hadoop Cluster

K. Radha and B. Thirumala Rao

Abstract In Recent Years, Map Reduce is utilized by the fruitful associations
(Yahoo, Face book). Map Reduce is a prominent High-Performance figuring to
prepare huge information in extensive groups. Different algorithms are proposed to
address Data Locality, Straggler Problem and Slot under usage because of
pre-arrangement of particular map and reduce phases which are not interchange-
able. Straggler issue will happen because of unavoidable runtime dispute for
memory, processor and system transmission capacity. Speculative Execution
Performance Balancing is proposed to adjust the usage for single jobs and cluster of
jobs. Slot Prescheduling accomplishes better data locality. Delay Scheduling is
viable methodologies for enhancing the data locality in map reduce. For Map
Reduce workloads job order optimization is challenging issue. MROrder1 is pro-
posed to perform the job ordering automatically consequently the jobs which are
arrived in Hadoop FIFO Buffer. Reducing the expense of Map Reduce Cluster and
to build the usage of Map Reduce Clusters is a key testing issue. Restricted of
accomplishing this objective is to streamline the Map Reduce jobs execution on
clusters. This paper exhibits the key difficulties for performance improvement and
utilization of Hadoop Cluster.
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1 Introduction

Presently a Days, Map Reduce is utilized by the effective associations (Yahoo, Face
book) for huge information escalated applications. Apache Hadoop is an open
source execution of Map Reduce to bolster bunch preparing for Map Reduce
workloads. Hadoop Distributed File System is a circulated stockpiling region which
compasses crosswise over a large number of product equipment hubs. HDFS gives
productive throughput, adaptation to internal failure, spilling information access,
dependability. To store enormous volume of information and to prepare the mon-
strous volume of information HDFS is utilized. The Apache Hadoop structure
contains the accompanying modules:

Hadoop Common—this module comprise of utilities and libraries that are needed
by different modules of Hadoop.

Hadoop Distributed File System (HDFS)—It is a conveyed document framework
which stores the information on the merchandise machines. It is additionally gives a
high total data transmission over the bunch.

Hadoop YARN—It asset administration stage. It is dependable to oversee he
process assets over the groups and utilizing them to plan the clients’ applications.
Hadoop Map Reduce—It is a programming model utilized for vast scale infor-
mation handling

Every one of these modules is naturally taken care of in the product application
by the Hadoop system. Apache Hadoop’s HDFS parts are gotten from Google’s
Map Reduce and Google File System (GFS) individually. Hadoop Distributed File
System contains Name Node and Data Node. Name Node deals with the record
framework metadata and Data Nodes are utilized to store the first information.
HDEFS has remarkable components, for example, Rack awareness, File consents,
protected mode, fsck, fetchdt, rebalance, Upgrade and rollback, Secondary Name
node, Checkpoint node and reinforcement node. HDFS objective is to utilize reg-
ularly accessible servers in a huge group where every single server has an
arrangement of reasonable interior plate drives. For the effective execution, Map
Reduce Application Programming Interface doles out the workloads on these ser-
vers where the information is put away and to be prepared. This idea is called as
Data Locality. For Instance, consider a case in which there are 1000 machines in a
group. Every single machine has three inside circle drives. In the event that dis-
appointment rate of the bunch is made out of 3000 economical drives and 1000
cheap servers. Interim to disappointments rates is connected with reasonable
equipment. Hadoop has constructed in issue remuneration and adaptation to
non-critical failure abilities. It is same as with HDFS, as the information is divided
into squares and lumps and duplicates of these pieces/squares are put away on
different servers over the Hadoop bunch. Give us a chance to take one contextual
investigation, expecting that a record comprises the telephone quantities of the
considerable number of inhabitants in the North America. Who have their last name
begins with R cloud been put away on server 1 and who are having the last name
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start with An are on server 2 and child. In the Hadoop environment, cuts of this
phonebook would be put away and circulated on the whole group. To remake the
information of the entire telephone directory, my project would need get to the
squares from each server in the group. To accomplish higher accessibility, HDFS
reproduces littler bits of information onto to extra servers as a matter of course.
There is a possibility of excess in the names; this repetition urged to keep away
from the disappointment condition and to give an adaptation to non-critical failure
arrangement. Information excess is permitting the Hadoop bunch to separation that
telephone directory passages into little pieces and run those littler occupations on
every one of the servers in the group for effective versatility. Thus, we accomplish
the benefit of information area; it is extremely critical while working with the
gigantic datasets.

Typical workflow of Hadoop

Load the data into the cluster (HDFS writes)
Analysis of data (Map Reduce)

Save the results into the cluster (HDFS writes)
Read the results from the cluster (HDFS reads)

Example: How frequently did the clients sort “Discount” into messages sent to
client administration (Fig. 1).

An expansive information record comprises of messages sent to the client
administration office. Administrator of Customer Relationship or client adminis-
tration division needs a depiction to see how frequently “Discount” was written by
his clients. This would help the Manager to accept the interest on organization
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Fig. 1 Workflow of Hadoop
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returns and trades division and staff. It is a straightforward word check issue. The
customer will stack the information into the bunch (Filel.txt), present an occupation
depicting how to dissect that information (word tally), the group will store
the outcomes in another document called Resultsl.txt and the customer will read
the outcomes record. To enhance the execution of guide decrease, when to begin
the lessen assignments is key issue. At the point when the guide assignments yield
turned out to be expansive, the execution of the guide Reduce planning calculation
effected genuinely. Taking into account the past works, framework spaces assets
waster will bring about decrease undertakings sticking around. To diminish
undertakings begin time in Hadoop stage, (SARS) Self-Adaptive Scheduling cal-
culation is proposed [1]. It chooses the begin time purposes of each decrease
assignments powerfully as indicated by every employment setting which incorpo-
rates size of guide yield, undertaking fruition time. At the point when contrasted
with FIFO, Fair Scheduler and Capacity Scheduler diminish fulfillment time and
normal reaction time is diminished by assessing the occupation finishing time,
framework normal reaction time and decreases consummation time. Existing guide
diminish system regard employments in general procedure. Dynamic corresponding
scheduler gives more employment sharing and prioritization ability in planning
furthermore brings about expanding offer of bunch assets and has more separation
in administration levels of diverse occupations (Fig. 2).
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Fig. 2 Map Reduce structure
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Delay scheduling is proposed to address the distinction between data locality and
fairness. Time estimation and enhancement for HADOOP jobs investigated by
Orchestrating an Ensemble of Map Reduce Jobs for Minimizing Their Make
compass to minimize the aggregate consummation time of an arrangement of
(cluster) of map reduce jobs [2]. The examines on Map Reduce planning calculation
concentrate on advancing the bunch workloads, processing time and information
correspondence. Extensional guide diminish assignment booking calculation is
proposed for due date limitations in Hadoop Platform: MTSD. It permits client to
indicate a vocation due date and to make the job be done before the due date.
Scheduling method is proposed for multi-job map reduce workloads has the
capacity alertly assemble execution models of the executing workloads then utilize
these models for planning purposes. Decrease Task Scheduling is one of the key
issues which impact the execution of the framework. Shared bunch environment
contains unmistakable occupations which are running from different clients in the
meantime. In the event that it shows up among the unmistakable clients in the same
time, submitted employments from different clients won’t be pushed ahead until the
openings are discharged, lessen space assets are involved for quite a while, asset use
rate is lower and it will broaden the normal reaction time of Hadoop framework
which influences the throughput of Hadoop group [1]. In the previous decade, to
create information serious applications World Wide Web has been has received as a
perfect stage. Agent information serious web applications, for example, information
mining are important to get to bigger datasets going from a couple of gigabytes to
petabyte. Google influences the Map Reduce worldview to prepare give or take 20
petabyte of information for each day in parallel way. Map Reduce framework is
isolated into different little undertakings running on numerous machines in a vast
scale bunch. Contrasted with web information serious applications exploratory
information concentrated application are profiting from the Hadoop framework.
Map Reduce structure make straightforward without particular information of
dispersed programming to make guide decrease capacities over different hubs in a
group, in light of the fact that permits a with no programming learning. Map
Reduce assembles the outcomes over the different hubs and return a solitary result
or set of results. Map Reduce offers adaptation to non-critical failure.

Section 2 Discusses about the Challenges of Performance Improvement of Hadoop
Cluster, Sect. 3 Discuss the Proposed Approach, Sect. 4 Gives the Details about
Performance Optimization for Map Reduce Jobs and Finally Concludes the Paper.

2 Challenges of Performance Improvement of Hadoop
Cluster

In Map Reduce, there are three difficulties, such as Straggler Problem, Data
Locality and Slot under Utilization. Map Reduce is a popular computing paradigm
for expansive information handling in distributed computing. Slot based Map
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Reduce framework (Hadoop MRv1) is experiencing poor performance because of
its unoptimized resource allocation. Resource allocation can be optimized from
three distinct circumstances. Slots can be underutilized because of pre-setup of map
and reduce slots which are not replaceable, because map slots are completely used
while reduce slots are unfilled and vice versa. 1. Computational Resources (CPU
Cores) are preoccupied into Map slots and Reduce slots; these are essential com-
putational units which are statically pre-designed. Map Reduce has Slot Allocation
constraint assumption (map slots can be allotted to map tasks and reduce slots can
be allocated to reduce tasks) and General Execution limitation (map tasks are
executed before the reduce tasks). It is watched that, (A). There is essentially
distinctive framework usage and executions for map reduce workloads under
diverse slot configurations. (B) Even under the optimal map reduce slot configu-
ration there can be numerous reduce slots are idle which affects system performance
and utilization. 2. Because of unavoidable runtime conflict of processor, memory
system transmission capacity and different resources, there can be straggled
(unpredictable gathering of different resources) map or reduce slots are idle which
affects the system performance and utilization cause noteworthy deferral of the
whole job.3. Information area augmentation is essential for execution change of
guide decrease workloads and effective space usage and [3]. The aforementioned
are the three difficulties for the use and execution change of Hadoop Clusters. To
address the above difficulties, Dynamic MR can be proposed which concentrates on
HFS (Hadoop Fair Scheduler) than FIFO Scheduler. Group usage and execution for
Map Reduce occupations under HFS are poorer than FIFO Scheduler; DynamicMR
can be utilized for FIFO Scheduler moreover. Dynamic MR contains three
streamlining methods, such as Speculative execution Balancing, Dynamic Hadoop
Slot Allocation (DHSA) and Slot Pre Scheduling.

3 Approaches for Slot Under Utilization and Performance
Improvement

3.1 Dynamic Hadoop Slot Allocation (DHSA)

To beat the issue of slot under utilization, Dynamic Hadoop Slot Allocation
(DHSA) is proposed [4]. It Allows reallocation of slots to either map or reduce slots
relying upon their need. In Slot Allocation Constraint, If there are lack of map slots,
map tasks will go through all the guide openings furthermore it utilizes unused
reduce slots, likewise, if the quantity of reduce tasks is more prominent than the
quantity of reduce slots then reduce slots can utilize unused map slots. Map Tasks
uses map slots and Reduce tasks uses reduce slots. Contrasted with YARN, to
control the proportion of running map and reduce tasks during runtime, pre-design
of map and reduce slots per slave node still work. Without control system, it
effortlessly happens that there are numerous reduce tasks running for data shuffling,
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which causes the system blockage genuinely. At the point when there are pending
tasks, Dynamic Hadoop Slot Allocation expands the slot utilization and keeps up
the fairness. There are two difficulties in Dynamic Hadoop Slot Allocation, for
example, Fairness and the resource prerequisites among the map and reduce slots
are distinctive. Fairness is accomplished when every one of the pools are dispensed
with the same number of resources. In Hadoop Fair Scheduler, Fairness is a vital
parameter. In Hadoop Fair Scheduler, first task slots are apportioned over the pools
then inside of the pool slots are allotted to the jobs [5]. It shows diverse execution
designs. Reduce task expends more resources, for example, system transmission
capacity and memory. To conquer the fairness challenge, Dynamic Hadoop Slot
Allocation is proposed. It comprises of two sorts of opening distribution strategies,
for example, Pool Independent Dynamic Hadoop Slot Allocation and Pool
Dependent Dynamic Hadoop Slot Allocation. To assign slots crosswise over pools
with least ensure at map phase and reduce phase Hadoop Fair Scheduler embraces
max-min fairness. Pool-Independent Dynamic Hadoop Slot Allocation expands the
Hadoop Fair Scheduler through the distribution of slots from the cluster at the
Global Level, autonomous of pools. As demonstrated in Fig. 3. When the quantity
of typed slots via typed pools inside of the map and reduce phase are same it
consider fair. There are two sorts of Slot designation process, for example, Intra
Phase dynamic slot allocation and Inter-phase dynamic slot allocation. In the Intra
Phase dynamic slot allocation, each pool is separated into two sub pools, such as
map phase pool and reduce phase pool. At each phase each pool gets its offer of
pools. Whose slot exceeds its share can take the unused slots from the other pools
of the same phase. Construct up in light of the maximum min fairness approach an
over-burden map phase pool A can take map slots from map phase pools B or C
when pools B or C is underutilized. In Inter-phase element dynamic slot allocation,
to boost the cluster utilization number of map and reduce slots at the map phase and
reduce phase is lacking for the map tasks it will acquire some unmoving reduce
slots for map tasks and the other way around. There are four situations, Let Xy, and
XR be the aggregate number of map and reduce tasks, while Sy; and Sg be the
aggregate number of map and reduce slots configured by the client.

N
Map Phase Slots Fhase llied;lj: phase Reduce
Map phase M: Reduce 0 Slots
Pool A ap Slots
_ \ - A -
Map phase Reduce phase Reduce phase
—— Pool C Reduce Pool B Pool C

Slots Reduce
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Fig. 3 Slot allocation flow for PI-DHSA
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Fig. 4 Slot allocation flow for pool dependent-dynamic Hadoop slot allocation

Xy <= Sy and Xp < Sk no borrowing of map and reduce slots, the map tasks are
run on map slots and reduce tasks run on reduce slots.

Case B. When Xy, > Sy and Xy < Sg reduce tasks are allotted to reduce slots
first and then use those idle reduce slots for running map tasks.

Case C. X < Sy and Xg > Sy to run the reduce tasks unused map slots can be
scheduled.

Case D. Xy > S and Xg > Sg, the system should be completely in busy state
and similar to Case A, there will be no movement of map and reduce slots.

Pool-Dependent Hadoop Slot Allocation (PD-DHSA)

As shown in Fig. 4. Every pool contains map-phase pool and reduce-phase pool.
Pool dependent Dynamic Hadoop Slot Allocation consists of two processes such as
Inter pool dynamic slot allocation, Intra pool dynamic slot allocation.

A. Intra pool dynamic slot allocation
Based on the max-min fairness at every phase, every typed phase pool receive
its regarding its demand (map slots demand, reduce slots demand) between two
phase there are four relationships.
Case I. map slots demand < map share and reduce slots demand < reduce
share: unused map slots can be borrowed for its overloaded reduce tasks from
its reduce-phase pool first before producing to other pools.
Case II. map slot demand > map share, reduce slots demand < reduce share:
some unused reduce slots can be satisfied for its map tasks from its map-phase
pool first before giving to other pools.
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Case III. map slots demand < map share, reduce slots demand < reduce share.
Map and reduce slots are enough for its own usage. It can borrow some unused
map slots and reduce slots to other pool.
Case IV. map slot demand > mapshare, reduce slot demand > reduce share:
both ap and reduce slots are insufficient. It might lend some of the unused map
or reduce slots from other pools through inter-pool dynamic slot allocation
given below.

B. Inter-pool dynamic slot allocation
When, map slots demand + reduceslotdemand < mapshare + reduceshare, no
need to borrow the map and reduce slots from other pools.

Slot allocation process in Pool-Dependent Dynamic Hadoop Slot Allocation

Whenever task trackers gets a heartbeat instead of assigning map and reduce slots
individually, it regards them all in all amid the allotment process. It first computes
the most extreme number of free slots than can be relegated at each round for the
heartbeat task tracker. At that point it begins the space distribution for pools. As
demonstrated in Fig. 5. For each pool there four slot allocations. Case (i). We will
first attempt the map tasks assignment if there are any unmoving map slots for the
task tracker and there are pending map tasks for the pool. Case (ii). on the off
chance that case (i) comes up short following the condition does not hold or it can’t
discover a guide assignment fulfilling the information area level, then keep on
attempting decrease errands allotments when there are pending lessen undertakings
and unmoving diminish spaces. A space weight based methodology is proposed to
address the issue of asset prerequisites challenge in DHSA. For Map and Reduce
openings allot with distinctive weight values. For Example, task tracker with map
reduce slot configuration of 12/6. As indicated by heterogeneous resource
requirements, expect the weights for map reduce slots are 1 and 2, hence, the total

Yes [1] is there any pending, map No
tasks and reduce slots l
Map task slot allocation es ) No [2] Is there any

| — [3] ?S there any pending — pending reduce tasks

and idle reduce slots and idle reduce slots

No ‘
Yes
[4] Is there any pending Yes

reduce tasks and idle map =~ —————— Reduce task allocation
slots

Fig. 5 Slot allocation flow for each pool under pool dependent dynamic Hadoop slot allocation
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resource weight is 12 X 1 + 6 x 2 = 24, Maximum number of running map tasks is
24 in the compute node with slot weight based methodology for dynamic borrowing
where as number of running reduce tasks is at most 12/2 + 6 = 12 instead of 24.

3.2 Speculative Execution Performance Balancing (SEPB)

This system is utilized to address the straggler issue, that is, moderate running of
task’s impact on a single job’s execution time by running a backup task on another
machine. To beat the straggler issue, Speculative Execution. Performance
Balancing is proposed to adjust the performance tradeoff between a single job and a
batch of jobs. Speculative execution can handle the straggler issue to enhance the
performance for a single job at the cost of cluster efficiency. For moderate running
the tasks Map Reduce work’s execution time is touchy. There are numerous
motivations to bring about a straggler which incorporates misconfiguration and
defective equipment [6]. Stragglers are characterized into two sorts, for example,
delicate straggler and hard straggler. In Hard Straggler task went into a halt status as
a result of its endless waiting for the resources. If we kill the task then only then
only we can stop and complete the task. It contains the backup task. In delicate
straggler, computation task should be possible effectively yet it will take additional
time contrast with common tasks. There are two cases for delicate straggler and
backup task. Delicate straggler no needs to run the backup task, it finishes the task
first (C1) and Soft straggler completes later the backup task (C2). Speculative
Execution Performance Balancing in Hadoop is proposed to manage the straggler.
Utilizing the Heuristic calculation called LATE (Longest Approximation Time
Extended) SEPB distinguishes the straggling task rapidly [6]. When the straggling
task is alertly distinguished, straggler can’t be killed instantly because of the
accompanying reasons, for example, to separate hard straggler and delicate strag-
gler Hadoop does not have system and it is discriminating to choose, whether the
delicate straggler the delicate straggler fits in with the (C1) or (C2) before running.
Between the straggler and move down undertaking there is a reckoning overlay. At
the point when both of two tasks is finished the assignment killing operation will
happen. Regardless of the fact that a single job’s execution time can be lessened by
the speculative execution however it comes at the expense of group proficiency.
Speculative tasks are financially savvy; these assignments will seek some different
assets, for example, decrease spaces, guide openings, system with other running
tasks of jobs which have negative effect for the execution of set of jobs. Henceforth,
it raises a testing issue for speculative tasks on the most proficient method to lessen
its negative effect for the execution of an arrangement of jobs. Element Slot
assignment method called Speculative Execution Performance balancing is pro-
posed for speculative task. It adjusts the tradeoff among the single work’s and
a bunch of work’s execution time by powerfully deciding when the time has
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come to designate spaces and timetable for theoretical errands. Opening asset
in-effectiveness issue for Hadoop group is recognized by the Speculative Execution
Performance Balancing. Deferring the planning of Speculative undertaking is a
testing issue.

3.3 Slot Prescheduling

To beat the issue of data locality, Slot Pre-Scheduling is proposed with no effect on
fairness. Slot Pre-Scheduling enhances the Data Locality and expense of fairness.
Delay Scheduling is successful methodologies for the change of Data Locality in
Map Reduce [7]. Slot Prescheduling accomplishes better Data Locality when there
are no presently nearby tasks are accessible, it delays the slot assignments in jobs. It
achieves the load balance between slave nodes. To augment the data locality we can
pre-allocate those slots of the node to jobs. Execution and improving so as to open
use effectiveness is enhanced data locality for map tasks with information on that
node with no reasonable unmoving map slots. To retain the task computation at the
computing node with the local data (Data Locality) is an effective methodology.
This methodology enhances the productivity of the slot utilization and execution.
To enhance the information area in Map Reduce Delay Scheduler is proposed [3].
There are two area issues with Naive Fair Sharing, for example, sticky slots and
head-of-line-scheduling. In two cases, without local data on a node to keep up the
fairness a scheduler is compelled to force to launch a task from a job. Delay
Scheduling is proposed to enhance the data locality to wait for a scheduling
opportunity on a node with local data. Naive Fair Sharing Algorithm is utilized to
share a cluster fairly among jobs is to always assign free slots to the job has fewer
running tasks. Locality expands the throughput because of system data transmission
of the cluster’s disks [8]. Node locality is generally effective. Running on the same
(rack region is speedier than the running off-rack. Head-of-line scheduling hap-
pened among the jobs which have small input files. At whatever point an job
achieves the least running tasks one of its tasks dispatched on the following slot
turns out to be free if the head of the line job is little, it is, it is unexpectedly to have
data on the node that is given to it. This is the issue in Head-of-line scheduling. For
Example, a job with data on 30 % of the nodes will accomplish just 30 % locality.
Second issue is sticky slots, if fair sharing is utilized, sticky slots issue happens with
large jobs. Issue with stick slots is that a job is allocated to the slot more than once.
For instance, in a 100-node cluster with one slot for each node if there are 20
employments, each occupation has 20 running assignments. In the event that
occupation j finishes an undertaking on nodes n and Node n asks for another
assignment. At this stage, j has 19 running tasks while all the other jobs have 20.
Naive Fair sharing algorithm is again allotting the slot on node n to the job.
Subsequently jobs never leave their original slots in consistent state, which prompts
poor data locality because of data documents are striped by means of cluster, such
that every job needs to run a few tasks on every machine. Sticky slots won’t happen
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in Hadoop because of a mistake in how Hadoop tallies running assignments. In the
wake of completing their work Hadoop undertakings enter a submit pending state,
where demand authorization to rename their yields to its last filename. It has less
effect on reaction time and throughput. Contrasted with deferral scheduler, burden
parity is accomplished to the detriment of burden equalization crosswise over slave
hubs. Frequently there are a percentage of the unmoving openings can’t be des-
ignated on account of burden adjusting limitation in runtime. To boost the infor-
mation territory spaces of the hub can be pre-assigned [4]. On the off chance that
information region is enhanced burden adjusting will influence truly. Conversely,
load parity will contrarily influence the information territory. Dynamic Hadoop Slot
Allocation (DHSA), Speculative execution Performance adjusting (SEPB) and Slot
Prescheduling procedures are joined together to frame; Dynamic MR. Dynamic MR
is an orderly Slot Allocation framework which enhances the execution of Map
Reduce workloads.

4 Performance Optimization for Map Reduce Jobs

Execution streamlining for Map Reduce occupations is ordered into Resource
Allocation enhancement and Scheduling, Data locality improvement Speculative
Execution advancement and Map Reduce enhancement on Cloud Computing. Past
Research says that, for the productivity change and execution change of the cluster
utilization can be accomplished through the Data locality enhancement [9, 10]. In
speculative execution enhancement, task scheduling technique is imperative in Map
Reduce to manage straggler issue for single job which incorporates BASE, LATE
and Maximum Cost Performance (MCP) [11]. Longest Approximate Time to End
(LATE) is utilized as a part of heterogeneous situations, LATE is a speculative
execution algorithm which organizes the assignments to theorize, chooses the quick
hubs to keep running on, topping the speculative tasks. Advantage Aware
Speculative Execution (BASE) calculation [11] is proposed to enhance the exe-
cution of LATE algorithm. BASE algorithm ends the unneeded runs and assesses
the conceivable advantage of speculative tasks. In Map Reduce enhancement on
distributed computing, there are different advancement meets expectations for Map
Reduce on distributed computing, for example, improvement of Budget and
Deadline Constraints to deal with the asset portion for Map Reduce workloads for
each parameter and expense models for streamlining the errand planning [12, 13].
For Map Reduce jobs on an arrangement of provisioned heterogeneous machines in
cloud platforms, consider task scheduling algorithm regarding deadline and budget
constraints [14].

For a given budget, global optimal scheduling algorithm is proposed by com-
bining the Dynamic Programming techniques and in-stage local greedy algorithm.
Global optimal scheduling algorithm achieves the minimum scheduling length of
workflow O (jB)2. Further, Gradual Refinement (GR) and Global Greedy Budget
(GGB) are created by taking the particular covetous techniques to effectively
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disperse the global reduce spending plan to refine the arrangements continuously.
Various Choice Knapsack Problem through a parallel change minimizes the
expense when the due date of the reckoning is altered. To convey the monetary
allowance for execution enhancements of the Map Reduce work processes, Greedy
and Multiple-Choice Knapsack issue ideal calculations demonstrates the profi-
ciency in expense viability [14]. In Resource Allocation advancement and
Scheduling for Map Reduce jobs there is some asset distribution enhancement work
and calculation planning. To enhance the framework execution, work execution
request in a Map Reduce workload in fundamental. For Map Reduce workloads, job
order optimization is testing issue for the accompanying reasons after the map
reduce task can be performed, due to pre-arrangement, both map slots and reduce
slots are having constrained computing resources and map slots are designated to
map tasks and reduce slots are distributed to reduce tasks [15-17]. MROrderl is
proposed to perform the job ordering consequently the jobs which are arrived in
Hadoop FIFO Buffer. MROrder contains two sorts of parts, for example, ordering
engine and policy module. Ordering engine contains two sorts of methodologies
such as algorithmic based methodology and simulation-based ordering approach
which gives job ordering. Policy module task is to choose how to perform job
ordering and when to perform job ordering. MROrder comprises of completion
time and make span. Rent the suitable size Map Reduce cluster consumes resources
for what they have used on pay per pattern. Map Reduce cluster devours assets for
what they have utilized on pay per design. Decreasing expense of Map Reduce
Cluster and to expand the usage of Map Reduce Clusters is a key testing issue.
Restricted of accomplishing this objective is to upgrade the Map Reduce occupa-
tions execution on groups. Work execution request has huge effect on group asset
usage and general finish time [2, 18]. Dynamic MR enhances the Map Reduce
workloads execution and use essentially with 46—115 % for single occupations and
for cluster of employments 49-112 %. Contrasted with YARN Dynamic MR
reliably beats for group of jobs around 2-9 % [4].

5 Conclusion

To enhance the performance and slot utilization in Map Reduce, different systems
are proposed, such as Slot Pre scheduling, Dynamic Hadoop Slot Allocation
(DHSA) and Speculative Execution Performance Balancing (SEPB). MROrderl
performs the job ordering consequently the jobs which are arrived in Hadoop FIFO
Buffer. For the system performance, job execution order in a Map Reduce workload
in essential. In Map Reduce improvement on distributed computing, there are
different optimization works for Map Reduce on distributed computing, such as
enhancement of Budget and Deadline Constraints to deal with the resource allo-
cation for Map Reduce workloads and optimize the task scheduling.
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An Efficient Educational Data Mining
Approach to Support E-learning

Padmaja Appalla, Venu Madhav Kuthadi and Tshilidzi Marwala

Abstract Currently, data mining technique has become popular in online learning
environment for learning as this technique works on huge amount of dataset. There
are several e-learning systems which are based on the classroom, providing the
natural interface of human-computer and the communication among to multi-
modality, and the computing technology of integrated pervasive in the classroom.
The pervasive computing for the development of some of the requirements is being
raised for system openness, scalability and extensibility. Everyone could access the
materials of learning from anywhere with the help of internet. Increased access of
users also leads to security requirements and higher efficiency in data retrieval. To
address these concerns, we propose an educational data mining approach and OTP
system for improving the efficiency of data retrieval and security. This system
provides more accuracy in data mining and secure data transmission.

Keywords JSM - OTP - RSA

1 Introduction

Currently, more number of researchers are focusing on e-learning system and data
mining technique. The e-learning system works on a large database [1]. In edu-
cational system, the data mining approaches are utilized to find the student activities
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and status of learning. The importance of E-learning is increasing and so is the role
of data mining in e-learning for retrieving the data. Online multimedia education
plays an important role for distance education. Due to this, more number of video
assets are being produced by various organizations. This system is hard to connect,
share, explore and reuse. Many videos are mainly annotated through the semantic
links, and also the services create semantic links amidst the video datasets and allow
their data to move internally.

The related issues are in the construction for the learning environment being tied
within main features of the systems: hypertextuality, decentralizing versus cen-
tralizing, synchronicity, multimedia and interactivity. Furthermore, distance learn-
ing with the existing techniques could reformulate on the basis of advancement of
the technology, making it more reliable and effective. The architecture based on the
security is needed for the improvement of learning environment for getting the
requirement of authorization and authentication [2]. The activity of online learning
is required for assessing the personalization improvement and decision making. The
activity of e-learning are not accurately described.

Our proposed technique uses JSM + Dictionary algorithms to get the semantic
links between user query and video assets. Also our proposed system finds
the weightage of every document. There are so many systems for providing the
e-learning facility based on the classroom that making an interaction between the
computer-human and communication through multi-modality, computing technol-
ogy for integrating pervasive in the classrooms, the development over pervasive
computing, system openness for raising the novel requirement, scalability, and
extensibility. Everyone could access the learning materials from any place and route
by using internet connection.

This research model is providing solution for the activity of e-learning. This
approach is containing (1) the identification of the real user or authorized user and
providing the access abilities based on given rights, (2) Providing the learning
content in an easy-to-access manner, (3) making classroom interesting and inter-
active between tutor and students, (4) demonstration of the scalability, (5) Tracking
the activity of student by web log mining algorithm, (6) Generating OTP to improve
security while receiving the requested data. (7) Domain and sub-domain based
searching system reduces the searching and provides accurate results. There are
more requirements over the e-learning materials that have been optimized.
Hopefully, the results have targeted to give the experience for convenient searching
within the users.

2 Related Work

In this research [3], the author introduced navigation and semantic search methods
for the purpose of semantic visualization in electronic domain. This concept con-
tains navigation and querying steps and these steps are more. In the step of
querying, the relations between the concepts are used and this concept contains
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properties to determine the relevant resources for the given keywords; whenever
the new keyword is searched it mainly focus on its resources. In navigation the
retrieved content from search are formed into seven various categories as per the
sources. Also these retrieved results are ranked with help of distance and similarity
measures. To test and adopt the steps of semantic visualization, we have created and
implemented Semantic web portal. This portal provides good services in semantic
navigation. In this research [4], to control and manage huge distributed systems, the
policy based management approaches is been utilized. In most management sys-
tems, the policies are mainly utilized to alter the system’s activities. Policies are
mainly derived as per the responsibilities and authorization imperatives on subject
as well as object entities. The responsibility policy mainly specifies the negative and
positive responsibilities of subject. Like other system, this e-learning system also
utilizes the policy based system to control and manage privacy and security aspects
in the system. In this responsibility, policy could be utilized to state: finding pur-
pose, restricting use, security, providing certificates for limiting the set and open-
ness. The e-learning system is mainly based on the policy, the administrator of
system can state some fundamental rules for the purpose of general process of
system, and the additional policies may be merged as per the entities preferences.
For every entity of system and communication among the entities the collections of
policy will be available. In addition, regulatory bodies and governments might have
some regulations and privacy laws [5]. These rules might be added to common
policies and converted into electronic policies. Some kind of conflicts may occur on
these rules.

An efficient methodology must be implemented to streamline the online activ-
ities, to identify and resolve the conflicts of policy. So the facility for the policy
negotiation and specification will be more efficient for the e-learning system. Here
user and online learning provider can find the conflicts of policy as well as negotiate
the solution.

The specification of WS-Security is mainly based on the draft which is proposed
by Microsoft, VeriSign and Microsoft in 2002, and it was a very good feature
extension and flexible to Symbol Object Access Protocol to implement security in
web services. This web service utilizes HTTP as a Transport protocol and Symbol
Object Access Protocol as message protocol for the purpose of enabling business to
transfer Symbol Object Access Protocol message in very good secure surroundings.
The W3C defines the specifications of SML encryption; SAML and XML signature
are used for signing digitally and encrypting messages which is based on XML. The
Security of Web Service is a set of block and it mainly used to facilitate the
requirements of a web service collection of WS-Security specifications.

This is a new e-signature technology and is mainly utilized for XML data
exchange. The specification of XML signature [6] introduced by the W3C/IETF
explains the formats of electronic signature with help of XML, the formation of
conditions and electronic signature for the purpose of verification. It provides
solutions for more number of security issues like integrity, non-reputation and
authentication. The real-time advantage of this feature are multiple and partial
signature. The old system permits electronic signature on particular tags in XML
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data, after that it enables more number of electronic signatures to be added in an
Extensible Markup language document.

In digital signature, the elements are <Signed Info>. This element indicates the
information is signed and illustrates what kind of techniques is utilized. The sig-
nature contains two steps.

1. Finds the object’s digest.
2. Encrypt the digest and private key.

The XML signature of object is signed. This signed object contains reference
object, Signature Method element and Canonicalization Method element. This
element is a sign for all Signed Info elements.

<Signature Method> states the algorithm is mainly utilized to create the signa-
ture. This is a group of key dependent and digests algorithm and probably other
algorithm like padding.

<Canonicalization Method> states that the method is mainly utilized for
canonicalization.

This technique is permitting the different type of characters and attributes for
applying in the file of XML, where the process of canonicalization is much
important [2]. Because the format of XML and the way of parsing by various
intermediaries and processors which can modify the information as same as the
signature. But the data which is signed is still equivalent logically.

<Reference> finds the connection among the files being digested. At any place,
more number of <Reference> elements mainly belongs to a particular segment of
XML data. This contains digest mechanism and output of digest value is deter-
mined on the value. After that the sign is verified through reference and validation
of signature.

<Transforms> tag explains the transformation algorithm utilized to convert the
data prior to sign. This is not a main element and it contains the collections of many
transform elements. For instance, whenever the signature object is in binary then it
converted into the scheme of Base-64 for eliminating the unauthorized object
format of XML. There are other mechanisms like XSLT and XPATH
transformation.

The extension of current web is called as semantic web [7] and this permits the
description of data to be more accurately explained by using very well-known
words mostly understood by computers and people. In this semantic web, the data
are very explained by novel W3C standard called RDF. This semantic web is one of
the search engines. The present web sites are utilized by computers as well as
people to accurately place and collect data which is being published on the semantic
web.

The concept of the ontology [8] is a best approach for searching of semantic
web. RDF and OWL is the model of data representation, which is recommended by
W3C and it is utilized to indicate Ontologies. The Web which is semantic will
always support automation, discovery, reuse and integration of information and
provides solutions for interoperability issue. Now a day, research on semantic web
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search engine is in starting stage like existing search engine such as Bing, Yahoo,
and Google.

As per the community of educational data mining, the educations data mining
explained an important technique and this technique offers best method for finding
the data type of which is from educational resources utilized to analyze regarding
the educational resources. The data mining techniques helps to improve the edu-
cational fields. This EDM considers current emerging fields with growing method
by gathering knowledge from various educational systems.

The existing data mining algorithms differs like different level utilization of
educational data mining. But the process of EDM mainly focuses on the gathering
of data, understanding the data, data retrieval regarding student learning and work.
The analysis of data is done on EDM like a process of research and are more
sequentially regarding to statistics of educational, machine learning, visualization
and psychometrics.

Videos are main resources in EDM [9], students can get more information from
videos spontaneously and effectively better than text resources. And video
resources play key role in distance learning. Therefore, to enhance the e-learning
outputs resources of video must be clearly annotated using approaches of data
mining, domain experts and course creator. Also if every annotation part in video
resources has full details of advanced information it will help the user to examine
learning topic in full representation. As well as if annotation is connected to extra
learning data from internal and external resources so that will helps students to
observe more clearly about subjects from lots of view [10].

Semantic web is an important for WWW creation where information represen-
tation on internet would be explained. So it has possibility to handle various
learning applications. The basic creation of SW is to put vocabularies and onto-
logical concepts to explain the object in machine readable format. These vocabu-
laries and concepts are published and gathered from various web data. In this, each
part of definition is mainly supported by explained logic. The existing research on
semantic web mainly concentrated on explaining Ontologies based on different
technology of learning examination and the domain. From the technical point
aspect the connected data represents the allocated information on web and this can
be entirely readout using any machines and its descriptions are explained externally.
The system of e-learning is helping the students and tutors in learning process based
on the classroom technique. Anyway, the pervasive computing creation, the novel
requirement is increasing the system scalability, openness and extensibility.

Whenever the collections are not referring it, it offers structure for investigation
of web services. The specification of UDDI mainly uses the IETE and W3C
standards like HTTP, XML, DNS protocols. It also has capability to accept old
version. The registration of UDDI is free to E-learning worldwide rather than its
length.

In [11] UDDI entered one phase called public beta-testing. The founders are
IBM, Ariba and Microsoft. Now process the registry server that works as an
interoperable server with other servers as same as the data enters into the registry
server, then it is exchanged through servers over different business. The beta
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version of the UDDI has been scheduled for the end of first quarter; some of the
company will behave like operators for the business registry of UDDI.

The Simple Object Access Protocol (SOAP) is providing the lightweight and
simple mechanism for swapping the typed and structured information amid of the
distributed and decentralized environment by using XML. The Simple Object
Access Protocol (SOAP) is not defining any semantic application like particular
semantic implementation or programming model, instead of defining the general
mechanism over the expression of semantic application which provides an encoding
mechanism and model of modular packaging for data encoding with the modules.
This allows the Simple Object Access Protocol (SOAP) to be implemented in the
ranking system of large variety from the system of messaging to RPC.

There are three parts in the SOAP:

e The SOAP is covering the construction that defines the framework to express
the message like what is in a message; whether it is compulsory or optional; and
who should deal with it.

e The rules of Simple Object Access Protocol (SOAP) encoding are defining a
mechanism of serialization that could be used in the exchanging of the appli-
cation instances that defines the data types.

e The presentation of the Simple Object Access Protocol (SOAP) RPC is defining
the convention that should be used for representing the call and responses of
remote procedure.

These are being described together like Simple Object Access Protocol (SOAP)
parts, they seems to be orthogonal. Particularly, the rules of encoding and envelope
are being defined by using distinct namespace for promoting the ease by the process
of modularity. The author in [12], explains about various cryptography algorithms
like AES, DES, and etc. This technique mainly involves secure data sharing with
help of one key based data conversion and two key based data conversion. Vector
Space model is one of the best models for finding the similarity between the two
documents or file and query. This uses two approaches. One is IDF, TF. This is
used to find total number of terms occurred in one document and number of terms
occurred in other documents. This acts as Main role in data mining concepts [13].
This research work [14] proposed a good mechanism for improving the security and
maintaining the connection between user and tutors. By using image processing
they are identifying the hand signal and faces based on histogram feature.

2.1 Problem Statement

More number of E-learning Systems is based on classrooms which offer natural
interface within human-computer together and communication over the multi-
modality, connecting technology of the pervasive computing through classroom.
The new requirements are raised with the pervasive computing development for the
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scalability, extensibility and System openness. With help of internet connection any
one can access learning materials in any location and any route.

The important issues reading the creation of online learning environments are
integrated to the important features of system: decentralizing versus centralizing,
hypertextuality, interactivity, synchronicity and multimedia. In addition, the exact
steps which are applied in distance learning will be created as per rendering it much
effectively, advantages of technology and the security architecture which is reliable
and most necessary to increase the learning performance to satisfy the requirements
of authorization and authentication. The activity of e-learning requires to be
assessed for the purpose of decision making and personalization improvement.

In the activity of online learning, the video resources are not much efficiently
described. So the efficiency of data mining is totally reduced. Also the security in
data transmission is not much efficient.

3 Proposed Work

3.1 Overall Architecture

Our proposed system mainly concentrates on improving the security, interactions
between users and tutors and to improve the efficiency of data retrieval. For this
purpose we have proposed JSM + Dictionary and RSA + OTP. These two algo-
rithms improve the data transmission and efficiency of data retrieval.

3.2 Tutors and User Authentication

Initially the user makes registration by entering required field like username, name
and class time, branch and etc. After entering the required field the server will check
whether these fields are valid or not and generates one public key and private key
and send response with private key. After registering, the user can login and utilize
the service (Fig. 1).

3.3 Tutors Upload Files and Videos

Initially the tutors make login by entering username and password, and then
uploads the files and videos. In this process the tutors select the file (video or text
file), select domain and enter the short description about the files and upload the
files into server. Then the server stores the files in that particular tutor name.
Likewise every tutor can upload the file into server.
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Fig. 1 Architecture for data transmission in e-learning system

3.4 User Data Request and Secure Data Transmission

First the user enters the query and selects the domain and file type (text or video). In
this all Pdf document comes under text and all video files comes under video. After
selecting, the user submits to server side. Then the server finds the domain and files
type and apply JSM algorithm for mining the relevant document.

JSM: This is a best technique for finding the similarity between user query and
available data. This model is derived from hypothesis technique and probabilistic
approach. Jensen-Shannon-Model represents every document by probability dis-
tribution. A documents probability distribution is

Q =s(m,n)/An

s(m,n) represents how many times a word is repeated in document n and the sum of
appearing word in n. Jensen-Shannon Model calculates the distance among two
documents and returns ranked list. Jensen-Shannon Model ranks objective docu-
ment by the distance of their probability distributions to source documents (Query):
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JSM(x,n) = W(QP + Qn)/2 — W(Qp) + Q(Qn),
W(Q) = w(q(m)),
W(b) = —blogb,

W(Q) represents probability entropy distribution q, gp and gn are probability
distribution of two documents (a “document” and a “query”), respectively. In def-
inition, w(q) = 0 we calculate distance among the two documents by 1 — JSM(p,n).

To improve the accuracy of similarity we are using Wikipedia dictionary. This
will improve the semantic relations between two keywords. Then sort the document
based on similarity and send the list of document with the name. Then user selects
the document and send request to user. Then the server generates one OTP to
encrypt the data using user’s public key and send file to requested user and send
OTP to user’s mail id, and then the user will get the encrypted data after submitting
the OTP and decrypt the data using his private key (Fig. 2).

3. Create
one session
and connect
with virtual

class.

1. Tutors makeslogin

Tutors

4. Now user can interact

with tutors
2. Send request to
make virtual class
room
Userl User2 User3

Fig. 2 Architecture for video conference
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RSA: This is an Asymmetric key encryption algorithm and provides good
security for data.

This algorithm generates two key in 2048 bits format. That key is known as
private and public key, these private and public key is decrypting and encrypting
the message, respectively.

The RSA includes some significant steps for solving a problem, which are
specified below:

1. Let us consider a and b is the two prime numbers.
2. 2 Calculate M = a*b
Where, M is the characteristic of two big prime numbers.
3 Choose an E, (Encryption Key) like that it is not a circumstance of (a — 1)*
(b—1.
ie. O(m)) = (@ — D*b - 1)
For computing encryption examples E;, must be 1 < E;; < @(m) given that gcd
(E,, O(m)) = 1
The major important of computing gcd is that ¥(m) and E, must be Prime of
relative. Where @(m) is the Function of Euler Totient and E, is the Encryption
Key (E,).
4. Choose the D, (Decryption Key),
Which fulfill the Eqn
D!E,mod (a—1)"(b—1) =1
5. For E, (Encryption):
CT (Cipher Text) = PT (Plain Text)®™ mod M
Cipher Text = (Plain Text)®™™ mod M, or
Cipher Text = S*" mod M
6. For D, (Decryption):
PT = (CT)*™ mod M
Plain Text = (Cipher Text)® mod M

3.5 Creation of Virtual Class Room Between Users
and Tutors

E-learning activity gets flexible solution from this research model. Synchronous
connectivity is a combination of VOIP (Voice-Over Internet Protocol), video, text
chat, real-time presentation, splitting the rooms for group of small activities, pre-
sentation of white board, and instruments of class pooling. These tools are orga-
nized into single interface. This interface is used to create an e-classroom
environment. Synchronous online teaching provides careful learning structure and
plan. Tutors can prepare PPT to share at the time of live synchronous session. This
technology adds flexibility for better teacher-student interaction and meeting the
increasing requirements of the learners. This flexibility structure is planned to
reduce the transactional level of distance among the student and instructor.
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4 Result and Discussion

Table 1 shows the performance of our proposed system with existing system. Our
proposed technique is JSM + Dictionary. This technique provides good result in
finding the similarity between user given query and file. Our proposed technique
provides 95 % on data retrieval

The graph in Fig. 3 shows the comparisons of similarity between existing and
proposed system. In this graph the percentage decreases when the number of dataset
increases. But in proposed system the decreasing level is very less.

Table 2 shows that our proposed RSA (2048 bit) algorithm provides good
performance in security than the existing algorithm like DES and AES. In this table,

Table 1 Comparison of VSM without dictionary and JSM with dictionary

S. no. (Query, no of | Similarity accuracy of VSM Similarity accuracy of
dataset) without dictionary (%) JSM + dictionary (%)
1 (1, 200) 85 95
2 (1, 400) 83 94
3 (1, 600) 80 92
4 (1, 800) 76 90
5 (1, 1000) 70 88
100

80 \ e ST Larity
70 | accuracy of

© o VSM without
?:' 60 + dictonary
g 50 4
£ 40 + e similarity
30 + accuracy of
20 4 JSM dictonary
10
0 - 5 . . ;
200 400 600 800 1000
query no.of data set
Fig. 3 Comparison graph for VSM and JSM
Table 2 Comparison of existing and proposed techniques
S. no. | No. of user’s DES security AES security RSA (2048 bit key)
request (%) mechanism (%) mechanism (%) + OTP (%)
1 100 77 83 93
2 200 77 80 92
3 300 83 78 91
4 400 81 75 90
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Fig. 4 Comparison graph for existing and proposed techniques

DES provides 78 % and AES provides 83 % but RSA (2048 bit) + OTP provides
93 % security.

The graph in Fig. 4 shows the comparison of AES, DES and RSA + OTP and
illustrates that the proposed system provides better performance than the AES, DES
security mechanism.

5 Conclusion

In this paper, we proposed an enhanced data mining approach for mining relevant
results from the database and provide more security in the data transmission. This
proposed system uses JSM + Wikipedia dictionary for finding similarity between
user query and documents description and provides more accurate similarity and
this is main thread to improve accuracy of data retrieval and improve the interac-
tions among user and tutors. This proposed security mechanism provides high level
key for decryption and encryption. The comparison graph (shown in Fig. 4) shows
the performance of proposed system and existing system. In future, we are also
planning to reduce the memory size and further improve the access performance.
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A Re-ranking Approach Personalized
Web Search Results by Using Privacy
Protection

Vijayalakshmi Kakulapati and Sunitha Devi Bigul

Abstract Various search services quality on the Internet can be improved by
personalized web search. Users face sort of dissatisfaction when the results fetched
by search engines are not related to the query they have asked for. This irrelevance
result is retrieved huge based on the enormous variety of consumers’ perspective
and backgrounds, as well as the ambiguity of the contents. However, evidences
show that the user’s private information which they search has become public due
to the proliferation of Personalized Web Search. The proposed framework RPS
implement re-ranking technique, which adaptively make simpler user profiles by
queries while respecting the consumer particular constraints of privacy. The great
challenge in personalized web search is Privacy protection. To increase the effi-
ciency and accuracy of web search privacy we use Greedy IL algorithm, i.e.
GreedyDP and GreedyIL, for runtime generalization. Experiment assessment
results show that the privacy-preserving personalized framework and re-ranking
approach is highly effective and accurate enough for user profiling privacy per-
sonalization on the web search.

Keywords Web search - Privacy - User profile - Ranking - Query

1 Introduction

Now days, to acquire any useful data about anything on the internet, the very
important gateway which help in achieving this is a web search engine. Sometimes
these search engines retrieve results for users with moot info that don’t fulfill user
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desires. This connectedness is predicated on the sizable amount of user contexts
further maximum amount open retrieval info. The customized net search could be a
common variety of look for techniques which give higher retrieved results and meet
user desires. Gathering and analyzing user info offers user intention behind the
sitting question. The customized net search is of two varieties, one is the click
through knowledge and another is user identification technique. Within the click
through knowledge users retrieve the tendency to clicked web content within the
question record. Though this strategy has been with the efficiency question result
[1], a Click through knowledge will work solely on continual queries. This is often
the most disadvantage of this strategy.

Profile primarily based techniques are successful for a large vary of inquiries, yet
are seen to be unsteady beneath some conditions. Profile primarily based strategies
improve search results with difficult user models created from user identification
methodology. There are a unit favorable circumstances and inconveniences for all
styles of PWS techniques, the profile primarily based PWS is additional successful
in enhancing the character of the internet hunt. By utilizing personal and behavior
data of user profile, that area unit usually gathered from the internet logs [2, 3],
consumer query history [4-6], bookmarks [7], click through knowledge [1, 8, 9],
user documents [2, 10]. Unfortunately, individual personal data will simply relate a
user’s non-public data. Security problems build uneasiness in clients yet as reduce
excitement in giving custom-built pursuit. For look after the user has to privacy in
personalized internet search folks to believe two things in the search method. One
is, they need to enhance the search quality victimization personal question of the
user. Another issue is, they need to cover non-public data accessible within the
user’s profile so as to stay privacy risk in check. However, a few of previous history
[10, 11] demonstrates that people are ready for agreement security on the off
likelihood that they improve question things by provision user profile. In a perfect
case, important measures of knowledge are often obtained at the value of solely tiny
a part of user profile known as generalized profile. During this means privacy of the
user are often protected with none negotiation. There’s a balance earned between
search quality and generalization gives privacy protection.

Privacy preserving PWS existing works don’t seem to be satisfactory. The
problems with the existing system are as follows:

1. The previous profile based mostly PWS do no generalize profile at runtime.
A user profile is generalized one time which is in offline mode and queries
accustomed modify square measure from a similar user. One issue reportable is
[1] that typically profile based mostly personalization technique doesn’t support
unexpected queries. On-line identification is that the higher method, however,
no earlier works have supported this.

2. The previous system doesn’t contemplate modification in privacy needs. During
this user privacy aren’t protected properly.

3. While making customized search results several existing personalization tech-
niques need continual user interactions.
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All the above drawback of the system is resolved in our RPS (Re-ranking
Privacy preserving search) structure. Construction works with the belief that the
queries are with none sensitive data, progressing to shield not solely the privacy of
individual users, however additionally retentive their quality for PWS. Framework
usually uses two phases. One is the offline phase and other one is the online phase.

1. A consumer poses a keyword Q on the search engine, a generalized consumer
profile G is creating by proxy gratifying confidentiality.

2. The keyword Q and the consumer profile G are then sent together to
Personalized Web Server log file.

3. The Search results tailored according to profile is sent back P to proxy server log
file.

4. At last, the web logs either present unrefined results P to the consumer or
ordered them P’ for the entire consumer profile.

Our main contributions are as listed below:

1. A Re-ranking privacy-preserving personalized architecture RPS, generalizes
outlines the query based on the consumer privacy requirements.

2. The two metrics, web search personalization utility and privacy possibility are
taken into consideration and originate the difficulty of the privacy-preserving
personalized search.

3. Two simple and efficient algorithms GreedyDP and GreedyIL are developed to
facilitate dynamic profiling.

4. Re-ranking algorithm applied on the generalized personalized web search.

5. Client can decide to personalize a query in RPS before each runtime profiling.

2 Related Work

2.1 Profile-Based Personalization

For the improved search results we tend to use profile primarily based personal-
ization. To facilitate totally different personalization methods several profile rep-
resentations are out there. Most of the class-conscious representations are made
with weighted topic hierarchy. Our framework doesn’t concentrate on the imple-
mentation of user profiles; it will with efficiency implement any class-conscious
illustration supported information taxonomy.

In order to scale back human participation in performance mensuration,
researchers have projected alternative metrics of customized internet search like an
average preciseness [10, 12], level rating [13], and normal Rank [5, 9]. In this
paper, we tend to the use typical preciseness measure projected by Dou et al. [1]
that measures usefulness of personalization in cps. We tend to propose two
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prognostic metrics, specifically measure of service and measure of confidentiality
on a profile while not demanding consumer response.

2.2 Privacy Protection System in Personalized Web Search

Privacy protection issues are classified into two categories [14] for PWS. The first
category contains of those treat privacy because the detection of a private. The
second category contains of those contemplate the kindliness of the info, notably
the consumer profiles, representation to the Personalized Web Search server.
Distinctive work within the study of protective consumer identifications attempt to
resolve the confidentiality downside completely dissimilar levels, together with the
simulated uniqueness, the cluster distinctiveness, no uniqueness, and no individual
information. Resolution of the major stage is confirmed breakable. The next two
levels are unreasonable as a result of the high price in message and cryptography.
The prevailing attempts specialize in the subsequent level. Each [2, 8] give on-line
namelessness on consumer profiles by make a bunch of profile for k consumers.

Exploitation this advance, the association between the question and the con-
sumer is broken. Mix up queries among a bunch of consumers of United Nations
agency concern them [9] to plan as a worthless consumer profile protocol [3]. As a
consequence, any individual cannot profile an explicit entity. All of these efforts
assume the continuation of an expectation of third-party anonymizer, that isn’t
promptly out there over the web at giant. Viejo and Castell_a-Roca [4] use
inheritance social networks rather than the moderator to supply an imprecise con-
sumer profile to the online computer program. Within the theme, each consumer
acts as a groundwork activity of his or her neighbors. Consumers will attempt to
propose the question on behalf of the United Nations agency issued it, or promote it
to different neighbors.

2.3 User Profile Generalization

Removing topics with low sensitivity is reserve. Hence, merely forbidding sensitive
topics don’t defend the consumer’s confidentiality wants. To resolve this drawback
with forbidding, we have a tendency to propose a brand new technique. This
method identifies and removes set of topics from user profile specified the privacy
risk is in check. This method is named generalization, and also the output of this
method could be a generalized profile. Generalization is assessed into offline
generalization and on-line generalization. Offline generalization is performed while
not involving consumer queries. But it’s unreasonable to perform offline simplifi-
cation as a result of the output during this method might contain topic branches
tangential to a question. Online generalization [15] avoids reserve privacy revealing
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and additionally removes topics tangential to the present question. Over general-
ization causes ambiguity in personalization, resulting in poor search results.

The dilemma of confidentiality maintaining generalization in the cycle is out-
lined supported utility and risk. Utility calculates the personalization service of the
comprehensive profile, whereas risk measures the privacy possibility of exposing
the profile.

2.4 The Re-ranking Approach

In this architecture, we present an absolutely unique method for fabricating onto-
logical consumer profiles by allocating significant scores to existing suggestions in
domain ontology. All of these profiles are continued and revised as explained
interests of predecessor reference realm ontology. In this regard, we propose an
extending commencement algorithmic program for maintaining interest scores
within the consumer profile holding the user’s current performance. The RPS
experimental results show that supported the significant scores and the semantic
proof for associate degree, ontological consumer profile with success provides the
consumer with a customized read of the search results by the delivery results nearer
to the uppermost after they are appropriate to the consumer.

2.5 Generalization Metrics

(1) Utility Metric This metric predicts the search quality of the query on a
generalized profile. We have a tendency to remodel the utility prediction
downside to the analysis of characteristic power of a given question on a
generalized profile. Similar suggestion has been created in [11] to form of
utility; however, this measure cannot be utilized for downside settings, as
we’ve got a profile along with hierarchical data structure rather than flat one.

(2) Privacy Metric When a generalized profile is exposed the entire kindliness
contained in normalized kind is outlined as privacy possibility. If the unique
profile is uncovered the chance of exposing all insightful topics is the peaks.

2.6 Profile Generalization Algorithms

(1) Brute Force Algorithm The most favorable generalization is created by
generating all rooted sub trees of our seed profile by using Brute Force
algorithm and the associate tree and the best service is taken as the
consequence.
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(2) GreedyDP Algorithm We apply this algorithm on a generalized profile. We
remove the leaf topic of this profile to generate optimal profile. Algorithm
works [16] in a bottom up the manner. With the repeated iterations we gen-
erate profile with maximum distinguishing power and satisfying & risk con-
straint. And this is the final output of GreedyDP algorithm.

(3) GreedylIL Algorithm GreedyIL algorithm [16] reduces the information loss.
When 6 risk is satisfied stop the iterative process and this reduces the com-
putational cost. Then it simplifies the computation of information loss. It
reduces the need of information loss recomputation.

3 Framework for Privacy Preserving and Personalization

The Framework describes our proposed key components of the framework and
re-ranking approach for personalization.

3.1 The Proposed Framework

Our framework (Fig. 1) implements a re-ranking process and enables an effective
personalization using the user query log and click through data. The framework
consists of five components: Request Handler, Query Processor, Result Handler,
Event Handler and Response.

3.2 Greedy DP Algorithm

In this planned the model of RPS, hand and glove with a greedy algorithmic rule
Greedy DP named as Greedy Ultility to sustain online recognition supported on
prognosticative measures of personalization effectiveness and confidentiality
problem. Greedy algorithmic rule Greedy DP works during a bottom up the
manner. The most downside of Greedy DP is that it needs computation of all
candidate profiles generated from tries of prune-leaf manner. Formally, we denote
by gi — t gi + 1 the procedure of trimming leaf t from G; to obtain Gi + 1. Visibly,
the most favorable profile G * can be created with a finite-length transitive closure
of trim-leaf. Greedy DP algorithm employed in a bottom up manner. This algorithm
starts from GO, in every ith iteration, Greedy DP choose a leaf topic t€TGi(q) for
trimming, striving to maximize the effectiveness of the output of the recent itera-
tion, namely Gi + 1. In these iterations, maintain a preeminent profile-so-far, which
gives the Gi + 1 having the highest perceptive power while satisfying 6-problem
restriction. The iterative procedure concludes when the profile is indiscriminate to a
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Fig. 1 Framework for re-ranking approach for privacy and personalized web search

root-topic. The final result (G*) of the algorithm will be the best-profile. The major
obstacle of Greedy DP is that it requires recomputation of all candidate profiles
(together with their perceptive power and privacy issue) produced from tries of
trim-leaf on all t€TGi (q). This will lead considerable memory requirements and
computational cost.

3.3 Greedy IL Algorithm

In this planned a brand new profile generalization formula referred to as Greedy IL.
The Greedy IL formula improves the potency of the generalization using heuristics
supported varied conclusions. One of the results is that any trim-leaf operation
shrinks the perceptive authority of the profile. In different statements, the refugee
demonstrates monotonicity by trim-leaf. Greedy IL any diminishes this live with
Heuristic. The less iterations the algorithm desires the bigger the isolation threshold.
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3.4 The Re-ranking Approach

In this method, the ranking rule is about in stepping with the category attain of the
item capable the quantity of selections of the constant user profile in past. From the
primary ranking tend to plan replacement ranking to redefine the consumer pref-
erence record. We tend to utilize Probalistic Similarity measure and cosine function
Similarity measure for Item cosine and Ranking for base Search.

1. Algorithm: Ranking (Privacy Personalized Result Set PPRS)

Input: Privacy Personalized Result Set PPRS.
Output: Arranged Result List with Ranking r.
do
if (PPRS i >PPRS j) then
Swap (1i,1j)
else
Return PPRS T with ranking Order
Until (no more Items in PPRS)
2. Algorithm: Re-ranking (Ranked Privacy Personalized Result Set RPPR S)
Input: Ranked Privacy Personalized Result Set RPPRS.
Output: Ordered Result List with Re-Ranking r.
CTD<--GetClick_ThroughData (q, r, s);
do
if (CTD=True && RPPRS i > RPPRS j) then
Swap (1i, Ij)
else
Return RPPRS I with Re-ranking Order
Until (no more Items in RPPRS)

4 Experimental Evaluation

Required datasets for experiment evaluation is collected through java based
application. We created 50 user profiles (UP) with different interests and then
perform query search for each user using different queries and create more than
1000 click-through database records for evaluation. We use the Yahoo search
engine to retrieve the search results. To measure the effectiveness of the proposed
framework approach we measure the personalized precision rate and recall of obtain
results for existing (i.e., based on click-through data only) and proposed using
profile-based with Greedy-IL. The measure of results is considered based on the
number of similar and relevant results are re-ranked based on both existing and
proposed approach.
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Table 1 Precision and recall without user profile
Without user profile (WO-UP)
Query Number of Relevant Number of similar Precision | Recall
total search results to the and relevant results
result query
Movies 50 6 4 0.08 0.667
Sports 50 9 5 0.1 0.556
Music 50 11 5 0.1 0.455
Electronic 50 10 5 0.1 0.5
Travels 50 11 6 0.12 0.545
Table 2 Precision and recall without user profile
With user profile (W-UP)
Query Number of Relevant Number of similar Precision | Recall
total search results to the and relevant results
result query
Movies 50 31 8 0.16 0.258
Sports 50 18 7 0.14 0.389
Music 50 38 8 0.16 0.211
Electronic 50 38 7 0.14 0.184
Travels 50 35 8 0.16 0.229

In the first run we evaluate the framework without user-profile and Greedy-IL.
We run the query in five different domains as Movies, Sports, Music, Electronic and
Travels with click-through data and user-profiles. We observe that most of the
results which are similar and relevance to the query keywords, but not in relevance
to the user profile interest in case of existing click-through based, whereas high
relevancy is observed in case user-profile with Greedy-IL as shown below in
Tables 1 and 2.

4.1 Personalized Precision Measure

It is a measure of correctly predicted results by the system among all the predicted
results. It is defining as the number of relevant results retrieved by a search divided
by the total number of results retrieved by that search.

Personalize Precision (PP) =

_ |number of simillar and relevant results|

|No. of total Search Result|

x 100
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4.2 Personalize Recall Measure

Recall is a measurement of correctly predicted results by the system among the
positive results. Recall is defined as the number of relevant results retrieved by a
search divided by the total number of existing relevant results.

|The number of simillar and relevant results|

Recall Ratio = x 100

|Relevant results to query|

Figures 2 and 3 illustrates personalized precision and recall performance at
different query categories of search results with the help of click-through data and
user profile with Greedy-IL. The result shows an improvement in the personalized
precision rate with different query categories in case of with-UP and the low recall
rate in compare to without-UP. It’s suggested more appropriate to meet the satis-
factory level of motivation of the proposal. Improvisation is due to an online
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prediction method used to make a decision regarding relevancy using user profile
for high query relevancy and make more beneficial for accurate in information
retrieval. The results revealed that using user-profiles could achieve accurate and
quality search results while preserving the user’s tailored privacy requirements. The
final results conforms the effectiveness and efficiency of privacy personalized
search.

5 Conclusion

In this work, we proposed a re-ranking privacy protection framework called RPS
for privatized website searching. RPS could be used by any Personalized Web
Search that holds user profiles in a definite hierarchical categorization. The
framework allowed consumers to specify customized privacy related requirements
via the hierarchically categorized profiles. Along with this, RPS also had acted to
generalize user profiles to ensure the personal privacy without undermining the
search quality. User profiles are generalized using greedy IL. The result induces us
to keep up a precedence queue of trim-leaf actors in a digressive arrangement of the
data mislaying caused by the operators. The queue q permits quick retrieval of the
most effective candidate operator. Filtering results is re ranked by using ranking
rule supported RPS and results are shown to the user.

6 Future Enhancement

In our further work we will also make an attempt to resist opponents with a wider
relationship among topics or capability to capture a more relevant personalized
privacy preserving the result of queries posed by users based on the privacy of user
profiles. We will also look into better-brushed methods to build the consumer
profile, and more effective measures forecast the performance of RPS.
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An Efficient Virtualization Server
Infrastructure for e-Schools of India

Gantasala Sai Hemanth and Sk. Noor Mahammad

Abstract According to 2011 census, the literacy rate in India is 74.04 %, a sub-
stantial increase when compared to that of 65.38 % in 2001 but it is a way below
than the average world literacy rate of 84 %. Out of 177 countries covered as per
Human Development Report, India ranks 126 among the in the literacy rate (http://
www.rediff.com/news/2007/mov/20illi.htm [1]). Since 90 % schools are located in
rural areas, Rural education in India is to given utmost importance. Access to
quality education is far behind in rural areas since there are fewer committed
teachers because the qualification and source of income for the teachers are very
less than what it is expected to be. Since there is an upward trend in growth of rural
Internet access, creating rural specific applications enable immense growth of rural
India. So using the World Wide Web as Education delivery medium would be the
legitimate solution as it can not only eliminate most of the issues in rural education
but also disseminate the best quality education. This paper provides a novel solution
through implementation of e-school by using concept of virtualization. Server
virtualization is the cost-effective implementation with least server consolidation.

Keywords Virtualization - Server infrastructure - Hypervisor - E-learning

1 Introduction

Bearing the largest illiterate population currently, literacy rate in India is increasing
very sluggishly from the past few years and it will take 40-50 years to achieve
universal literacy considering the current progress [2]. As per 2011 statistics, there
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is considerable deviation in literacy rate among urban population (84.1 %) and rural
population (67.8 %). More than 50 % of the rural students in 5th grade are unable to
grasp/read a second grade text book and moreover they are not able to solve simple
arithmetic problems, according to a survey.

In the Government run educational sector, inadequacy/inefficiency of the
teaching staff is one of the daunting factors contributing to the low literacy in rural
India. According to a survey made on 3700 randomly selected schools from 20
states, it was concluded that teacher-absenteeism is 25 %, which means 25 % of the
teachers were absent at any random time. The dearth in teaching staff is witnessed
all over India bearing an average pupil teacher ratio with 1:42 and apparently Bihar
being the worst with pupil teacher ratio of 1:83. Introduction of para-teacher
scheme is expected to overcome the issue of teacher shortage and teacher absen-
teeism. Para educators are generally members of same community, who teach as
well as communicate their ideas, share many experiences and cultural practices with
their students which includes primary languages. The para-teacher scheme has
come out of flying colors when implemented in Rajasthan under the project named
Shiksha karmi project by overcoming the short of teacher and teacher absenteeism.
In some cases, even though the infrastructure of school is good there is scarcity in
availability of teachers for each every class [3]. Even there are many schools with
only two teachers teaching for the whole school. So this consequence led to the
scenario of single teacher teaching the same syllabus to all the students ranging
from class I to class V seated in a single classroom. Rapid urbanization is also
contributing factor for poor teacher count, since low salary in rural areas are unable
to meet the daily needs so the teaching staff are slowly migrating from rural to
urban areas where salary is decent enough.

In both language and math, there is a substantial gap between what the text
books expect from the children and what children can actually do. Although the
children’s level of understanding do show an improvement over the course of the
year most of the children are at least two grades below the level of proficiency
assumed by the text books. In the Indian public school system, kids are not able to
grasp/attain knowledge and skills required at a commensurate pace with their age.
The evaluations, if they happen, are focused on a child being able to vomit what
they have learnt by heart. Study of history is reduced to dates and study of language
to reciting poems. The only thing children learning about our great leaders are their
birth, death and important program’s launched dates but not about the message
given by them to our society or about their philosophy. The curriculum is designed
to leave the kids with no skills and perspectives to be able to build a constructive
life. Marks have been given the prime importance in present educational system,
that can make or break your career and are considered to be the best metric of
judging one’s knowledge on the subject. Lack of understanding of concepts leading
to rote memorization to score good marks. Examinations are designed in such a way
that all the questions appear from within the text book, so there is no point in
reading out of syllabus and to actually understand the concept. Availability and
Standard of text books is also a major concern.
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So in order to address all the above requirements huge amount of money is to be
invested which is not practically possible. The cost effective solution to meet the
above stated requirements are through E-Schools a Web based interactive learning.
The information is disseminated at faster rates very effectively via web based
approach. The best advantage of the web based learning is that any one can learn
any thing, at any time irrespective of distance between tutor-student and medium of
communication. Since students are unable to reach the quality education, this is the
best possible way to service the education at their door step. The Web based
approach enhances context based learning for students, consistency of learning
materials, flexibility, accessibility and convenience. This approach will also become
a medium for teachers to discover and learn abundant knowledge available in the
Internet. In this approach discussions on particular topics create opportunities to
share the student perspective’s beyond the traditional concept/idea. Study materials
can be updated in real time which is not possible in case of traditional text books. In
this paper Web based learning, e-learning and online education are used inter-
changeably by ignoring the subtle differences between them.

2 Literature Review

2.1 E-learning

The only way to access E-learning has been restricted to using high tech tools that
are either web distributed or web-based via Internet or intra net. E-learning can be a
form of application, program, object or website but ultimately it’s aim is to provide
a quality learning opportunity to individuals [4]. Using e-learning different edu-
cation philosophies can be implement with ease. This Strategy motivates the stu-
dents to develop their own knowledge out of their own imagination and this
approach incorporates highly structured ways which can be used to thrive the
students to pre-determined conclusions. E-learning can be used in two major ways
(1) presentation of educational content; (2) facilitation of education process.
E-learning can make information available and also play a major role in student’s
self construction of knowledge. It is important to note that technology is not
content; technology is not process; rather it can provide access to both. So we can
conclude that e-learning is a form educational convergence [5]. The benefits of
e-learning include cost effectiveness, consistency, timely content, flexible accessi-
bility. More importantly this approach develops the knowledge of Internet and
computer skills that will help the students through out their lives and careers.
American psychological society did a survey on e-learning and inferred that:
‘Learning outcome using computer-based instruction is far more fruitful/favourable
than the conventional ways of teaching learning process’, as per statistics. By
leveraging e-learning for online tests and quizzes, the necessity of paper-based
assessment can be reduced. With e-learning a teacher can host a guest lecture
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virtually, without being physically present in front of the students with the same
level of interaction as that of previous scenario i.e., face-to-face education.

2.2 E-learning Abroad

In 1953, the first sensational history was created by offering first televised classes
on KUHT (today called Houston PBS) by the University of House. After television,
the personal computer and WEB were the next major inventions that made
web-based education possible. Ultimately in 1989 the University of Phoenix
became the first institution to launch a fully online collegiate institutions. In 2014,
More than one million enrollments has been done for online courses in USA
reported by American sources and apparently public schools offer more online
courses than private schools. Statistics of enrollments for online education is as
follows: it is 7 % in 2002, 30 % in 2012, 53 % in 2014-15. Market research already
reveals that Africa is the growing leader in e-learning, with 15 % annual growth rate
for the next 4 years, and individual countries such as Senegal and Zambia
exhibiting up to 30 % growth in e-learning deployments. The Initiative made by
UNESCO and NGO, like one laptop per one child urges the importance of
web-based learning. In order to promote the well being of student-athletes, the
National Collegiate Athletic Association came up with a initiative, a membership
organisation dedicated to teach the right skill to succeed in playing field as well as
help in building up their career via Online education providing a wide variety of
courses so that a student can take any course to fulfill minimum credit requirement.
According to a survey of Britain’s Open University, e-learning consumes 90 % less
energy than traditional courses, thereby divulging the fact that e-learning is
eco-friendly. The amount of CO, emissions (per student) is also reduced up to
85 %. By 2019, 50 % of all classes will be delivered online world wide.

2.3 E-learning in India

Being one of the largest education systems in the world, India with a network of
more than 1 million schools and 18,000 higher educational Institutions. The
Department of Electronics and Information Technology, Ministry of
Communications and IT, Government of India has been rigorously working on
developing tools and technologies for setting up of e-learning education in India
[6]. As a result the following are some of major outcomes (1) Training of trainers in
E-learning at Aurangabad, Kolkata, Imphal, Calicut, Gorakhpur had trained 600
teachers altogether. (2) Data compression and decompression techniques and its
applications to E-learning/education has implemented data compression techniques
applicable to images, scanned documents and videos. (3) IIT Kanpur developed an
open source free Learning management System (LMS) named as Brihaspati which
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included virtual classrooms. LMS is a software application for administration,
tracking and reporting basically managing purpose for e-learning training or edu-
cation programs. (4) Online practical science experiments on CBSE syllabus for the
subjects of Physics, Biology, Chemistry for class 9 and 10 that included interactive
simulations based on mathematical models, videos were conducted. (5) E-learning
in 204 high schools in rural and tribal area of Srikakulam district of Andhra Pradesh
has been set up. The Government of India formed an alliance with HCL tech-
nologies to launch Sakshat, the world’s most inexpensive tablet (pricing around
INR 1500/-). This effort is a part of NMEICT scheme, aiming to connect 25,000
colleges and 400 universities through the same Sakshat portal. Acharya Nagarjuna
University, Dr. BR Ambedkar Open University, Annamalai University and Amity
University have launched there distance degree programs in online mode.
TechNavio’s analysts forecast that online education in India to grow at a compound
annual growth rate of 17.4 % over the period of 2014-19. Arunachal Pradesh
became the first state in our country to implement web based education in all the
schools. Meanwhile some of well known organizations which has implemented
e-learning are classteacher.com, meritnation.com, extramarks.com, adhyapak.com,
classontheweb.com etc., offering e-materials which includes textbooks to practice
tests and lab exams for K-12 (primary and secondary education) students. II'T’s and
IISc has already initiated e-learning through the website nptel.ac.in in engineering,
science and humanities streams for free of cost. In July 2014, Indian government
has allocated INR 500 Crore for the implementation of the project digital India
campaign that aims to setup broadband services in rural areas.

3 Proposed System Architecture

Since providing free and online education education is the only technical solution to
boost the rate of literacy, the system architecture is proposed at the server side to
handle millions of requests efficiently and effectively. In order to implement web
based education covering all the schools especially rural schools a centralized
server(s) is required. Typically four servers are required, namely (1) Exam server;
(2) Administration server; (3) Digital library server; and (4) Video steaming server.
Overall requirements and maintenance for managing these servers are simply too
high. Virtualization technology provides the cost effective solution as it can lower
the consumption of power, cooling, hardware as well as cost of facilities. It can be
effectively used to simplify administration and maintenance without compromising
on performance. The ability to simulate a hardware platform, such as a network
resource, storage device or server, in software is called Virtualization. As just like
the traditional hardware solution would, all the functionalities of virtualized system
are separated from the hardware and simulated as a virtual instance with the ability
to operate individually. Apparently, multiple virtual devices or machines can be
supported with a single hardware platform, which can be easily scaled up or down
as per the requirement. As a result, a virtualized solution is typically much more
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cost effective, portable and scalable than a traditional hardware-based solution. Two
kinds of virtualizations are required to implemented in this architecture, (1) Server
Virtualization (2) Network Virtualization. Server Virtualization is intended to mask
server resources (both hardware and software), including the number of discrete
physical servers, OS’s and processors from the clients. Network virtualization is a
method of splitting the available bandwidth into channels by combining available
resources in a network. Each channel is independent of other, and each of which
can be assigned (or reassigned) to a particular server or device in real time [7].
Network virtualization (NV) is intended to enhance the flexibility, reliability,
scalability, security, optimize network speed, and to improve productivity, effi-
ciency and require less man power by accomplishing many tasks automatically,
there by disguising the true complexity of the implemented network. Virtualization
of network is necessary because when a server attached to a network, all hardware
and software networking resources (switches, routers etc.) are viewed as logical
instances (soft-ware based view). The virtual network (software) is responsible for
an intelligent abstraction that makes it easy to deploy and manage network services
and underlying network resources whereas the physical networking devices are
merely responsible to forward the packets. Hence, NV can guide the network to
support better optimised virtualized environments by creating virtual networks
within a virtualized infrastructure thereby enabling NV to support complex
requirements in multi-tenancy environments. Type-1 Virtualization is used in this
architecture. Type-1 Virtualization is also referred as ‘native’ or ‘bare metal’
hypervisor which run directly on system hardware, this gives better performance
when compared to its counterpart Type-2 virtualization.

3.1 Hypervisor

The Hypervisor (Virtual Machine (VM) Monitor) is the key innovation behind
server consolidation which is an extraction of the physical hardware to allow
multiple operating systems and their applications to share the hardware resources
among them. The underlying hardware is viewed as unshared and a complete
machine by VM even though portions of it may not exist or may be shared by
multiple VM’s. An example of this is the virtual NIC (vNIC). Efficient commu-
nication among VM’s within the hypervisor as well as efficient communication to
the external network is achieved by the hypervisor as it permits the communication
of VM’s to the physical networking infrastructure by attaching the server’s physical
NIC’s to the hypervisor’s logical infrastructure. A single hardware host can be
shared among multiple operating systems with the help of hypervisor AKA virtual
machine manager. Each operating system appears to have the host’s processor,
memory, and other resources all to itself.
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3.2 Virtual Networking

In order to make virtual networking infrastructure more productive, Virtual switch
is required. The Virtual switch attaches physical NIC to vNIC’s and also enable
communication between vVNIC’s as shown in Fig. 1. A virtual switch does more
than mere forwarding data packets, before passing the packets it can intelligently
direct the communication on the network by inspecting them [8]. It reduces the
complexity of network configuration. Virtual switch has a key advantage over
physical switch as it is compatible with the new functionality.

3.3 Bridging

Bridges are used to connect separate network segments into a extended Ethernet. It
is a layer 2 device that works at the data link layer and delivers packets based on the
destination MAC address. Hence Bridges can be used by intelligently managing the
network traffic [9]. When connected by a bridge, the VM acts as if it were a normal
physical machine to the outside world. Since the VM’s implemented on the same
hypervisor gets the same MAC address as that of the hardware, we need to create
software bridge interfaces so that, each node of VM connected to bridge gets unique
port number.

Since the server consists of two NIC’s. One NIC can be interfaced (Bridged) to
three VM servers (Digital Library Server, Exam Server, Administration Server) and
the other NIC can be bridged directly with video streaming server, since for video
streaming a lot of bandwidth is required and henceforth it is allocated a separate
channel (NIC). Now by bridging the three VM’s bridged to single NIC appears as
three different servers and apparently video stream server is separate server as it is
allocated to other NIC as shown in Fig. 2. Hence by bridging performance is not all
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compromised since data packets are directly forwarded to destination VM from the
physical NIC with the help of hypervisor and bridging but whereas if NAT is
configured within the switch instead of bridging then it uses routing protocols as
routing is implemented at IP layer (L3) which involves immense of Host CPU
computation for delivering the packets to the destination which is a big performance
overhead. The disadvantage of bridging is that it cannot be used for implementing
in wireless drivers.

Virtual machine CPU architecture should be same as that of the hardware
architecture. Otherwise we need to perform QEMU (quick emulator) emulation
which is a performance overhead. QEMU is used to emulate another architecture
(examples are emulator for ARM/IBM POWER PC architecture using x86 pro-
cessor). It recompiles x86 processor code to give ARM Arch code. Suppose all
VM’s are of Ubuntu server, then KVM is the hypervisor used as it is of both type 1
and type 2 hypervisor. KVM is a fork of QEMU and when KVM is run on a
machine without any hardware virtualization extension, it switches back to QEMU.
Typically virtualization extensions for intel architecture is VT-X and AMD archi-
tecture is AMD-V [10]. Hence emulating VM’s is two types (1) KVM with
acceleration-type ‘KVM’, instructions meant for VM are directly executed in
physical state CPU; (2) QEMU with acceleration-type “TCG’, Tiny Code Generator
which will optimally translate and execute virtual CPU instructions. By this we can
conclude that KVM requires QEMU to provide complete virtualization solution.

3.4 Description About VM Servers

The Exam server, digital library server, administration server (directory structure is
shown in Fig. 3) running on a single physical NIC is to be implemented with
traditional web servers, HTTP/HTTPS protocols. The directory structure imple-
mentation details are shown in Figs. 4 and 5 respectively.
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For video streaming server, the protocol to be implemented is real-time
streaming protocol, which is effective in streaming media servers. Network media
server will not be able to see videos on hard disk unless we have media server
software (plex media server for Ubuntu). In Plex, trans-coder uses CPU so there is
no need of GPU. Hence, there is no need of graphics card. The directory structure
for video streaming server is shown in Fig. 6.
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Fig. 6 Video streaming server directory structure

4 Conclusion

This paper proposed an importance of the e-learning requirements for Indian sce-
nario, to improve the literacy rate, overcoming the inadequate/inefficient teacher
strength and quality education. This paper also gives the detailed implementation of
the e-school infrastructure for Indian schools. An efficient server virtualization
infrastructure can be used to implement the e-schools. Implementing an effective
e-learning strategy can be an invaluable investment that stands to generate greater
learning outcomes in educational sector. The proposed solution is a cost effective,
reliable and easy reach solution for rural India.
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A Novel Approach for Horizontal Privacy
Preserving Data Mining

Hanumantha Rao Jalla and P.N. Girija

Abstract Many business applications use data mining techniques. Small organi-
zations collaborate with each other to develop few applications to run their business
smoothly in competitive world. While developing an application the organization
wants to share data among themselves. So, it leads to the privacy issues of the
individual customers, like personal information. This paper proposes a method
which combines Walsh Hadamard Transformation (WHT) and existing data per-
turbation techniques to ensure privacy preservation for business applications. The
proposed technique transforms original data into a new domain that achieves pri-
vacy related issues of individual customers of an organization. Experiments were
conducted on two real data sets. From the observations it is concluded that the
proposed technique gives acceptable accuracy with K-Nearest Neighbour (K-NN)
classifier. Finally, the calculation of data distortion measures were done.

Keywords Horizontal privacy preserving - Walsh hadamard transformation - Data
perturbation - Classification

1 Introduction

Explosive growth in data storing and data processing technologies has led to cre-
ation of huge databases that contains fruitful information. Data mining techniques
are used to retrieve hidden patterns from the large databases. In distributed data
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mining a group of clients share their data with trusted third party. For example a
health organization collects data about diseases of a particular geographical area
that is nearby to the organization. To improve the quality of information and
collaborate with other organizations, which benefits the participated clients to
conduct their business smoothly. The Third party performs a knowledge based
technique on the collected data from group of clients. In this scenario, clients can be
grouped under three categories like honest, semi-honest and malicious. First cate-
gory honest client always obey the protocol and will not alter the data or infor-
mation. Second category, semi-honest client follows the protocol but tries to
acquire the knowledge about other clients while executing. Third category, mali-
cious client or unauthorized client always tries to access other’s data and alter the
information. To provide security of the data, this paper proposes a novel approach.

Many researchers address this problem by using cryptography, perturbation and
reconstruction based techniques. This paper proposes an approach for Horizontal
Privacy Preserving Data Mining (HPPDM), with combination of different trans-
formations. Consider a Trusted Party (TP) among group of clients. Then TP
communicate with other clients by using symmetric cryptography algorithm and
assigns transformation techniques to each client. In this work, transformation
techniques such as WHT, Simple Additive Noise (SAN), Multiplicative Noise
(MN) and FIrst and Second order sum and Inner product Preservation (FISIP) are
used. Proposed model is evaluated with data distortion and privacy measures such
as Value Difference (VD) and Position Difference parameters like CP, RP, CK and
RK.

This paper is organized as follows: Sect. 2 discusses about the Related Work.
Section 3 focus on Transformation Techniques. Section 4 explains about Proposed
Model. Section 5 discusses Experimental Results and in Sect. 6 Conclusion and
Future Work discussed.

2 Related Work

Recently there has been lot of research addressing the issue of Privacy Preserving
Data Mining (PPDM). PPDM techniques are mostly divided into two categories
such as data perturbation and cryptographic techniques. In data perturbation
methods, data owners can alter the data before sharing with data miner.
Cryptography techniques are used in distributed data mining scenario to provide
privacy to individual customers.

Let X be a numerical attribute and Y be the perturbed value of X. Traub [1]
proposed SAN as Y = X + e and MN as Y = X * e. Other perturbation methods such
as Micro Aggregation (MA), Univariate Micro Aggregation (UMA) and
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Multivariate Micro Aggregation (MMA) are proposed in [2—4]. Algorithm based
Transformations are discussed in Sect. 3.

Distributed Data Mining is divided into two categories Horizontal and vertical in
PPDM. Yao [5] introduced two-way Communication protocol using cryptography.
Murat and Clifton proposed a secure K-NN classifier [6]. In [7] Yang et al. pro-
posed a simple cryptographic approach i.e. many customers participate without loss
of privacy and accuracy of a classifier. A frame work was proposed [8] which
include general model as well as multi-round algorithms for HPPDM by using a
privacy preserving K-NN classifier. Kantarcioglu and Vaidya proposed privacy
preserving Naive Bayes classifier for Horizontally Partition data in [9]. Xu and Yi
[10] discussed about classification of privacy preserving Distributed Data Mining
protocols.

3 Transformation Techniques

3.1 Walsh Hadamard Transformation

Definition The Hadmard transform H,, is a 2" x 2" matrix, the Hadamard matrix
(scaled by normalization factor), that transforms 2" real numbers X,, into 2" real
numbers X;. The Walsh-Hadamard transform of a signal X of size N = 2", is the
matrix vector product X*H,. Where

Hy=",0Hh=HH ®...Q H

n

The matrix H, = { i _11

tensor product of two matrices is obtained by replacing each entry of first matrix by
multiplying the first matrix with corresponding elements of second matrix. For
example

] and ® denotes the tensor or kronecker product. The

1 1 1 1
1 1 1 1 1 -1 1 -1
H4_[1 1}®[1 1}_ TS TR, R
1 -1 -1 1
The Walsh-Hadamard transformation generates an orthogonal matrix, it pre-

serves Euclidean distance between the data points. This can be used in Image
Processing and Signal Processing.
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3.2 First and Second Order Sum and Inner Product
Preservation (FISIP)

FISIP is a distance and correlation preservation Transformation [11].

Definition The matrix representation of a linear transformation can be written as
A =[A]] =[A] A, ... Ay, Additionally, A; can be written as A; = [A;,]. Then the
transformation is called a FISIP transformation if A has following properties.

k

a. 2214m7::1.
m=1
k

b. S A2 = 1.
m=1
k

C. E: AbwAM1::071bri7éj
m=1

2—k 2
. .
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3.3 Discrete Cosine Transformation (DCT)

DCT works on real numbers and gives following real coefficients:

%nfl
fi= <2> Z Ajxcos[(2k + 1)iT1/2n]
=0

n
where for k = 0 and 1 otherwise. These transforms are unitary and Euclidean
distance between two sequences is preserved [12].
3.4 Randomization

Randomization is one of the simple approaches to PPDM. Randomization involves
perturbing numerical data. Let X is a confidential attribute Y be a perturbed data
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[1]. SAN is defined asY = X + e, where e is random value drawn from a distribution
with mean value zero and variance 1.
MN is defined as Y = X * e, e is a random value.

4 Proposed Model

This paper proposes a new approach for HPPDM as shown in Fig. 1. In this
approach a group of clients select a Trusted Party who has capability to retrieve
information from large data. Symmetric cryptography algorithm is used for com-
munication between clients. Suppose clientl wants to collaborate with other client
i.e., client2. Clientl sends a request to client2 for approval of collaboration. If
client2 sends acceptance response both the clients choose their own
transformation/modification techniques to modify the data.

This work focuses on perturbs numeric data. Numerical attributes are considered
as a confidential attribute. Different transformations techniques are used to modify
original data, transformations techniques discussed in Sect. 3. Both clients modify
their original data using transformation techniques then modified data will be sent
to the Trusted Party. TP decrypts modified data which is collected from clients and
performs knowledge based technique. K-Nearest Neighbor (K-NN) as knowledge
based technique.

Theorem Suppose that T: R" — R" is a linear transformation with matrix A, then
the linear transformation T preserves scalar products and therefore distance
between points/vectors if and only if the associated matrix A is orthogonal.

Here T (X) = T;(X;) + Ta(X5), T; and T, are linear transformations subse-
quently; T is also a linear Transformation. Whereas X;and X, are the original data
of the respective clients.

Fig. 1 Model for HPPDM

Response
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Proposed Algorithm
Client1:

Input: D;[M;] [N]
Output: D; [M;] [N]

Begin
If (N<2") (n=0, 1, 2, 3....)
Append Columns with Zeros its nearest 2%
Endif
A=WHT (N) // generate WHT matrix
MD;= D, * A;
End

Client2:

Input: D, [M][N]
Output: D', [M,] [N]

Begin

Choose any one of the transformation technique discussed in section
3.
End

Trusted Party:

Input: D; [M;] [N] ,D,[M,][N]
Output: D [M] [N]

Begin
Stepl: Collect modified data from clientl
Step2: Collect modified data from client2
Step3: Merge both modified data sets which are received from clientl
and client2
Step4: Perform knowledge based technique.
Step5: Share knowledge i.e., obtained from step4 to both the clients.

End

Any data like parameters, keys and modified data that needs to be securely
shared between the clients and TP must be ensure using Symmetric Cryptography
Algorithms.

5 Experimental Work

Experimental work conducted on two real datasets Iris and WDBC collected from
[13]. Assume that datasets taken as matrix format, row indicates an object and
column indicates an attribute. Divide entire dataset into two parts numerical and
categorical attributes. Among that only numerical attributes are considered and it is
shared between the clients.

The distribution of the data is done in two methods. Generate a random value
using random function which is considered as the percentage of the total records. In
method 1: For clientl the data records are sent from record 1 to the percentage of



A Novel Approach for Horizontal Privacy Preserving Data Mining 107

random value. And the remaining records are sent to client2. In method 2: first n
records are leaving (n value change as per the dataset size) and then consider the
random value to select next number of records to send for client 1. For client2
merge few records from first n records and remaining from the left out records of
the whole data set and send them. If any client choose WHT as transformation
technique data pre-processing is required if Number of Attributes are less than 2",
n=0, 1,2, 3,... add number of columns to its nearest 2" (Table 1).

K-NN is used as a classification technique from WEKA Tool [14]. While
conducting experiments K value set to 3, 5, and 7. Tenfold cross validation is used
when running the K-NN algorithm. In this paper, consider four combinations of
linear transformations such as WHT-WHT, WHT-DCT, WHT-FISIP and
WHT-SAN. Follow two methods in data distribution, select 4(2 values are below
50 and 2 values are above 50 to 100) random values in each method per a dataset.
35 and 135 records are skipped in IRIS and WDBC datasets respectively as per
method 2 discussed above. Classifier results of IRIS data set shown in Tables 2, 3, 4
and 5. Classifier Accuracy of WDBC shown in Tables 6, 7, 8 and 9. IRIS original
data gives 96.00 % using K-NN. Modified IRIS data gives acceptable accuracy on
k =7 using all methods. WDBC Original data set gives 97.18 and modified WDBC
gives acceptable accuracy in all cases. Calculated different privacy measures VD,
RP, CP, RK and CK from [15].

Calculated average values of all data distributions shown in Tables 10 and 11.
The higher values of RP and CP and the lower value of RK and CK, and the
analysis show more privacy is preserved [15].

Table 1 Data set description

Data set No. of records No. of attributes No. of classes
IRIS 150 4 3
WDBC 569 31 2

Table 2 Accuracy on Iris data set using combination of WHT-WHT

Yosplit Accuracy (%)

(client1- K=3 K=5 K=7

client2) Org Mod Org Mod Org Mod
28-72 96.00 96.00 96.00 96.67 96.00 94.67
45-65 96.00 96.00 96.00 96.67 96.00 94.67
65-35 96.00 96.00 96.00 96.67 96.00 94.67
71-29 96.00 96.00 96.00 96.67 96.00 94.67
51-49" 95.33 95.33 96 94 96.67 95.33
55-45" 95.33 96 955.33 96 96.67 96
70-30° 95.33 95.33 96 95.33 94.67 95.33
76-24" 95.33 94.67 95.33 95.33 96 95.33

*Skip first 35 records for data distribution
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Table 3 Accuracy on Iris data set using combination of WHT-DCT

Yosplit Accuracy (%)

(client1- K=3 K=5 K=7

client2) Org Mod Org Mod Org Mod
27-73 96.00 96.67 96.00 97.33 96.00 97.33
46-54 96.00 96.67 96.00 96.67 96.00 98
61-39 96.00 100 96.00 100 96.00 100
75-25 96.00 97.33 96.00 97.33 96.00 98
26-74" 96.00 98.67 96.00 98 96.67 98
45-55% 96.00 96.67 96.00 96.67 96.67 96.67
54-46* 94.00 98 95.33 98 95.33 98
58-42% 95.33 98 95.33 98 97.33 98
*Skip first 35 records for data distribution
Table 4 Accuracy on Iris data set using combination of WHT-FISIP

Yosplit Accuracy (%)

(clientl- K=3 K=5 K=7

client2) Org Mod Org Mod Org Mod
29-71 96.00 96.00 96.00 96.00 96.00 96.00
39-61 96.00 96.00 96.00 94.67 96.00 94.67
55-45 96.00 97.33 96.00 97.33 96.00 97.33
76-24 96.00 98.67 96.00 98 96.00 98
34-66" 95.33 97.33 94.67 97.33 96 97.33
47-53" 95.33 99.33 96.00 99.33 96.00 99.33
53-47" 94.00 98.67 96.00 98 96.00 98
57-43" 95.33 98 95.33 98.00 96.00 98
*Skip first 35 records for data distribution

Table 5 Accuracy on Iris data set using combination of WHT-SAN

Yosplit Accuracy (%)

(clientl- K=3 K=5 K=7

client2) Org Mod Org Mod Org Mod
25-75 96.00 96.00 96.00 95.33 96.00 94.67
34-66 96.00 94.00 96.00 94.00 96.00 94.67
58-42 96.00 99.33 96.00 99.33 96.00 99.33
79-31" 96.00 98.66 96.00 98.00 96.00 98.00
24-76" 95.33 96.00 96.67 96.00 96.67 96.00
50-50" 95.33 98.67 96.00 98.00 96.00 98.67
55-45" 95.33 98.00 96.00 98.00 97.33 97.33

*Skip first 35 records for data distribution
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Table 6 Accuracy on WDBC data set using combination of WHT-WHT
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Yosplit Accuracy (%)

(clientl- K=3 K=5 K=7

client2) Org Mod Org Mod Org Mod
17-83 96.83 92.44 97.01 92.79 97.18 92.44
35-65 96.83 92.44 97.01 92.79 97.18 92.61
50-50 96.83 92.44 97.01 92.79 97.18 92.61
68-32 96.83 92.44 97.01 92.79 97.18 92.61
35-65" 97.12 92.26 97.36 93.84 97.36 93.32
48-52" 97.18 92.61 96.83 92.97 97.01 93.49
59-41"" 97.01 92.09 96.48 92.07 97.18 93.14
**Skip 135 records for data distribution
Table 7 Accuracy on WDBC data set using combination of WHT-DCT

Yosplit Accuracy (%)

(client1- K=3 K=5 K=7

client2) Org Mod Org Mod Org Mod
31-69 96.83 57.82 97.01 61.68 97.18 62.21
49-51 96.83 93.67 97.01 94.02 97.18 94.20
63-37 96.83 93.49 97.01 93.32 97.18 92.44
79-21 96.83 92.79 97.01 92.97 97.18 92.79
19-81° 97.01 92.61 96.66 92.44 96.66 92.09
37-63" 96.66 92.97 97.01 92.79 97.01 92.26
69-317" 97.01 92.26 96.66 93.32 97.18 92.97
75-25"" 97.01 92.26 97.01 93.32 96.83 92.79
**Skip 135 records for data distribution

Table 8 Accuracy on WDBC data set using combination of WHT-FISIP

osplit Accuracy (%)

(clientl- K=3 K=5 K=7

client2) Org Mod Org Mod Org Mod
24-76 96.83 93.32 97.01 93.67 97.18 93.84
36-64 96.83 93.49 97.01 93.84 97.18 93.84
65-35 96.83 93.32 97.01 92.97 97.18 93.32
83-27 96.83 93.49 97.01 93.32 97.18 92.79
30-70" 96.83 92.44 96.66 93.32 97.18 91.56
46-54"" 96.83 92.44 97.18 91.91 97.18 91.56
65-35"" 97.18 92.97 96.66 92.44 96.83 92.44
74-26"" 96.84 93.67 96.83 93.84 96.83 93.67

**Skip 135 records for data distribution



110

H.R. Jalla and P.N. Girija

Table 9 Accuracy on WDBC data set using combination of WHT-SAN

Yosplit Accuracy (%)

(client1- K=3 K=5 K=7

client2) Org Mod Org Mod Org Mod
21-79 96.83 93.67 97.01 93.84 97.18 94.02
36-64 96.83 93.49 97.01 94.02 97.18 93.67
51-49 96.83 94.02 97.01 94.37 97.18 94.02
82-18 96.83 93.14 97.01 93.14 97.18 92.79
18-82" 96.83 92.44 96.83 92.79 97.18 92.44
44-56" 96.66 93.32 96.83 91.56 97.01 92.09
60-40"" 97.01 75.08 96.49 75.78 97.19 74.73
74-36" 96.48 93.14 96.83 93.67 96.83 93.67
**Skip 135 records for data distribution

Table 10 Privacy measures on IRIS

Method VD CP RP CK RK
WHT+WHT 1.2737 0.50 50.9770 0.50 0.7623
WHT+DCT 0.9345 0.5000 53.2433 0.500 0.0067
WHT+FISIP 0.6704 0.5 54.1233 0.5 0.0050
WHT+SAN 0.7944 0 48.1533 1 0.1033
Table 11 Privacy measures on WDBC

Method VD CP RP CK RK
WHT+WHT 5.0548 9.8000 174.4946 0 0.0062
WHT+DCT 4.2033 9.7333 185.1981 0.0333 0.0019
WHT+FISIP 3.1417 10.8667 173.1258 0 0.0024
WHT+SAN 0.9609 9.3333 180.2974 0.0333 0.0021

6 Conclusion and Future Work

This paper proposes a new approach for Horizontal PPDM based on combination of
linear transformations. It is a simple and efficient approach to protect privacy of
individual customers by inference from the experimental results. This approach will
be extended in future to more than two clients and different combinations of
transformation techniques and will be applied to vertically partitioned data also.



A Novel Approach for Horizontal Privacy Preserving Data Mining 111

References

1.

2.

3.

10.

11.

12.

13.

14.
15.

J.F. Traub, Y. Yemini, and H. Wozniakowski, “The StatisticalSecurity of a Statistical
Database,” ACM Trans. Database Systems, vol. 9, no. 4, pp. 672-679, 1984.

C.C. Aggarwal and P.S. Yu, “A Condensation Approach to Privacy Preserving Data Mining,”
Proc. Ninth Int’l Conf. Extending Database Technology, pp. 183—-199, 2004.

D. Defays and P. Nanopoulos, ‘“Panels of Enterprises andConfidentiality: The Small
Aggregates Method,” Proc. Statistics Canada Symp. 92 Design and Analysis of Longitudinal
Surveys, pp. 195-204, 1993.

. J. Domingo-Ferrer and J.M. Mateo-Sanz, “Practical Data-Oriented Microaggregation for

Statistical Disclosure Control,” IEEE Trans. Knowledge and Data Eng., vol. 14, no. 1,
pp. 189-201, 2002.

. C.C. Yao, “How to generate and Exchange Secrets”, IEEE, 1986.
. M. Kantarcioglu and C. Clifton. “Privately computing a distributed k-nn classifier”. PKDD, v.

3202, LNCS, pp. 279-290, 2004.

. Z. Yang, S. Zhong, R. Wright, “Privacy-preserving Classification of Customer Data without

Loss of Accuracy”, In: Proceedings of the Fifth SIAM International Conference on Data
Mining, pp. 92-102, NewportBeach, CA, April 21-23, 2005.

. L. Xiong, S. Chitti and L. Liu. k Nearest Neighbor Classification across Multiple Private

Databases. CIKM’06, pp. 840-841, Arlington, Virginia, USA, November 5-11, 2006.

. M. Kantarcioglu and J. Vaidya. Privacy preserving naive Bayes classifierfor horizontally

partitioned data. In IEEE ICDM Workshop on Privacy Preserving Data Mining, Melbourne,
FL, pp. 3-9, November 2003.

ZhuojiaXu, Xun Yi, “Classification of Privacy-preserving Distributed Data Mining Protocols”,
IEEE, 2011.

Jen-Wei Huang, Jun-Wei Su and Ming-Syan Chen, “FISIP: A Distance and Correlation
Preserving Transformation for Privacy Preserving Data Mining” IEEE, 2011.

Shibnath Mukharjee, Zhiyuan Chen, Aryya Gangopadhyay, “A Privacy-preserving technique
for Euclidean distance-based mining algorithms using Fourier-related transforms”, the VLDB
Journal, pp (293-315), 2006.

http://kdd.ics.uci.edu/.

http://www.wekaito.ac.nz/ml/weka.

ShutingXu, Jun Zhang, Dianwei Han, and Jie Wang, (2005) “Data distortion for privacy
protection in a terrorist Analysis system”, P. Kantor et al (Eds.): ISI 2005, LNCS 3495,
pp. 459-464.


http://kdd.ics.uci.edu/
http://www.wekaito.ac.nz/ml/weka

Randomized Cryptosystem Based
on Linear Transformation

K. Adi Narayana Reddy, B. Vishnuvardhan
and G. Shyama Chandra Prasad

Abstract The secure transmission of any form of data over a communication
medium is primary important across the globe or in research arena. Cryptography is
a branch of cryptology and it provides security for data transmission between any
communicating parties. The Hill cipher is one of the symmetric key substitution
algorithms. Hill Cipher is vulnerable to known plaintext attack. This paper presents
randomized cryptosystem based on linear transformation using variable length sub
key groups. The proposed technique shares a prime circulant matrix as a secret key.
The security analysis and performance of the method are studied and presented.

Keywords Circulant matrix - Determinant - Hill cipher - Sub key group -
Substitution cipher

1 Introduction

Today, information is one of the most valuable assets. Information transmission
across the network is of prime importance in the present age. Cryptography is the
branch of cryptology and it provides security to the transmitted data between the
communicating parties. There are various algorithms to provide security for the
information. Traditional symmetric ciphers use substitution in which each character
is replaced by other character. Lester S. Hill invented the Hill cipher in 1929. Hill
cipher is a classical substitution technique that has been developed based on linear
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transformation. It has both advantages and disadvantages. The main advantages are
disguising letter frequencies of the plaintext; high speed, high throughput, and the
simplicity because of using matrix multiplication and inversion for enciphering and
deciphering. The disadvantages are, it is vulnerable to known plaintext attack and
the inverse of the shared key matrix may not exist always. To overcome the
drawbacks of Hill cipher algorithm many modifications are presented. In our paper
we present a modification to the Hill cipher by the utilization of special matrices
called circulant matrices. A circulant matrix is a matrix where each row is rotated
one element to the right relative to the preceding row vector. In literature circulant
matrices are used in many of the cryptographic algorithms. Advanced Encryption
Standard (AES) uses circulant matrices to provide diffusion at bit level in mix
columns step. Circulant matrices can be used to improve the efficiency of
Lattice-based cryptographic functions. Cryptographic hash function Whirlpool uses
circulant matrices.

The paper is systematized accordingly: Sect. 2 presents an over view of Hill
cipher modifications. Section 3 presents a proposed Hill cipher modification.
Section 4 explains security analysis. Conclusion of the proposal is in the Sect. 5.

2 Literature Review on Hill Cipher Modifications

Many researchers improved the security of linear transformation based cryptosys-
tem. Yeh et al. [14] presented an algorithm which thwarts the known-plaintext
attack, but it is not efficient for dealing bulk data, because too many mathematical
calculations. Saeednia [11] presented an improvement to the original Hill cipher,
which prevents the known-plaintext attack on encrypted data but it is vulnerable to
known-plaintext attack on permutated vector because the permutated vector is
encrypted with the original key matrix. Ismail [4] tried a new scheme HillMRIV
(Hill Multiplying Rows by Initial Vector) using IV (Initial Vector) but
Rangel-Romeror et al. [8] proved that If IV is not chosen carefully, some of the new
keys to be generated by the algorithm, may not be invertible over Z,,, this make
encryption/decryption process useless and also vulnerable to known-plaintext attack
and also proved that it is vulnerable to known-plaintext attack. Lin et al. [7]
improved the security of Hill cipher by using several random numbers. It thwarts
the known-plaintext attack but Toorani et al. [12, 13] proved that it is vulnerable to
chosen ciphertext attack and he improved the security, which encrypts each block
of plaintext using random number and are generated recursively using one-way
hash function but Keliher et al. [6] proved that it is still vulnerable to chosen
plaintext attack. Ahmed and Chefranov [1-3] improved the algorithm by using
eigen values but it is not efficient because the time complexity is more and too
many seeds are exchanged. Reddy et al. [9, 10] improved the security of the
cryptosystem by using circulant matrices but the time complexity is more. Again
Kaipa et al. [5] improved the security of the algorithm by adding nonlinearity using
byte substitution over GF (2*) and simple substitution using variable length sub key
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groups. It is efficient but the cryptanalyst can find the length of sub key groups by
collecting pair of same ciphertext and plaintext blocks. In this paper randomness
will be included to the linear transformation based cryptosystem to overcome
chosen-plaintext and chosen-ciphertext attacks and to reduce the time complexity.

3 Proposed Cryptosystem

In this paper an attempt is made to propose a randomized encryption algorithm
which produces more than one ciphertext for the same plaintext. The following sub
sections explain the proposed method.

3.1 Algorithm

Let M be the message to be transmitted. The message is divided into ‘m’ blocks
each of size ‘n’ where ‘m’ and ‘n’ are positive integers and pad the last block if
necessary. Let M; be the ith partitioned block (i = 1, 2, ... m) and size of each M; is
‘n’. Let C; be ciphertext of the ith block corresponding to the ith of block plaintext.
In this paper the randomness is added to the linear transformation based cryp-
tosystem. Each element of the plaintext block is replaced by a randomly selected
element from the corresponding indexed sub key group. The randomly selected
element will not be exchanged with the receiver. In this method key generation and
sub key group generation is similar to hybrid cryptosystem [3]. Choose a prime
number ‘p’. The following steps illustrate the algorithm.

1. Step 1: Key Generation. Select randomly ‘n’ numbers (kq, k, ... k;,) such that
GCD (ky, ko, ... ky) = 1. Assume k;€Z,,. Rotate each row vector relatively right
to the preceding row vector to generate a shared key matrix K, «,. The generated
key matrix is called prime circulant matrix.

2. Step 2: Sub Key Group Generation. Letr =), k; mod p. A sequence of ‘p’
pseudo random numbers S; i =0, ..., p — 1) are generated with initial seed as r.
The sub key groups are generated with following steps as

Step 1: initialize i = 0
Step 2: j=1i+ S[i] % b
Step 3: Sglj] = {i}
Step 4: 1 ++

Step 5: goto step 2
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3. Step 3: Encryption. The encryption process encrypts each block of plaintext
using the following steps.

3.1. Initially the transformation is applied as Y = KM mod p.

3.2. Convert each element of the block into base b number system

3.3. Replace each digit of the element by a randomly chosen element from the
corresponding sub key group.

3.4. Transmit the ciphertext block to the other end user

4. Step 4: Decryption. The encryption process encrypts each block of plaintext
using the following steps

4.1. Replace each element by an index of the sub key group which it belongs
4.2. Convert the base b number system into equivalent decimal number system
4.3. The inverse linear transformation is applied as M = K'Y mod p

4.4. This produces the plaintext corresponding to ciphertext

3.2 Example

Consider a prime number p as 53 and the set of relatively prime numbers as [4, 11].
Generate shared key matrix Kj.3. Assume the plaintext block M = [3, 10, 12].
Generate a sequence of ‘p’ pseudo-random number with seed value as r = 45.
Assume b = 5 and generate five sub-key groups (Sg) from the random number
sequence. The sub key groups are random and of variable length.

Sg|0] = {0,6,17,21,24,25,31,38, 50}
Sa[l] = {1,4,9,12,16,29, 30, 34,39, 40, 43, 44, 46, 48, 49}
Sa[2

[

Sa[3] = {7,10,15,19,20,27,33,42}

Scl4] = {5,8,11, 14,18,28,32,35,36,41,47}
Y = KM mod p = KM mod 53 = [0,42, 44|
0 — 0.000 (0.5°+0.5" +0.5°)

42 — 132(1.5* +3.5' +2.5°)

44 — 134(1.5* +3.5' +4.5°)

]
]
] = {2,3,13,22,23,26,37,45,51,52}
]
]

Each of the digits is replaced by an element from the corresponding sub key
group

The possible ciphertext pairs are presented in Table 1.

The same plaintext is mapped to many ciphertext pairs

After communicating the ciphertext pair (C;, C,) to the receiver, the decryption
process outputs the plaintext as [3, 10, 12].



Randomized Cryptosystem Based on Linear Transformation 117

Table 1 Ciphertext corresponding to plaintext

Plaintext Base b number system Ciphertext 1 Ciphertext 2 Ciphertext
12 000 6 17 50
14 132 4 15 23
3 134 30 42 5

4 Performance Analysis

The performance analysis is carried out by considering the computational cost and
security analysis which are to show the efficiency of the algorithm.

4.1 Computational Cost

The time complexity measures the running time of the algorithm. The time com-
plexity of the proposed algorithm to encrypt and to decrypt the text is O (mn?)
which is shown in the Eq. (2), where ‘m’ is number of blocks and ‘n’ is size of each
block, which is same as that of original Hill cipher. In this process Tg,. and Tpec
denote the running time for encryption and decryption of ‘m’ block of plaintext
respectively.

Tgne(m) = m(n®) Typg +m(n*) Taga W

Tpec(m) = m(n?) Ty 4 m(n?) Tagg +mnT,

In which Tag4, Ty, and T are the time complexities for scalar modular addition,
multiplication, and search for the index respectively.

Tine(m) = m(n*)c; +m(n?)cy =2 O(mn?)

m

2 2 2 (2)
Tpec(m) =2 m(n”)c; + m(n”)cy + mne; = O(mn”)
where ¢y, ¢, and c; are the time constants for addition, multiplication and index
search respectively. The running time of proposed randomized LTCM and other
methods are analysed and presented in the Fig. 1. The running time of proposed
randomized LTCM method is equal to the linear transformation based cipher. The
proposed method is better than other methods.
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4.2 Security Analysis

The key matrix is shared secretly by the participants. The attacker tries to obtain the
key by various attacks but it is difficult because the random selection of elements
from sub key groups. It is difficult to know the elements of the sub key groups
because each sub key group is of variable length and generated by modulo which is
an one-way function.

The proposed cryptosystem overcomes all the drawbacks of linear transforma-
tion based cipher and symmetric key algorithms. This is secure against
known-plaintext, chosen-plaintext and chosen-ciphertext attacks because one
plaintext block is mapped to (b*1,*...*1,)" ciphertext blocks where I is the length of
the corresponding ith sub key group and these groups are variable length. This is
due to the random selection of element from the corresponding sub key
group. Therefore, the cryptanalyst can no longer encrypt a random plaintext looking
for correct ciphertext. To illustrate this assume that the cryptanalyst has collected a
ciphertext C; and guessed the corresponding plaintext M; correctly but when he/she
encrypt the plaintext block M; the corresponding ciphertext block C; will be
completely different. Now he/she cannot confirm M; is correct plaintext for the
ciphertext C;.

5 Conclusion

The structure of the proposed cryptosystem is similar to substitution ciphers i.e.
initially the linear transformation is applied on the original plaintext block then the
result is replaced by a randomly selected element from the corresponding sub key
group. The sub key groups are of variable length and each sub key group is



Randomized Cryptosystem Based on Linear Transformation 119

generated randomly using one-way modulo function. The proposed randomized
encryption algorithm produces more than one ciphertext for one plaintext because
each element of the block is replaced by a randomly selected element from the
corresponding sub key group. The proposed cryptosystem is free from all the
security attacks and it has reduced the memory size from n” to n, because key
matrix is generated from the first row of the matrix and is simple to implement and
produces high throughput.
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Literature Survey to Improve Image
Retrieval Efficiency by Visual Attention
Model

T. Venkata Ramana, K. Venugopal Rao
and G. Shyama Chandra Prasad

Abstract Now a day’s CBIR is facing several performance issues because of the
growth of digital world. To overcome the issues of CBIR, one challenging task is
using the simulation of the visual attention model. To implement visual attention
model several factors to be considered like similarity measures, Saliency model.
Whereas the traditional CBIR focuses on image features. This paper presents
analysis of different concepts which are used to improve the image retrieval effi-
ciency. After analyzing it was understood that there exists some gap to concentrate
in increasing the effectiveness of image retrievals. In accomplishing the gap we are
presenting a kind of scope which improvises the performance issues in image
retrievals.

Keywords Visual attention model - Saliency model . CBIR - Similarity
measures - Image retrieval

1 Introduction

Digital libraries are growing in rapid pace in increasing the volumes of electronic
data day by day, which is due to the electronic gadgets like cell phones, web
cameras and cam carders etc. To satisfy the needs of the user an expert system is
needed to have the effective retrieval of similar images for the given query image
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[1]. CBIR system is one of such experts systems that highly rely on appropriate
extraction of features and similarity measures used for retrieval [2]. The area has
gained wide range of attention from researchers to investigate various adopted
methodologies, their drawbacks, research scope, etc. [3—11]. This domain became
complex because of the diversification of the image contents and also made
interesting [2].

The recent development ensures the importance of Visual information retrieval
like images and videos, in the meantime so much of research work is going on in
implementing in many real world applications such as Biological sciences, medical
sciences environmental and health care, in digitally stored libraries and social media
such as twitter, LinkedIn, etc. CBIR understands and analyzes the visual content of
the images [12]. It represents an image using the renowned visual information like
color, texture, shape, etc. [13, 14]. All these features are often referred as basic
features of the image, which undergoes lot of variations according to the need and
specifications of the image [15—17]. Since the image acquisition varies with respect
to illumination, angle of acquisition, depth, etc., it is a challenging task to define a
best limited set of features to describe the entire image library.

Similarity measure is another processing stage that defines the performance of
the CBIR system [18]. In this stage, the similarity between the query image and the
images in the database is determined using the distance between their feature
vectors [19]. The database images that exhibit least distance with the input query
are identified as required images and they are accessed from the database. Despite
numerous distance measures are reported in the literature [4], Euclidean distance
and other norm-based distance measures gain popularity due to its simplicity.
Nevertheless, these norm-based distance measures often fail due to the global
variances and practical dynamics of the image acquisition technology [18]. From
the above Kullback divergence is identified as most promising one to rectify the
aforesaid problem [20], still it is facing some issues like compatibility with frequent
domain representations such as wavelets [18].

The first initiative step has taken by the IBM company towards image retrieval
by proposing query-by image content (QBIC), the other name of it is content based
image retrieval. Basic features considered in CBIR includes color (distribution of
color intensity across image), texture (Homogeneity of visual patterns), shape
(boundaries, or the interiors of objects depicted in the image), spatial relations (the
relationship or arrangement of low level features in space) or combination of above
features were used. In order to add to the image databases every image has to
undergo the feature extraction process, so that all low level features are extracted
before it gets added to the database. While performing the process of feature
extraction, like extracting the image color, texture or shape are extracted in feature
extraction stage. If the user wants to retrieve an image, he provides a sample image
and applying extraction process and then the similarity measurement engine is
accountable in estimating the similarities between the query image and the images
present in the database. After completion of the similarity measure, ranking is given
by considering the similar features of the given query image. Approaches for
feature extraction include histogram and color movement (Niblack et al.), color
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histogram (Sahwney et al.), region histogram (Chad carson et al.), Fourier trans-
forms, Gabor filter and statistical methods. There are many sophisticated algorithms
are there to which will be used to describe low level image features like color,
shape, texture and spatial features approaches. But these algorithms did not gave the
satisfaction, clarity and comfort to visualize it.

This is because of not having the basic features of image in describing high level
concepts in the users mind such as searching of a image of a baby boy who is
laughing a lot. The only way a machine is able to perform automatic extraction is by
extracting the low level features that represented by the color, texture, shape and
spatial from images with a good degree of efficiency. Till now there are different
CBIR systems which are implemented are available, still there exists the problem in
retrieving the images by considering the pixel content. It is not solved till now. To
have the Semantic image retrieval, to identify the higher level concepts it requires a
feedback mechanism with the human intervention. Out of the different methods, the
most common method for comparing two images in content-based image retrieval
(typically an example image and an image from the database) is using an image
distance measure. The functionality of distance measure is to have the comparison
of two images to know the similarity of two images in different dimensions like
shape, color, texture and others. After applying the distance measure method if the
result is a distance of 0, then it means an exact match with the query, with respect to
the dimensions that were considered. If the result of distance measure function is
greater than 0, then it indicates various degrees of similarities between the images.
Search results then can be sorted based on their distance to the queried image. Color
histograms are used to know the color similarity in Distance measures. Apart from
that segment color proportion by region and by spatial relationship among several
color regions are also used.

In all the methods of retrieval two issues are ignored. They are Performance and
usability. There is high variability of interpretation in judging the success of an
algorithm. To judge the Performance of an algorithm, evaluation can be done
through precision and recall but still it is not meeting the requirements of the user.
Queries to incorporate complete context are critical to the success of CBIR.

2 Literature Review

(A) Murala et al. [1] have used local tetra patterns (LTrPs) to construct an image
indexing and retrieval system. In contrast to the local binary pattern (LBP) and
local ternary pattern (LTP), LTrPs determines the first-order derivatives in
both horizontal and vertical directions to identify the pixel direction and hence
to represent the reference pixel and the neighbors. They have also introduced a
methodology to determine the nth order LTrP using (n — 1)th order horizontal
and vertical derivatives. The experimental results have demonstrated that LTrP
based CBIR system outperforms LBP, LTP and local derivative patterns based
CBIR systems. Though the methodology is proved for its computational
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efficiency and good performance for diverse texture patterns, the feature
descriptor is falling under low level category. The extracted features consider
only the pixel relationship and not the pixel relevance with the respective
image category. As a result, these feature descriptors probably fail to handle
different classes of images, but with similar visual patterns.

Su et al. [2] have introduced a CBIR system in which retrieval accuracy is
defined by the users feedback. They have addressed that the conventional
relevance feedback based CBIR system has entertained iterative process to
ensure the relevance between the retrieval results and the query input. To
overcome this, they have proposed navigation—pattern based relevance
feedback (NRPF) method that substantially minimizes the number of iterations
incurred to ensure the retrieval precision. The method has also been facilitated
by three query refinement strategies such as Query Point Movement (QPM),
Query Reweighting (QR), and Query Expansion (QEX). Performance
demonstration is given by them over conventional systems. The relevance
feedback model has been entertained well in the recent days. But now a days
this is not that much effective because of huge growth of data. However, these
semi-automatic retrieval systems do not cope well with practical scenarios,
where retrieval efficiency plays the major role rather than the retrieval preci-
sion. These methods are insensitive to similarity measures as the relevance
feedback plays crucial role. Under the scenario of worst case performance, the
methodology tends to move towards manual retrieval process.

Guo et al. [21] have proposed an indexing method based on Error-Diffusion
Block Truncation Coding (EDBTC). Here, the image features are extracted by
vector quantization (VQ) on color quantized and bit mapped images obtained
from EDBTC. To know the image similarities between the images of the query
and the images present in the data base, authors had introduced bit pattern
features and color histogram.

Guo et al. [22] have exploited low complexity ordered dither block truncation
coding (ODBTC) for CBIR system. ODBTC has been used to compress the
image as quantizes and bitmap image. Here, the image is represented as color
co-occurrence feature (CCF) and bit pattern features (BPF). ODBTC is shown
high performance on BTC based image retrieval systems in CBIR. In [21], the
adopted scheme (EDBTC) for extracting features such as color histogram
feature (CHF) and bit pattern histogram feature (BHF) were promising in the
image compression scheme. In the same way [22] has also adopted ODBTC to
extract CCF and BPF features. Any way out of the extracted features, 4 are
low level, since they consider only the pixel intensity and the structure of pixel
neighborhood. Likewise [1], the retrieval efficiency will be reduced when
trying to retrieve visually similar images of dissimilar classes. By this, the
practical relevance is found to be less while working on with such feature
descriptors.

Liu et al. [23] had introduced a computational vision attention model, known
as saliency structure model, to support CBIR system. This saliency model is
implemented in three steps. Initially at the beginning stage, they have detected
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saliency regions using color volume and edge information rather than basic
image features. After getting the output of the first step next step is global
suppressing of maps has been performed using the energy feature of the gray
level co-occurrence. Finally, the last step is used to construct the saliency
structure histogram to represent the image. The saliency structure model has
been experimentally proved for its performance over bag of visual words
(BOW) model and micro-structure descriptor. Even after having precise
information with the help of descriptor, similarity measure is considered which
can improve the efficiency of image retrieval. However, they have not pro-
vided adequate significance to the similarity measure and hence it is quite
complex to decide upon the performance accomplishment.

(F) Stella Vetova et al. [24], had proposed a novel algorithm which is used for
extracting the image features by using Dual-Tree Complex Wavelet Transform
(DT CWT) in the CBIR system. In their experiment they have shown the
results of algorithm which satisfies the conditions of feature extraction rate,
feature vector length and high information concentration is necessary for
CBIR system. Authors has discussed Dual-Tree Complex Wavelet Transform
as a filter bank (FB) structure, running process, conditions for shift-invariance
and applications. This mechanism is suitable for edge and surface detection in
image processing. By using this algorithm authors achieved high accuracy in
comparison among the feature sets.

3 Scope of Research

To develop the CBIR system which has to cope up with the human visual system, a
lot more has to done with visual attention model. To implement the human visual
system a simulation model is needed which is termed as computational visual
model. The high level challenges reside in this area has attracted the world wide
researchers to work on it. The existing global features are not promising to build the
visual attention model. For instance, the feature descriptors [1, 21, 22] are still
under the category of basic features and hence they does not represent the image in
the human perception. Semi-automatic methodologies can rectify the issue, but it
may tend to be manual retrieval under worst case scenarios [2].

Recently, saliency model is found to be suitable for image representation [25,
26]. However, constructing visual attention models are still challenging [23].
Despite successful development has been made in [23] to construct the model as per
the requirement, there is no adequate significance given for exploiting suitable
similarity measure. These are the primary research gaps to be considered in my
proposal for further development of an effective CBIR system.

Advantages of the Proposal: In the proposed CBIR system, three major com-
ponents play key roles. They are Saliency model, higher order statistics and deci-
sion rules library. In Saliency model, we will be giving an input image which has to
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be subsampled for extracting the visual features of the image like color, shape,
intensity respectively. These features are used in fine tuning of images by using
some of the decision rules, so that visually similar images are extracted. While
implementing this mechanism we can check which rules and image features are to
be considered so that we can achieve highest relevant image for the given query.
Upon this different other methods like similarity measures are applied to have the
effective image retrieval.

4 Conclusions

In order to fulfill the gap between CBIR and Visual attention model, each should be
implemented then the performance of both should be investigated. To know the
performance of each comparison should be made for each of the methodology and
applying some other techniques like similarity measures and even we can apply
saliency model to know the efficiency. The performance of the methodology will be
quantified using renowned performance metrics such as efficiency, precision, recall
and F-scores. Even we can use MATLAB to implement these methodologies.
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Substrate Integrated Waveguide Based
4-Port Crossover for Beam-Forming
Applications

P. Rahul Lal, Prasanth M. Warrier and Sreedevi K. Menon

Abstract In this paper an effective crossover is designed using Substrate Integrated
Waveguide (SIW) technology. Reflection, transmission and isolation of the cross-
over is studied along with the electric field to substantiate the effectiveness of the
crossover. At the operating frequency, an isolation better than 35 dB is achieved
between the decoupled ports with a transmission of ~1 dB through the coupled
ports.

Keywords Substrate integrated waveguide (SIW) - Crossover - Beam-forming -
Coupled ports « Decoupled ports

1 Introduction

Substrate Integrated Waveguide (SIW), the manipulator of electromagnetic waves
is one of the most recent advancements in microwave communication and is
replacing its counterpart, the conventional waveguide in almost all the fields. STW
finds its application in technologies like power dividers, couplers, microwave
junctions etc. [1, 2]. By using SIW all these devices can now be used as planar
structures, making it easier to interface with a PCB. Moreover these microwave
passive devices are found to be much better in performance in comparison with
their planar and waveguide counter-parts.
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The term crossover finds its importance in a communicating network using more
than one transmitter and receiver antennas [3]. In order to maintain the purity of the
transmitted and received signals, network designer will have to keep the losses due
to crossover to the minimum possible extent. For a crossover to be ideal at a
particular frequency, the more the isolation between the decoupled ports the better it
is. Usually crossovers are realised using air wedges, vias [4] etc. Further for
compactness microstrip technology has also been used for crossover design [5, 6].

To the best knowledge, no work regarding SIW based crossover has been
reported. In the proposed paper, a crossover is achieved by means of a 4-port SIW,
which is first of its kind. A central region in the shape of a circle acts as the interface
for the signals entering form the 4-ports. Out of the modifications which were made
it was noticed that, a metallic via which is placed at the centre of the structure
determines the isolation factor and coupling factor in this particular design. The
detailed analysis is presented in the following sections.

2 Design

SIW is a special case of our conventional wave guide. To be specific, it can be
considered as a Dielectric Filled wave guide. Guided wave length in such a case is
given by [2],

\ 2n
g = ———— (1)
2l (z)?

Coming to the SIW, the diameter and the pitch of the metallic vias are deter-
mined using the following conditions,

”

d< % & p<2d (2)
Cut off frequency for a conventional wave guide is given by,
c mm\2  /nm\?2
=/ (= — 3
’ 2n ( a ) + ( b) (3)

where ‘a’ and ‘b’ are the length and breadth of the rectangular waveguide.
For TEy, ‘b’ is less significant, so the equation reduces to,
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Length of the dielectric filled wave guide is given by,
a

NG

Passing on to the design equations of SIW, separation between the metallic vias
is given by,

ag =

(5)

d2
=agt o 6
4 =ddt 595, (©6)

3 Simulation and Analysis

A four port network as crossover is as shown in Fig. 1. In the geometry, if it is to
provide crossover characteristics, the adjacent ports should be decoupled ports.
With respect to Port 1, Port 3 and Port 4 are the decoupled ports. This is because the
wave entering through these ports will be orthogonal to each other and Port 2 is the
coupled port. Similarly if Port 3 is the input port, Port 4 will be the coupled port and
Port 1 and 2 will be the decoupled ports. This will give the ideal S-matrix for a
matched crossover as follows,

[S] =

(=R -l
SO O =
- o O O
SO = OO

Substrate used for the design is Rogers RT Duroid having dielectric constant
10.2 and thickness 0.67 mm. For the crossover characteristics to be centered at
2.5 GHz, the pitch and diameter for SIW is calculated using the equations from (1)

Fig. 1 Circular crossover
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Fig. 2 Top view of the substrate integrated waveguide without the center metallic short

E Field[¥_per_n
1. 4452e+00Y
1, 354924004
1, 264Ge+00Y
1. 174264884
1. BE3Te+00Y
9. 9350e+R03
9, 232564003

8.1293e4003
. 7. 22604003
6. 32284803
5.4195¢+203

4. 51634803
3.6130e4003

2. 7e98e+003
1. 80654883
9.8325+002
0. BE2De+B2Q

Fig. 3 Electric field pattern without the metallic short at the center

to (6). With respect to these dimensions, structure obtained is as shown in Fig. 2.
The ports are equally spaced from each other with the adjacent ports perpendicular
to each other. So the received or transmitted waves will be orthogonal polarizations,
which make the adjacent ports decoupled, thus maintaining isolation. Since the
opposite ports are of same polarization transmission is achieved between them.

The electric field flow for the SIW based crossover is as shown in Fig. 3 and it
can be seen that power flow is there towards the decoupled ports too. As SIW is a
metallic enclosure with array of shorting ports, the waves gets reflected at the
boundary thus power flow is there to the decoupled ports giving a maximum
isolation of 20 dB.
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Fig. 4 Variation of
S-parameter with frequency
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The variation of S-parameters with respect to the frequency is given in Fig. 4.
From the graph it can be seen that at a frequency of 2.51 GHz, isolation between the
decoupled ports is almost 19 dB and the power transmitted to the coupled port is
about —1.4 dB.

For further improvement in isolation, one extra metallic short is placed at the
centre of the crossover as shown in Fig. 5. As a result of this metallic short placed at
the centre, waves bend around it and the entire power moves only in the forward
direction, thus enhancing the isolation.

Electric Field pattern of the SIW based crossover when energized at Port 1 is
depicted in Fig. 6.

From Fig. 6 it can be easily seen that the power entering the Port 1 is being
coupled only to Port 2. Port 3 and Port 4 are completely isolated from Port 1. This
confirms that the presented SIW based structure acts as an effective crossover.

Fig. 5 Top view of the
substrate integrated
waveguide with the center
metallic short
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The variation of S-parameters with frequency for the modified crossover is
depicted in Fig. 7. Transmission and isolation is obtained at the frequency 2.51 GHz
as of the parent crossover with dual frequency characteristics. Crossover charac-
teristics are achieved at a low frequency, 2.23 GHz in addition, due to the modi-
fication made with an isolation of almost 35 dB is achieved along with the
transmission of —1.5 dB. As a result of this the modified crossover is a potential
candidate for dual band applications.

The isolation and transmission of the proposed crossover is compared with some
other recent papers dealing with various methods of crossovers and is presented in
Table 1. From the comparisons made, the current design has better isolation, dual
band of operation and is less complex.
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Table 1 Comparison of crossover characteristics

Crossover Transmission (dB) Isolation (dB)
Ref. [3] -0.4 20
Present work (without center conductor) -14 19
Present work (with center conductor) -1.5 35

4 Conclusion

A novel design of crossover using SIW is presented. The presented crossover is
found to give an isolation of 37 dB between the ports which is better than the results
in the reported list with dual band characteristics. This isolation is achieved with a
transmission better than ~ 1 dB, which enables the discussed crossover a potential
candidate in beam forming networks.
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Computational Model of Pixel Wise
Temperature Prediction for Liver Tumor
by High Intensity Focused Ultrasound
Ablations

P. Revathy and V. Sadasivam

Abstract Medical imaging is a challenging research field. High-intensity focused
ultrasound (HIFU) is a developing medical imaging method for non-invasive
ablation of tumors. Based on the patients image of the tumor region, a computational
model is proposed for planning and optimization of the HIFU treatment. A pixel
wise temperature prediction based on the grey scale intensity values was done using
MATLAB code making improvement in the Pennes Bio-Heat Transfer Equation
(PBHTE). Also the defects in other heat equations like wulff and Klinger are con-
sidered in the proposed heat equation. As peak temperatures above 85-90 °C causes
cavitation to the tissue exposed, the present study aims at maintaining the thermal
dose applied to tumor tissue to be within the limit. Simulated temperature values lie
in the patients safe limit avoiding preboiling and thus cavitation of tumor tissue is
avoided.

Keywords MR guided HIFU - Temperature prediction - PBHTE - Pixel intensity
based prediction - Thermal dose

1 Introduction

Due to the discovery of seminal physical phenomena such as X rays, ultrasound,
radioactivity and magnetic resonance and the development of imaging instruments
that harness them have provided some of the most effective diagnostic tools in
medicine. Data sets in two, three or more dimensions convey increasingly vast and
detailed information for clinical or research applications. The diagnostic information
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when sent in a timely, accurate manner will help the radiologist and the health care
systems to give an accurate dosage of medicine without causing any harm to the
adjacent organs or tissues. High Intensity Focused Ultrasound is a non-invasive
method of treating tumor affected tissues. Magnetic Resonance Imaging (MRI) is a
medical imaging technique used in radiology to investigate the anatomy and func-
tion of the body in both healthy and diseased environment. This technique is used for
medical diagnosis, staging of disease and for follow-up without exposure to ionizing
radiation. Hence it is recommended in reference to CT when either modality could
yield the same information.

MR images are affected by intensity inhomogeneity, weak boundary, noise and
the presence of similar objects close to each other. Applying HIFU to the organs
like liver in the abdominal region is complicated due to the major blood vessels
passing through. The target organ is below the ribs and so the left liver lobe is easily
accessible than the right lobe. Other reasons like air bubbles, normal respiration of
patients, bowel or fat as a hindrance to the ultrasonic rays are also reducing the
accuracy of diagnosed heat to be applied. The large blood vessels carry away the
heat applied to treat the affected area, and it becomes problematic to achieve
complete necrosis of tumors. Magnetic Resonance guided High Intensity Focused
Ultrasound (MRgHIFU) is a technique where HIFU beam heats and destroys the
targeted tissue in non-invasive way and MRI is used to visualize patient’s anatomy
and controls the treatment by monitoring the tissue effect in real time. Thermal
ablation is related to exposure time. To predict the temperature elevation in the
tissue thermal models should be applied. Bio-Heat transfer Equation (BHTE) is the
basic and often used model for prediction and the prediction is done based on
applied acoustic pressure, absorption rate, Heat diffusion coefficient and Perfusion
value [1].

Section 2 presents the literature review of segmentation, liver lesion calculation,
Treatment considerations during HIFU and bioheat transfer. Section 3 discusses
about the Heat equations and the thermal dose calculation. Results and discussion
are made in Sect. 4. Finally, conclusions are made in Sect. 5.

2 Literature Review

2.1 Liver Tumor

Liver tumor is the abnormal growth in the liver [2]. Any tumor can be classified as
primary or secondary tumor. Tumors are groupings of abnormal cells that cluster
together to form a mass or lump. The unwanted growth of mass or lump disturbs the
normal functionality of the human body. Tumors that originate in the liver may be
benign and malignant known as primary tumors and the tumor that has spread to the
liver from its original source of origin in another part of the body is a secondary
tumor.
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2.2 Segmentation of the Lesion Region

Automatic threshold based liver lesion segmentation method for 2D MRI images
are proposed in this paper to determine the Region of Interest (ROI). Although
Threshold based segmentation methods produce only rough results in liver tumor
segmentation, they can be used to segment the lesion area as the contrast between
the lesion and the liver is more significant. In [3, 4] threshold based segmentation
was used as the main method to segment the tumor. The values for thresholding
(i.e.) the higher and the lower limits are identified from intensity information of the
grayscale input image. These values are used to isolate tumor directly.
Morphological filter was used to mark the tumor from liver tissue. This is done as
post-processing. As the output is sensitive to noise the neighborhood pixel values
are used to reduce the false detection.

2.3 Lesion Value Calculation

The liver region is segmented and the morphological operators Dilate and Erode are
used to filter the lesion values roughly. After creating morphological structuring
element the dilate function returns the maximum value of all neighboring elements,
whereas the erode function returns the minimum value. Now the connected com-
ponents are identified in the binary image. Finally the label matrix is found for further
processing. The canny edge detector is used for edge detection in gray scale images.
Edge starts with the low sensitivity result and then grows it to include connected edge
pixels from high sensitivity result. This helps to fill gaps in connecting edges.

2.4 Treatment with HIFU

The treatment process is classified as pretreatment preparation, treatment planning,
ablation strategies and aftercare [5].

During treatment the parameters to be considered are the heat at the focus and focal
length of the transducer. The focusing of the target organ using a transducer is shown
in the Fig. 1. The ideal focal length of transducer is calculated as the sum of the
distance from the deepest layer of the tumor to the skin surface and 1 cm safety margin.

3 Heat Equations and Thermal Dose Calculation

The Kuznetsov, Zabolotskaya and Khokhlov (KZK) equation is solved numerically
in frequency domain and so it is replaced by a coupled set of nonlinear partial
differential equations [6]. The physical phenomena of the living tissues are studied
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Fig. 1 HIFU Treatment
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by the Bio-Heat Transfer Equations (BHTE). The traditional and the basic one is the
Penne’s bio-heat transfer equation. Other thermal models of bio heat transfer are the
extended and modified versions of the original work of penne’s [7]. Thus the
temperature and thermal dose to be applied to the region of interest is calculated.
Various methods are analyzed for studying the temperature of the tissue during
treatment planning. The Penne’s bio—heat transfer equation for blood perfused
tissues is written as,

OTt
(pcp)tﬁ = V(KtVTl) + qp +qn (1)

where g, qm, P Cp, T, Ky, t are the heat convention, metabolic heat transfer, tissue
density, specific heat of blood, temperature of tissue, thermal conductivity and time
respectively. The advantage of BHTE is that it predicts temperature fields and it is
used in hyperthermia modeling. The limitation of BHTE is that it does not consider
the effect of the direction of blood flow. The limitation of BHTE is overcome by
Wulff Continuum model and Klinger continuum model [8]. In Wulff continuum
model the heat transfer between blood and tissues is proportional to the temperature
difference between these 2 media rather than between the two bloodstreams tem-
peratures. Wulff’s equation is given as,

0Tt
(pCp)tE = V.(ktVTt)fprthVTb — VHbVCb (2)

where V), and H, are local mean blood velocity and specific enthalpy of blood
respectively. The disadvantage of this method is that the local blood mass flux is
hard to determine. The disadvantage of Penne’s bio heat model is that it neglected
the effect of blood flow within the tissue, to overcome this, in Klinger continuum
model the convective heat caused by blood flow in the tissue was considered. Heat
source and velocity of blood flow inside tissue was considered and the modified
penne’s model equation is as,
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OTt
(pCP)tﬁ + (pc)bVOVTt = kVZTt +dp (3)

where k, Ty, q,, are the thermal conductivity, tissue temperature (convective heat
caused by blood flow inside the tissue) and metabolic heat transfer respectively. The
bloo