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Preface

The 2nd International Conference on “Computational Intelligence in Data Mining
(ICCIDM-2015)” is organized by R.I.T., Berhampur, Odisha, India on 5 and 6
December 2015. ICCIDM is an international forum for representation of research
and developments in the fields of Data Mining and Computational Intelligence.
More than 300 perspective authors had submitted their research papers to the
conference. This time the editors have selected 96 papers after the double-blind peer
review process by elegantly experienced subject expert reviewers chosen from the
country and abroad. The proceedings of ICCIDM is a mix of papers from some
latest findings and research of the authors. It is being a great honour for us to edit
the proceedings. We have enjoyed considerably working in cooperation with the
International Advisory, Program and Technical Committee to call for papers,
review papers and finalize papers to be included in the proceedings.

This International Conference aims at encompassing a new breed of engineers
and technologists making it a crest of global success. All the papers are focused on
the thematic presentation areas of the conference and they have provided ample
opportunity for presentation in different sessions. Research in data mining has its
own history. But, there is no doubt about the tips and further advancements in the
data mining areas will be the main focus of the conference. This year’s program
includes exciting collections of contributions resulting from a successful call for
papers. The selected papers have been divided into thematic areas including both
review and research papers and which highlight the current focus of Computational
Intelligence Techniques in Data Mining. The conference aims at creating a forum
for further discussion for an integrated information field incorporating a series of
technical issues in the frontier analysis and design aspects of different alliances in
the related field of intelligent computing and others. Therefore, the call for paper
was on three major themes like Methods, Algorithms, and Models in Data Mining
and Machine learning, Advance Computing and Applications. Further, the papers
discussing the issues and applications related to the theme of the conference were
also welcomed to ICCIDM.
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The proceedings of ICCIDM are to be released to mark this great day of
ICCIDM more special. We hope the author’s own research and opinions add value
to it. First and foremost are the authors of papers, columns and editorials whose
works have made the conference a great success. We had a great time putting
together this proceeding. The ICCIDM conference and proceedings are a credit to a
large group of people and everyone should be proud of the outcome. We extend our
deep sense of gratitude to all for their warm encouragement, inspiration and con-
tinuous support for making it possible.

Hope all of us will appreciate the good contributions made and justify our
efforts.
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About the Conference

The International Conference on “Computational Intelligence in Data Mining”
(ICCIDM) has become one of the most sought-after International conferences in
India amongst researchers across the globe. ICCIDM 2015 aims to facilitate
cross-cooperation across diversified regional research communities within India as
well as with other International regional research programs and partners. Such
active discussions and brainstorming sessions among national and international
research communities are the need of the hour as new trends, challenges and
applications of Computational Intelligence in the field of Science, Engineering and
Technology are cropping up by each passing moment. The 2015 edition of
ICCIDM is an opportune platform for researchers, academicians, scientists and
practitioners to share their innovative ideas and research findings, which will go a
long way in finding solutions to confronting issues in related fields.

The conference aims to:

• Provide a sneak preview into the strengths and weakness of trending applica-
tions and research findings in the field of Computational Intelligence and Data
Mining.

• Enhance the exchange of ideas and achieve coherence between the various
Computational Intelligence Methods.

• Enrich the relevance and exploitation experience in the field of data mining for
seasoned and naïve data scientists.

• Bridge the gap between research and academics so as to create a pioneering
platform for academicians and practitioners.

• Promote novel high-quality research findings and innovative solutions to the
challenging problems in Intelligent Computing.

• Make a fruitful and effective contribution towards the advancements in the field
of data mining.

• Provide research recommendations for future assessment reports.
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By the end of the conference, we hope the participants will enrich their knowledge
by new perspectives and views on current research topics from leading scientists,
researchers and academicians around the globe, contribute their own ideas on
important research topics like Data Mining and Computational Intelligence, as well
as collaborate with their international counterparts.
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A Sensor Based Mechanism
for Controlling Mobile Robots with ZigBee

Sreena Narayanan and K.V. Divya

Abstract Mobile robots are now widely used in the daily life. A mobile robot is a
one which allows motion in different directions and it can be used as a prototype in
certain applications. By controlling the mobile robot using a sensor it can be used as
a prototype for wheelchairs and thus they can assist the physically disabled people
in their movement. This is very useful for them in their personnel as well as
professional life. Thus the mobile robots are entered into the human day-to-day life.
The sensor can capture the electrical impulses during the brain activity. And they
are converted into commands for the movement of mobile robot. ZigBee is a
wireless protocol used for the interaction between the computer and the mobile
robot. Brain-computer interface is the communication system that enables the
interaction between user and mobile robot. Electroencephalogram signals are used
for controlling the mobile robots.

Keywords Mobile robots � ZigBee � Brainwave starter kit � Brain-Computer
interface (BCI) � Electroencephalogram (EEG)

1 Introduction

Robot technologies have been introduced for use of robots in environments like
industries, nuclear plants, space etc. Now it has been entered into medical fields,
home uses etc. Today human-robot interaction takes several forms. Brain computer
interface is one of the methods used for their interaction. It provides a simple binary
response for the control of a device. So human brain computer interaction is a
communication between brain signals and any device in which the brain signals are
converted into messages those can be used by a computer or any other external
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devices in certain applications. These signals have been extracted for controlling the
external devices and this process includes the identification of human thoughts and
the user’s desired action. Desired action may vary depending on different users.
Brain Machine Interface is another name for Brain Computer Interface which act as
an interface in applying these signals to the devices.

Robots those are supporting the human life in their homes, at public places are
called life supporting robots. Suitable environments are prepared for the robots in
industrial plants, nuclear facilities etc. In the everyday life some problems will arise
due to the requirements of users. In daily life, not only the technologies for motion
control of manipulation and mobility to perform the actual task but also human
machine interface technologies are important. Mobile robots are creating a growing
demand for them because of their support provided to the disabled people. Healthy
users can operate these mobile robots by using any conventional input devices.
Most commonly used are keyboards, mouse or a joystick. But it was identified that
these devices became very difficult to use by people who are physically impatient
and elderly individuals. So thus arises the need for controlling the mobile robots
using the human brain thoughts. Sensors are used for capturing these brain signals.
For humans non-invasive methods are more preferable. Mainly the signal sensing
can be done either by using non-invasive method or invasive method. Here
non-invasive methods are most commonly used. EEG is an example for this.
Human brain signals are captured using the EEG and these signals ate sufficient
enough to control the mobile robots in an indoor environment which contains many
rooms, corridors and doorways. Sensor is the latest technology used for capturing
the brain signals. Specific sensors are used for capturing different signals. So the
intention of this project is to develop a mobile robot which can be used as a
prototype for wheelchair such that it can assist the physically disabled people in
their daily life for their movement. They can do control the wheelchair independent
of others.

2 Related Work

Mobile robots are gradually entered into the human life because of their accuracy
and efficiency. There are many approaches for developing these mobile robots. The
main variation will be in sensing the human brain signals. It can be done either by
an EEG cap or using a sensor. This mobile robot can be used as a prototype for
wheelchair which can assist the physically disabled people in their daily life. Here
both the patient and the family members feel comfort by using this. In [1] Luzheng
Bi and Xin-An Fan presented two classes of brain controlled robots to assist the
disabilities in people. The classifications are brain controlled manipulators and
mobile robots. The neuron impulses generated by various brain activity can be
recorded either by invasive or non-invasive method. Invasive method needs surgery
to implant the electrodes directly on or inside the cortex. But the non-invasive
method doesn’t need so. So this one is most commonly used. Non-invasive BCI

2 S. Narayanan and K.V. Divya



uses different types of brain signals as inputs. Some pf them are
Electroencephalogram (EEG), Magnetoencephalogram (MEG), Blood oxygen level
dependent signals (BOLD) and deoxyhemoglobin concentrations. Among these
EEG is most widely used because of their low cost and convenient in use. These
types of mobile robots don’t need any computational intelligence. And also the
users are in charge of their movements as possible. According to this the brain
controlled mobile robots are classified into two categories. The first one is direct
control by BCI. Here BCI system directly translates the brain signals into com-
mands for controlling the mobile robots. The performance of the BCI limits the
robots. The second category was developed from the concept of shared control.
Here the control over the robot is shared by the user who is using the BCI and an
autonomous navigation system which is an intelligent controller. This one uses the
intelligence and thus ensures the safety and also accuracy is improved. The cost and
complexity is very high. Because this uses an array of sensors.

Arai in [2] proposed an eye based system. But this is not robust against various
user races and illumination conditions. The existing input devices are used for
interacting with the digital instruments. But these cannot be used by the handi-
capped persons. They are mainly classified into five categories.

(1) Biopotential method: uses the potential from user’s body actions.
(2) Voice based method: utilizes user’s voice as input and voice analysis is also

done.
(3) Motion based method: it uses normal organ movements
(4) Image analysis method: this one uses a camera to record the user’s desire and

it is converted into a digital one.
(5) Search coil method: it uses induced voltage.

EWC uses the gaze direction and eye blink. Gaze direction is expressed by the
horizontal angle of gaze. This gaze direction and eye blink are used to provide the
direction and timing command for the motion. When the user looks at an appro-
priate angle the computer input system will send the command to the EWC. The
working is based on three keys left, right and down. The stop key is not used
because the wheelchair will automatically stops when the user changes the gaze
direction. This has a problem related to the robustness. Chief BCI systems devel-
oped a device for the patients suffering from the amyotrophic lateral sclerosis which
is called a spelling device. Here the patient can select letters from an alphabet only
through the mental activity. This was proposed by Obermaier in [3]. In this brain
computer interface the information transfer rate is given in bits per trial which is
used as an evaluation measurement. Here the EEG patterns are classified and the
classification is mainly based on the Hidden Markov model and band power esti-
mates. This paper proposed a method which combines the EEG patterns into
subsets of two, three, four and five mental tasks which was based on the seper-
ability. A letter can be selected based on duration of 2 min and this is mainly based
on the binary decision. First the process will start with a group containing all letters
and then finally reaches a group containing the desired letter and another one. The
selection of the letters was mainly based on the successive isolation of the desired
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letter. The reliability of classification affects the aped of spelling device. And this
reliability will decrease when the number of tasks will increase.

Philips in [4] presented an Adaptive shared control of brain actuated simulated
wheelchair. The shared control is mainly used for providing assistance to the user
who is controlling the mobile robot. The assistance is provided in a constant and
identical manner. If the user is capable of doing the control by him then lesser the
shared control will be needed. In order to provide the shared control at first it should
be identified that when or how the assistance is needed. This paper proposed three
levels of assistance. They will be activated when the user needs them. The first level
of assistance is:

Collision Avoidance: This act as an emergency stop. This will prevent the users
from colliding with obstacles. When the user steers the wheelchair very close to an
obstacle then its translational velocity will be decreased until the wheelchair comes
to a stopping condition. The activation of this behavior has to be determined and for
that a laser scanner is used in front of the wheelchair. The activation threshold is set
as 0.4 m. The appropriateness of this behavior will be very high when the threshold
is within this limit otherwise it is low. The second one is:

Obstacle Avoidance: This is similar to the collision avoidance. This calculates a
pair which will steer the wheelchair away from the obstacle. The last one is:

Orientation Recovery: This contains an algorithm which corrects the orientation
of the wheelchair when it is misaligned from the actual goal direction. For that first
the present direction of the wheelchair has to be calculated. After that a shortest
path is chosen based on the current direction and the goal direction. According to
that the robot will be moved. A goal map can be used here. The first two levels of
assistance are enabled during the whole session.

3 Method

The design architecture of the proposed system is shown in the Fig. 1. This
architecture shows the stepwise procedure of how the mobile robots are controlled.

Human brain consists of millions of interconnected neurons. And these neurons
will have different patterns. The pattern of interconnection of these neurons are
represented as thoughts and emotional states. Different electrical waves are pro-
duced according to this pattern. The patterns are mainly depend on the human
thoughts. Unique signals are produced for each brain activity. i.e. a muscle con-
traction will also generate an unique electrical signal. So these electrical signals are
captured by the sensor which contains a reference electrode and a sensing tip. And
these signals are passed to the bluetooth. The computer will extract the data,
identify the brain signals and then processed it. This processed data is given to the
robotic module where there is a microprocessor which will move the robot
according to the data it received. The serial data transmission and reception is done
by using the ZigBee. The robotic module also contains the motor which helps in the
motion of robot. The microprocessor data is embedded into the robotic module
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using a pickit2 programmer. With this entire system we can move a mobile robot
according to the human brain signal and it can be turned by blink muscle con-
traction. There are different types of sensors are available. Different sensors are used
for sensing different types of human brain signals. Here in this proposed system the
electrical waves corresponding to the eye blink and attention are sensed.

a. Sensor-Brain Wave Starter Kit

A sensor is a transducer which is used to capture the human brain signals. The name
of the sensor used here is Brain Wave Starter Kit. Think Gear is the dry sensor
technology used in the sensor. This technology is used to measure, amplify, filter
and analysis of EEG signals and the brainwaves. Beyond that eSense algorithms are
used inside this. The sensor is like a headset as shown in the Fig. 2. This head-
set allows the measurement of the wearer’s state of mind and make it available to
different applications for the processing. The headset mainly consists of a sensing
tip or sensor arm, an ear clip and ear loop and an adjustable head band. When these
information from the sensors are given to different applications they can respond to
different mental activity. The sensing tip is attached to the forehead of the person
and this is the real sensor which will detect the electrical waves. The ear clip is fitted
on the ear. The electrodes are on the sensor arm. Electrodes are main things for
sensing purpose. The ear clip is used as a reference and ground electrode. This is to
earth the noisy signals from the human body. The sensor arm is resting on the

Fig. 1 System architecture
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Fig. 2 Brain wave starter kit

forehead above the aye i.e. at the FP1 position. The sensor also contains a single
AAA battery whose lifetime is about 8 h.

The ear clip contains the reference pick up voltage. The electrical signal sensed
using the sensor arm and this reference voltage are subtracted through the common
mode rejection. This is used to serve as a single EEG channel. When a person is
doing any activity a neuron will fire in the brain and corresponding to those tiny
electrical impulses are released. Brain-computer interface is the technology used to
monitor these electrical impulses. So the sensor tip will sense these electrical
impulses and these signals are input to the think gear technology.

The sensor arm is placed at the forehead i.e. at the FP1 position. This position is
selected because this is an area of minimal hair. So this will offer high EEG clarity for
the accurate delivery. Moreover this position is ideal to measure the electrical waves
which can be used for processing with the attention and meditation algorithms. This
position can also enable blink detection. The sensor will also capture the ambient
noise from the body which was generated due to the muscle contraction. So the ear
clip will clear out all the noise fro the body and the ambient environment.

b. Technology Working

Think gear technology uses a think gear chip. The signals are then interpreted with
the eSense algorithms such as attention and meditation algorithms. After sub-
tracting the signals they are amplified to 800× to enhance the faint EEG signal to
strong one. Then the signals are passed through the analog and digital low and high
pass filters. Then the signals are retained to 1–50 Hz range. And the signals are
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sampled at 128 or 512 Hz. The signal is analyzed in the time domain at each
second. This is to detect and correct the noise artifacts as much as possible. So that
maximum original signal will be retained. After the signal is filtered a standard FFT
is applied on this signal and it is checked again for the noise which is done in the
frequency domain using the same eSense algorithms. Lots of the tiny electrical
signals released are combined together to form larger more complex waves. The
headset can be considered as a microphone recording an audio. These complex
waves are detected using this headset and then it is given to the think gear chip
where the signals are processed. The measured signal and the processed interpre-
tations are converted into digital measures as output. And this digital measure is
given as input to the computer system.

c. Algorithm

Step 1 The brainwave starter kit will capture the signals corresponding to the eye
blink and attention.

(a) Thinkgear chip inside the sensor will process the signals and then
convert it into the corresponding digital measures between 0 and 100.

Step 2 Digital measures given as input to system or level analyzer unit
Step 3 Compare the values of eye blink and attention

(a) If the value of eye blink >70 then move right.
(b) Else if the value of eye blink <40 then move left.
(c) For attention if the value >40 then move forward.
d) Else if the value <30 then move backward.

Step 4 Plot the values in the graph
Step 5 Send these to the microcontroller through the ZigBee unit
Step 6 Microcontroller will compare the values andmakes themobile robot tomove

d. eSense Algorithms

The sensor uses the attention, meditation and eye blink detection algorithms. The
attention meter in this algorithm indicates the intensity of user’s level of attention.
Its value range is from 0 to 100. When the user focuses on an object or a thought
then the attention level of the user will increase. And if he is distracted from this
then the value will automatically decreases. The blink detection algorithm will
detect the user’s eye blink. Its value also ranges between 0 and 100. A higher value
indicates a strong blink and a low value indicates a weak blink. Usually values
between 40 and 60 are considered as a neutral condition. And the values are
classified into ranges of 0–20, 20–40, 60–80, 80–100.

e. Initial Steps

(1) Insert the Mind Wave disc to install drivers and desired apps.
(2) Insert the Mind Wave USB adapter (only after installing drivers).
(3) Run the Mind Wave Manager to connect your Mind Wave.
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(4) Put on your Mind Wave headset.
(5) Exercise your mind.

The values of different waves are also detected as the output of the sensor.
Delta Waves (deep sleep and unconscious).
Theta Waves (drowsiness and deep relaxation).
Alpha Waves (relaxation and meditation).
Beta Waves (focus and attention).
Gamma Waves (relaxed to some senses and memory).

4 Hardware Description

The hardware part mainly includes the ZigBee and the mobile robot which itself
contains a microcontroller.
A. ZigBee

ZigBee and IEEE802.15.4 are standards-based protocols that provide the network
infrastructure required for wireless sensor network applications. ZigBee addresses
the unique needs of most remote monitoring and control sensory network appli-
cations. i.e. it defines the network and application layers. For sensor network
applications the major requirements are:

(1) Long batter life.
(2) Low cost.
(3) Small footprint.
(4) Mesh networking.

ZigBee will support these requirements. The main layers in this protocol are
Application layer (APL), Application framework, Application objects, ZigBee
Device Object (ZDO), Application Support Sub layer (APS), Service Security
Provider (SSP), Network layer, Medium Access Control layer (MAC), Physical
layer. The key features of this protocol are (1) high performance, (2) low cost,
(3) advanced networking and security, (4) low power, (5) easy to use. ZigBee is
always used as a pair. One is used for receiving the commands from the computer
and the other is used to transmit these input commands to the robotic module.

ZigBee is the only standards-based technology that addresses the unique needs
of most monitoring and control sensory network applications. It is used as an
interface for providing communication between the level analyzer unit and the
mobile robot. The microcontroller code embedded in the mobile robot allow the
movements of mobile robot in all the four directions.

B. Mobile Robot

Mobile robot contains the microcontroller which will receive the commands from
the computer through this ZigBee. Wireless communication is done between the
system and the mobile robot. So the input commands are passed as data packets
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through ZigBee module. And this will help the mobile robot to move either I one of
the four directions. The four key directions are right, left, forward and backward.
Eye blink is use for the left and right direction movement and attention signals are
processed for the forward and backward movements. Microcontrollers are quickly
replacing computers when it comes to programming robotic device. The program
code will be written using the computer system and it is then embedded into the
microcontroller using any software which in turn can control the mobile robot. PIC
microcontroller is used here. Microchip, the second largest 8-bit microcontroller in
the world is the manufacturer of the PIC microcontroller. PIC microcontrollers have
a 8-bit data memory bus and a 12, 14 or 16-bit program memory bus depending on
the family. The assembler of PIC is known as MPASM and it comes with MPLAB.
The pin diagram of PIC16F874A contains the pins RA0-RA6, RB0-RB7,
RC0-RC7, RD0-RD7, RE0-RE2.The registers used are TRIS, PORT, ADC,
USART and TIMER. The microcontroller will compare the data from the device
and then the robot is moved according to that.

5 Results and Discussions

Figure 3 shows the simulation part of the mobile robot. The mobile robot mainly
contains the microcontroller in which the code for it’s working were embedded. The
code includes working of motor for the robotic movement and the lcd display
showing the current movement of the mobile robot. The green coloured box in the

Fig. 3 Simulation result
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figure shows the lcd display. For that it is connected to the data pins of the
microcontroller. The microcontroller here used is the PIC16F877A. The left part of
the figure contains the motor working.

The eye blink and attention values are in the range of 0–100. Figure 4 shows the
graphical representation of the eye blink and attention values plotted against the
time. The y-axis represents the values of eye blink and attention and the x-axis
shows the time. The mobile robot will start the working after a continuous three
blinks. And after that values of further blinks and attention will be recorded. This is
plotted in the graph. The black curve in the graph represents the eye blink values
and the red one indicates the attention values.

6 Conclusion

Brain controlled mobile robots are now used in various applications like industries,
medical fields etc. Now they are gradually entered into the daily life. The main
thing that needed for controlling the mobile robots is the brain waves. A sensor
based mechanism is used in this paper for controlling the mobile robots. The sensor
named Brain Wave Starter Kit is used for capturing the signals. This sensor mainly
detects the signals corresponding to the eye blink and attention of the user. The
signals are converted to digital measures and they are given to the system for further
processing. The data packets are sent through the Bluetooth. The computer will
process the data and they are converted to input commands for the mobile robots.
These commands are issued in the microcontroller of the mobile robot such that it

Fig. 4 Graphical representation of eye blink and attention values
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can move according to those commands. ZigBee is used as an interface between the
computer and the mobile robot. The main advantages of this system were less
overhead due to the wireless communication through the Bluetooth and ZigBee.
This mobile robot can be used as prototype for the wheelchairs. So the user can
operate the wheelchair without depending others. This reduces the complexity in
data transmission communication. This is highly efficient and easy to model and
use. An android application for notifying the patient’s relatives through mobile
phones can be considered as a future enhancement.
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A Two-Warehouse Inventory Model
with Exponential Demand Under
Permissible Delay in Payment

Trailokyanath Singh and Hadibandhu Pattanayak

Abstract The objective of the proposed paper is to develop an optimal policy of an
inventory model that minimizes the total relevant cost per unit time. In this model, a
two-warehouse system considers an owned warehouse (OW) with limited storage
capacity and a rented warehouse (RW) with unlimited storage capacity. The
demand rate is an exponential function of time, the rate of deterioration of OW is
more than that of RW and the supplier provides the purchaser a permissible delay of
payment. The results have been validated with the help of numerical examples.

Keywords Deterioration � Exponentially increasing demand � Permissible delay in
payment � Two-warehouse model
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1 Introduction

In recent years, most of the inventory researchers have been trying to develop the
more realistic and practicable inventory models for deteriorating items. In the past
few decades, several researchers have studied the inventory model for deteriorating
item. Deterioration refers the change, decay, damage, spoilage, vaporization, etc. of
the products. Ghare and Schrader [1], the earliest researchers who developed an
exponentially decaying inventory model. Their model led the foundation for
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modeling the inventory items by the differential equation considering demand rate
as a function of time. An extensive survey of literature concerning the advances of
inventory models for deteriorating items was conducted by Raafat [2], Goyal and
Giri [3] and Li et al. [4]. In the traditional EOQ model, it was assumed that the
purchaser must pay for items as soon as it is received by the system. But actually
now-a-days a supplier grants a certain fixed period to the retailer to increase the
demand. During this fixed period, no interest is charged by the supplier. Therefore,
this delay period is known as trade credit period. During the trade credit period,
customers can sell items, accumulate revenues and finally earn interest. The main
purpose of the permissible delay period is to encourage the customers to buy more,
to increase market share or to deplete inventories of certain items. For the business
scenario, different delay period with different price discounts are offered by the
suppliers to encourage the customers to order more quantities. In this respect, Goyal
[5], the first researcher who developed an EOQ model under the condition of
permissible delay in payment. Aggarwal and Jaggi [6], Khanra et al. [7] and Singh
and Pattanayak [8] established their models for deteriorating items under permis-
sible delay in payments.

Traditionally, in the EOQ model, a single warehouse is used to store with
inventories. But the single warehouse with unlimited capacity is not always true or
the assumption of unlimited capacity of it is unrealistic in real life situations. On the
other hand, it is practical to consider another warehouse to store excess items for
seasonal production or price discount for bulk purchase etc. called the rented
warehouse (RW) while the first is called the own warehouse (OW). Because of
better preserving facility and a lower deterioration rate, RW charges a higher
holding cost (including the material handling cost and deterioration cost) than OW.
Therefore, for the economical point of view, RW is stored after OW and RW is
cleared before OW. Generally, the two-warehouse inventory models are developed
for the storage of deteriorating inventory. In the real life situations, when some new
products are launched to the markets or the seasonal product such as the output of
the harvest or alternative price discounts for bulk purchase is available or the
demand of the items is very high or the cost of procuring items is higher than the
other inventory related cost etc., the management may purchase more items at a
time. These items cannot be accommodated in the existing storehouse located at
busy market place known as OW and for storing the excess items; an additional
warehouse called RW is hired on the rental basis which may be located little away
from it. In few decades, several researchers have studied in the field of
two-warehouse model. Initially, Hartley [9], considered the effect of a two ware-
house model with RW storage policy in his research. Later, Sharma [10] developed
a model by assuming a single deteriorating item, constant demand and deterioration
rate. Pakkala and Achary [11] studied the two-warehouse inventory model for
deteriorating items with finite replenishment rate. In these models they considered
the demand as constant. Benkherouf [12] extend Sharma’s model and relaxed he
assumptions of a fixed length of cycle and a fixed stored item in OW. The demand
rate is taken as the function of time in their model. A two-warehouse model with
constant demand rate, different deterioration rates and shortages under inflation was
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studied by Yang [13]. In most of literature of two-warehouse inventory models, it is
a customary for the enterprisers to store the goods in OW first and then RW and
clears the goods of RW first and then OW. Yang and Chang [14] proposed a
two-warehouse inventory model for deteriorating items with partial backlogging
and permissible delay in payment under inflation. Singh and Pattnayak [15] studied
a two-warehouse inventory model for deteriorating items with linear increasing
demand under conditionally permissible delay in payment.

This study proposes a two-warehouse inventory model of deteriorating items
with exponentially increasing demand rate is considered under conditionally per-
missible delay in payment. The demand rate is likely to increase in the case of some
new electronic products lunched to the markets like computer chips, modern TV
sets etc., harvest items like paddy, wheat etc. and seasonal fruits like mango,
oranges etc. For such items the demand is likely to increase very fast, almost
exponentially with time. As the demand for such products increases with time, the
present model is applicable. Finally an optimal policy is developed for the deter-
mination of optimal ordering time and the total relevant cost with exponentially
increasing demand rate. Recently, Liang and Zhou [16] established a
two-warehouse model for deteriorating items under conditionally permissible delay
in payment. As demand pattern is always dynamic, therefore the demand rate is
considered an exponentially increasing demand pattern and conditionally delay in
payment is permitted in order to make the model relevant and more realistic.

2 Assumptions and Notations

The following assumptions are used to develop the mathematical model:

(i) The demand rate for the item is deterministic and increasing exponentially
with respect to time.

(ii) The deterioration rate for the item in OW and RW are different rates and RW
offers better preserving facility than OW.

(iii) The inventory model deals with a single item.
(iv) The OW provides a fixed capacity while RW provides unlimited capacity. In

order to reduce the inventory costs, it is better to consume the goods of RW
than that of OW.

(v) Shortages are not permitted.
(vi) The initial inventory level is zero and lead time is taken as zero.
(vii) The replenishment rate is infinite and replenishment is instantaneous.
(viii) There is no replacement or repair of deteriorated units during the cycle.
(ix) The inventory holding cost of RW is higher than that of OW.
(x) The unit selling price is greater than unit purchase cost.
(xi) For the optimal solution, the maximum deteriorating quantity for the items in

the OW is less than exponentially increasing demand rate.
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(xii) The supplier offers the retailer a delay period in paying for purchasing cost
and the retailer can accumulate revenues by selling items and by earning
interests. Total relevant costs include cost of placing orders, cost of carrying
inventory, costs of deterioration, interest payable opportunity cost and
opportunity interest earned.

The model is developed with the following notations:

(i) D tð Þ: the time-dependent demand rate, D tð Þ ¼ A1ekt, where A1 [ 1 is the
initial demand and 0\k\1; A1 [ kð Þ are constants.

(ii) Ao: the ordering cost of inventory per order where Ao [ 0.
(iii) P: the unit selling price of the item where P[ 0.
(iv) C: the unit purchase cost of the item where C[ 0 and C\P.
(v) w: the fixed capacity of OW.
(vi) Io tð Þ: the level of inventory at any instant of time t, in the interval 0;T½ � in

the OW.
(vii) Ir tð Þ: the level of inventory at any instant of time t, in the interval 0; tw½ � in

the RW.
(viii) ho: the inventory carrying cost per unit per unit time in OW (excluding

interest charges).
(ix) hr: the inventory carrying cost per unit per unit time in RW (excluding

interest charges) where hr [ ho.
(x) c: the constant rate of deterioration in OW where 0\c � 1.
(xi) b: the constant rate of deterioration in RW where 0\b � 1; c[ b and

hr � hoð Þ[C c� bð Þ.
(xii) M: the permissible delay period (fraction of the year) in settling the

accounts with the suppliers.
(xiii) Ic: interest charged per rupee in stock per cycle by the supplier.
(xiv) Ie: interest that can be earned per rupee per cycle.
(xv) tw: the time at which the inventory level reaches to w.
(xvi) T: the length of the replenishment cycle.
(xvii) Zi; i ¼ 1; 2; 3: the total relevant costs.

3 Mathematical Model

During the interval 0; tw½ �, the instantaneous inventory level in RW and OW at any t
are governed by the following differential equations:

dIr tð Þ
dt

þ bIr tð Þ ¼ �D tð Þ; 0� t� tw ð1Þ
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where D tð Þ ¼ A1ekt;A1 [ 1 is the initial demand and 0\k\1 A1 [ kð Þ with the
boundary condition Ir twð Þ ¼ 0 and

dIo tð Þ
dt

þ cIo tð Þ ¼ 0; 0� t� tw ð2Þ

with initial condition Io 0ð Þ ¼ w, respectively.
Using the conditions above, the solutions of Eqs. (1) and (2) are given by

Ir tð Þ ¼ A1

bþ k
e bþkð Þtw�bt � ekt
h i

; 0� t� tw ð3Þ

and Io tð Þ ¼ we�ct; 0� t� tw : ð4Þ

Further, when t 2 tw;T½ �, the inventory level in OW is governed by the following
differential equation:

dIo tð Þ
dt

þ cIo tð Þ ¼ �D tð Þ; tw � t�T ð5Þ

with the boundary condition Io Tð Þ ¼ 0.
The solution of Eq. (5) is given by

I0 tð Þ ¼ A1

cþ k
e cþ kð ÞT�ct � ekt
h i

; tw � t�T: ð6Þ

Now, the total annual relevant cost Z consists of the following elements:

(i) Cost of placing orders: COð Þ ¼ Ao

T :

(ii) Annual cost of carrying inventory: CCð Þ
The annual cost of carrying inventory in RW during the interval 0; tw½ � and the

annual cost of carrying inventory in OW during 0;T½ � are

hr
T

Ztw
0

Ir tð Þdt ¼ hr
T

Ztw
0

A1

bþ k
e bþ kð Þtw�bt � ekt

n o� �
dt

¼ A1hr
T bþ kð Þ

1
b

e bþ kð Þtw � ektw
n o

þ 1
k

1� ektw
� �� � ð7Þ

and ho

T
R T
0 Io tð Þdt ¼ ho

T
R tw
0 Io tð Þdtþ R T

tw
Io tð Þdt

h i

¼ A1ho
cþ kð ÞT

1
c

e cþ kð ÞT�ctw � ekT
� �

þ 1
k

ektw � ekT
� �� �

þ who
cT

1� e�ctwð Þ ð8Þ

respectively.
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(i) Annual costs of deteriorating units: CD
The total annual cost of deteriorated units CD is C times the sum of the amounts

of the deteriorated items in both RW and OW during the interval 0;T½ �, i.e.,

CD ¼ C
T

b
Ztw
0

Ir tð Þdtþ c
ZT

0

Io tð Þdt
2
4

3
5

¼ bA1C
bþ kð ÞT

1
b

e bþ kð Þtw � ektw
� �

þ 1
k

1� ektw
� �� �

þ cA1C
cþ kð ÞT

1
c

e cþkð ÞT�ctw � ekT þ 1
k

1� ektw
� �� 	� �

þ wC
T

1� e�ctwð Þ:

ð9Þ

(ii) The annual interest chargeable cost:
In this respect, there arise three possibilities for the annual interest payable

opportunity costs.
Case (I): M� tw\T .
The annual interest chargeable cost IC1ð Þ

¼ CIc
T

Ztw
M

Ir tð Þdtþ
ZT

M

Io tð Þdtþ
ZT

tw

Io tð Þdt
2
4

3
5

¼ A1CIc
bþ kð Þ

1
b

e bþ kð Þtw � ektw
� �

þ 1
k

ekM � ektw
� �� �

þ A1CIc
cþ kð ÞT

1
c

e cþkð ÞT�ctw � ekT þ 1
k

ekT � ektw
� �� 	� �

þ wCIc
cT

e�cM � e�ctw
� �

:

ð10Þ

Case (II): tw\M� T .
The annual interest chargeable cost IC2ð Þ

¼ CIc
T

ZT

M

Io tð Þdt ¼ CIcA1

T cþ kð Þ
1
c

e cþkð ÞT�cM � ekT
n o

þ 1
k

ekM � ekT
� �� �

: ð11Þ

Case (III): M[ T .
No interests are charged for the items.
(v) The annual opportunity interest
Case (I): M�T.
The annual interest earned is IE1ð Þ
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¼ PIe
T

ZM

0

tD tð Þdt ¼ PIeA1

Tk
MekM þ 1

k
1� ekM
� �� �

: ð12Þ

Case (II): M[ T .
The annual interest earned is IE2ð Þ

¼ PIe
T

ZT

0

tD tð Þdtþ M� Tð Þ
ZM

0

D tð Þdt
2
4

3
5

¼ PIeA1

Tk
TekT þ M� T� 1

k

� 	
ekT � 1
� �� �

:

ð13Þ

According to the assumptions, the annual relevant cost Z tw;Tð Þ for the retail-
ers = cost of placing orders + inventory carrying cost in RW + inventory holding
cost in OW + cost of deteriorating items + interest payable opportunity cost − op-
portunity interest earned.

i:e:; Z tw;Tð Þ ¼
Z1; M� tw �T;

Z2; tw\M� T ;

Z3; M[ T ;

8><
>: ð14Þ

where

Z1 ¼ Ao

T
þ hr þ bCð ÞA1

T bþ kð Þ
1
b

e bþkð Þtw � ektw
� �

þ 1
k

1� ektw
� �� �

þ ho þ cCð ÞA1

T cþ kð Þ
1
c

e cþkð ÞT�ctw � ekT
� �

þ 1
k

ektw � ekT
� �� �

þ CIcA1

bþ kð ÞT
1
b

e bþ kð Þtw�bM � ektw
� �

þ 1
k

ekM � ektw
� �� �

þ CIcA1

cþ kð ÞT
1
c

e cþ kð ÞT�ctw � ekT
� �

þ 1
k

ektw � ekT
� �� �

þ w
cT

ho þ cCð Þ 1� e�ctwð ÞþCIc e�cM � e�ctw
� �
 �

� PIeA1

kT
MekM þ 1

k
1� ekM
� �� �

;

ð15Þ
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Z2 ¼ Ao

T
þ hr þ bCð ÞA1

T bþ kð Þ
1
b

e bþ kð Þtw � ektw
� �

þ 1
k

1� ektw
� �� �

þ ho þ cCð ÞA1

T cþ kð Þ
1
c

e cþkð ÞT�ctw � ekT
� �

þ 1
k

ektw � ekT
� �� �

þ CIcA1

T cþ kð Þ
1
c

e cþkð ÞT�cM � ekT
� �

þ 1
k

ekM � ekT
� �� �

þ w
cT

ho þ cCð Þ 1� e�ctwð Þ½ � � PIeA1

kT
MekM þ 1

k
1� ekM
� �� �

;

ð16Þ

and

Z3 ¼ Ao

T
þ hr þ bCð ÞA1

T bþ kð Þ
1
b

e bþ kð Þtw � ektw
� �

þ 1
k

1� ektw
� �� �

þ ho þ cCð ÞA1

T cþ kð Þ
1
c

e cþ kð ÞT�ctw � ekT
� �

þ 1
k

ektw � ekT
� �� �

þ w
cT

ho þ cCð Þ 1� e�ctwð Þ½ � � PIeA1

kT
TekT þ M� T� 1

k

� 	
ekT � 1
� �� �

:

ð17Þ

The objective of the model is to find the optimal values of t�w and T� in order to
minimize the total relevant cost Z tw;Tð Þ.

For the minimization of Z1, the necessary conditions are

@ Z1ð Þ
@tw

¼ hr þ bCð ÞA1

T bþ kð Þ
1
b

bþ kð Þe bþ kð Þtw � kektw
n o

� ektw
� �

þ ho þ cCð ÞA1

T cþ kð Þ ektw � e cþ kð ÞT�ctw
h i

þ w
T

ho þ cCþCIcð Þe�ctw

þ CIcA1

bþ kð ÞT
1
b

bþ kð Þe bþ kð Þtw�bM � kektw
� �

� ektw
� �

þ CIcA1

cþ kð ÞT ektw � e cþ kð ÞT�ctw
h i

¼ 0:

ð18Þ

and

@ Z1ð Þ
@T

¼ ho þ cCþCIcð ÞA1

cþ kð ÞT
1
c

cþ kð Þe cþkð ÞT�ctw � kekT
� �

� ekT
� �

� Z1

T
¼ 0:

ð19Þ

Let t�w and T�
1 be the optimal solutions of Eqs. (18) and (19) and the solution

set t�w;T
�
1

� �
will be optimal solution if its Hessian matrix Z1 t�w;T

�
1

� �
is positive
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definite provided
@2 Z1ð Þ
@t2w

� �
t�w;T

�
1ð Þ
[ 0 ;

@2 Z1ð Þ
@T2

� �
t�w;T

�
1ð Þ
[ 0 and

@2 Z1ð Þ
@t2w

:
@2 Z1ð Þ
@T2 �

�

@2 Z1ð Þ
@tw@T

:
@2 Z1ð Þ
@T@tw

�
t�w;T

�
1ð Þ
[ 0.

Similarly, for the minimization of Z2, the necessary conditions are

@ Z2ð Þ
@tw

¼ hr þ bCð ÞA1

T bþ kð Þ
1
b

bþ kð Þe bþ kð Þtw � kektw
n o

� ektw
� �

þ ho þ cCð ÞA1

T cþ kð Þ ektw � e cþ kð ÞT�ctw
h i

þ w
T

ho þ cCð Þe�ctw ¼ 0:
ð20Þ

and

@ Z2ð Þ
@T

¼ ho þ cCð ÞA1

cþ kð ÞT
1
c

cþ kð Þe cþkð ÞT�ctw � kekT
� �

� ekT
� 


þ CIcA1

cþ kð ÞT
1
c

cþ kð Þe cþ kð ÞT�cM � kekT
� �

� ekT
� 


� Z2

T
¼ 0:

ð21Þ

Let t�w and T�
2 be the optimal solutions of Eqs. (20) and (21) and the solution

set t�w;T
�
2

� �
will be optimal solution if its Hessian matrix Z2 t�w;T

�
2

� �
is positive

definite provided
@2 Z2ð Þ
@t2w

� �
t�w;T

�
2ð Þ
[ 0 ;

@2 Z2ð Þ
@T2

� �
t�w;T

�
2ð Þ
[ 0 and

@2 Z2ð Þ
@t2w

:
@2 Z2ð Þ
@T2 �

�

@2 Z2ð Þ
@tw@T

:
@2 Z2ð Þ
@T@tw

�
t�w;T

�
2ð Þ
[ 0.

The minimization of Z3, the necessary conditions are

@ Z3ð Þ
@tw

¼ hr þ bCð ÞA1

T bþ kð Þ
1
b

bþ kð Þe bþkð Þtw � kektw
n o

� ektw
� �

þ ho þ cCð ÞA1

T cþ kð Þ ektw � e cþkð ÞT�ctw
h i

þ w
T

ho þ cCð Þe�ctw ¼ 0:
ð22Þ

and

@ Z3ð Þ
@T

¼ ho þ cCð ÞA1

cþ kð ÞT
1
c

cþ kð Þe cþkð ÞT�ctw � kekT
� �

� ekT
� �

� PIeA1

kT
kekT � ekT þ 1

� �� Z3

T
¼ 0:

ð23Þ

Let t�w and T�
3 be the optimal solutions of Eqs. (22) and (23) and the solution

set t�w; T
�
2

� �
will be optimal solution if its Hessian matrix Z3 t�w; T

�
3

� �
is positive

definite provided @2 Z3ð Þ
@t2w

h i
t�w;T

�
3ð Þ[ 0 ; @2 Z3ð Þ

@T2

h i
t�w;T

�
3ð Þ[ 0 and @2 Z3ð Þ

@t2w
: @

2 Z3ð Þ
@T2 �

h
@2 Z3ð Þ
@tw@T

: @
2 Z3ð Þ
@T@tw

i
t�w;T

�
3ð Þ[ 0.
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4 Algorithms for Finding the Optimal Solution

The Newton-Rapson’s method is applied to find the optimal solution of the model.
The following steps are as follows:

Step 1: Determine t1�w and T�
1 from Eqs. (18) and (19) where t�w ¼ t1�w and

T� ¼ T�
1. If the condition M� t1�w \T�

1 is satisfied, then determine Z�
1 ¼ Z�

1 t1�w ;T�
1

� �
from Eq. (15); otherwise go to Step 2.

Step 2: Determine t2�w and T�
2 from Eqs. (20) and (21) where t�w ¼ t2�w and

T� ¼ T�
2. If the condition t2�w \M�T�

2 is satisfied, then determine Z�
2 ¼ Z�

2 t2�w ;T�
2

� �
from Eq. (16); otherwise go to Step 3.

Step 3: Determine t3�w and T�
3 from Eqs. (22) and (23) where t�w ¼ t3�w and

T� ¼ T�
3. If the condition t3�w \M�T�

3 is satisfied, then determine Z�
3 ¼ Z�

3 t3�w ;T�
3

� �
from Eq. (17); otherwise go to Step 4.

Step 4: If t�w;T
�� � ¼ argmin Z�

1 ¼ Z�
1 t1�w ;T�

1

� �
;Z�

2 ¼ Z�
2 t2�w ;T�

2

� �
;Z�

3 ¼ Z�
3

�
t3�w ;T�

3

� �g, then determine t�w, T
� and Z�.

5 Numerical Examples

Example 1: Let us consider the parameters of the two-warehouse inventory model
as A1 ¼ 2000 units per year, k ¼ 0:4 units per year, Ao ¼ Rs: 1600 per order,
hr ¼ Rs: 4 per unit per order, ho ¼ Rs: 1 per unit per order, w ¼ 120 units, C ¼
Rs: 10 per unit, P ¼ Rs: 16 per unit per year, Ic ¼ Rs: 0:16 per rupee per year,
Ie ¼ Rs: 0:12 per rupee per year, M ¼ 0:25 year, c ¼ 0:2 and b ¼ 0:08:

Using the step-by-step procedure, the optimal solutions are t�w ¼ 0:300324 year
and T� ¼ 0:646559 year and the corresponding Z� ¼ Rs: 4271:69.

Therefore, the both warehouses will be empty after 0:346235 year as RW
vanishes at 0:300324 year.

Example 2: Let us consider the parameters of the two-warehouse inventory
model as A1 ¼ 2000 units per year, k ¼ 0:3 units per year, Ao ¼ Rs: 1550 per
order, hr ¼ Rs: 3 per unit per order, ho ¼ Rs: 1 per unit per order, w ¼ 120 units,
C ¼ Rs: 10 per unit, P ¼ Rs: 15 per unit per year, Ic ¼ Rs: 0:15 per rupee per year,
Ie ¼ Rs: 0:12 per rupee per year, M ¼ 0:25 year, c ¼ 0:1 and b ¼ 0:05:

Using the step-by-step procedure, the optimal solutions are t�w ¼ 0:422787 year
and T� ¼ 0:933838 year and the corresponding Z� ¼ Rs: 3764:23.

Therefore, the both warehouses will be empty after 0:511051 year as RW
vanishes at 0422787 year.
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6 Conclusions

To be precise, an approach is made to associate costs and to determine the inventory
control policy which minimizes the total relevant costs. In this paper, a two-
warehouse inventory model of deteriorating items with exponentially increasing
demand rate is considered under conditionally permissible delay in payment. The
demand rate is likely to increase in the case of some new electronic products
lunched to the markets like computer chips, modern TV sets etc., harvest items like
paddy, wheat etc. and seasonal fruits like mango, oranges etc. For such items the
demand is likely to increase very fast, almost exponentially with time. For selling
more items, suppliers offer delay periods. Finally an optimal policy is developed for
the determination of optimal ordering time and the total relevant cost with expo-
nentially increasing demand rate.

Further extensions of this two-warehouse inventory model can be done for
generalized demand pattern, stock-dependent demand, quantity discount, a bulk
release pattern etc. Another possible future direction of research is to consider the
inflation and time value of money.
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Effect of Outlier Detection on Clustering
Accuracy and Computation Time of CHB
K-Means Algorithm

K. Aparna and Mydhili K. Nair

Abstract Data clustering is one of the major areas of research in data mining. Of
late, high dimensionality dataset is becoming popular because of the generation of
huge volumes of data. Among the traditional partitional clustering algorithms, the
bisecting K-Means is one of the most widely used for high dimensional dataset. But
the performance degrades as the dimensionality increases. Also, the task of selection
of cluster for further bisection is a challenging one. To overcome these drawbacks,
we incorporate two constraints namely, stability-based measure and Mean Square
Error (MSE) on the novel partitional clustering method, CHB-K-Means algorithm.
In the experimental analysis, the performance is analyzed with respect to compu-
tation time and clustering accuracy as the number of outliers detected varies. We
infer that an average clustering accuracy of 75 % has been achieved and the com-
putation time taken for cluster formation also decreases as more number of outliers is
detected.

Keywords Outlier detection � Clustering � CHB K-Means algorithm

1 Introduction

Clustering is one of the most important concepts in data mining. Its importance can
be seen in diverse fields of science. The clustering process involves determining
clusters of similar objects from a huge volume of dataset. Traditional clustering
algorithms become computationally complex as the size of the dataset grow in size.
A comprehensive study and analysis of various clustering algorithms is discussed in
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[1]. Because of the huge accumulation of data in the recent years, most of the
current datasets are of high dimensions. As a result, the similarity between objects is
not very valid leading to inaccurate results [2]. Though high dimensional datasets
provide an insight into useful patterns, they also come with lot of computational
challenges [3]. This has given rise to feature selection/extraction problem [4] which
is a very significant aspect of knowledge discovery and data mining. Even though
Bisecting K-Means [5] is an efficient method for the clustering of high dimensional
data, there are some problems associated with it. The two main drawbacks of the
Bisecting K-Means taken for solving this paper are, (1) Handling the presence of
outliers, and (2) dependency of similarity measure when handling high dimensional
data.

In this paper, we have developed a novel partitional clustering algorithm called
CHB-K Means (Constraint based High dimensional Bisecting K-Means) to form
clusters out of high dimensional data. This algorithm executes in two major phases
namely final data matrix formation [6] and constraint based Bisecting K-Means
algorithm. In the initial process, three matrices are formed namely, weighted
attribute matrix, binary matrix and final data matrix [6]. The weighted attribute
matrix helps to detect outlier data points and then the clustering process is done by
making use of constraint based Bisecting K-Means algorithm. The constraints used
in this approach are stability of the clusters and Mean Square Error (MSE). Based
on these parameters the clustering process is executed and the desired number of
clusters is generated.

The rest of the paper is organized as follows. Section 2 describes the related
research in the field of high dimensional data clustering. Section 3 explains in
details the various steps adopted in this approach and Sect. 4 illustrates the
experimentations with results and discussions of the proposed approach using
different datasets. Finally the conclusion is given in Sect. 5.

2 Review of Related Work

A number of related works are available for clustering of data records using par-
titional clustering. Recently, the clustering of high dimensional dataset is gaining
attention among the data mining researchers. A brief review of some of the recent
work on clustering of data by using partitional methods is presented here.

The authors in [7] have come out with a new approach for formation of clusters.
The paper deals with the continuous data sets. The dataset is initially sorted in a
particular order. All the datasets that were closest to the given centroid was con-
sidered as part of a single cluster. Their experimental results have shown that the
new approach performs better in terms of consuming less computational time. The
authors also suggest that the approach can be extended for discrete datasets.

In [8], H.S. Behera et al. have proposed a new model for clustering called
IHKMCA (Improved Hybridized K-Means Clustering Algorithm) in which the
Canonical Variate Analysis is applied to the high dimensional dataset in order to
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reduce its dimensionality without affecting the original data. To this reduced low
dimensional data set, the authors have applied the Genetic Algorithm in order to
obtain the initial centroid values. K-Means algorithm is then applied to this mod-
ified reduced data set. The experiments have shown better results compared to the
traditional algorithms in terms of time complexity.

In [9] the authors have used a new algorithm in order to initialize the clusters
before applying the K-Means algorithm. PCA technique is used initially for
dimensionality reduction. From the reduced dataset, the initial seed values are
selected which is a pre-requisite for the K-Means algorithm. These initial centroid
values are then normalized using Z-score before giving them as input to the
K-Means algorithm. The new algorithm is tested using some of the benchmark
datasets and the results show better performance in terms of efficiency.

Jun Gu et al. [10] have proposed a new semisupervised spectral clustering
method, i.e., SSNCut, with two types of constraints: must-link (ML) constraints on
document pairs with high MS (or GC) similarities and cannot-link (CL) constraints
on those with low similarities. They have empirically demonstrated the performance
of SSNCut on MEDLINE document clustering, by using 100 data sets of
MEDLINE records. Experimental results show that SSNCut outperformed a linear
combination method and several well-known semisupervised clustering methods,
being statistically significant.

In [11], the authors have made an attempt to improve the fitness of cluster
centers by hybridizing the K-Means algorithm with the improved PSO. The pro-
posed method has been compared with other traditional methods and the results
obtained are very effective, steady and stable.

3 Constrained HB-K Means: An Algorithm for High
Dimensional Data Clustering Using Constrained
Bisecting K-Means

In this step, the clustering process is done with the help of the data matrix achieved
in [6]. Here, at first, two clusters are mined from the final data matrix and then, the
cluster that has more data points is given to the clustering procedure again for
mining two clusters from it. This procedure is repeated until we obtain the desired
number of clusters. The cluster centroid has to be optimized for getting better
results, which is an add-on in constrained HB K-Means algorithm. There are two
constraints added in the proposed methodology—the stability and mean square
error (MSE). The stability is a measure to improve the quality of cluster. The
proposed method deals with improving the stability of K-Means clustering by
generating stable clusters according to K value. For instance, if the K value is set to
2, there will be two possibilities for cluster formation, i.e. either horizontal parti-
tioning or vertical partitioning. So it can be accounted that either of the clusters will
be with relevant number of data. In other cases, if the K value is set to 5, the number
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of data points in each cluster can vary i.e. it can be either too low or too high, which
will result in instability. So in order to rectify the problem, we initiate stability score
for each cluster centroid. The cluster centroid with highest stability will be con-
sidered and the rest is discarded.

The next major constraint considered for the proposed approach is the Mean
Square Error (MSE). The MSE value is calculated in order to efficiently identify the
most related clusters in the data group. The MSE is a measure of closeness of the
data points. The distance between the clusters should be minimized for stable
clusters. So the aim of introducing MSE to the method is to get the best clusters
from the high dimensional data. The MSE is calculated as the difference between
the squares of the data points, which is concerned as a better value than the simple
difference. In the proposed method, the better cluster that can be utilized for the
further clustering process is identified using MSE. The cluster with minimum MSE
is considered as the relevant cluster for further processing. Basically, any amount of
the center of a distribution should be associated with some measure of error. If we
say that the centroid ci is a good measure of cluster, then presumably we are saying
that ci represents the entire distribution in a better way than the other centroids.
Hence it can be inferred that the MSE (c), a centroid, is the measure of quality of
that centroid, which can be qualified for an efficient clustering process. The MSE
(c) can be calculated as follows:

MSEðcÞ ¼ Eðc� ciÞ2

Here c is the cluster centroid which is subjected for minimization and ci is the
other cluster centroids in total. So the value of ci that minimizes the MSE is selected
for further calculations. Now we move on to the total process of the proposed
constraint based clustering process. Randomly choose a data point, say mL 2 RP

from the final data matrix DF. This data point is used to calculate the mean value of
the data points for splitting. We are considering this data point as a randomly
selected point for calculating the Euclidean distance between the value and each
and every data point. Calculate the mean mR 2 RP as mR = 2 M − mL. The mR value
is also calculated and is considered as a point for calculating the distance of with
data points. The M value needed for calculating the mean is as follows:

M ¼ 1
n� L

Xn�L

i¼1

DF i

Split the data matrix DF = [DF1, DF2, … DF(n − L)] into two sub-clusters DL and
DR, in accordance with the following condition:

DFi 2 DL if EMðDFi ;mLÞ � EMðDFi ;mRÞ
DFi 2 DR if EMðDFi ;mLÞ [ EMðDFi ;mRÞ

(
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where

EMðDFi ;mLÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DFi

ð1Þ;mð1Þ
L Þ2 � bið1Þ þ ðDð2Þ

F i ;m
ð2Þ
L Þ2 � bið2Þ þ

. . .. . .:þðDFi
ðn�LÞ;mðn�LÞ

L Þ2 � biðn�LÞ

s

EMðDFi ;mRÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXm
j¼1

ðDj
Fi � mRjÞ2 � bi j

vuut

Using the distance calculated using the above formula, we partition the data
matrix into two clusters DL and DR.

CL ¼ 1
NL

XNL

j¼1

DL;j CR ¼ 1
NR

XNR

j¼1

DR;j

Now, the calculated centroid values of the resulting clusters are used for
determining the stopping criteria for the proposed algorithm. The generated clusters
have to be revamped for stability. This cluster centroid can give either best solution
or normal solution. The stability of the cluster has to be calculated for the best
solutions. The stability of the cluster centroids gives more clear solution in gen-
erating clusters. We have now calculated the CL and CR. For processing the clusters
in terms of stability, another set of data points are selected and considered as
centroids. Now calculate CL’ and CR’ for the newly selected points. Then, calculate
the distance between the centroids so as to find the instability of clusters. The
cluster with low instability has to be considered for the further process.

instableðCLÞ ¼ distðCL;C
0
LÞ

instableðCRÞ ¼ distðCR;C
0
RÞ

The respective C value with less instability is considered for the further pro-
cessing of the proposed method. The second constraint considered for the proposed
approach is MSE. The MSE of each cluster should be minimum for the clustering
results. The MSE is calculated as the mean of squared distance between each data
point to the cluster centroid.

MSEðCLÞ ¼ meanðdistðdi;CLÞÞ2

MSEðCRÞ ¼ meanðdistðdi;CRÞÞ2
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The cluster centroid for further processing is selected based on the following
condition:

if ðinstableðCLÞ and MSEðCLÞ\CLÞ
CL is selected for cluster formation

if ðinstableðCRÞ and MSEðCRÞ\CRÞ
CR is selected for cluster formation

The centroid values are calculated as the mean value of the points included in the
respective clusters. Thus the clusters are formed based on the constraints, stability
and MSE, which will provide better clustering accuracy as compared to the con-
ventional bisecting algorithms.

Algorithm CHB K-Means Clustering
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4 Results and Discussions

This section presents the experimental results of the proposed algorithm and the
detailed discussion of the results obtained. The proposed approach is implemented
in MATLAB. Here, we have tested our proposed approach using the Spambase
(dataset 1) and Pen-Based Recognition of Handwritten Digits (dataset 2) Datasets.
The testing was done using a computer with Intel Core 2 Duo CPU with clock
speed 2.2 and 4 GB RAM. A number of metrics for comparing high dimensional
data clustering algorithms were recently proposed in the literature. The performance
metrics used in our paper are clustering accuracy and computation time.
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4.1 Performance Analysis Based on Clustering Accuracy

In this section, we plot the performance analysis of the proposed Constraint based
Bisecting K-Means algorithm. The performance of the proposed approach is
evaluated to the clustering accuracy of the approach. The process is conducted by
varying the outlier threshold. We have selected two datasets and the experiment is
conducted by varying the total number of clusters.

Figures 1 and 2 present the clustering accuracy based on dataset 1 and dataset 2
by the proposed CHB K-Means algorithm. The analysis is conducted by varying the
outlier threshold from 0 to 250. Both the graphs shows varied accuracy as the
values of outlier threshold varies. This happens because of the change in data after
the removal of outliers. For the dataset 1, the highest accuracy is obtained when the
number of clusters is 7 and the rate is 0.789. The dataset 2 has achieved highest
clustering accuracy of 0.77 when the number of clusters is 7. It can be inferred that
as the number of clusters and the number of outliers detected increases, the clus-
tering accuracy rate also increases.

4.2 Performance Analysis Based on Computation Time

In this section, we discuss about the performance analysis of the proposed approach
with respect to the computation time. The computation time of the proposed
approach is evaluated by varying the outlier threshold from 0 to 250. The number of
clusters is varied from 2 to 7 for the ease of clustering and mapping the results.

Fig. 1 Clustering accuracy: effect of outlier detection threshold in dataset 1
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For the dataset 1, the highest time consumed is 1.01 ms when the number of
clusters is 7 as shown in Fig. 3 and the dataset 2 has achieved the highest com-
putation time of 0.7 ms for the total number of clusters being 7 as shown in Fig. 4.

Fig. 3 Computation time: effect of outlier detection threshold in dataset 1

Fig. 2 Clustering accuracy: effect of outlier detection threshold in dataset 2
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It can be inferred from the graphs that as the number of detected outliers increases,
the computation time for the cluster formation decreases.

5 Conclusion

In this paper, a method called CHB-K Means clustering is utilized for high
dimensional data with the help of constraints. This method uses the constraints such
as stability and mean square error for improving the clustering efficiency. The
Constraint based Bisecting K-Means is applied repeatedly until the required number
of clusters is obtained. The algorithm is tested with different datasets such as Spam
Base and Pen-Based Recognition of Handwritten Digits and the results obtained
shows that as the number of detected outliers increases, the algorithm provides
better performance than the existing techniques. It can also be inferred that results
are not consistent with all the datasets. This can be improved by applying some
optimization techniques which can be taken up in future.
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A Pragmatic Delineation on Cache Bypass
Algorithm in Last-Level Cache (LLC)

Banchhanidhi Dash, Debabala Swain and Debabrata Swain

Abstract Last-level cache is a high level cache memory shared by all core in a
multi-core chip to improve the overall efficiency of modern processors. Most of the
cache management policies are based on the residency of the cache block, access
time, frequency tour, recency and reuse distance to lower down the total miss count.
However, in a contemporary multi level cache processor a bypass replacement
reduces both miss penalty and processor stall cycles to accelerate the overall per-
formance. This paper has analyzed different bypass replacement approaches. It also
gives motivation behind different bypass replacement techniques, used in the
last-level cache with inclusive and non-inclusive behavior with improved placement
and promotion.

Keywords Bypass algorithm � Last level cache � Cache optimization

1 Introduction

A cache memory is a small and fast-fleeting storage designed to speed up the data in
the CPU chip. It stores the data/instructions accessed most frequently and recently
by the processor. The processor can’t access a RAM directly. So, a newly accessed
data/instruction block first brought into cache then processor accesses it. For further
transactions of the block, the processor refers only cache memory. It ultimately
improves the speed up and bandwidth of the memory and processor. In a multi level
hierarchy system, the memory levels are designed as per their increasing size and
distance from the processor. The cache layer closest to the processor is L1 which is
faster than all other levels. The outer most cache level is known as last level cache
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or LLC. The Level 1 or L1 is the inner most cache located in the processor
chip. The next level is level 2 or L2. It is faster than all higher levels of cache and
RAM as well. In a three level hierarchies L3 is the last-level cache or LLC, which is
slower than both L1 and L2 and faster than RAM. It comes in a size of MBs
generally 8-16 MB.

This paper is mostly intended to give a descriptive analysis on different bypass
techniques in the last level cache in a three level hierarchies with their desired and
drawback features.

1.1 Exclusive and Inclusive Cache

The memory system is a traditional optimization target for enhancing the overall
performance of a computational architecture. Inclusive and exclusive are two ways
to represent the residing of the block in the multi level hierarchy. Enhancing the
size of cache memory is not only a better solution to improve the performance and
the utility of cache memory a different level. In inclusive cache, data present at
different level concurrently and the duplication of data to decrease the effective
cache capacity, but simplify cache coherence mechanism in a multiprocessor based
system. Back invalidation results the inclusion of victim and bandwidth need is the
main limitation in inclusive cache system performance is degraded and incurs loss
of valuable data and duplicate data cannot be referenced again. With exclusive
cache there is no coherency between levels. It implies that the design of an
exclusive cache perfectly manages the complete cache region and no back invali-
dation and inclusion victim involved. The system shows better efficiency with
exclusive cache even if not supporting the coherency with respect to a different
level (Fig. 1).

Fig. 1 a Exclusive model.
b Inclusive model [1]
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2 Literature Survey

2.1 Replacement Using Inclusion and Evolution of a Block
of LLC

This paper [2] proposes two models in a multi level hierarchy using the inclusion
characteristics. In the first model L1, L2 are exclusively and L3 is inclusive and the
second model the first two levels are inclusive and third level is exclusive with the
second level. These two models compared with different cache memory perfor-
mance evaluation parameter and found that the second model gives better results
through superior hit analysis and lower miss penalty.

2.2 Replacement in Inclusive LLC Blocks Using Bypass
Buffer

In this paper [1] the LLC hierarchy consists of a LLC and a bypass buffer (BB). The
bypass buffer keeps tags of the data blocks; the working set present in the LLC is
not evicted to make room for less useful data. But an evicted block from the LLC or
Bypass Buffer overthrows a block from L1 and L2 to convince inclusion property.
As compared to the updated LLC design the inclusion of bypass buffer (BB) adds
extra hardware which is cost effective in hardware and its implementation (Fig. 2).

Fig. 2 Bypass buffer
representation in inclusive
LLC [1]
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This paper carries out an important observation on the lifetime of bypassed
blocks to motivate low overhead BB idea. The BB also aids the device of bypassing
and reduces the hardware cost as compared to other cache bypassing algorithms. In
this algorithm, the buffer produced high gain and arrived at an overall better per-
formance result.

2.3 Bypass and Insertion Algorithm in LLC

In this paper [3] three different algorithms are used to find the age of a block and
insertion into cache with each memory access by the processor. They are 1.
TC-AGE PLOICY 2. TC-UC-AGE policy and 3. TC-UC-RANK policy. The initial
insertion algorithm TC-AGE PLOICY sets the age counter of all TC1 blocks to
three and sets an age counter 1 to all TC0 blocks. The second insertion algorithm
TC-UC-AGE policy preserves graded ages to the TC0 blocks. Third insertion
algorithm TC-UC-RANK policy rates them by considering the age counter of live
blocks from one to three. From the above observation it has been found that the
LRU has no significance in exclusive LLC. So a number of new proposals are given
for the implementation of selective bypassing in a multi level hierarchy. The age
counter is updated by two characteristics. 1. By considering trip counter of a block
in L2 and LLC from the time of insertion to expulsion. 2. The hit counters of a
block in L2 till its stay So it combines the trip counter and hit counter to improve
the overall performance and throughput.

2.4 Replacement Using Global Priority Factor in Last-Level
Caches

This paper [4] is based on the design of a dead block predictor that compares with
RRIP (Re Referenced Interval Prediction) and provides better performance in the
last level cache. The main idea behind this method is the insertion of a cache block
in last level cache is determined by using the priority of a block using global
priority table predictor. The table is updated by finding the hash value of the
corresponding block addresses. This method provides a better design which
requires less additional hardware to store the predict information and provides a
better solution to improve the overall performance of the system.
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2.5 Replacement in LLC Using MRUT Based Prediction

This paper [5] proposes an algorithm known as MRUT replacement algorithm
applied in the last level cache in a multi level cache hierarchy design. The idea
behind this algorithm is that it selects the block who has only one MRUT.
The MRUT (Most Recently Used Tour) of a block is the number of time the block
holds the MRU position when it is stored in the last level cache. This algorithm uses
the MRU bit that represents the block which has a single or multiple bit and one
more MRU bit to indicate which block in MRU. Block with single MRUT ignoring
the MRU block can be selected randomly as a victim block and the block with
multiple MRUT non MRU block is used to select the victim. This algorithm shows
better performance over LRU and recently proposed adaptive algorithm by
reducing the MPKI (Miss Per Kilo Instruction) and improves IPC as compared to
LRU and other proposals (Fig. 3).

2.6 Algorithm for Selective Bypassing and Cache Block
Inclusion at LLC

This paper [6] presents a selective bypassing algorithm at LLC. This algorithm
considers the past access format of a cache line in response to a cache miss and each
cache line holds its own tag value in the array which is identified by a single bit.
The tag value becomes set or reset based on accessing the retained block and for, a
miss with the inclusion of a new block. The selected bit would decide the retention
of cache block in last level cache. This model maintains and stores the access and
bypasses the historical value in a table. A saturating counter for 2-bits is used to
store for each cache block. On an LLC miss on any block, the block’s counter in the
bypass buffer is referred. If the counter value becomes less than 3, then it predicts
that block not to re-access till it’s stay in the cache and subsequently bypass. The
counter of that block gets increments. However, if the counter value is 3, then the
block is inserted into the cache. The fundamental replacement algorithms choose a
victim block to be replaced. But SCIP is self-determining which can work with any

Fig. 3 Illustration of
MRUTour for block A [5]
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other primary cache replacement algorithm. After the replacement of a victimized
block buffers updates with the counter value for next accesses.

2.7 LLC Replacement Using Block Value Based Insertion
Policy

This paper [7] has proposed a method of using insertion of cache blocks using an
evaluated value for each block. Here miss penalty, hit benefit is two parameters
considered to calculate a value called block value. It preserves the blocks with
higher value and a few number of the targeted block pair to know about the
association between replacing block and targeted block. In case of a miss the value
of the new block will be compared with the targeted block. If its value is less, then
this policy will try to remove the new block rather the old targeted block. VIP
design provides better cache performance in uni-core and multi-core processors
with less storage requirement. The value of incoming block and victim block plays
an important role while performing insertion decision in this algorithm (Table 1).

Comparative representation of Conferred Bypass algorithm in LLC

Table 1 Comparative study of different proposed bypass algorithm

S.
no.

Algorithm/model Parameters
considered

Performance
measure

Advantage Disadvantage

1 In model-1 L1
and L2 are
exclusive cache
with L3 as
inclusive cache
[2]

Size of main
memory in
blocks, access
time of L1, L2
and L3 cache
in cycles/s

CPU access
time, hit rate,
and global miss
rate

Improve hit
rate with
reduced cache
latency

This model
does not follow
coherency
property in a
multi level
cache memory
system strictly

2 In model-2 L2
inclusive and L3
exclusive with
L2 [2]

Size of main
memory in
blocks, access
time of L1, L2
and L3 cache
in cycles/s

No. of hits, hit
analysis, CPU
execution time,
global miss
count

Improve hit
count with
reduced cache
latency as
compared to
model-1

This model
does not follow
coherency
property in a
multi level
cache memory
system strictly

3 Inclusive LLC
blocks using
bypass buffer
(BB) [1]

LLC miss rate,
L1 cache, L2
cache, L3
cache

Efficient
tracking using
bypass buffer,
speed up, % of
bypass buffer
hit, normalized
weighted speed
up, energy

1. Small BB is
sufficient to
reap most of
the
performance
gains
bypassing

1. Easy for
exclusive
cache, but find
difficulties to
maintain
coherency
strictly

(continued)
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Table 1 (continued)

S.
no.

Algorithm/model Parameters
considered

Performance
measure

Advantage Disadvantage

consumption,
memory
bandwidth
reduction

2. Reduces
hardware cost
significantly

2. Not cost
effective due to
the design
requirement

4 Global priority
table based
model [4]

The storage
overhead of
different
predictor,
power cost,
normalized
LLC misses,
speed up

Measured in a
single core,
multicore
shared LLC

Enhanced
performance
with fewer
hardware
requirements
and power
consumption

Does not
represent the
performance
for dead block
predictor

5 Replacement
algorithm based
on MRU-tour in
LLC [5]

Frequency,
recency, and
total number
of live count
and dead
count for any
block

Weighted value
of a block, %
of miss rate,
weighted speed
up normalized
with respect to
LRU

The hardware
design is
simply due to
random
assortment of
victim block

Design cost
becomes high
as compared to
other
replacement
policies

6 Algorithm for
selective
bypassing and
cache block
inclusion at LLC
[6]

L1 instruction
cache, and
data cache L2
cache, L3
cache

1. On
uniprocessor
speeds up to 75
and 18 %
average
relative to
NRU
2. On quad
core speed up
to 35 and 9 %
on average
relative to
NRU

Robust
performance
and ability to
improve the
cache
performance
and efficiency

Hardware
overhead

7 Value based
insertion policy
(VIP) algorithm
[7]

Miss penalty,
hit benefit,
valid bit,
prefetch bit,
victim block
tag

1. Measures the
miss latency
2. Estimated
the new block
value
3. Normalises
weighted speed
up

Estimated
value of a
block can be
easily
computed with
negligible
changes to the
current cache
design

VIP does not
work for
heterogeneous
processor and
its needs more
changes on
hardware cache
design
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3 Conclusion

This paper, represents a universal evaluation of all foremost replacement techniques
in the last-level cache using bypass techniques. Also the precise comparison is
bestowed through the working principles, potency and shortcoming. Lastly, we
have highlighted some aggressive key points for cache-bypassing and discovered
directions for future investigation. All cache replacement policies are intended to
preserve the blocks which are previleged by processor access. Also an attempt to
reduce the miss penalty so that all the cache reference can be fulfilled with mini-
mized processor latency. This goal of this paper is expressed by following vital
reviews:

1. We have illustrated the memory system with its hierarchical significance along
with a last level cache from the context of processor performance.

2. We have demonstrated the bypassing concept its types and advantage over
coherency and inclusion cache property.

3. We have discussed various ways of replacement concepts in the last level cache
using bypass algorithms. Also we are aimed to propose an inventive bypass
algorithm to evaluate a weight in LLC using multiple cache aspects.

The above study will help the readers and researchers to develop innovative
contributions towards developing new replacement techniques for cache
optimization.
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Effect of Physiochemical Properties
on Classification Algorithms for Kinases
Family

Priyanka Purkayastha, Srikar Varanasi, Aruna Malapathi,
Perumal Yogeeswari and Dharmarajan Sriram

Abstract Kinase phosphorylates specific substrates by transferring phosphate from
ATP. These are important targets for the treatment of various neurological disor-
ders, drug addiction and cancer. To organize the kinases diversity and to compare
distantly related sequences it is important to classify kinases with high precision. In
this study we made an attempt to classify kinases using four different classification
algorithms with three different physiochemical features. Our results suggest that
Random Forest gives an average precision of 0.99 for classification of kinases; and
when amphiphilic pseudo amino acid composition was used as feature, the preci-
sion of the classifier was much higher than compared to amino acid composition
and dipeptide composition. Hence, Random forest with amphiphilic pseudo amino
acid composition is the best combination to achieve classification of kinases with
high precision. Further the same can be extended for subfamilies, which can give
more insight into the predominant features specific to kinases subfamilies.

Keywords Kinases � Physiochemical properties � Biological data analysis

1 Introduction

Protein kinases are the important families of protein which maintains the regulation
of biological progressions by phosphorylation at posttranslational level of serine,
threonine and tyrosine amino acid residues [1]. Protein kinases have become the
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most researched families for protein and most of the kinase targets are being studied
for the treatment of various neurological disorders, neuropathic pain, drug addiction
and cancer. This group of proteins shares the conserved catalytic and regulatory
domain, which regulates the catalytic activity of the kinases [2–7]. Therefore, doing
a classification of these kinases will be helpful for understanding similar protein
kinase family, which could be used for studying similar kinases for designing
specific kinase inhibitors. Looking further on protein classification, there are many
databases on the kinases like Homokinase et al. [8–10]. Nevertheless, the classifi-
cation offers less accuracy due to their fundamental classification algorithm [10]. So,
in this work we made an attempt to classify the various families of kinases based on
amino acid, dipeptide and amphiphilic pseudo amino acid composition. The
pre-classified kinases are retrieved from KinBase, where sequences are classified
based on sequence similarity and is grouped into 10 families [11]. The families are
(i) Tyrosine Kinases (TK); (ii) Tyrosine Kinase-Like (TKL); (iii) Protein kinases
with the families with A, G and C (AGC); (iv) Calmodulin/Calcium regulated
kinases (CAMK); (v) Casein kinase 1 (CK1); (vi) Cyclin-dependent kinases
(CDKs), mitogen-activated protein kinases (MAP kinases), glycogen synthase
kinases (GSK) and CDK-like kinases (CMGC); (vii) Other kinases; (viii) STE
kinases; (ix) RGC kinases; and (x) Atypical kinases. We found several similar works
on classification using amino acids (AC), dipeptide (DC) and amphiphilic pseudo
amino acid composition (APAAC), taking that into account we extracted amino
acid, dipeptide and amphiphilic pseudo amino acid composition features from kinase
sequences [12]. In earlier studies, amino acid composition (AAC) has been used to
predict the structural class and localization of proteins using fixed pattern length of
20 [13–15]. The dipeptide composition (DC) is also found to be essential for clas-
sification, prediction of protein’s subcellular localization and fold recognition using
fixed pattern length of 400 [15, 16]. Chou et al., used amphiphilic pseudo amino acid
composition (APAAC) for protein structural classification. An improved accuracy of
the SVM classifier was found using amphiphilic pseudo amino acid composition for
protein classification [17]. Therefore, in our study, we have made an attempt to do a
comparative study to classify the kinases and to benchmark the algorithms for
classification of kinases. We attempted to use naïve Bayes, Logistic, random forest
and SVM (radial basis function) classifiers and validated the performance of the
classifiers by calculating precision, recall and ROC.

2 Materials and Methods

2.1 Datasets

The dataset used for classification of kinases was generated using 10 classified
families of human and mouse kinases sequences from KinBase excluding all
pseudogenes and a few sequences which contains different amino acid residues.
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Total of 1065 sequences for human and mouse were obtained as shown in Table 1.
The amino acid, dipeptide and amphiphilic pseudo amino acid composition for each
sequences were extracted using R. The structure (S) of the dataset was formulated
as Eq. (1), the

S
symbol expresses union operator.

S ¼ AGC1 [Atypical2 [CAMK3 [CK14. . .. . .. . .[TKL10 ð1Þ

Representing kinases using amino acid composition (AAC). Protein sequence
composition has been expressed in 20 dimensional features with AAC. In the recent
past, researchers have used AAC for classification of protein and also for predicting
sub cellular localization [18]. The AAC is the fraction of each amino acid type in a
protein. The fractions of all 20 natural amino acids were calculated by using
Eqs. (2) and (3).

PAAC ¼ p1. . .. . .. . .p20f g ð2Þ

Fraction of each amino acid p1ð Þ ¼ Total number of each amino acid
Total number of all possible amino acids present

ð3Þ

Representing Kinases using Dipeptide composition (DC). Dipeptide compo-
sition (DC) has been used earlier by Bhasin and Raghava for prediction of families
and subfamilies of G-protein coupled receptors (GPCRs) [19]. DC was used
totransform the variable length of proteins to fixed length feature vectors. The DC
has been expressed in 400 dimensional features. DC encapsulates information about
the fraction of amino acids as well as their local order. In our experiment for
classification, we have adopted the same DC-based along with the two other
physiochemical properties of protein which include previously defined ACC and

Table 1 The dataset consists
of 1065 sequences and are
classified into ten classes

Human and mouse
kinases families

Number of human
sequences

Number of mouse
sequences

AGC 63 60

Atypical 44 43

CAMK 74 96

CK1 12 11

CMGC 64 62

OTHERS 81 83

RGC 5 7

STE 47 47

TK 90 90

TKL 43 42

Dataset 523 541

Total 1064
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amphiphilic pseudo amino acid composition (APAAC). The DC was calculated
using Eqs. (4) and (5).

PDC ¼ p1. . .. . .. . .p400f g ð4Þ

Fraction of each dipeptide p1ð Þ ¼ Total number of each dipeptide
Total number of all possible dipeptides present

ð5Þ

Representing Amphiphilic pseudo amino acid composition (APAAC).
APAAC is originally offered by Chou et al. in 2005 [17]. Along with AAC and DC
for classification of kinases, none of the classification used APAAC features for
classification of kinases. It is found to be an operational descriptor of protein
classification and has been used in several studies for analysis of various biological
sequences [20–23]. APAAC is consists of 80 dimensional features. The first 20
components of APAAC dimensional vectors consist of the features of naïve amino
acid residues. The first 20 vector is represented as in the given Eq. (2) and the added
feature components in APAAC consists of hydrophobic and hydrophilic features of
kinases sequences which plays important role in protein interaction protein folding.
The APAAC has been expressed in 20 + 2λ components and the vector is repre-
sented by using Eq. (6).

PAPAAC ¼ fp1. . . p20; p20þ 1. . . p20þ k; p20þ kþ 1. . . p20þ 2kg ð6Þ

Where the 20 components of the vector represents the amino acid composition as
discussed in Eq. 2 and the rest vectors represents the set of correlation factors 2λ,
for hydrophobic and hydrophilic properties of protein. The 2λ values were calcu-
lated as described in the paper [20] and the number of weight and correlation factors
used, are the default parameters present in ProtR. Therefore, the 80 features were
extracted.

2.2 Classification Algorithms

We tested four classifiers using amino acid composition, dipeptide composition and
amphiphilic pseudo amino acid composition features. We summarize key properties
of those classifiers in the following

Naive bayes classifier (NBC). The probability model for a classifier is a con-
ditional model and is given by the Eq. (7).

p Cjxð Þ ¼ pðCjx1; . . .. . .; xnÞ ð7Þ

For x vector which is consists of the features 1 to n. The problem arises when the
number of features is large and model on large number of features with large
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number of values are taken, such model is not feasible enough. Therefore using
Bayes theorem, the probability model can be rewritten as given in Eq. (8).

p Cjxð Þ ¼ p Cð Þpðx=CÞ
pðxÞ ð8Þ

In practice, we are interested in the numerator of the fraction, since the
denominator does not depend on C. The values of the features xi are given so that
the denominator stays effectively constant. So, pðCjx1; . . .. . .; xnÞ can be rewritten
as

p Cð Þp(x1; . . .. . .; xnjCÞ: ð9Þ

p Cð Þpðx1jCÞp( x2; . . .; xnjC; x1Þ ð10Þ

p Cð Þp x1jCð Þp x2jCð Þp( x3; . . .; xnjC; x1; x2Þ ð11Þ

p Cð Þp x1jCð Þp x2jCð Þ. . .p( xnjC; x1; x2; . . .; xn�1Þ ð12Þ

According to naïve conditional independence, each feature xi is conditionally
independent of every other features xj for j ≠ i.

pðxijC; xjÞ ¼ pðxijCÞ ð13Þ

For i ≠ j, the joint model can be expressed as

p C; x1; ::xnð Þ ¼ p Cð Þp x1jCð Þp x2jCð Þ ð14Þ

Therefore, the independence assumptions and the conditional distribution can be
written as

p Cjx1; . . .xnð Þ ¼ 1
Z
p Cð ÞPn

i¼1p xi Cjð Þ ð15Þ

The naïve Bayes classifier combines this naïve Bayes probability model with
decision rule. Common rule is to choose the hypothesis which is most probable.
This is also known as the maximum a posteriori (MAP) decision rule and is given
by the following equation.

Classify s1; ::; snð Þ ¼ argmaxpðC ¼ cÞPn
i¼1pðxi ¼ xijC ¼ cÞ ð16Þ

The naïve Bayes classifier is chosen because it is particularly for high dimen-
sionality data. Despite of its simplicity, Naive Bayes can often outperform other
sophisticated classification methods [24].

Logistic Regression. Logistic model is a binary classification model which is
based on calculation of success probability. The probability is calculated based on
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two possible categories 0 and 1. Based on the data available, the probability for
both the values of the given input classes can be calculated. The logistic regression
is based on logistic function, which can be defined as P = et/(1 + et) [25]. The
logistic regression is a simple but yet powerful classification tool in data mining
applications. Therefore the results of logistic regression can be compared with other
data mining algorithms for classification of kinases.

Random forest classification. Random forests are the generalization of recur-
sive partitioning which combines a collection of trees called an ensemble. Random
forests are a collection of identically distributed trees whose class value is obtained
by a variant on majority vote. The classifier consists of a collection of tree like
classifiers which uses a large number of decision trees, all of which are trained to
tackle the same problem [26]. There are three factors that govern the individuality
of the trees:

• Each tree is trained using a random subset of trained samples.
• When the tree is growing the best split on each node in the tree is found by

searching through n randomly selected features. For a data set with N features, n
is selected and kept smaller than that of N.

• Each tree is made to grow to the fullest so that there is no pruning.

Random forests are tree classifiers that are trained in randomly choosing the
subset of input data where the final classification is based on the majority vote by
the trees in the forest.

Support vector machine (SVM). SVM classifier seeks to find optimal sepa-
rating hyperplane by concentrating on the training set data that lies on the class
boundaries and are necessary for discriminating the classes. Since SVM is designed
for binary classification and can be extended for multiple classification problems.
The adopted approach for multiclass classification using SVM is one-against-all
approach. A set of binary classifiers are used to reduce multi class problem, where
each classifier is trained to separate a class from the rest of the classes. With a SVM
classifier, a training data set of n number of classes is represented by {xi, yi},
i = 1… R, yi 2 {1, −1} in a dimensional space [27]. The optimal separating
hyperplane is defined by ω · x + b = 0, where x is the data point on the hyperplane,
ω is the hyperplane and b is bias. For linearly separable case, a hyperplane can be
defined as ω · xi + b ≥ +1 and ω · xi + b ≥ −1 for yi 2 {1, −1}, respectively.

For non-linearly separable case, hyperplane equation is introduced with a slack
variables called nif gri and is represented as given in Eq. (17).

y w � xi þ bð Þ[ 1� ni ð17Þ

To fit the data in non-linearly separable case, the training dataset is mapped into
high dimensional space, this has the spreading effect of data distribution in a
manner that alleviates the fitting of linear hyperplane. Since, specifically the
training data is projected into a high dimensional space, the cost effective com-
putation in a high dimensional space is reduced using definite kernels. On such
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majorly used kernel is radial basis function kernel and is given by using Eq. (18),
where γ controls the width of the kernel function.

k x; xið Þ ¼ expð�c x� xij jj j2Þ ð18Þ

The classification of multiple kinases families is a multi-class problem in
machine learning. In this case, the number of families of kinases is 10. SVM is
designed to be a binary classifier and hence 10 binary SVMs were adapted to
address our problem of classification.

Using the three kinase physiochemical properties, we trained four classification
models for all ten classes of kinases which include naïve Bayes, logistic, random
forest and SVM classifiers using 10 fold cross validation. The models were built
using 2/3rd training data and testing the models with remaining 1/3rd data. The
division of training and test data is done randomly.

3 Results and Discussion

The precision, recall and ROC values for four algorithms to classify all ten classes
were calculated. The precision and recall measures were calculated for providing
the accuracy that the specific classes were predicted. The precision and recall is
defined as the following Eqs. (19) and (20).

Precision provides the accuracy measure that a specific class has been predicted.
Recall is also known as sensitivity of a classifier and is a measure of the ability of
the prediction model to select the instances of a certain class from a dataset.
Considering the importance of Precision and Recall, we calculated both the mea-
sures for all the classifiers for all ten classes of kinases. The results are shown in
three Figs. 1, 2 and 3 (Fig. 1 shows the Precision, recall and ROC values).

Another term called ROC (receiver operating characteristic) was calculated.
ROC is an illustrative detail for evaluating the performance of classifier in binary
classification. ROC is a graphical plot which can be created by plotting the true
positive rate against false positive. Thus, ROC gives the details of the function of
fall-out.

Along with precision and recall, the ROC is also calculated for all the classifiers.
In case of amino acid composition, Random Forest classifier provides the good
precision values than compared to other classifiers. As shown in Table 1, the
classifiers performance for amino acid composition for all the ten families AGC,
atypical, CAMK, CK1, CMGC, OTHER, RGC, STE, TK and TKL families of
kinases. The random forest gave the best precision, recall and ROC value than other
classifiers. This implies the fact that when amino acid composition is taken for
consideration, random forest classifiers performs the best which could be due to
small number of feature set. But out of all 4 classifier, 3 classifiers namely logistic,
random forest and SVM classifier outperforms, which could be due to the small
number of sequences (instances) present in the families. However, the number of
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Fig. 1 Performance representation of all four classifiers (naïve bayes, logistic, random forest and
SVM) for ten classes of kinases using amino acid composition

Fig. 2 Performance representation of all four classifiers (naïve bayes, logistic, random forest and
SVM) for ten classes of kinases using dipeptide composition

Fig. 3 Performance representation of all four classifiers (naïve bayes, logistic, random forest and
SVM) for ten classes of kinases using amphiphilic pseudo amino acid composition
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classifier predicting the test data with high precision is less than compared to DC
features set and APAAC features set.

Precision ¼ True Positives
ðTrue Positivesþ False PositivesÞ ð19Þ

Recall ¼ True Positives
ðTrue Positivesþ False NegativesÞ ð20Þ

Similarly for dipeptide composition (the representation is shown in Fig. 2). The
result varies with different families, in case of AGC, random forest and logistic
outperforms other classifier with a precision, recall and ROC value of 1. In case of
atypical and CAMK family logistic showed good precision, recall and ROC value
of 1. For the CK1 family, random forest performed well whereas in case of CMGC,
OTHER, RGC and STE families, logistic showed good precision score than other
classifiers. Naïve Bayes classifier showed good model validation with the RGC and
TK test data. And SVM classifier performs well for TKL family of data using
dipeptide composition. The variability in performance of the dataset could be due to
the different number of sequences present in each family.

Using APAAC, in most of the family SVM and logistic performed well than
compared with random forest and naïve Bayes classifier. As shown in Fig. 3,
Logistic and SVM classifier performs well for the families AGC, atypical, CK1,
CMGC, RGC, STE and TKL whereas for the family CAMK, SVM performs showed
good precision, recall and ROC score. In case of RGC, three classifiers (naïve Bayes,
Logistic and SVM classifiers) out of four outperformed with a precision, recall and
ROC of 1. And in case of TK, logistic showed good precision value.

Looking at the performance of all the classifiers using AAC, DC and APAAC
features with ten different family, all ten families showed good average precision,
recall and ROC score using random forest. This suggests that random forest could
be the best possible classifier for classification of kinases. And from these set of
experiments described in the above figures, Random forest gave an average pre-
cision of 0.99; and when APAAC was used as feature for classification, the pre-
cision of the classifier was much higher than compared to AAC and DC. Hence,
Random forest with APAAC is the best combination to achieve classification of
kinases with high precision. Therefore the same can be extended and studied for
subfamilies to acquire insight into the predominant features specific to each sub-
family of kinases.

4 Conclusion

In this paper an attempt to find the effect of feature selection on different classifi-
cation algorithms have been studied and experimented exhaustively. We have
focused on three different physiochemical properties namely AAC, DC and
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APAAC; and four classifiers namely Naïve Bayes, Logistic regression, Random
forest and SVM (rbf). Our results suggest that feature selection is an important step
for any classifier to give a classification with high precision. From these set of
experiments described in results and discussion section, we conclude two obser-
vations: Random Forest gives an average precision of 0.99; and when APAAC was
used as feature, the precision of the classifier was much higher than compared to
AAC and DC. Hence, Random forest with APAAC is the best combination to
achieve classification of kinases with high precision. Further the same can be
extended and studied for subfamilies, which can give more insight into the pre-
dominant features specific to each subfamily of kinases.
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A Fuzzy Knowledge Based Sensor Node
Appraisal Technique for Fault Tolerant
Data Aggregation in Wireless Sensor
Networks

Sasmita Acharya and C.R. Tripathy

Abstract Wireless Sensor Networks (WSNs) have a wide range of applications in
the real world. They consist of a large number of small, inexpensive, limited energy
and low-cost sensor nodes which are deployed in vast geographical areas for remote
sensing and monitoring operations. The sensor nodes are mostly deployed in harsh
environments and unattended setups. They are prone to failure due to battery
depletion, low-cost design or malfunctioning of some components. The paper
proposes a two-level fuzzy knowledge based sensor node appraisal technique
(NAT) in which the cluster head (CH) assesses the health status of each non-cluster
head (NCH) node by the application of fuzzy rules and challenge-response tech-
nique. The CH then aggregates data from only the healthy NCHs and forwards it to
the base station. It is a pro-active approach which prevents faulty data from
reaching the base station. The simulation is carried out with injected NCH faults at a
specified rate. The simulation results show that the proposed NAT technique can
significantly improve the throughput, network lifetime and quality of service
(QoS) provided by WSNs.

Keywords Wireless sensor networks � Throughput � Network lifetime � Quality of
service

1 Introduction

Wireless Sensor Networks (WSNs) are used in many mission critical applications in
the real world. They consist of many sensor nodes which are randomly deployed in
an area of interest for remote sensing of a phenomenon of interest [1]. All the sensor
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nodes in a cluster that are not acting as the cluster head are called as the
Non-Cluster Head (NCH) nodes. The NCH nodes sense the environment and send
the data to the nearby Cluster Head (CH) node. The CH acts as the data fusion agent
in the cluster. It aggregates the data received from all the NCHs in a cluster and then
forwards it to the base station or sink node. Sometimes, the NCH node may become
faulty due to hardware or software malfunctioning and may send its faulty data to
the CH. If the number of faulty NCH nodes in a cluster is high, then it may result in
faulty data being transmitted to the base station. This in turn will degrade the
quality of service (QoS) provided by the WSN and will render the network unre-
liable for future data transmission.

Fault Tolerance refers to the ability of a system to deliver at a desired level in the
presence of faults. The paper proposes a two-level fuzzy knowledge based sensor
node appraisal technique (NAT) for fault-tolerant data aggregation in WSNs. The
proposed NAT algorithm identifies the faulty NCH nodes in the network through its
Level 1 Fuzzy knowledge based Fault Prediction Phase and then Level 2
Challenge-Response Phase. As a result, the CH identifies the faulty sensor nodes in
the cluster and can isolate them during data aggregation.

The organization of the paper is as follows. The related work is discussed in
Sect. 2. The system model is presented in Sect. 3. The NAT algorithm is presented
in Sect. 4. The simulation results are discussed in Sects. 5 and 6 presents the
conclusion and future work.

2 Related Work

This section briefly reviews the related work on fault detection in WSNs. A survey
on WSNs is presented in [1]. A novel approach for faulty node detection in WSNs
using fuzzy logic and majority voting technique is discussed in [2]. An improved
distributed fault detection (DFD) scheme to check out the failed nodes in the
network is discussed in [3]. A fault tolerance fuzzy knowledge based control
algorithm (FTFK) is presented in [4]. The work in [5] addresses the sensor fault
detection scheme by using the majority voting technique. A fuzzy approach to data
aggregation to reduce power consumption in WSNs is discussed in [6]. An intel-
ligent sleeping mechanism for WSNs is discussed in [7]. Various inter-actor con-
nectivity restoration techniques for wireless sensor and actor networks are discussed
in [8]. An Artificial Neural Network (ANN) approach for fault tolerant WSNs is
discussed in [9]. A Fuzzy Logic based Joint Intra-cluster and Inter-cluster
Multi-hop Data Dissemination Approach in Large Scale WSNs is presented in [10].
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3 System Model

This section presents the network topology model and the fault model for the
application of NAT algorithm to predict faulty nodes in WSNs.

3.1 The Network Topology Model

A typical grid network model is shown in Fig. 1. The network has many sensor
nodes with varying energy levels which are grouped into four grids. The small sensor
nodes with low energy form the NCH nodes. The NCH node with the highest
residual energy forms the CH. The CHs are rotated between different NCHs in a
cluster as per the TDMA schedule for efficient load balancing and enhancing the
network lifetime. The NCH nodes sense the environment, collect data and forward it
to their respective CHs. The CHs perform in-network data aggregation and com-
pression and forward the data to the base station. The base station aggregates the data
received from all the CHs. The maximum number of hops is two.

3.2 The Fault Model

In the fault model, the fault tolerance mechanism of WSN is assessed by observing
the network’s reaction to NCH faults. The NCH faults are injected into the network
at different rates to simulate the fault scenario. For fault simulation, a Poisson
distribution is used to schedule a time ‘tf’ to inject NCH faults into the network.
A fault rate of 0.2 means that at time ‘tf’, 20 % of NCHs in the network fail.

- Base Station

- Cluster Head (CH)

- Non-Cluster Head (NCH)

Fig. 1 A typical grid network model
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4 NAT Algorithm

This section discusses the NAT mechanism and presents the NAT algorithm. The
proposed sensor node appraisal technique (NAT) monitors the status of each NCH
node in a cluster and assigns a health status (HS) to each node by the application of
fuzzy rules. The fuzzy rules are generated using a combination of three inputs—
residual node energy (RNE), packet delivery ratio (PDR) and fault ratio (FR).
The RNE for an NCH node is given by the remaining energy after each simulation
round. The PDR for an NCH node is given by the number of data packets suc-
cessfully sent to the CH/Total number of data packets. The FR for an NCH node is
given by the number of simulation rounds in which the NCH is found to be faulty/
Total number of simulation rounds.

The RNE values range from Very Low (VL), Low (L) and Medium (M) to High
(H) with a trapezoidal membership function assigned. A membership function
(MF) is used to map a point in input space to its membership value in output space.
For example, if the residual energy of a NCH node is 0.1 J, it will be assigned Very
Low (VL) level. A trapezoidal MF is specified by four parameters. The PDR and
FR values range from Very Poor (VP), Poor (P) and Average (A) to Good (G) with
a trapezoidal membership function assigned. These values are updated by the CH at
the end of each simulation round and are kept in a record table.

The fuzzy output is the Health Status (HS) which can take values—Faulty (F),
Healthy (H) or Unhealthy (UH) according to the fuzzy rules and has a triangular
membership function assigned. The fuzzy output HS is updated periodically to the
CH. This NAT technique is applied pro-actively at two levels—level 1 (Fault
Prediction Phase) and level 2 (Challenge-Response Phase). At level 1, the CH
applies Fuzzy Logic to predict the health status of each NCH. At level 2, the CH
applies the Challenge-Response technique discussed in [4] to all the NCHs from
level 1. The CH aggregates data from only the healthy NCH nodes identified by the
two-level NAT algorithm.

Table 1 Sample of fuzzy
rules

Fuzzy inputs Fuzzy output

RNE PDR FR HS

VL P P F

L P P UH

H G G H

M A A H

H VP VP UH

M P VP UH

VL VP VP F

L VP VP F

VL P VP F

VL VP P F

M VP VP F
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A sample of fuzzy rules is presented in Table 1. It gives the fuzzy output
(HS) corresponding to three fuzzy inputs (RNE, PDR and FR) generated by the
application of different fuzzy rules.

4.1 NAT Algorithm

Thus, by the application of intelligent NAT algorithm, the faulty NCHs are
identified; isolated and only data from healthy NCHs are forwarded to the base
station through the respective CHs in the network.
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5 Simulation Results and Discussion

This section presents the simulation model, performance metrics and compares the
performance of the proposed NAT algorithm with that of existing FTFK and DFD
algorithms through simulation. The simulation is done using MATLAB 7.5.0.

5.1 Simulation Model

In each round of simulation, the CHs are selected and grid clusters are formed.
Then, each CH runs the NAT algorithm to identify the healthy NCHs. The NCH
faults are injected at rate 0.2 into the network. Each CH aggregates the data
received only from the healthy NCHs and forwards it to the base station. The CH
performs data aggregation at a ratio which is limited to 10 % in the simulation.

5.2 Performance Metrics

The performance of different fault detection mechanisms—FTFK and DFD are
compared with that of the proposed NAT through simulation with respect to the
following four metrics:

(a) Network Lifetime (in seconds): It is the time until the network is completely
partitioned because of the failure of the CHs in the network.

(b) Residual Energy (in Joules): It gives the remaining energy after each sim-
ulation round for different algorithms.

(c) Loss Probability: It is defined as the ratio of the number of data packets
dropped (n1) to the sum of the number of data packets received at the base
station (n2) and the number of data packets dropped until the end of simu-
lation. That is, Loss Probability = n1/(n1 + n2).

(d) Throughput (in bytes): It is given by the number of data bytes successfully
received at the base station in each round of simulation for each algorithm.

5.3 Simulation Results and Discussion

This section presents and compares the simulation results for FTFK, DFD and the
proposed NAT algorithm with respect to the performance metrics outlined in
Sect. 5.2.
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5.3.1 Simulation Setup

The configuration details of the simulation are presented in Table 2. It specifies the
values for different simulation parameters like network size, number of sensor
nodes, simulation time, energy and other relevant information.

5.3.2 Results and Discussion

The simulation results for different performance metrics are presented in this
section.

Network Lifetime Versus Data Arrival Rate

Figure 2 depicts the network lifetime (in seconds) for different data arrival rates (in
Kb/s). It is observed that the network lifetime is the longest for the proposed NAT
algorithm and the shortest for DFD algorithm while FTFK performs close to NAT
but better than DFD. The better performance of the NAT algorithm is due to its
intelligent two-level faulty node identification scheme which reduces the energy
consumption in the network and thus enhances the network lifetime.

Residual Energy Versus Number of Rounds

Figure 3 depicts the residual energy (in Joules) in each round for each of the
simulated algorithms with NCH faults injected at rate 0.2 into the network. It clearly
shows that the residual energy is the maximum for the proposed NAT algorithm
and the minimum for DFD. The performance of FTFK lies in between. The better
performance of the NAT algorithm is due to its filtering out of the faulty and
unhealthy NCH nodes through its two-level checking strategy.

Table 2 Configuration
parameters

Parameter Value

Network size 1200 m × 1200 m

Number of sensors 450–500

Number of cluster heads 45–50

Simulation time 500 s

Radio range 150 m

Energy transmitted 0.66 W

Energy received 0.395 W

Aggregation ratio 10 %
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Loss Probability Versus Data Arrival Rate

Figure 4 shows the loss probability versus data arrival rate for the different simu-
lated algorithms. It is observed that the proposed NAT algorithm exhibits the lowest
loss probability while DFD has the highest loss probability. The performance of
FTFK algorithm lies in between the two extremes. The highest loss probability in
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DFD indicates that more number of data packets is dropped during data trans-
mission due to the early death of some sensor nodes. The optimal performance of
NAT is due to its intelligent two-level checking strategy which weeds out the data
from faulty nodes.
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Throughput Versus Number of Rounds

Figure 5 shows the throughput in each simulation round for different algorithms. It
is observed that till round 200, all the three algorithms perform uniformly without
much variation. With gradual increase in the number of rounds, the throughput of
DFD falls drastically due to decrease in the residual energy of sensor nodes and
shorter network lifetime. The proposed NAT algorithm gives the highest throughput
closely followed by FTFK. The higher throughput of NAT owes to its unique
two-level checking strategy.

6 Conclusion and Future Work

The paper presents a two-level fuzzy knowledge based sensor node appraisal
technique (NAT) in which the cluster head assesses the health status of each
non-cluster head node by the application of a two-level fuzzy logic and
challenge-response technique. The performance of the proposed NAT algorithm
was compared with that of the existing FTFK and DFD algorithms with respect to
various metrics through simulation. It was concluded that the proposed NAT
algorithm gives better performance than the other simulated algorithms thus
resulting in a more reliable and fault-tolerant WSN as validated through the sim-
ulation results. The proposed NAT technique maybe extended in future to improve
the network lifetime and fault tolerance capability in different multi-sensor WSN
applications.
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A Novel Recognition of Indian Bank
Cheques Using Feed Forward Neural
Network

S.P. Raghavendra and Ajit Danti

Abstract This paper presents the results from a research to design and develop a
bank cheque recognition system for Indian banks. Geometrical features of the bank
cheque is the one which is the outcome of the type or category of the cheque which
belongs to a specific bank. In this research, an attempt is made to design a model to
classify Indian bank cheques according to the features extracted scanned cheque
images by applying classification level decision using Feed forward artificial Neural
Network (NN). The proposed paper contains a feed forward propagation Neural
networks system designed for classification of bank cheque images. Six groups of
bank cheque images including SBI, Canara, Axis, Corporation, SBM and Union
bank cheques are used in the classification system. The accuracy of the system is
analyzed by the variation on the range of the cheque image with different orien-
tation and locations of bank logo and trained. The efficiency of the system is
demonstrated through the experimental results extensively.

Keywords Feature extraction � Bank cheque � Neural network � Geometrical
invariant features � Recognition

1 Introduction

Cheque refers to the document of official and authenticated financial transaction
carried out in a bank, a message about transaction of money in an internal pro-
cessing of the bank with reference to the account holder. In the context of the
cheque image and the classification of banks they belongs usually refers to the
change in graphical and visual pattern with respect to different banks.
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The concept of geometrical shapes of a logo in a given cheque image includes:

1. The changes in the geometrical structures of the logo represent the different
visual patterns of the category of bank the query cheque belongs.

2. The physical characteristics of the cheque image are identified using unique
features.

3. By interpreting the identified invariant features of the cheque image, logos of the
bank can be recognized.

Bank cheques processing involve one of the highly recommended and authen-
ticated financial transactions, containing some of the potential fields regarding
authenticity and transaction processing. Large amount of bank cheques will be
validated every day and the task of automatically recognizing and detecting the
different bank cheques in user-machine environment is useful.

Bank cheques database will be created manually by scanning standard set of
nationalized bank cheques. For instances, many of the researchers used the manual
database. In this approach, database is constructed to recognize six nationalized
Indian bank chques: SBI, Canara, Axis, Corporation, SBM and Union bank of
India. Along with the standard database, hundreds of other cheque images down-
loaded from the internet are also considered. Second, most of the systems conduct
two stages.

• Feature extraction
• Classification and recognition.

In this research, the Feature extraction and bank logo classification is done by
feed forward Artificial Neural Network. Figure 1 shows a typical structure of a
Neuron.

This paper proposes an effective method for bank logo recognition from cheque
images. Here, the classification of the cheque images is done.

In the first stage of feature extraction, invariant geometrical features re extracted
and training vector is constructed. The second stage processing includes, the
classification is based on the outcome of the Primary level to recognize and classify
into one of six categories of groups of bank viz SBI, Canara, Axis, Corporation,
SBM and Union bank of India using Feed-Forward ANN.

Fig. 1 Structure of a neuron

72 S.P. Raghavendra and A. Danti



1.1 Literature Survey

Dileep et al. [1] presents a novel technique to design a model to classify human
facial expressions according to the features extracted from human facial images by
applying 3 Sigma limits in Second level decision using Neural Network (NN).
Jayadevan [2] proposed many techniques as a survey paper revealing valuable
information for researchers. Wahap [3] presents the results from a research to
design and develop a bank cheque recognition system for malayasian banks, the
system concentrates on recognizing the courtesy amount and date only. Samanth [4]
in his paper proposed a technique for proposes new techniques for automatic
processing of CTS bank cheques. Dilip and Danti [5] presents a novel approach for
extraction of geometrical features of the face like triangular features, Orientation,
Perimeter, and Distance for face recognition and person’s internal emotional states
which is very much useful in proposed technique also. Jasmine Pemeena
Priyadarsini et al. [6] presents a technique which validates the authenticity of the
signatures.

Here, six Indian bank cheques viz SBI, Canara, Axis, Corporation, SBM and
Union bank are considered. The probability of finding these six bank cheques in any
of the image is more compared to the above methodologies proposed by different
researchers. This work is not limited to a single database, but also can be applied to
different databases and also the images downloaded from the internet.

In this paper, the algorithm has been proposed to recognize the Indian bank
cheques using Neural Network technique. Systematic comparison of classification
methods is done using geometrical features of the segmented bank logo.

The paper is being developed as follows. Section 1 tells about the corpus of
cheques for experiment. Section 2 gives proposed methodology. Section 3 high-
lights proposed algorithm. Section 4 gives the experimental results. Finally, con-
clusions are given in Sect. 5.

2 Proposed Methodology

This paper proposes an effective method for classification of Indian banks using
logo. Here, the classification of the cheque is done systematically, the experimental
results of bank cheque recognition are shown in the Fig. 2.

2.1 Feature Extraction

An algorithm bank logo recognition is proposed to classify input images into one of
six groups viz SBI, Canara, Axis, Corporation, SBM and Union bank using
Feed-Forward ANN. In the first stage, geometrically invariant features viz centroid,
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eccentricity, convex area, euler number, solidity are determined using the following
Eqs. (1)–(5).

centroid Cx y
� � ¼ Cx ¼ 1

N

PN
i¼1 xi

Cy ¼ 1
N

PN
i¼1 yi

( )
ð1Þ

where x and y are horizontal and vertical coordinate

eccentricity cð Þ ¼ c
a

� �
ð2Þ

where c is the distance from the center to a focus, a is the distance from that focus to
a vertex.

Euler number ¼ ðS� NÞ ð3Þ

solidity ¼ AS

H

� �
ð4Þ

elongation ¼ mj

mn

� �
ð5Þ

where mj is major axis and mn is minor axis of logo region.
These features are geometrically invariant of size, scale and orientation. The

logos are searched randomly from the image based on elongation constraint which
is well under the bounds threshold value considered as the potential logo candidate.
Later they are compared with knowledgebase by means of feed forward artificial
neural network. Using Eq. (6).

Fig. 2 Sample experimental results with recognition of bank
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2.2 Classification and Recognition

The second stage processing includes, the classification based on the outcome of the
first stage to improve the classification rate effectively. Instead of considering all
Neurons (64 × 64) into the Neural Network, the six invariant features of logo of
each of the image will be given as input to the Neural Network. Logo of each image
is represented by 6 standard feature set. This feature set is fed to the Neural network
as training set for the purpose of classification at second stage.

A knowledgebase consist of six invariant features set of each class of bank for all
bank cheque images of size 30 × 6 is constructed. Sample experimental results of
processing of the training of cheque logo images using Neural Network is shown in
the Fig. 3.

Figure 4 gives the diagrammatic representation of “sample neural network
architecture”

The output of the NN classifier predicts the cheque type of a bank in the
classification level. This can be represented by Eq. (6),

y ¼
XH

i¼1
vir zið Þ ð6Þ

Fig. 3 Creation and training of a neural network
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where

zi ¼
Xn

j¼1
wijxj þ bi ð7Þ

wi j indicates the cost, y represents the predicted cheque image of a bank in the
recognition. Equation (6) is a function that represents the value in the Neural
Network, r zið Þ is the matrix that represents the testing image. Simulation of the
Neural Network vi is the vector that represents the training set of invariant features
as knowledgebase.

The logo of a bank is classified by using Neural Network. The training of the
neural network with knowledgebase vi and test logo image will be done using the
Eq. (6). The value of y which carries maximum value with index to represent the
class for which the given query image belongs using Eq. (8)

y ¼ max
Z cn

i¼1
ðy; iÞ ð8Þ

where cn denotes the number of different supervised classes under consideration.
Architecture diagram of the proposed methodology is as shown below. Figure 5
shows the Block diagram of the proposed system.

3 Proposed Algorithm

Proposed algorithm for bank logo recognition using feed forward ANN from the
given Query Cheque image is as given below:

Input: Query cheque image

Fig. 4 Simple neural
network architecture
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Output: Determine bank class viz SBI, Canara, Axis, Corporation, SBM or
Union bank
Step 1: To Train, Input all cheque logo images to the Neural Network and create a

knowledgebase with six invariant features
Step 2: Segment the potential logo region by selecting randomly, and extract

features using Eqs. (1)–(5)
Step 3: Set the Target for the classification of six categories of bank
Step 4: Create & Train the Neural Network
Step 5: Create knowledgebase, for all cheques using Eq. (6)
Step 6: Determine the index for maximum value using the Eq. (8) and this value

will constitutes the type of class for which the query cheque image
belongs

4 Experimental Results

The different bank cheques has been detected successfully. In empirical analysis
and experiment around, 200 cheques recognized out of 213 bank cheques, the
success rate of detection with respect to all six bank cheques is Axis bank is 93.3 %,
Canara bank cheques is 92.5 %, Corporation bank cheques is 90 %, SBI bank
cheques is 95 %, SBM bank cheques is 90 % and finally Union bank cheques is
93.33 % leading to success rate of 92.35 % (approximately, calculated as the
average success rate of above mentioned bank cheques). The average time taken to

Fig. 5 Block diagram of the
proposed system
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detect is 1 s calculated by dividing the time duration of processing all cheques by
total number of all cheques considered. However, proposed method fails to detect
the damaged or distorted, watershed and occluded cheque images. Comparative
analysis is given in the below given Fig. (6). Sample misdetection results are shown
in the Fig. (7).

5 Conclusion

An attempt has been made by designing a novel algorithm in order to classify and
detect typical class of the bank based on geometrically invariant features and neural
network is presented. The proposed technique is better with respect to speed and
accuracy. Single bank cheque image with different geometrical shape or logo were
recognized with accuracy of 92.85 %. Poor results will be obtained for distorted or
damaged cheques images and are not recognized properly like damaged view of
cheques having one segment missing or crossed line or cancelled cheques with
oblique line. These issues are considered in our future work.

Fig. 6 Plot showing recognition rate of different banks

Fig. 7 Sample misdetecting results
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Resource Management and Performance
Analysis of Model-Based Control System
Software Engineering Using AADL

K.S. Kushal, Manju Nanda and J. Jayanthi

Abstract The key principles involved in abstraction, encapsulation, design and
development phases of the software structures of a system is, management of their
complexities. These structures consist of the necessary components defining the
concept of architecture of the system. Complex embedded systems, evolving with
time, comprise of complex software and hardware units for its execution. This
requires effective and efficient software model-based engineering practices. The
complex systems are evolving in-terms of its resources and contemplating the
operational dynamics. In this paper we emphasize on the formal foundations of
Architecture Analysis and Design Language (AADL) for model-based engineering
practices. This engineering process involves models as the centralized and the
indispensible artifacts in a product’s development life-cycle. The outcome of the
approach features the techniques along with the core capabilities of AADL and
managing the evolving resources considering impact analysis. A suitable case
study, Power Boat Autopilot is considered. The details on the use of AADL
capabilities for architectural modeling and analysis are briefly presented in this
paper.

Keywords Society of automotive engineers-architecture analysis and design
language (SAE AADL) � Model-based engineering (MBE) � Architecture-driven
designing
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1 Introduction

The application of Model-Based Engineering (MBE) [1, 2] has been indispensible in
developing advanced computing systems. Model-Driven Architectures (MDA)
[1, 2], Model-Driven Development (MDD) [1, 2], Model-Based Development
(MBD) [1, 2] and Model-Centred Development (MCD) [1, 2], are the emerging
model-based engineering approaches.

The embedded control systems have become increasingly intensive in software.
The software is dependent on commercially available computing hardware modules,
challenging their integration. Along the developmental life-cycle, MBE proves to
provide great confidence, in the form of predictive analysis at an early stage of
abstraction. Integration processes, with great assurance for the developed system will
conform to the system requirements. Architecture Analysis and Design Language
(AADL), an SAE International (formerly known as Society of Automotive
Engineers) standard [3], a model-based software systems engineering is used to
capture the static modular software architecture, run-time architecture deployment
architectures and its physical environments. AADL is a component-based modeling
language. AADL combined with formal foundations and rigorous analyses [3, 4],
critical real-time computational factors such as performance, dependability, resource
management, security and data integrity are evaluated [5]. A unified system archi-
tectural model can be developed and analyzed using AADL, supported with its
extensible constructs. Real-time complex embedded systems are resource con-
strained. Implementation of such constraint-based resources with the proper alloca-
tion of processor, memory and the bus resources are suitably provided by AADL.

In this paper we have considered an embedded control system such as
Power-Boat Autopilot (PBA) as case study. PBA is a distributed embedded
real-time system for speed, navigational and guidance control of a maritime vessel.
While PBA is a maritime application, it represents the key elements of vehicle
control for a wide range of similar applications involved in aircrafts, spacecrafts and
automotive applications. In this system, autopilot is the controlling unit of the
system, controlling the trail of the vehicle, without any human intervention. These
systems evolve over time and the development of such safety-critical embedded
control systems [6] requires less error prone environments in their course of
development. We illustrate the developmental procedure involved in the imple-
mentation of the speed control unit and its functionality, an integral part of the PBA
system. This exemplifies the use of AADL for similar control applications in
various applicative domains such as aeronautical, automotive or land vehicle speed
control systems. High-level representations such as systems, processes, device
components, run-time compositions of all these elements of AADL are discussed in
this paper. Allocation of dynamic resources [7] and assignment of values for the
analysis of their instances are also discussed in this paper.

The paper is divided into five major sections; Sect. 2 provides an insight about
the AADL. Section 3 brief about the implementation characteristics using AADL.
The architecture of speed control unit of PBA system and various analyses are
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briefed in this section. Section 4 discusses various metrics and parameters involved
in analysing and evaluating the speed control unit architecture of PBA system.
Section 5 concludes and gives an overview of future scope of the work.

2 Literature Survey

2.1 Model-Based Engineering (MBE) for Embedded
Real-Time Systems with AADL

Models of embedded real-time systems are the computational systems in an oper-
ational environment. They represent critical functional units for these applicative
systems. Some of the vitally important operational quality attributes such as per-
formance, safety and dependability [8] are also evaluated. Thus there happens to be
three key elements for an embedded real-time control system software architecture,
as shown in Fig. 1;

1. Application run-time architecture in terms of communication application tasks.
2. Execution platform expressed in terms of its interconnected networks.
3. Physical deployment platform/environment with which the application interacts.

Along with these three key elements, as shown in Fig. 1, some of the essential
interconnection interactions in the form of;

1. Logical Connectivity: between embedded application software and the physical
components (e.g. behaviour, control, commands)

Fig. 1 Elements of embedded software system architectures [1]
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2. Physical Connectivity: between the embedded system and the actual physical
system

3. Deployment Features: computation of the resources and its management, for the
execution of an embedded application software.

These key elements are provided to support the MBE of an embedded real-time
control system software architecture.

Their logical connectivity helps us in making the right assumptions about the
physical system, its behaviour with faults and its exceptional behaviour. The physical
connectivity ensures that systems interact physically and the necessary engineering
requirements are met. With the deployment features, we ensure that the resources and
their evolution are dynamically allocated to the system, impacting their performance.

These resources are managed effectively. Safety in coherence with performance
criteria is also ensured. There have been certain drawbacks at different abstracts in
the development life-cycle with evolution of the system architecture. This can be
overcome by the architecture-centric model-based engineering approach as shown
in Fig. 2.

This approach having two major benefits that will address the evolving design
requirements specifications suitably, being;

1. Any changes being made with the architecture of a system is automatically
reflected in the analytical models as and when they are regenerated for the
revalidation of the system, after the change in the system has been made
successfully.

2. Impact of the change in the system model addressing a specific quality attribute
over the other can be easily determined by re-evaluating these models with
different quality dimensions.

Fig. 2 Architecture-centric model-based engineering [1]
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Such model-based approaches were addressed by the introduction of
Architecture Analysis and Design Language (AADL) [3]. AADL includes both
textual as well as graphical language support. AADL provides an extensible support
[9] for the annotation of the models with user-defined analytical properties.

2.2 Working with SAE AADL

Using AADL, the architecture of an embedded control system can be captured as
architectural models, hierarchically. The descriptions comprise identifying and
detailing software and hardware components, along with their interactions in the
form of interface specifications. These implementations are provided as packages.
The packages represent the libraries of component specifications that can be used in
multiple architectural models. Packages can be made as public or private versions.

• Public Package: contains specifications available to other packages.
• Private Packages: used to protect the details of the component implementations

if we do not want to expose the details to others.

In AADL, we define run-time characteristics for the description of software
components, such as threads, processes, and data. This includes execution times,
scheduling and deadlines. It also includes key elements representing code related
information [10]. We define the execution hardware platform components such as
processors, memory and buses and characterize them with relevant execution and
configuration properties. The resource properties are defined for these components.
The resource configuration metrics such as processor speed, memory word size,
power, etc. are defined. Additional system’s operational environments are defined
via devices that represent the system interfaces. A fully specified system imple-
mentation is done by integrating all of system’s composite elements into a single
hierarchical component. In this hierarchy we would establish the major details such
as;

• Interactions among the components
• Architectural structure required to define an executable system

Data event exchanges that happen between the defined software and hardware
components in terms of physical connections are also defined. An AADL instance
model is obtained when we instantiate the top-level system implementation.
Various analyses are performed for this top-level system implementation.

This model-based approach assures the quality of the software architecture
modeled. This is supported with thorough verification and validation of the
architectural model [11]. The resource allocation and management is performed
with the evaluation of critical quality attributes generated by AADL. Quality is
assured with respect to resource attributes such as performance [5], flow latency,
etc. This approach was proposed by Weiss et al. [11]. A better resource utilization
and management indicates the capability of the system to execute a large number of
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involved tasks continuing in meeting the deadlines. This was proposed by Hudak
et al. [12]. This work also included the concept of design re-use. Use of pre-emptive
fixed-priority scheduling is recommended to achieve better resource utilization and
flexible design. The analysis of the scheduling policy leads to the evaluation of gain
in resource utilization. They also proposed that analyzing the sensitivity to varia-
tions in evolving delay scenarios yields an effective resource management
approach.

3 Modeling the Speed Control Unit of PBA Using AADL

In this paper we propose a novel approach to exhibit a high-level system repre-
sentation of the speed control unit of PBA, developed using AADL system, pro-
cess, package, and device components. This initial representation of the Speed
Control Unit of PBA is as given in the block diagram Fig. 3, with the inclusion of
run-time composition details of all the elements. The model elements are associated
with necessary properties, required for analysis and generate a model instance. We
define the components of the system, with their specifications, as a package using
the open-source tool suite for AADL representation, OSATE (Open-Source AADL
Tool Environment) v2.0.0 [13], as shown in Fig. 4.

Fig. 3 Block diagram of speed control unit of PBA
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The process of defining the components in AADL is similar to identifying
objects in an object-oriented methodology. These components may include abstract
encapsulations of functionality as well as representations of certain tangible nota-
tions of the system and its deployment environment. The description of the speed
controller of PBA is reviewed based on the details provided in the block diagram,
Fig. 3. A pilot interface unit as an input, for processing relevant PBA information is
required. A speed sensor unit that sends the speed data to PBA, a PBA controller to
control the functionality and a throttle actuator that responds to PBA commands
along with a display unit is required. Each component is identified and a type
definition for each of the component, with component name, run-time category and
interfaces, are defined. The speed sensor, pilot interface unit, throttle actuator unit
and the display unit are modeled as devices and the functions of PBA control unit as
processes. The device components providing interconnect through interfaces to the
external environment may not be needed to be decomposed extensively. Bus is
defined as a subcomponent. The syntax for representing the various devices of the
system, are as shown in Fig. 5.

The process component, reflecting the control function has to be implemented as
core of the control processing of PBA software architecture. The software run-time
components will be contained within its implementation. The interfaces to the
components of PBA are defined as ports. These ports are declared within the
component type. Their definitions are reflected in each implementation including all
the properties and subcomponent declarations. The top-level system implementa-
tion requires integration of all the defined components, both software and hardware
instances. They are implemented by defining the connections for each of these
ports, components and subcomponents. The internal structure of the

Fig. 4 OSATE project environment [13]
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implementation can be accessed hierarchically in the OSATE tool plug-in envi-
ronment on Eclipse IDE.

The control software is defined with the composition of the process
Speed_Control. The speed control unit is autonomous. The speed control process is
divided into two subcomponents, defined as threads. A thread which receives input
from speed sensor. It scales and filters the data before delivering the processed data
to second thread. The second thread executes the speed control laws and outputs
commands to the throttle actuator. The interfaces involved in the two threads are
different. Thus we define a type and implementation each specific for each thread.
Property associations are also used to assign execution characteristics to these
threads. We have also assumed that the threads are periodically assigned to the
processor. This is done using the Dispatch_Protocol property association, each with
a period of 50 ms, using the Period property association. This implementation
representation is as shown in Fig. 6. In AADL, modeling the hardware instances
and binding the modeled control software to that hardware instance with execution
time and scheduling policies, provide an effective resource management of the
system. The representation of such system is as shown in Figs. 7 and 8.

Fig. 5 Component type and their implementations

Fig. 6 Process
implementation
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4 Validating the Instance Model: Metrics and Parameters

Various analyses for execution time, latency, scheduling policies are performed on
the system. These analyses are performed as the architecture model instance is
instantiated without any errors. Upon instantiation, model statistics is computed. It

Fig. 7 Integrated software and hardware system

Fig. 8 AADL representation of the instance of the integrated PBA speed control unit architecture
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gives the number of component types, component implementations, and flow
specifications declared in the instance AADL specification. It provides the number
of threads, processes, semantic connections, processors, buses, memories, and
devices that are instantiated in AADL instance, as shown in Fig. 9.

AADL Inspector, from Ellidiss is required to perform the behavioral, static and
dynamic analyses of the instance created in OSATE.

The Static Analysis generates metrics in two categories; Declarative Model
metrics and Instance Model metrics, as shown in Figs. 10 and 11. AADL
Declarative Model Metrics.

Fig. 9 Model statistics

Fig. 10 AADL instance
model metrics
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The Static Analysis tool encompasses a set of independent rule checkers that
verify for semantic correctness. Each rule checker is implemented as a service of the
static analysis tool, which are as follows;

• CC—for AADL Consistency Checks as in Fig. 12.
• LC—for AADL Legality rules Checks as in Fig. 13.
• NC—for AADL Naming rules Checker as in Fig. 14.
• 653—for ARINC 653 rules checker

Fig. 11 AADL declarative
model metrics

Fig. 12 Consistency checks
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In the Fig. 14, there is a warning with the naming rules checks; with the message
Package ARINC653 has not been found, meaning that the ARINC 653 constraints
are not included in the package.

4.1 Schedulability Analysis

The entire process including threads and its implementations are all correlated and
executed, as soon as Schedulability tab is selected in the AADL Inspector. This
automatically activates the services for scheduling the processes, threads, provided
by the third party plug-in called as Cheddar, as shown in Fig. 16. Schedule Table.
Cheddar produces a graphical representation of timing behavior of the real-time
system. This schedule table is a result of the static simulation. It basically provides
three launches, as;

• THE—Scheduling Theoretical Tests as shown in Fig. 15
• SIM—Scheduling Simulation Test as shown in Fig. 18
• Schedule Table as shown in Fig. 16

Fig. 13 Legality checks

Fig. 14 Naming checks

92 K.S. Kushal et al.



In the Schedule Table, time lines are displayed for each processor, process,
thread and shared data subcomponent of the top-level system instantiated. The time
scale and color scheme shared within dynamic simulator as per Fig. 17. Theoretical
analysis computes the processor utilization factor and threads response time, as and
when the corresponding conditions are met.

The simulation test provides the number of pre-emptions and the context
switches as well as thread response time. The scheduling policy of the system is
assumed to be Rate Monotonic (RMS). Time period for processes and threads being
50 ms, dynamic simulation was done using Marzhin, an AADL Inspector plug-in.
This simulator is event-driven and can analyze wide variety of real-time systems
(Fig. 18).

Fig. 15 Theoretical test

Fig. 16 Schedule table

Resource Management and Performance Analysis … 93



5 Conclusion and Future Scope

This paper proposes a novel approach to perform early analyses [14] with respect to
performance and perform an effective resource management. The analyses are
performed for an embedded real-time control system, Speed Control Unit of
PowerBoat Autopilot System. The graphical representations of the architecture and
the metrics generated, helps in better understanding of the system. It also uncovers
the flaws, validating architecture against requirements, efficient resource utilization
and management, by making engineering processes more effective. The formal
foundations of AADL and its relying methodologies can thus be successfully
adapted in validating the architectures of similar Embedded Real-Time
Safety-Critical Systems in various application domains such as aerospace, space-
crafts, automobiles, telemedicine etc. In purview of futuristic developments, as a
scope we can include behavioral and error annexes [15] constructs in validating the
architectural models and also have the various standards protocols such as
ARINC653 [16], ARINC429 included in the system architecture. Fault models can
be constructed and evaluated.

Acknowledgments The authors would like to thank the Director, CSIR – NAL, Bengaluru for
supporting this work.

Fig. 17 Color code of time lines in the simulation schedule tests

Fig. 18 Simulation schedule test
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Performance Evaluation of Rule Learning
Classifiers in Anomaly Based Intrusion
Detection

Ashalata Panigrahi and Manas Ranjan Patra

Abstract Intrusion Detection Systems (IDS) are intended to protect computer
networks from malicious users. Several data mining techniques have been used to
build intrusion detection models for analyzing anomalous behavior of network users.
However, the performance of such techniques largely depends on their ability to
analyze intrusion data and raise alarm whenever suspicious activities are observed.
In this paper, some rule based classification techniques, viz., Decision Table, DTNB,
NNGE, JRip, and RIDOR have been applied to build intrusion detection models.
Further, in order to improve the performance of the classifiers, six rank based feature
selection methods, viz., Chi squared attribute evaluator, One-R, Relief-F, informa-
tion Gain, Gain Ratio, and Symmetrical Uncertainty have been employed to select
the most relevant features. Performance of different combinations of classifiers and
feature selection techniques have been studied using a set of performance criteria,
viz., accuracy, precision, detection rate, false alarm rate, and efficiency.

Keywords IDS � Decision table � DTNB � Data mining � NNGE

1 Introduction

The unprecedented expansion in Internet connectivity has led to a plethora of web
based services catering to a wide range of user groups. This has evoked security
concerns for protecting personal and sensitive data from misuse. As more and more
users are getting connected to the Internet, incidences of malicious users fiddling
with network resources are becoming more frequent. Thus, there is a need for
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building security infrastructure to protect against malicious users. An Intrusion
detection system is a widely accepted solution for detecting intrusive behavior of
network users. Intrusion detection can be broadly classified as: misuse and anomaly
detection. Misuse or signature based IDS detect intrusions based on known intru-
sions or attacks. It performs pattern matching of incoming packets and/or command
sequences to the signatures of known attacks. But, anomaly based IDS has the
ability to detect new types of intrusions. However, its major limitation lies in
discovering boundaries between normal and abnormal behaviour due to deficiencies
in abnormal samples in the training phase. Different techniques have been proposed
to build intrusion detection systems but the challenge lies in dealing with issues like
huge volume of network traffic, identifying boundaries between normal behavior
and attacks, imbalanced data distribution, and need for continuous adaptation to a
constantly changing network environment [1]. Data mining based IDSs have to deal
with these limitations.

2 Literature Survey

Affendey et al. [2] proposed machine learning algorithms for intrusion detection
system which compared the performance of C4.5 algorithm with SVM in detecting
intrusions and the results revealed that C4.5 performed better than SVM in terms of
intrusion detection and false alarm rate. Jain et al. [3] proposed classification of
intrusion detection based on various machine learning algorithms viz. J48,
Naïve-Bayes, One-R, and Bayes Net. They found that the Decision Tree algorithm
J48 is most suitable as it has low false positive rate. Rames et al. [4] have analyzed
the performance of ID3 and J48 on a reduced data set obtained by filter based
feature selection. ID3 produced more accurate results compared to J48. Hota et al.
[5] proposed an IDS based on decision tree technique with feature selection. Gain
ratio rank based feature selection method was applied on NSL-KDD dataset, and
Random forest model was used for classification. Empirical results show that
random forest model produced an accuracy of 99.84 %. Jain et al. [6] have pro-
posed an intrusion detection method using information gain, NB and Bayes Net.
They reduced the features of the dataset using information gain of the attributes.
After feature reduction the data was analyzed using NB and Bayes Net algorithms..
Bayes Net with an accuracy rate of approximately 99 % was found to perform much
better than NB in detecting intrusions. Atefi et al. [7] have proposed a hybrid model
using SVM and GA (Genetic Algorithm). They compared true negative and false
positive rates between SVM and hybrid model SVM+GA. Hybrid model recorded
low false negative rate of 0.5013 % and high true negative value of 98.2194 %. The
result shows high accuracy of the hybrid model. A hybrid classification model using
evolutionary computation based techniques was proposed in our earlier work [8].
The results show that AIRS1 classifier with best first search feature selection gives
highest accuracy and AIRS2 classifier with Gain Ratio feature selection gives
lowest false alarm rate. Similarly, using a neural network based classification model
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that employed entropy based feature selection [9], it was shown that PART clas-
sification with symmetrical uncertainty feature selection gives highest accuracy,
highest detection rate and low false alarm rate.

3 Rule Learning Classification Algorithms

3.1 Decision Table (DT)

Two variants of decision table classifiers [10] are DTM (Decision Table Majority)
and DTL (Decision Table local). A DTM decision table has two components: a
schema which is a list of features and a body consisting of a multi set of labeled
instances. To build a DTM, the induction algorithm must decide which features to
include in the schema and which instances to store in the body.

Given an unlabeled instance U, let I be the set of labeled instances in the DTM
exactly matching the given instance U, where only the features in the schema are
required to match and all other features are ignored. If I = Φ, it returns the majority
class in the DTM; otherwise it returns the majority class in I. Unknown values are
treated as distinct values in the matching process.

3.2 DTNB Classifier

In decision table/Naïve Bayes classifier [11], at every point in the search, the algo-
rithm estimates the value of dividing the features into two disjoint subsets: one for the
decision table and the other for Naïve Bayes. A forward selection search is used at
each step. The selected features are exhibited by Naïve Bayes and the remainder by
the decision table. At each step, the algorithm drops a feature entirely from the model.

Assuming XA as the set of features in the DT and XB in NB, the overall class
probability is computed as

Q y Xjð Þ¼ a � QDT y XA
��� � � QNB y XB

��� � �
Q yð Þ ð1Þ

where QDT(y|X
A) and QNB (y|XB) are the class probability estimates obtained from

the DT and NB respectively; α is a normalization constant, and Q(y) is the prior
probability of the class.

3.3 Non-nested Generalized Exemplars (NNGE)

NNGE [12] performs generalization by merging exemplars, forming hyper-
rectangles in feature space that represent conjunctive rules with internal disjunction.
NNGE forms a generalization each time a new example is added to the database, by
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joining it to its nearest neighbor of the same class and does not allow
hyper-rectangles to nest or overlap. It also prevents the overlap by testing each
prospective new generalization to ensure that it does not cover any negative
examples. NNGE uses a modified Euclidean distance function that handles
hyper-rectangles. It uses dynamic feedback to adjust exemplar and feature weights
after each new example is classified.

Let us consider a learning process starting from a set of m examples or training
instances {T1, T2,…, Tm}, each one being characterized by the values of n features
which can be nominal or numeric. The aim of the learning process is to construct a
set of generalized hyper-rectangles (exemplars), {H1, H2,…,Hp}.

NNGE Algorithm

For each example Ti in the training set do:
Find the hyperrectangle  Hp which is closest to Ti

If D(Hp , Ti ) = 0 THEN
IF class(Ti p) THEN Split(Hp , Ti) 

ELSE H’:= Extend(Hp , Ti)
IF H’ overlaps with conflicting hyperrectangles

THEN add Ti as a non generalized exemplar
ELSE Hp := H’

NNGE classifies new examples by determining the nearest neighbor in the
exemplar/hyper-rectangle database using Euclidean Distance function. The distance
D(T, H) between Training instances T = (T1, T2,…,Tm) and an exemplar or
hyper-rectangle H is given as

D T; Hð Þ ¼ WH

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

Wi
dðTi� HiÞ
Ti
max � Ti

min

� �2vuut : ð2Þ

where Ti is the ith feature value in the example, Hi is the ith feature value in the
hyper-rectangle, WH is the exemplar weight and Wi is the feature weight, Ti

min and
Ti
max are the range of values over the training set which correspond to attribute i of

numeric features.

3.4 JRip

JRip algorithm [13] consists of four phases: Growth, Pruning, Optimization,
Selection. In the growth phase, it produces a sequence of individual rules by adding
predicates until the rule satisfies the stopping criteria. The rules that reduce the
performance of the algorithm are pruned in the second phase. In the optimization
step, each rule is optimized by adding attributes to the original rule or generates a
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new rule using phase 1 and phase 2. In the last stage, the best rules are retained and
others are ignored from the model.

3.5 Ripple Down Rule Learner (RIDOR)

RIDOR learns rules with exceptions by generating the default rule, and exceptions
are generated using incremental reduced error pruning with smallest error rate [14,
15]. The exceptions with minimum support are selected and the best exceptions are
found for each exception. A ripple down rule is a list of rules, each of which may be
connected to another ripple down rule, specifying exceptions. An expert can create
a new rule and add to the list, which have effects in the given context of the parent
rule. Thus, ripple down rules form a binary decision tree that differs from standard
decision trees in which all decisions are made at root nodes. The rules are never
modified or deleted but they are locally patched.

4 The Proposed Model

The objective of the proposed model is to apply different rule learning algorithms to
build intrusion detection system that exhibit high detection rate and low false alarm
rate. The model is depicted in Fig. 1. In the first step, NSL-KDD dataset is

NSL-KDD 
Dataset 

Preprocessing using Rank based 
Feature Selection

Selected Relevant Features

Building Rule base Decision 
Making Model

Raise Alarm

Performance 
Evaluation

NSL-KDD 
Dataset 

Preprocessing using Rank based 
Feature Selection

Selected Relevant Features

Fig. 1 Rule learning based classification model
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preprocessed using six rank based feature selection methods viz. Chi Squared
attribute evaluator, One R, Relief F, Information Gain, Gain Ratio, and
Symmetrical Uncertainty. Next, the reduced dataset is classified using five rule
learning algorithms viz. JRip, Decision Table, DTNB classifier, NNGE, and
RIDOR.

5 Experimental Setup and Result Analysis

5.1 NSL-KDD Dataset

The NSL-KDD intrusion dataset (a new version of KDD CUP 99 dataset) [16] has
been used for our experimentation. The data set consists of 41 feature attributes out
of which 38 are numeric and 3 are symbolic. The total number of records in the data
set is 125,973 out of which 67,343 are normal and 58,630 are attacks which fall into
24 different attack types and can be classified into four attack categories namely,
Denial of Service (DOS), Remote to Local (R2L),User to Root (U2R), and Probing
(Table 1).

5.2 Feature Selection Process

Normally, data sets contain irrelevant and redundant data which do not contribute
significantly to a classification process. Such redundancies not only increase the
dimensionality of the data set and the processing time but also affect the perfor-
mance of a classifier. Thus, pre-processing is necessary to improve the quality of a
dataset. Feature selection is an approach that tries to eliminate redundant, irrelevant
and/or noisy features from high dimensional datasets and thereby, improves the
performance of classifiers. In this work, six rank based attribute evaluation tech-
niques, viz., Chi-Squared (CS), One-R (OR), Relief-F (RF), Information Gain (IG),
Gain Ratio (GR), and Symmetrical Uncertainty (SU) have been employed and their
impact on different rule based classification algorithms have been studied.

Table 1 Distribution and
percentage of records

Class Number of records % of occurrence

Normal 67,343 53.48

DOS 45,927 36.45

Probes 11,656 9.25

R2L 995 0.78

U2R 52 0.04
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5.3 Confusion Matrix

An intrusion detection model can be evaluated by its ability to make accurate
prediction of attacks. Intrusion detection systems mainly discriminate between two
classes, attack class and normal class. The confusion matrix reports the number of
False Positives (FP), False Negatives (FN), True Positives (TP), and True Negatives
(TN). Based on these values the following performance measurements can be made:

Accuracy ¼ TPþTN
TNþTPþ FNþ FP

: ð3Þ

Precision ¼ TP
TPþ FP

: ð4Þ

Recall=Detection Rate ¼ TP
TPþ FN

: ð5Þ

False Positive Rate FPRð Þ or False Alarm Rate ¼ FP
TNþ FP

: ð6Þ

Efficiency ¼ Total Detected Attack
Total Attack

� 100 ð7Þ

Rate of Attack ¼ Number of attack detected correctly
Total number of attacks

ð8Þ

6 Result Analysis

Different combinations of 5 classifiers (as mentioned in Sect. 3) with 6 rank based
feature selection (as mentioned in Sect. 5.2) were applied on the NSL-KDD
intrusion dataset (detailed in Sect. 5.1). Performance measurements were made
using the criteria mentioned in Sect. 5.3 and the results are tabulated. 10-fold cross
validation has been used for training and testing data in each case. Table 2 depict
the attack rate of four attacks.

It is observed that the rate of attack depends on the number of instances, irre-
spective of the classification as well as feature selection technique used.

Table 3 depict the performance of five rule learning techniques based on the
parameters such as accuracy, precision, detection rate, false alarm rate, and effi-
ciency. JRip classification gives lowest false alarm rate irrespective of the feature
selection method. JRip technique with symmetrical uncertainty feature selection
gives highest accuracy of 99.8285 % and highest detection rate of 99.797 %
(Table 4).

Performance Evaluation of Rule Learning Classifiers … 103



Table 2 Attack rate of four attacks

Feature selection methods Classifiers Rate of attack

DOS Probes R2L U2R

ChiSquared evaluator JRip 99.9521 99.4767 95.8794 46.1538

DT 99.7082 96.4911 85.1256 44.2308

DTNB 99.2401 97.3404 94.3718 55.7692

NNge 99.9281 98.7388 89.4472 46.1538

Ridor 99.9303 99.1764 93.3668 48.0769

OneR JRip 99.9717 99.3994 94.8744 46.1538

DT 99.7266 96.534 84.9246 34.6153

DTNB 99.46 97.4691 93.3668 34.6153

NNge 99.939 98.8075 89.4472 42.3077

Ridor 99.9303 99.1592 94.2713 44.2308

Relief-F JRip 99.6669 98.8589 91.3568 25

DT 96.6468 87.9547 87.5377 5.7692

DTNB 95.5778 96.4996 91.6583 42.3078

NNge 99.6821 98.4128 87.5377 30.7692

Ridor 99.4578 98.653 89.7487 15.3846

Information gain JRip 99.9673 99.5367 94.4724 48.0769

DT 99.7278 96.4911 85.3266 44.2308

DTNB 99.3903 97.3318 93.1658 46.1538

NNge 99.9368 98.8589 90.0502 44.2308

Ridor 99.9368 99.2364 94.7739 46.1538

Gain ratio JRip 99.9477 91.4894 95.5779 46.1538

DT 99.7714 94.1232 92.1608 7.6923

DTNB 99.7278 94.1661 92.4623 9.6154

NNGE 99.926 98.8504 95.3769 53.8461

Ridor 99.9368 95.2814 95.8794 40.3846

SU JRip 99.95 99.5796 99,7883 55.7692

DT 98.0251 96.4911 85.3266 44.2308

DTNB 99.4056 97.1774 94.1708 42.308

NNge 99.939 98.7817 89.4472 42.308

Ridor 99.9325 99.2107 94.1708 46.1538
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7 Conclusion

In this paper the analysis is based on different rule learning classification techniques
with six rank based feature selection methods. JRip classification gives lowest false
alarm rate irrespective of the feature selection method. JRip technique with sym-
metrical uncertainty feature selection gives highest accuracy of 99.8285 % and
highest detection rate of 99.797 %.
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Evaluation of Faculty Performance
in Education System Using Classification
Technique in Opinion Mining Based
on GPU

Brojo Kishore Mishra and Abhaya Kumar Sahoo

Abstract Large amount of data is available in the form of reviews, opinions,
feedbacks, remarks, observations, comments, explanations and clarifications. In
Education system, main focus is given to quality of teaching. That quality depends
on coordination among teacher and student. Feedback analysis is more important to
measure the faculty performance. Performance of faculty should be evaluated so
that we can enhance our education quality. To measure the performance of faculty,
we use classification technique by using opinion mining. We also use this technique
on GPU architecture using CUDA-C programming to evaluate performance of a
faculty in very less time. This paper uses opinion mining concept with GPU to
extract performance of a faculty.

Keywords Classification � CUDA-C � Education system � GPU � Opinion mining

1 Introduction

In today’s competitive market, education institute wants to give best education
facility to students and tries to prove that they are the best among all Institutes.
Every parent wants to send their children to best institute for learning. So education
market is so competitive that it is very difficult to choose the best institute. Value of
Institute is measured by student’s feedback. Students always compare with their
institute with other institute. Students give their feedback to teachers at the end of
semester through online or offline form. According to student’s feedback, the
performance of a teacher is evaluated and management decides how much
improvement is necessary for that teacher. By doing this, a teacher knows about his
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or her performance and changes own teaching style as per performance report for
improvement of teaching quality [1]. After passing out their registered course or
progressing themselves to next year, the feedback provided by those students are
unstructured in their own language. This information helps the institute to improve
course curriculum, teaching methods and student’s activity [2].

This student feedback can be considered in the field of opinion mining. Opinion
mining is the process of extract subjective information by using text analysis,
natural language processing and computational intelligence. It deals with compu-
tational treatment of opinion sentiment and subjectivity in text. From multiple
opinions it is very difficult to find conclusion, either may be positive or negative. So
mining or analysis of opinion is required. Person’s feeling or attitude towards a
particular subject is called as opinion. We use this opinion mining concept on
education system for finding performance of a faculty. To get faster result about
performance of a faculty, we add classification technique which is applied on
Graphics Processing Unit (GPU) architecture.

This paper is summarized as follows: Sect. 2 represents Opinion Mining and its
concepts. Section 3 explains about classification technique. Section 4 tells related to
feedback system of education organization. Section 5 describes about GPU archi-
tecture. Section 6 gives proposed algorithm to find the performance of a faculty.
Section 7 presents result analysis. Section 8 concludes the work and presents future
work.

2 Opinion Mining and Its Concepts

Opinion Mining aims to determine the attitude of a speaker or a writer with respect
to some topic or the overall contextual polarity of a document. By using different
types of data mining techniques, we can analyze person’s emotions, remarks,
opinions and appraisals through opinion mining [3].

Here we are proposing content based clustering technique to analysis of feed-
back and remarks given by students. The steps are:

Step 1. Data Preprocessing: In data preprocessing step we clean the data
provided by university student feedback system. Feedback forms fully filled by
students are taken for consideration.

Step 2. Ontology Learning: This method selects features from unique words
that effects in the review or feedback. Ontology learning framework includes term
extraction, ontology building and ontology pruning.

Step 3. Grouping similar or synonym words Lexical similarity based on
WordNet is commonly used in the NLP (Natural Language Processing) to deter-
mine the similarity of two words [4, 5].

Step 4. Tokenization: This method is considerable after collecting list of words
which are effective in review of feedback analysis.
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TF and IDF calculation is used to select a certain numbers of top ranked terms
based on term frequency–inverse document frequency (tf–idf) computation to form
a document vector for each review.

Step 5. Assign weight for each feedback or remark: We assign all weights to
each review based on wordlist and their weights. Then we find to calculate
cumulative weights to each review.

3 Classification Techniques

Classification is a form of data analysis that can be used for extracting models
describing important classes or to predict future data trends. Decision tree acts as
predictive model for classifying dataset into particular class labels.

Data Classification involves two steps: (a) Building the Classifier or model
(b) Using Classifier for Classification.

a. Building the Classifier or Model
Learning step is the first step of this model. The classifier is built by classifi-
cation algorithm. The training set consists of database tuples along with asso-
ciated class labels. The classifier is built from training set. Each tuple containing
training set is treated as a class. We can say that these tuples can be referred as
sample or object.

b. Using Classifier for Classification
This is the second step of data classification. In this step classifier is used for
classify the test data which is based on classification rules. If the accuracy is
acceptable, then classification rules can be applied to new data tuples.

4 Feedback System of Education Organization

Learning capability of students is mainly dependant on teacher’s performance in
term of student’s feedback. By introducing student’s feedback system, teacher can
understand the difficulty of student. This feedback system also enhances teaching
quality. The irregular student should not involved in feedback system. In education
system, participation among teacher and student is main key factor. Student’s
feedback is collected through different format like use of clickers, use of feedback
form and online feedback system.

In [6] the author attempted to find out how student response systems impact
student learning in large lectures [6], where students have less chance to ask
questions because of the class size [7]. Feedback can be collected through a variety
of SRSs like questions, clickers, short message and mobile phone. One common
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disadvantage of SRS is the cost of the clickers and mobile phones, but nowadays it
is very rare to find a student without a mobile so there is not an extra cost for the
student or the university (Fig. 1).

5 Graphics Processing Unit (GPU)

5.1 GPU Architecture

Now-a-days GPU has taken a major role in parallel computing field. This is high
computational functional unit which is based on multithreaded concept. GPUs are
also important to compute a heavy task in parallel. NVIDIA’s GPU is compatible on
CUDA programming model which provides parallel platform for computing
high-intensive task. This GPU card consists of several no. of streaming multi
processor units (SMs). No. of SMs depends on different version of GPU cards.
NVIDIA Tesla C2070 consists of 448 parallel cores which are based on 14 no. of
SMs as shown in Fig. 2. This card has read only memory, L2 cache memory and
shared memory which are shared by all the SMs on the GPU. A set of local 32-bit
registers is available for each SMs [8]. All the SMs are connected and communi-
cated through global or device memory. The host can read or write on to this device
memory. According to programmer’s requirement, shared memory is allocated. The
transistors used in GPU are used for floating-point operations and optimizing
memory bandwidth in case of NVIDIA’S graphics card.

Fig. 1 Student’s feedback analysis model
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5.2 CUDA Programming Model

In the programming level, CUDA model is a parallel model used for computing
large-intensive tasks. This programming model is based on threads running in
parallel. Workspace area of GPU is called as kernel which is launched by CPU.
Computation is organized as grid of thread blocks which consists of threads as
shown in Fig. 2. Collection of threads is treated as block where as collection of
blocks are treated as grid. 32 consecutive threads in a particular block is known as
wrap which run in parallel. Each SM executes one or more threads blocks con-
currently. A block consisting of threads that runs on the same SM. Different threads
of a particular block can use the same shared memory, but different thread of
different block cannot share same shared memory. CUDA Programming model
consists of set of C language extensions and runtime library that provides APIs to
control the GPU. In this way, Programmers can use CUDA programming model to
exploit the parallel power of GPU for parallel computing (Figs. 3 and 4).

5.3 Decision Tree Model on Opinion Mining Using GPU

Opinion mining takes a major role to find the valuable information from the stu-
dent’s feedback about faculty’s performance. We classify the opinion from the
collected feedback data sets into class labels using decision tree model. Here GPU
plays a vital role for measuring the computation time on Student feedback system

Fig. 2 A set of SIMD stream multiprocessors with memory hierarchy
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along with the result. Decision tree can be designed using the result obtained from
GPU as training data sets, which may be helpful for the higher authorities for taking
an appropriate decision.

6 Proposed Algorithm

In this algorithm, we present how to measure the performance of a teacher. Some
parameters have to be concerned to evaluate a teacher. Here we consider ten
parameters. The steps are:

Fig. 3 Architecture of device memory in GPU

Fig. 4 Memory spaces on
CUDA device
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1. One student feedback form is designed. That form describes ten parameters.
Students will give mark out of five based on parameters.

2. Calculate each teacher’s average mark. That average mark depends on no of
students.

3. According to average mark, we can do category among teachers. That category
is of four types: increment only, award and increment, termination notice and
warning.

4. After knowing teacher’s category, Education system can improve performance
of teacher.
Our algorithms are been divided into two major parts based on their working.
The first algorithm is based on static part, where all average marks of all teachers
are calculated. The second algorithm is based on dynamic part, where teacher’s
performance is compared and category is also identified.

6.1 CPU Implementation

1. Collect your CUDA device properties by using the ‘cudaDeviceProp’ structure,
determine the available amount of shared-memory per block, DRAM, Constant
cache memory available with the device.

2. After collecting student’s feedback, these different marks in different subjects of
a particular teacher are stored.

3. Average mark obtained by individual teacher is calculated.
4. Then each average mark is stored in an array. That array is passed to GPU for

finding different category among teachers.
5. Call the GPU kernel from CPU using <<<number of blocks, number of threads,

dynamic memory per block, stream associated>>> (parameters) syntax.
6. Send array containing average marks and teacher’s category file to GPU.
7. Collect back the result from the GPU using the same cudaMemcpyAsync () with

teacher’s category.

6.2 GPU Implementation

8. Inside GPU kernel function create two shared variable to store the contents of
average mark and teacher’s category file parameters (from the global memory)
using __shared__.

9. Divide and copy the contents from DRAM to shared memory for each block.
10. Now each thread calculates individual teacher’s average mark by using tea-

cher’s category file with the help of shared memory.
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11. Write the result into device memory and send back to CPU.
NOTE: Indexes of the 1-d array is associated with each teacher’s average mark
sent to GPU.

12. END

7 Experimental Analysis

This proposed algorithm shows following results by which we can measure the
performance of a teacher. The following Fig. 5 shows feedback form which is filled
by students (Fig. 6).

The following figure describes ten parameters on which we can evaluate tea-
cher’s performance. The result generated from above feedback entry form i.e. Used
in below Fig. 7.

In this way we have collected opinions from twenty students about six faculty
members of respective subjects. At the last, we calculate total marks secured by
individual faculty member through twenty students. Then we find average mark
obtained by individual faculty member, on which we determine different category
among faculty members. This following Fig. 8 can help the education system for
making decision about improvement of teaching methods and other activities.

Fig. 5 Feedback entry form
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After calculating average marks obtained by individual faculty member, then we
can categorize them by using decision tree. Figure 9 shows the performance report
of faculty according to specified criteria.

The above Fig. 10 shows a comparative study on computational time of CPU
and GPU by a graph where x-axis represents no of faculty’s result analysis and
y-axis represents about time execution difference between CPU and GPU.

Fig. 6 Opinion remarks against faculty’s performance

Fig. 7 Feedback form filled by twenty students of one faculty member

Fig. 8 Different category of
different faculty members
according to average marks
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8 Conclusion

In this paper, a brief background of educational opinion mining and parallel
computing was presented for collecting feedback from students. We stated that
opinion mining has taken major role in educational system. From experimental
analysis, we conclude that education system can be improved by opinion mining on
student feedback so that teacher can improve his or her teaching quality. By using
GPU architecture, parallel algorithm implemented by CUDA language could give
the performance result of faculty in less time as compared to CPU by using GPU
Tesla C1070 card. We can also optimize this parallel algorithm by using different
version of NVIDIA graphics card.

Fig. 9 Decision tree of Performance evaluation for faculty members

Fig. 10 Time execution
difference between CPU and
GPU for performance
evaluation of different no of
faculty members
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A Constraint Based Question Answering
over Semantic Knowledge Base

Magesh Vasudevan and B.K. Tripathy

Abstract The proposed system aims at extracting meaning from the natural lan-
guage query for querying the semantic knowledge sources. Semantic knowledge
sources are systems conceptualized with Ontology. Characterization of a concept is
through other concepts as a constraint over other. This very method to extract
meaning from the natural language query has been experimented in this system.
Constraints and entities from the query and the relationship between the entities is
capable of transforming natural language query to a SPARQL (a query language for
Semantic Knowledge sources). Further the SPARQL query is generated through
recursive procedure from the intermediate query which is more efficient that
mapping with patterns of the question. The system is compared with other systems
of QALD (Question Answering over Linked Data) standard.

Keywords Answer extraction � Information retrieval � Natural language query �
Ontology � Linked data

1 Introduction

The information retrieval systems identify the set of documents that match with the
user query. Question answering systems must return the exact answer rather than
retrieving set of documents based upon the ranking. The proposed system is queried
over the Linked data. The linked data is built upon Ontology, which conceptualizes
the knowledge available over any domain. Ontologies are represented using OWL
(Web Ontology Language) and RDF (Resource Description Framework) is used to
achieve the linked data with the semantics added by OWL. The ontologies are
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designed to meet the requirements of particular domain, or auto generate from the
large open domain knowledge. The latter method is used to generate DBPedia [1] a
large semantic knowledge base generated from Wikipedia. The DBPedia classes,
Individuals and the relationship between them has to be mapped to the natural
language question.

Ontology is conceptualization of a domain; domain can be either closed or open.
In this system we are using an existing open domain knowledge source Dbpedia.
Ontology enables meaning of the information through concepts, roles and indi-
viduals; concepts are analogous to class, individuals to instances and roles to
relationship. Information is human interpretable but there is necessity for machines
to understand the information the way humans perform. The larger number of
present information retrieval systems concentrate on the text content rather the
meaning of the query user has given. To enable efficient retrieval of information we
need to add semantics to the content which ontology with Description Logics as
knowledge representation language can enable semantics, through which systems
can be designed to understand the ontology, further enabling the systems to exactly
retrieve the information content it requires.

The concept has to be defined in terms of Description logics, where the concepts
are defined by conjunction, disjunction and negation of other concepts. Roles relate
the concepts with Domain and Range of the roles are specified. This is usually
termed as Object property or Data property. Object property relates with individuals
while the Data property relates with XML data types.

The retrieval of the data from an RDF based knowledge sources can be per-
formed through SPARQL (SPARQL Protocol And RDF Query Language). It can
recursively retrieve data by representing the triple pattern that must be retrieved.
The pattern can be of union, intersection and other set operations. SPARQL allows,
filter and federated query mechanisms. DBpedia is a large automated extraction of
semantic knowledge base from Wikipedia.

Section 2 explores the related work associated with the proposed system.
Section 3 discusses in detail about the components of the system. Section 4 eval-
uates the system with QALD standard and we conclude the work in Sect. 5.

2 Related Work

Systems of Question answering in linked data, have either approached in matching
maximum match or template based, where the scope of the questions is limited. In
the proposed system a model has been defined to extract the abstract meaning of the
query and directly incorporate it with the Ontology based knowledge sources.

The In [2] the question is directly transferred to templates, then the entities are
instantiated according to the template. The predicates are mapped based on the
BOA [3], which is a large corpus with predicates representing the same meaning
can be mapped. Finally based upon the slots filled the query is ranked based upon
the average of scores that instantiated the template. In [4] a pipelined architecture is
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used, where the LTAG (Lexicalized Tree Adjoining Grammar) is used to generate
templates and further the string and semantic similarity functions are performed to
choose the template, which is most possible to generate the answer. [5] uses
wikiFramework, to match the pattern found in question with the structure of
Wikipedia infobox and sentences, which leads to identification of multiple repre-
sentation of same predicates to be mapped; it uses answer type and named entity
recognition for mapping the KB literals with the natural language question. In [6]
the question is transferred to triple pattern, then the relational patterns are matched
to find the final triples to generate the SPARQL [7]. Uses the triple extraction from
the question, finally few rule of thumb and string similarity measures are performed
to achieve the results. In [8] Resource disambiguation is done using Hidden Markov
Models and the patterns are matched with bootstrapped relations extracted, finally
query graph is constructed to generate SPARQL. In [9] the synfragments of the give
natural language query is used to transform into SPARQL, synfragments are the
minimal concepts related to the KB, further the HSO similarity measures are used to
identify the predicates.

There are many different approaches in the existing systems, we have differ-
entiated based upon the Bootstrapping method and direct semantic similarity search
methods. The bootstrapping will work best in case of symmetric relations but
semantically related relations of concepts; it too needs similarity measures be
applied to identify the relation from a pool of strings. The semantic similarity
methods for direct phrase matching have been performed; we have additionally
considered the derivationally related forms of the lemmas, which leads to better
similarity due to the change in the POS (Part of Speech) in predicate and relation in
ontology. The clue vector to identify the relations, with the help of question’s intent
has been included. Further the system mainly looks at the concepts in the question
which needed to be mapped with the concepts in knowledge base, where it can be
complex concepts with relations.

3 Proposed System Description

The aim of the proposed system is to generate the SPARQL for a given natural
language query. The system must associate the nouns from the query to a resource
and further narrow down by applying the constraints and roles played by the nouns.
The search for resource are two ways; in case of Noun then the search must be of
types the resources are associated and in case of Proper Noun the search will be of
resources with maximum match with the rdfs:label predicates value.

Example (1) Who wrote the book The pillars of the Earth?;
Book – class; The pillars of the Earth - Individual; wrote – relationship
<The Pillars of the Earth> rdf:type <Book>; <The Pillars of the Earth> author?
<answer>
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The items that must be identified in the natural language are the Entities, con-
straint over the entities and relationship between them. In the Example (1), the
entities are book and the pillars of the Earth, the relationship is wrote. In the
Example (2), the class is movies, the constraint over the class is Indian, which
modifies the movie or can be expressed as restricting the movies to Indian. The
constraints can be like adjective, superlative adjective (most, highest, largest etc.)
and comparative adjective (higher, larger etc.). Each step is discussed in detail in
the coming sections. The procedure to generate SPARQL is given in Procedure 1.

Example (2) Give me all Indian movies produced by Warner Bros?
?<answer_movie> location <india>; ?< answer_movie> producer <Warner
Bros>

3.1 Entities and Constraints Extraction

The entities and constraints are the Noun, Adjectives and combination of these with
the cardinals and prepositions form constraints of a noun. The identification of the
tags for each word is achieved through the Part of Speech tags, the POS tagging is
done with the state of the art tagger, Stanford NLP. The tagged question is passed
through a Finite State Machine to extract the constraints like <highest> mountain,
<more than 500,000> employees Example (3), <larger than> Agra etc. (constraint is
enclosed in < >). The Finite State Machine designed for this purpose is in Fig. 1.
Tokens are from Penn Treebank Tag set. Tokens. JJ/RB -> Adjective or Adverb;
NOUN -> NN/NNS/NNP/NNPS;CD -> Cardinal Number;OT -> Any Other POS;
PREP -> Preposition (Of,In,than); <Q> -> Start Token; </Q> -> End Token; States.
START -> Start FSM with i = 0;1 -> Start Registering Constraint Ci.;2 -> Append
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Constraint.;3 -> Start Registering Entity.;4 -> End Entity and Increment i for next
constraint & entity.;END -> Finish.

Example (3) Give me websites of companies with more than 500000 employees.E1
– website,E2 – company,E3 – <more than 500,000> employee.
Example (4) Give me all female Indian astronauts. E1 – <female, Indian>
astronaut.

In Example (4), the female/JJ and Indian/JJ are considered as constraints because
it modifies the noun astronaut (JJ POS represents Adjective). We have included a
location and Gender constraint component which will handle the location and
gender with the concepts in the knowledge base.

3.2 Answer Entity Type Identification and Relations
Extraction

We identify the answer entity type like count, resource, list, date and Boolean. The
prediction is based on the multinomial naive Bayes classifier. The syntactic
structure and few other features like Wh-phrase, Wh-modifiers etc. Where extracted
from questions given in DBPedia train set were used to train the classifier. The
classifier trained with accuracy 0.98. The predicted type are useful in constructing
the sparql and as clues in searching relationship of the entities. Which will be
discussed further in later sections.

Relations extraction is nothing but extracting the words between the entities,
these may be preposition, verb or combination of these. These relations are
extracted based on the Stanford dependency parser, which generates dependency
between nouns and verbs, by model trained from a large manually annotated cor-
pus. We first present the Entities as Nodes and make edges between nodes based
upon the path given by the dependency parser. The edges are undirected for now,

Fig. 1 FSM to extract
constraints and entities
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when we match the properties in DBPedia we make directed edges based upon the
triple. Procedure 2 is the outline of generating relations.

3.3 Match Entities with KB Literals

In our case the entities identified in the natural language questions have to be
mapped with the resource or type in the knowledge base. We have considered the
wiki redirects and wiki disambiguation links in identifying the Resources in
DBPedia. In Example (6) the type monument as <http://dbpedia.org/ontology/
Monument> and the Resource India as <http://dbpedia.org/resource/India> have to
be mapped. For the mapping of entities we have to index the rdfs:labels of the
classes and resources. The extracted labels with their subject are indexed using Solr.
Edge Ngram and Double metaphone indexing is done over the labels, in case of
edge ngram the string is split with ngrams with beginning of the words; here the
minimum is 3 and maximum is unbounded. The double metaphone goes with series
of changes to the given word to produce the phonetic form. The documents are
retrieved individually based upon edge ngram and double metaphone, then the
choice of document is made upon the given formula where edge ngram is boosted
twice; given set of D documents,
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Further the best match is retrieved based on Levenshtein distance. When the
entity is noun we search in the type documents and when the entity is proper noun
we search in the resource documents.

Example (5) who is the author of Samkhya Philosophy ? <author,of,Samkhya
Philosophy>
Example (6) give me all monuments in India ? <monuments,in,India>

3.4 Matching the Properties with KB Properties

The property matching is the important phase where the directed links and whole
structure of the intermediate query depends. We reduce the search with domain and
range of the properties, we retrieve all properties of the resource or type associated
and restrict to the path between these two.

Example (7) give me all books written by actors ? <book,written by, actor>
In Example (7), the properties connecting book and actor are retrieved, the triple

representation is given as ?book rdf:type dbtype:Book.; ?actor rdf:type dbtype:
Actor.;?book ?prop1 ?actor.;?actor ?prop2 ?book.;?prop1 rdfs:label ?proper-
ty1.;?prop2 rdfs:label ?property2. The restricted properties are then semantically
matched with the multiple semantic similarity measures, where the search is made
more detail with the clue vector generated. The important thing to notice here is the
match of phrases, two similar phrases have to be semantically matched with the
place of birth, date of birth, source country, but the property we are matching may
not be in phrase as in Example (8), So we need a clue vector which will reflect the
underlying meaning represented in the question, which plays an important role in
identifying the relationship between the entities that are represented in triple form in
the knowledge base. The search for predicate has predefined constraints, which
need to be applied while searching predicates, the addition of such constraints
which is extracted from question is represented as clue vector.

The clue vector consists of [type related, isCardinal, isDate, isLocation]; though
the clue vector has been limited now, we are working on a broader version of clue
vector where it can reflect the entire possibilities of the question’s semantics. The
clue vector for Example (8) will be [None,False,True,False]. So, the phrase sear-
ched for will be ‘date born’. Interestingly in Example (6) the word to be searched is
‘in’ which has no detail to match, but the NER of resource associated is location, so
the clue vector will be [monument,False,False,True]. So the search phrase can
contain matches with “India has location of monument X” or “X located in India”.
The purpose of cardinal is to search the total,count,number etc. in case where we
search for “organization with more than 50,000 employees” here there may be
nodes which will have link as “Org_X has employee Person_X” or “Org_X total
employees Cardinal_N”, there has to be resolution with searching properties where
the object is resource or literal. If literal the number, count or total words are
matched. The clue vector for Example (9) is [country,False,False,False], the search
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predicate will be ‘start country’ and the predicated matched is ‘source country’. In
Example (10) the relation searched is written where the case to be matched is
programming language the clue vector gives the possibility to match the predicate
due to the type being searched is programming language. The important thing to be
noticed is that the clue vector is an optional match, where the details of the relations
between the DBPedia concepts or individuals is not missed.

Example (8) Where was Mahatma Gandhi born? <born,Mahatma Gandhi>
Example (9) In which country does river Nile start? <country,start,riverNile>
Example (10) In which programming language is GIMP written?

The similarity measures used here is path, wup and lch [10] combination of these
three is used and further the common rank is retrieved. Path similarity works based
on the shortest distance in the wordnet taxonomy. The lch similarity works with
path distance and the maximum depth of the wordnet synsets. The wup similarity
works on the least common subsumer and the depth measures. Due to the failure of
these three combinations we used additional approach where the derivationally
related lemmas are taken into consideration, in cases like ‘inhabitants’ and ‘pop-
ulation’ these were more prone to noise in search for predicates, when deriva-
tionally related lemmas were considered of all synsets of a word, then the match
was more accurate.

The match for phrases is based on exclusive match between the properties, when
‘start location’ and ‘source country’ are matched the start-source and location-
country are exclusively matched. Average of the ranks of all similarity measure is
performed to get the best matched predicate. Given the set of properties P, with
property to find as FP, where each P is associated with M words and FP is asso-
ciated with N words. The Procedure 4 explains the Property matching.
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3.5 Generating Intermediate Query and SPARQL

Finally the intermediate query is generated based upon the domain or range
direction of the properties retrieved, the sample query is in Example (11). In case of
(11) Software, developer and Organization, the direction of edges is software to
developer and developer to Organization. The relationships are individually con-
ceptualized to achieve triple structure and finally parsed based on the IQ
represented.

Example (11) which softwares has been developed by organizations founded in
California?

IQ.(LIST(<http://dbpedia.org/ontology/Software><http://dbpedia.org/ontology/
developer>(<http://dbepdia.org/ontology/Organization><http://dbpedia.org/
ontology/foundingPlace><http://dbpedia.org/resource/California>)))

From the Intermediate Query, the SPARQL is generated based upon the links
between the individual concepts recursively. We generate rdf:type statements for
direct classes in ontology, further this link of ontology concepts is recursively
connected to the next concept defined in the intermediate query. When cardinal
constraints occur for particular property, the Filter statements and for Superlative
the order by statements are appended. If the answer is of type single, and retrieves
more than one answer the SPARQL is dropped and responds with fail statement. In
case of Count and Boolean type answers the appropriate SPARQL statements are
chosen.

SPARQL for Example (11),

4 Evaluation

The system is evaluated based on the QALD-2 Benchmark [11]. The evaluation
parameters are precision, recall and F-Measure [11]. We chose 72 DBPedia
namespace queries and refined based upon the system design to capture the
structure where 14 questions cannot be parsed, finally 58 questions were chosen, 35
questions were answered and 4 questions were partially answered. The mean
precision of the system is 0.67 and the recall value is 0.71. The F-Measure of the
system in 0.69. The comparison of results with other systems in give in Table 1, the
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comparison of systems from QALD-2 challenge provided by [4] (Further reference
for evaluation and system results) with BELA is compared including the F′
measure.

The system is capable of identifying structure for recursive queries, where the
entities are available explicitly like “give me software developed by organizations
founded in California” but in case of expansion dynamically “give me parents of
wife of Juan Carlos I” it fails. Need to address change in the entity on dynamic
expansion when the search for predicate is carried out. There are cases where the
similar question has answers in different relations, case where “which is the largest
city in Australia”, our system approaches, with identifying cities in Australia and
applying the “largest” superlative adjective; while the expected method is that the
largest city is direct property of resource Australia, but in case of “which is the
largest city in Germany” and few other cases works correctly; In such cases system
should have insight about the returned results and change according to it, where
intelligence component is required to handle such cases.

The functional box, which is highly needed in cases of performing operations on
numeric or date. Where the age from date of birth, numeric units conversions have
to be performed. The complexity in identifying whether entity represents a concept
in Ontology or a Relationship between entities to represent the concept system
searches is very high, which dynamically changes with the change of policies at
different layers in the system.

Agent based global state is the most suitable solution for question answering
systems. Agent based QA with generalization of clue vectors as global state and each
entity is associated with frame containing the possibilities of KB representation.

5 Conclusion

Question answering can be seen as a tool to evaluate the efficiency in retrieving
information from a knowledge base. Semantic knowledge bases, have been in
consideration for artificial intelligence systems, due to its structure which makes
information meaningful. Future of web will be one such global access; it could be
achieved by evolution of semantic web. Human like computing system, has to

Table 1 Comparison of result of proposed system with other systems

System Answered Coverage Correct Partial R P F F′

Proposed
system

58 0.58 35 4 0.71 0.67 0.69 0.63

SemSek 80 0.80 32 7 0.44 0.48 0.46 0.58

MHE 97 0.97 30 12 0.36 0.40 0.38 0.54

QaKis 35 0.35 11 4 0.39 0.37 0.38 0.36

BELA 31 0.31 17 5 0.73 0.62 0.67 0.42
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perceive the world through their sensors, due to the strong dependency of natural
language and semantic knowledge bases, the information perceived by systems
have to be on natural language, and the communication to the user have to be in
natural language. This gives a way, where question answering systems can be used
to evaluate the efficiency of knowledge base, in conceptualizing or perceiving the
given natural language input. The system has achieved better F′ measure than the
existing systems; the response time must be increased and dynamic change of
approach based upon global state must be adopted.
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ACONN—A Multicast Routing
Implementation

Sweta Srivastava and Sudip Kumar Sahana

Abstract In a communication network the biggest challenge with multicasting is
minimizing the amount of network resources employed. This paper proposes an ant
colony optimization (ACO) and neural network (NN) based novel ACONN
implementation for an efficient use of multicast routing in a communication net-
work. ACO globally optimize the search space where as NN dynamically determine
the effective path for multicast problem. The number of iteration and complexity
study shows that the proposed hybrid technique is more cost effective and con-
verges faster to give optimal solution for multicast routing in comparison to ACO
and Dijkstra’s algorithm.

Keywords Ant colony optimization � Neural network � Multicast routing �
Dijkstra’s algorithm

1 Introduction

Multicast routing involves the transportation of information between a single sender
and multiple receivers. In a Packet Switched network there are several paths from
the source to the destination node through some intermediate nodes. In such cases,
network routing has significant impact on the network performance. The data flow
in a real time network should be congestion free, reliable, adaptive with balanced
load and QoS [1, 2] should be maintained.

There are several techniques available [3–9] for multicasting in networks. Frank
et al. [10] described six techniques: flooding where packets are broadcast over all
links, separate addressing where a separately addressed packet is sent to each
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destination, multidestination addressing where variable sized packet headers are
used to send a few multiply addressed packets, partite addressing where destina-
tions are partitioned by some common addressing locality and packets are sent to
each partition for final delivery to local hosts, singletree forwarding in which a
single tree spans all nodes of the group, and multiple-tree forwarding where each
member may have a different spanning tree.

Over the past decades, several researches have been performed to solve multicast
routing problems using conventional algorithm, such as Dijkstra’s algorithm,
exhaustive search routing and greedy routing. A setting of routing table was real-
ized by Yen [11] using k-shortest path algorithm. Due to the high degree of
complexity, it is not practical to use these algorithms in real-time multicast routing.
Recently some heuristic algorithms have been proposed. Wang and Xie [12] pro-
posed an application of the basic ACO to multi-constraint QoS multicast routing,
where a routing table is set for every pair of source–destination nodes. Route to
multiobjective cannot be found at the same using ACO. Yuan and Hai [13] pro-
posed a variation of ACO, CACO to overcome this limitation by copying some ants
to find the routing from the contrary direction when a ant reaches a receiver node.
Wang et al. [14] proposed an ant colony algorithm with orientation factor and
applied it to multicast routing problem with the constraints of delay variation
bound. Orientation factor enabled the ant to get rid of the initial blindness. Pan et al.
[15] designed an ACO-based multicasting routing algorithm where a source-based
approach was adapted to build a multicast tree among all the multicast members.
Singh et al. [16] provided taxonomy of various ACO algorithms for efficient routing
in MANET. An evolutional scheme for the original multicast tree was designed in
[17, 18] to find a more optimal multicast tree. Load balancing was neglected in the
said literature which resulted in system failure.

Neural Network is proven to perform well to solve real time dynamic multicast
routing problem with adaptive powerful parallel computing ability. The conver-
gence speed of NN is also fast. Liu and Wang [19] solved delay constant multicast
routing problem the transiently chaotic neural network which was found to be more
capable than Hopfield neural network to reach global optima. Pour et al. [20] used
the concept of hybrid approach of ACO and NN for direction of arrival estimation
which encounters an interpolation of a complex nonlinear function. They used
Continuous ACO to train a neural network. Direction of arrival estimation will not
serve the purpose of solving multicast routing fully.

The main objective is to find out the optimum path for data transmission in
destinations with diversities using multidestination addressing so that the propa-
gation delays during transmission is minimized using a hybrid of ACO and NN.

The paper is organized as follows: Sects. 2 and 3 discusses ACO and neural
network for multicast routing respectively. Section 4 explains the proposed model
and implementation of the model is described in Sect. 5, result is discussed in
Sect. 6 followed by conclusion drawn from the work.
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2 Ant Colony Optimization

The ant colony algorithm [21] is a random search algorithm, which gets optimal
solution through simulating the process of ants’ food seeking behavior. The most
important aspect of collaborative behavior of several ant species is their ability to
find shortest path between nest and the food sources. They deposit a trail of
pheromone on the path which attracts other ants to follow the trail or they can take a
new path. Most ants tend to follow the path with maximum pheromone deposit.
There are three major steps in ACO.

State Transition Rule: Ants prefer to move to nodes which are connected by
short edges with a high amount of pheromone.

Local pheromone updating rule: While building a solution, ants visit edges and
deposit some amount of pheromone.

Global pheromone updating rule: Once all ants have build their tours, pher-
omone is updated on all edges

ACO has been successfully implemented for different multiobjective optimiza-
tion problems [12, 22–25]. The pseudo code in Fig. 1 illustrates working of ACO.

3 Neural Network

The network is modeled as a group of fully intraconnected neural networks. These
intraconnected neural networks are interconnected by local connections in the
routing system. The system is organized by interconnecting these groups of fully
connected small neural networks, each of which resides in a node and can decide
the optimum path independent of other nodes.

Using neural network [26], for a communication network with N number of
nodes the routing system consists of N intraconnected small size neural networks
placed at each node of the communication system. Each communication link is
modeled as a neuron and all the neurons i.e. communication links approaching each
node are fully connected.

Within each node the neurons form a small but fully intraconnected neural
network. The intraconnected neural network requires only local information related
to the output of each neuron of the same node, the load of the neighboring nodes
and the remaining distances of packets from destinations. All this information can
be obtained from the neurons interconnecting the corresponding nodes in the
communication system. The decision of the direction of data packet depends on the
results of the trade off of this information which is achieved by the neural network
used. As the dynamics of each intra-neural network is independent of other
intra-neural networks situated at other nodes in the communication network, the
system realizes a parallel adaptive decentralized network routing. Also since each
neuron updates with a unique state equation independent of others, the system is
highly simplified.
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Fig. 1 Pseudo code for ant colony optimization
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The network routing system is implemented with the constraints that can be
stated as follows:

1. Data packets are transmitted as one packet at a time from each node to another
node.

2. Data packets are transmitted to other nodes in order to minimize the variation of
network load.

3. Data packets are transmitted in order to minimize the remaining distance from
their destination node.

There are three types of neural network: Hopfield Neural Network, Feed-forward
Neural Network, and Recurrent Neural Network. The network used here is recur-
rent neural network and the learning approach is supervised [26]. Recurrent net-
work contains at least one feedback connection loop so the activation can flow in a
loop. That enables the network to do temporal processing and learn sequences.
Neural network for multicast routing is explained bellow.

For each neuron i, the firing rate of neuron is given by:

Ri ¼
X

ðW þ
ij þW�

ij Þ ð4Þ

The probability that neuron i is excited is given by

qi ¼ kþ
i

Ri þ k�i
ð5Þ

4 Proposed Model

A simple network for solving multicast routing problem is as shown in Fig. 2.
Vertex represents the nodes of network and the edges represent the links

between the nodes. Here in this figure ‘r’, ‘v’ and ‘s’ are the source node respec-
tively and ‘u’ and ‘t’ are destination nodes. The cost and pheromone intensity of the
paths are given in Table 1.

Fig. 2 Sample network
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The proposed model is a hybridization of ACO and Neural Network in which
around about 60 % convergence is carried out using ACO and then the best states
are taken for optimization using neural network. The block diagram shown in Fig. 3
illustrates the model for Multicast routing problem using ACO and Neural Network.

Table 1 Cost and
pheromone intensity of the
paths

Path Cost Pheromone intensity

r,v 2 4

r,u 2 4

r,u 6 1.4

r,t 6 1.4

v,u 4 2

v,s 4 2

u,t 4 2

s,t 4 2

v,t 5 1.6

s,u 5 1.6

Fig. 3 Block diagram for multicast routing using ACO and neural network
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5 Implementation

Parameters are considered for calculating average cost function of an undirected
network by taking into account the bandwidth, distance, error, latency, and hop
count. Real time data has been traced by communicating different websites (www.
iitkgp.ac.in, www.google.com, www.bitmesra.ac.in, www.yahoo.com) at different
time and normalized to find the cost function as shown in Table 2.

Ant colony optimization is applied on the normalized cost function obtained
from the mentioned websites with ACO termination condition of 60 % conver-
gence. The best states are further optimized till termination condition of NN is
reached. The termination condition for NN is assumed as 80 % convergence of ants.
From the experimental results it is observed that the convergence rate degrades after
80 % convergence without modifying the results.

6 Result and Discussion

Research shows that ACO has slower convergence thus increase the computational
time. Although neural network is more complicated than ACO, it is proven to give
faster convergence and have dynamic approach. For the analysis of execution time,
eleven test networks with varying number of nodes (5–14) and number of links
(9–40) are considered and a comparative study has been made among Dijikstra
algorithm, Conventional ACO, and ACO NN as shown in Fig. 4. It can be noticed
that Dijikstra and ACO gives similar performance. With increasing number of
nodes both Dijkstra and ACO tends to take higher execution time while the hybrid

Table 2 chosen values of parameters

Probability Distance Bandwidth Packet
loss

Hop
count

Delay Average
cost

Pheromone
intensity

P(r,v) 0.468 0.399 0.4 0.399 0.4 0.4132 2.42

P(r,s) 0.468 0.399 0.4 0.399 0.4 0.4132 2.42

P(r,u) 0.031 0.1 0.1 0.1 0.101 0.0864 11.5

P(r,t) 0.031 0.1 0.1 0.1 0.101 0.0864 11.5

P(v,u) 0.084 0.1826 0.1826 0.179 0.1827 0.16218 6.20

P(v,s) 0.084 0.1826 0.1826 0.179 0.1827 0.16218 6.20

P(v,t) 0.106 0.138 0.138 0.23 0.1382 0.15004 6.66

P(v,r) 0.767 0.4958 0.495 0.410 0.496 0.53276 1.877

P(s,v) 0.089 0.1826 0.1826 0.179 0.1827 0.16218 6.20

P(s.t) 0.089 0.1826 0.1826 0.179 0.1827 0.16218 6.20

P(s,u) 0.106 0.138 0.138 0.23 0.1382 0.15004 6.66

P(s,r) 0.767 0.4958 0.495 0.410 0.496 0.53276 1.877
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ACONN is found to be comparatively faster. It is also observed that the number of
ants initialized has no significant impact on the performance of the algorithm if the
ants considered are greater than the number of nodes in the network.

7 Conclusion

It can be concluded from this work that hybridizing ACO and neural network
results a better technique which is more cost effective than primitive Dijkstra’s
algorithm and conventional ACO. It not only improves the number of iteration and
convergence speed but also reduces the time complexity in various scenario con-
sidering all possible constraints like-cost, delay, bandwidth etc. The proposed
model can also be applied in various sectors where ACO has been successfully
implemented.
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Artificial Intelligence (AI) Based Object
Classification Using Principal Images

Santosh Kumar Sahoo and B.B. Choudhury

Abstract Now-a-days an object detection and classification is a unique perplexing
difficulties. In the meantime the morphology and additional topographies of the
defected objects are unlike from normal or defect free object, so it is possible to
classify them using such artificial intelligence (AI) based structures. Here an sub-
stitute methodology followed by several AI procedures are established to categorize
the defective object and defect free object by means of principal image texture
topographies of various defective object like a soft drinks or cold drinks bottle and
applying the pattern recognition techniques after that the successful accomplishing
the image spitting, quality centered parameter abstraction as well as successive
sorting of substandard and defect free bottles. Our results validated that Least
Square support vector machine, linear kernel and radial function has maximum
overall performance in terms of Classification Ratio (CR) is about 96.35 %. Thus,
the proposed setup model is proved as a best choice for classification of an object.

Keywords Artificial neural network (ANN) � Support vector machine (SVM) �
Radial basis function (RBF) � Least square support vector machine (LSSVM) �
Kth nearest neighbor

1 Introduction

In order to find a defect free bottle from a manufacturing unit it is essential to
scrutinize the damaged bottle perfectly and rapidly for instigating corrective action.
Hence the detection and classification of damaged bottle at the manufacturing end
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has endured a challenge. On the other hand it is a sturdy necessity to identify the
damaged bottle centered on the training facilitated by means of numerous defective
picture or image texture parameters for a rapid analysis of the bottle. The proposed
process will be much tranquil and if trained well, then it is suitable for classification
of damaged one. This proposed model can identify damaged bottle speedily and
consequently the remedial action will be ongoing at a primary phase of the man-
ufacturing process as a result the degradation of quality risk can be optimized.
An ANN specimen is widely used in numerous fields related to non-linear utility
estimation and classification because of its softness and usefulness. Likewise the
SVM method is also an intelligent machine learning algorithm having remarkable
performance and more benefits over other approaches for resolving recent signal
and image processing tasks. At this moment, our proposed research work aims to
grow a system to classify damaged bottle by means of AI-centered classifier which
will directs several structures of principal images and categorize them into a specific
group of bottle like damaged bottle or defect free bottles. Here several pattern
recognition techniques are applied using different types of features pull out from 95
bottle images. Here four various machine learning classifiers like KTH NN, ANN,
SVM and LSSVM for grouping of defective bottle images. Hence it is perceived
that the proposed LSSVM with RBF and kernel are confirmed the higher rate of
classification matched to other classifiers used during the analysis.

2 Literature Review

Bruylants et al. [1] investigated regarding optimally compression of volumetric
medical Images with three dimensional joint photograph and the Volumetric
wavelets and the entropy-coding improves the Compression performance. Cai et al.
[2] described the image segmentation by using gradient guided active contours. Nie
et al. [3] explained the image segmentation by histogram thresholding and Class
Variance Criterion. Li et al. [4] introduced a construction of dual wavelet for Image
Edge Detection where they used Sobel and Canny filter for comparison purpose.
Sharma et al. [5] described the scheming of complex wavelet transform with
directional properties and its application. Alarcon et al. [6] explained the results of
Some compression of wavelet transforms and thresholding methods. Wu et al. [7]
described the variety of arrhythmia Electro Cardio graphic signal utilized for opti-
mizing scheme of quantization with wavelet techniques for ECG data using Genetic
Algorithm (GA). Eswara et al. [8] analyzed some wavelet methods using com-
pression of image in which both sides are analyzed and designed with lifting based
wavelet is considered. Alice et al. [9] presented with a compression of picture with
9/7 wavelet transform using lifting design where the soft pictures are retrieved with
no loss. Telagarapu et al. [10] described the image density with cosine transform and
wavelet by select suitable technique and best result for Peak Signal to Noise Ratio.
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3 Design Methodology

[A] Model Design: The damaged bottle of different size and shape used in a cold
drinks company like coca- cola for filling up soft drinks were collected with prior
permission of coca cola bottling plant khordha and the image of that bottle is
captured by NI smart camera 1762. The major aim of this research is to categorize
the damaged bottle and non-damaged bottle by pixel processing and artificial
intelligent (AI) methods. The anticipated Pattern recognition structural plan is
presented in Fig. 1. The process used 95 types of bottle images, where 65 types of
images goes to defective bottle and 30 numbers are non-defective bottle. Firstly the
bottle is segmented from the image background by an application of image seg-
mentation techniques. This image segmentation and feature mining are analyzed by
means of MATLAB software. After evaluating all these features they are united to
form a feature dataset. For improved accuracy and implementation the feature
numbers are reduced from 95 to 25 by means of principal component analysis
(PCA). During the testing and training the concentrated structures are applied as the
input to the classifier. The proposed structure reflected 55 % circumstances as
training of the compressed data and others as testing. The individual classifier
enactment is presented in terms of Classification Ratio (CR) can be conveyed as:

Classification Ratio CRð Þ ¼ tp þ tnð Þ= tpþ tnþ fpþ fnð Þ ð1Þ

    Captured Image

Image Segmentation

Feature Extraction 

C H Texture features 

T. Texture features 

W. Texture features 

    Dimensionality
optimization using PCA 

Classification

  Defective Object 

   LS-SVM 

Defect free Object

SVM 

ANN 

KNN 

Fig. 1 Schematic structural plan represents the classification of defective object and normal object
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where tp = True positive no., tn = True negative no., fp = False positive no.,
fn = False negative number.
where C.H = Chief histogram based, T. = Tamura, W. = Wavelet based

[b] Image segmentation: An image segmentation is accomplished by seg-
menting the bottle from image credentials by means of gradient and morphological
procedures. This Segmented bottle mostly vary as of the related images by image
disparity. An image Gradient can distinguished the discrepancy shown in Fig. 3
which is again modified to a certain level to acquire segmented images. The seg-
mented image for defective is displayed in Fig. 2

[c] Feature extraction: In this process the various features from an image can
collected and also reducing the dimensionality. Here the different features are
extracted from both defective and non-defective bottle pictures. The Tamura texture
features extraction technique is applied to excerpt different features like crudeness,
distinction and directionality of 95 bottle images. As Wavelet centered texture
features used normally for the fetidness. So here, the 3 level 2D wavelet decom-
position methods are used to evaluation of different coefficients of an images in
Vertical, Horizontal and Diagonal way are presented in Fig. 4.

Fig. 2 Defective bottles
segmented image

Fig. 3 The mask gradient
value
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Now Wavelet constants are found in a pixel is stated as:

wuðJ0;M, N) ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffi
m� n

p
Xm�1

x¼0

Xn�1

y¼0

F(x, y)uJ0;M;NðX, Y) ð2Þ

wI
wðJ, M, N) ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffi

m� n
p

Xm�1

x¼0

Xn�1

y¼0

F(x, y)uI
J;M;NðX, Y), I = fh, v, dg ð3Þ

where uI
J;M;N X;Yð Þ ¼ 2J=2uðPJX�M, PJY� N) and

uJ0;M;N X; Yð Þ ¼ 2J=2uðPJX �M;PJY � NÞ are the scrambled and converted
base functions. Where the value of P = 2. Now an energy is intended laterally in all
the ways like, Vertical, Horizontal and Diagonal (Fig. 4). As 3 level of decom-
position is used so the energy for each wave let coefficient is stated as:

ecl ¼ 1
l� l

Xl

I¼0

Xll
J¼0

ðwc;l;I;JÞ2 ð4Þ

where wC;l;I;J is the coefficient of wave let at [I, J] location.
As we attained 9 features for a single wavelet coefficient thus for 3 level disin-

tegration of a solo image by using wavelet transform, total 81 features are extracted.
The proposed technique is continual for all images, i.e. defective and defect free
object class and by gathering all the information related to an image then a data set is
formed in order to providing the input variable and the output. A binary value ‘0’ is
assigned to represent the output for a non-defective object and ‘1’ for a defective
object. And also by using PCA the dimensions of feature datasheet is reduced.

4 Results and Discussions

The reduced features obtained using PCA algorithm are fed to different classifiers to
distinguish defective and defect free class. The Schematic graph in Fig. 1 indicates
the application of different classifiers to differentiate defective and defect free

Approximate 
Value Image-3 

Horizontal detailed 
value of image-3 Horizontal detailed 

value of image-2 
Horizontal detailed 
value of image-1 Vertical detailed  

value of image-3 
Diagonal Detailed 
value of image-3 

Vertical detailed value of 
image-2 

Diagonal Detailed value of 
image-2 

Diagonal Detailed 
value of image-1 

Vertical detailed value of image-1 

Fig. 4 Representation diagram displays of three level wavelet transforms
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bottles. In order to accomplish better accuracy in KNN classifier the two parameters
like the nearest neighbors (K) value as well as the smallest gap from nearest
neighbors as Euclidean are used. After that the Classification Ratio of KNN clas-
sifier is calculated.

The Classification Ratio (CR) for unlike adjoining neighbors (K) are conveyed
in Table 1 where it is perceived that the highest Classification Ratio 85.85 % at
K = II. The CR will reduce if we consider more and more neighbors due to increase
in FP and FN. From the Table 1 it is concluded that an accuracy is highest at K = II.
Hence, to develop an improved model of KNN by using K = II.

In Fig. 5 the deviation of Mean Squared Error (MSE) w.r.t the number of
iteration relatively specifies that the MSE regularly declined while the number of
iterations enlarged more than thousand times. The CR is perceived here as 91.78 %
shown in Table 2. By considering the classification degree of the analyzed data,
results of support vector machine classifier is estimated. A proposed SVM model
competent with linear and Kernel RBF functions in-order to acquire improved trial
information. Again the trial information can tested by SVM linear and radial basis
kernel classifier which adjusted and trained earlier. Now the valuation of trial

Table 1 The Classification Ratio for each KTH nearest neighbor

KTH nearest neighbor parameter setting Accuracy (%)

Number of nearest neighbors value Smallest gap

I Euclidian 81.34

II Euclidian 85.85

III Euclidian 79.63

IV Euclidian 79.63

V Euclidian 80.43

VI Euclidian 80.43

VII Euclidian 81.85
M
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Fig. 5 Deviations of error
w.r.t total iterations in multi
feed neural network classifier
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information is articulated through confusion matrix (CR), conveyed in Table 2 in
addition to this the Receiver Operation Characteristics (ROC) outline is exposed in
Fig. 7. The performance of LSSVM classifier can estimated in a way related to that
of SVM. The Fig. 6a, b represents the distribution of data w.r.t optimum
hyper-plane for Least Square—support vector machine along with linear and Radial
Basis Function kernel classifier. This graph postulates the deviation of training
output or class’s w.r.t the most significant features of the exercised data. Figure 6
represents the class segmentation in a better way where the large blue area indicates
the class 2 or defect free bottle. Table 2 signifies the presentation of LSSVM
classifier in terms of Classification Ratio (CR). Also in Fig. 7 the receiver operating
characteristic (ROC) graph is presented. Moreover Table 2 also proves that the
LSSVM by kernel radial basis function and linear kernel has maximum precision of
96.35 % during object classification.

By following the Fig. 7 it is concluded that the area under ROC curve for RBF
Kernel LSSVM classifier is about 0.96 which one is higher than the region of linear
kernel LSSVM classifier as a result the space below the ROC Arc directs the

Fig. 6 a Class segmentation with respect to hyper-plane using RBF Kernel LSSVM. b Class
segregate by linear kernel LSSVM

Table 2 The classifiers performance table

Classifiers tp fp tn fn Classification Ratio
(CR) in (%)

Multi feed neural network 28 1 11 3 91.78

Linear kernel support vector machine 31 10 2 0 86.84

RBF kernel support vector machine 28 0 12 3 94.06

Least square support vector machine with linear
kernel

29 0 12 2 96.35

Least square support vector machine with radial
basis function kernel

29 0 12 2 96.35
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classifier’s preciseness. Hence it is decided that LSSVM with RBF kernel classifier
is the best classifier among all used in the present analysis for the classification of
defective object and defect free object.

5 Conclusion

By using the morphological way of image analysis which forecast the defective
bottles in the manufacturing process in a precise manner. Current research utilizing
the pattern recognition is effectively realized to categorize the defective and defect
free bottle from refined principal images.

The actual contests are involved for documentation of structures. These struc-
tures are effectively categorized as defective and defect free bottle by several
artificial intelligence classifiers like KTH nearest neighbor, artificial neural network,

Fig. 7 Receiver operating characteristic strategy for evaluation of testing data. a RBF kernel
support vector machine response. b Linear kernel support vector machine response. c Radial basis
kernel least square support vector machine response. d Linear kernel least square support vector
machine response
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Support Vector Machine, Least Square Support Vector machine. The particular
LSSVM functional blocks effectively demonstrated as a best analytical tool with
advanced Classification Ratio of 96.35 % for analysis.
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Signature Verification Using Rough Set
Theory Based Feature Selection

Sanghamitra Das and Abhinab Roy

Abstract An offline signature verification system based on feature extraction from
signature images is introduced. Varieties of features such as geometric features,
topological features and statistical features are extracted from signature images using
Gabor filter technique. As all the features are not relevant, only the salient features
are selected from the extracted one by a Rough Set Theory based reduct generation
technique. Thus only the relevant features of the signatures are retained to reduce the
dimension of feature vector so as to reduce the computation time and are used for
offline signature verification. The experimental results are expressed using few
parameters such as False Rejection Rate (FRR), False Acceptance Rate (FAR).

Keywords Gabor filter � Feature extraction � Rough set theory � Feature selection

1 Introduction

Signature is considered to be one of the most widely accepted parameter for human
identification. In this era of digital revolution, signature verification system is
almost an ‘inevitable application’ not only in the field of financial transactions using
credit/debit cards, cheque cashing but also for certificate verification, contract paper
verification etc. In comparison with other identification technologies like face
detection, fingerprint, retina, and so on, signature verification is more advantageous
as an identity verification mechanism.
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Signatures can be authenticated in two ways; either on-line or off-line. The
signature image is scanned at a high resolution before giving it as input to the
offline system. For online systems, the signature images are dynamically captured
using devices like tablet, stylus, or digitizer.

Offline signature verification system plays a pivotal role in identifying skilled
forgery of signature against genuine signature. In case of online signatures,
dynamic information makes the signature difficult to forge. On the other hand,
offline signatures are easier to imitate for an imposter.

This paper presents a novel set of features for the purpose of verification. Each
signature image is preprocessed by some general preprocessing techniques and
subsequently 2D-Gabor filter is applied for feature extraction. As all the features are
not equally important, only the salient features are selected from the extracted one
by a Rough Set Theory (RST) based reduct generation technique and finally few
classification techniques are applied using the WEKA tool [1] to measure the
effectiveness of the method. Experimental results show that the proposed technique
provides better outcome compared to some previous verification techniques [2]
using the same GPDS (Digital Signal Processing Group corpus).

The paper has been divided in five sections and accordingly discussed. Section 2
describes Related Work. In Sect. 3 the proposed feature extraction and features
selection method is described. The performance of the proposed method on
experimental data set is discussed in Sect. 4. Finally conclusion and future per-
spectives are provided in Sect. 5.

2 Related Work

Offline signature verification is a well known area where different features and
classification approaches are used for signature authentication. For instance, in
paper [3], grid-based feature extraction method employs information extracted from
the signature contour and the verification is done using SVM classifier. Paper [4]
uses feature extracted from the local neighborhood of signature image. Cartesian
and polar coordinate systems are used to divide the signature into zones and for
each zone two separate histogram features are determined: (i) histogram of oriented
gradients and (ii) histogram of local binary patterns. Support Vector Machines
(SVMs) are used for signature classification. Two feature extraction techniques,
Modified Direction Features and the Gradient features are compared in [2]. Both of
them have used similar settings for their experiment. Moreover, performance
comparison is made between squared Mahalanobis distance classifier and Support
Vector Machines by utilizing the Gradient Features. However, in research work [5],
two offline signature verification systems are proposed based on local and global
approach respectively. The comparison has been done between the systems by
employing a huge number of features encoding the orientations of the strokes
applying morphology. For an improved signature verification system, features
extracted on the basis of boundary of a signature and projections of the same are
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used in paper [6]. One of the features is obtained from total energy applied by a
writer for their signature creation. Another feature highlights the ratio of the dis-
tance between key strokes of the signature image and the height/width of the
signature image by using information obtained from the horizontal and vertical
projections of an image. High pressure points obtained from a signature image
(static) are considered as features for offline signature verification system and the
extraction of same is depicted in paper [7]. A novel way is presented to calculate
High Pressure threshold value from grayscale images. Image holding the high
pressure points and the binary image of the primary signature is converted into
polar coordinates where density distribution ratio of them is calculated. At the very
end, two vectors are calculated to determine how far the points from geometric
center of the original signature image. Robustness is tested for simple forgeries
using KNN classifier. In [8], the co-occurrence matrix and local binary pattern are
representing the features for signature verification and by applying statistical texture
features the grey level variations in the image is calculated. For the training of a
SVM model, genuine signatures and random forgeries have been used. Besides for
the purpose of testing, random and skilled forgeries are utilized. Two key aspects of
off-line signature verification are reported in [9]. One of them is feature extraction
which produces a new graphometric feature set by considering the curvature of the
essential segments of the signature. Here the shape of signature is simulated by
applying Bezier curves and features are extracted from these curves. In the second
aspect, for the improvement of reliability of classification based on graphometric
features, an ensemble of classifiers is used. The graphometric feature set also les-
sens the false acceptance rate. A feature set used in [10] illustrates the signature
contour in accordance with spatial distribution of neighboring black pixels around a
candidate pixel. Moreover, through the correlation among signature pixels, a texture
feature is also calculated for offline signature verification.

3 Proposed Methodology

Initially, the image quality is improved by removing unwanted information from the
collected signature images. Thereafter, binary image is inverted and median fil-
tering is done for noise reduction [11] and edge detection. Morphological thinning
operation [12] is applied in the process of removing the selected foreground pixels
from binary images. Thinning eliminates the variations of thickness of the signa-
tures, because of age, illness, geographic location etc.

3.1 Feature Extraction

After preprocessing the signatures, some important local and global features are
extracted.
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3.1.1 Feature Extraction Using Gabor Filters

Gabor filters are bandpass filters. The impulse response of Gabor filter is formed by
multiplication between a Gaussian function and a complex oscillation. As per the
uncertainty principle Gabor Filters hold the optimal localization property in both the
spatial and frequency domain. Moreover, Gabor filters can be described using four
parameters namely, standard deviation along x and y directions, frequency of the
sinusoidal function, and orientation of the filter. The filters focus on particular range
of frequencies. The impulse response of Gabor filter is defined using Eq. (1).

G x; yð Þ ¼ exp
�1
2

x
0

rx

� �2

þ y
0

ry

� �2
 ! !

expðið2pfx0 ÞÞ ð1Þ

where, σx and σy are the ry Standard Deviations along x and y direction
f frequency of the sinusoidal function
x′ x cosθ + y sinθ
y′ −x sinθ + y cosθ
θ Orientation of the Gabor filter

The standard deviation along x and y axis determines the size of the Gabor filter
mask. The distinct values of θ changes the sensitivity to edge and texture orien-
tation. The variation in f will change the sensitivity to high and low frequencies.

3.1.2 Forming the Gabor Filter Mask

• The convolution mask of a Gabor filter bank is a coordinate plane where the
rows are numbered from �rx to rx and the columns from �ry to ry.

• The values at each pixel position in the filter mask is the value of the function G
(x, y), where x and y are the x and y coordinate of that pixel position, with the
given parameters.

• The Gabor filter mask will contain an imaginary number at each pixel position.
• The complex mask is separated into real and imaginary parts and each part is

convolved with the input image.

In proposed method two dimensional Gabor filter with different values of the
parameters called Gabor filter bank is applied on input signature image shown in

Fig. 1 Input image to Gabor filter
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Fig. 1. The pre-processed input binary image is convolved with each Gabor filter
bank. Here, seven different orientations (0°, 30°, 60°, 90°, 120°, 150° and 180°) and
four different frequencies (0.125, 0.25, 0.5, 0.75) are considered. Standard devia-
tions and energies of the result image at each frequency for seven different orien-
tations are calculated. Hence total 56 features (A1–A56) are obtained. Figures 2, 3, 4

Fig. 2 Signature image after applying Gabor filter bank at f = 0.125, θ = 180°

Fig. 3 Signature image after applying Gabor filter bank at f = 0.25, θ = 60°

Fig. 4 Signature image after applying Gabor filter bank at f = 0.50, θ = 0°

Fig. 5 Signature image after applying Gabor filter bank at f = 0.50, θ = 150°
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and 5 are the four sample signature images that are convolved with Gabor filter bank
at different frequencies and orientations.

3.2 Rough Set Theory Based Feature Selection

The various concepts of rough set theory like discernibility matrix, core and attribute
dependency are applied together to select the minimum number of important fea-
tures, called reduct of the signatures. The work applies a reduct generation algorithm
[13] that iteratively selects the locally most important feature and finally provides a
subset of relevant and important features which are sufficient to represent the sig-
nature verification system. The method first separates the core and noncore features
and selects one noncore attribute in each iteration until the reduct is found. The
heuristic used in this approach is termed as forward attribute selection algorithm. The
following algorithm is the rough set based algorithm [13] to find out the important
features of signatures where the notations have their usual meanings.
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4 Experimental Results

4.1 Experimental Database

This experiment uses a subset of GPDS-960 corpus. The subset consists of 10 sets
where each set consists of 24 genuine signatures and 30 high skilled forgeries.
Naturally this experiment involves 240 genuine signatures and 300 high skilled
forgeries. The signatures are in “bmp” format, in black and white color and 300 dpi.

4.2 Performance Assessment

The sample configuration of the features selection with their accuracies calculated
by the proposed algorithm (FSFS) for different classifiers is summarized in Table 1.
The results of our experiments using different features are given in Table 2.

Table 1 Sample reducts and
accuracies obtained by
forward selection

Classifier R1 R2 R3 R4 R5

Naïve bayes 95.83 93.33 95.83 94.16 95.83

Logistic 94.16 91.66 95.83 95 95.83

BayesNet 90.83 89.16 92.5 90 91.66

KStar 95 95 95 95 94.16

ClassificationVia
Regression

94.16 96.66 93.33 95 97.5

Bagging 88.33 90 91.66 89.16 95

Decorate 90 90.83 89.16 89.16 91.66

MulticlassClassifier 95.83 92.5 95 93.33 94.16

Hyperpipes 88.33 85.83 89.16 86.66 90.83

DTNB 86.66 91.66 90.83 89.16 91.66

FT 97.5 96.66 97.5 97.5 96.66

FilteredClassifier 87.5 87.5 89.16 88.33 87.5

RepTree 89.16 86.66 90.83 91.66 88.33

RandomForest 94.16 90 90.83 92.5 95

Table 2 Experimental results
of FAR and FRR using FSFS
algorithm for different
classifiers

Feature: Gabor filter based features

Classifier Feature Selection Algorithm
(FSFS)

FAR (%) FRR (%)

FilteredClassifier 13.33 11.67

Bagging 20 10.84

RepTree 20 10

RandomForest 20 7.5
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Table 2 gives the results obtained with the selected features by the proposed
system on GPDS-960 dataset. We have used classifiers using 10 reference signa-
tures. 24 genuine signatures are used in training purpose and 30 skilled forgeries are
used in testing purpose.

5 Conclusion and Future Perspectives

In this paper Gabor filter based feature extraction technique and rough set theory
based feature selection algorithm is applied on signature image to retain only the
important features for offline signature verification system. Several existing clas-
sifiers are applied for performance analysis. The experimental results show that, the
accuracies given by various classifiers are comparable with other popular existing
methods. Though the FAR and FRR values in Table 2 show that the system can
accurately identify the signatures but it is not so helpful in case of forgery detection,
which is our main concern as future work.
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Protein Sequence Classification Based
on N-Gram and K-Nearest Neighbor
Algorithm

Jyotshna Dongardive and Siby Abraham

Abstract The paper proposes classification of protein sequences using K-Nearest
Neighbor (KNN) algorithm. Motif extraction method N-gram is used to encode
biological sequences into feature vectors. The N-gram generated is represented
using Boolean data representation technique. The experiments are conducted on
dataset consisting of 717 sequences unequally distributed into seven classes with a
sequence identity of 25 %. The number of neighbors in the KNN classifier is varied
from 3, 5, 7, 9, 11, 13 and 15. Euclidean distance and Cosine coefficient similarity
measures are used for determining nearest neighbors. The experimental results
revealed that the procedure with Cosine measure and the number of neighbors as 15
gave the highest accuracy of 84 %. The effectiveness of the proposed method is also
shown by comparing the experimental results with those of other related methods
on the same dataset.

Keywords Protein � Classification � N-gram � KNN

1 Introduction

It is essential to have knowledge about function of proteins to understand biological
processes [1–4]. A large-scale worldwide sequencing projects in recent years reveal
new sequences leading to a massive flow of new biological data. However, many
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sequences that are added to the databases are unannotated and await analysis. The
experimental methods alone cannot provide functional annotation to these
sequences in a reasonable time. So, computer-based methods are needed to predict
protein function. These methods identify the function of a protein based on direct
sequence similarity analysis or search of conserved sequence motifs. This helps to
classify the sequences into a specific protein family or functional class. In the
absence of the sequence or structural similarity, the criterion for addition of similar
but distantly related proteins into a protein function class becomes increasingly
arbitrary. For such instances, function prediction systems that implement
machine-learning-based classifiers are effective. There are many machine-learning
based classification algorithms. Some examples of these algorithms are K-Nearest
Neighbour (KNN) [5], Neural Networks (NN) [6], Support Vector Machines
(SVM) [7, 8], Naïve Bayes (NB) [5] and Hidden Markov Models (HMM) [6].

This paper deals with the preprocessing of protein sequences for supervised
classification. Motif extraction method N-gram is used to encode biological
sequences into feature vectors to enable use of well-known machine-learning
classifier KNN.

2 Literature Review

In the past, wide range of computational methods has been developed to classify
protein sequences into corresponding classes, sub classes or different
super-families. These methods are based on sequence alignments, motifs and
machine learning approaches. The method based on sequence alignment uses
dynamic programming approach when the sequences do not have enough similarity
between them. Needleman and Wunsch [9] developed an algorithm which finds
similarity between the protein and DNA sequences by using global alignment.
Smith and Waterman [10] used local sequence alignment between protein and DNA
sequences to find sequence similarity by looking at the fragments of different
lengths in a sequence.

Basic local alignment search tools like BLAST and FASTA are the traditional
alignment based methods used for the analysis of both protein and DNA sequences.
BLAST [11] uses heuristic algorithms to find similar sequences, while FASTA
exploits local sequence alignment to find similar sequence using heuristic search in
the database [12]. However, sequence alignment becomes unreliable when the
sequences have less than 40 % similarity [13], and unusable for below 20 %
similarity [14, 15]. This has generated interest in classification methods that do not
make use of alignments. Many computational intelligence approaches using
machine learning and pattern recognition have also been developed that do not
make use of alignments. A brief review of some of the most recent techniques is
presented below.
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Jeong et al. [16] introduced a feature extraction method based on position
specific scoring matrix (PSSM) to extract features from a protein sequence. They
defined four feature sets from PSSM and used four classifiers viz Naïve Bayesian
(NB), Support Vector Machine (SVM), Decision Tree (DT) and Random Forest
(RF). The maximum classification accuracy obtained was 72.5 %. Mansoori et al.
[17] extracted features from a protein sequence using 2 grams and a 2-gram
exchange group from the training and test data. A SGERD-based classifier was used
to create fuzzy rules. These rules reduced the classification time from 79 to 51 min
and the classification accuracy was 96.45 %. Bandyopadhyay used a 1-gram
technique for feature encoding [18]. In this, he developed a variable length fuzzy
genetic clustering algorithm to find prototypes for each super-family and nearest
neighbor algorithm for classification of protein. The classification accuracy of
81.3 % was obtained.

Leslie et al. [19] proposed a technique for SCOP super families which consid-
ered subsequences of k-length amino acids (k-spectrum kernel) as a feature vector
passed to a support vector machine for classification of protein. The results were
compared with SVM-T98, SVM-Fisher and PSI-BLAST. SVM-Fisher produced
better results as compared to other approaches.

Caragea et al. [20] explored the feature hashing technique to map high dimen-
sional features to low dimension using hash keys. These high dimensional features
were obtained using the k-gram representation. The feature vectors obtained were
used to store frequency counts of each k-gram hashed together in the same hash
key. The proposed technique reduced the features’ size from 222 to 210 and gave
classification accuracy of 82.83 %. Yu et al. [21] proposed a k-string dictionary
technique to represent protein sequence. To represent each protein sequence
properly, Singular value decomposition (SVD) was applied for the factorization of
frequency/probability matrix. Using this technique the size of the feature vector was
reduced. Yellasiri and Rao [22] proposed a new classification model called Rough
Set Classifier for classifying the voluminous protein data based on structural and
functional properties of protein. The proposed model was fast and provided 97.7 %
accuracy. Saha and Chaki [23] proposed a three phase model for classifying the
unknown proteins into known families. In first phase, noisy sequences were
removed and thus the input dataset was reduced. In second phase, the necessary
features such as molecular weight and isometric point were obtained and then
feature ranking algorithm was applied to rank the features. In the final phase,
Neighborhood Analysis was used to classify the input sequence into a particular
class or family. Jason et al. [24] used a neural network model in their work for
classifying the existing protein sequences. The methods used to find the global
similarity were 2-gram encoding method and 6-letter exchange group. Minimum
description length (MDL) principle was also applied to calculate the significance of
motif. This model produced 90–92 % accuracy.
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3 Materials and Methods

The section presents the methodology proposed for the classification of protein
sequences into their particular class. The different stages starting from collection of
data to calculation of performance measures are discussed in the following sub
sections.

3.1 Collection of Dataset from Protein Database

The dataset used in the study was constructed by Yu [25], searching oligomeric
proteins of each category in the Swiss-Prot database (version 45.4) [26, 27]. It
comprises of 717 sequences unequally distributed into seven classes which repre-
sent seven quaternary protein structures with a sequence identity of 25 %, the
details of which is given in Table 1.

3.2 Feature Extraction: N-Gram Descriptor

The feature extraction from the protein sequence is done using alignment-free
encoding technique, known also as N-gram [28]. The N-gram has a predefined
length 1, 2, 3…n and is a subsequence composed of N characters, extracted from a
larger sequence. This technique helps to extract both global and local features from
protein sequences. In this work we have used 3-gram which is obtained by a sliding
window of 3 characters on the whole sequence character by character.
A subsequence of 3 characters is extracted with each slide and the process is
repeated for all the sequences. Finally, only the distinct 3-grams are kept for further
analysis. For example, suppose we have a protein sequence VLTINDKGAS; then
the protein descriptors of the length 3 amino acid are {VLT, LTI, TIN… GAS}.

Table 1 Experimental dataset

Data
source

Identity percentage
(%)

Class Number of
sequences

Total
sequences

Swiss-prot 25 “Monomer” 208 717

“Homodimer” 335

“Homotrimer” 40

“Homotetramer” 95

“Homopentamer” 11

“Homohexamer” 23

“Homooctamer” 5
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3.3 Building Attribute-Value Dataset: Boolean Data
Representation

The next step is the construction of the attribute-value table for the 3-gram gen-
erated as per Sect. 3.2. To attribute values to features we have used
presence/absence of feature approach which, also known as Boolean data repre-
sentation technique. This representation indicates whether one n-gram is present
within a sequence or not based on the rule given below.

wi
j ¼ 1 if xij [ 0 and 0 else

Thus, our data table as shown in Fig. 1 is Boolean where each line represents a
protein sequence and each column represents a 3-grams. The binary value of a case
indicates whether the relative 3-grams belong (1) or not (0) to the considered
protein sequence.

3.4 K-Nearest Neighbor (KNN) Classification

After generating attribute–value table as mentioned in the above section, the pro-
posed method has used KNN classifier, which is one of the simplest classifiers
attempted on protein sequence classification. In this, classification is performed
during the test phase by calculating the distance between the vector representation
of the unclassified proteins and the vectors representing the training proteins, and
finding the nearest neighbors. The unclassified protein is then assigned a function
class according to the majority of function classes shared by its nearest neighbors.

The parameters associated with a basic KNN classifier are the number of nearest
neighbors to be considered, k. For our sequence based KNN classifier, we have
used 3, 5, 7, 9, 11, 13 and 15 neighbors and compared two of the most commonly
used measures for determining nearest neighbors for KNN classification viz
Euclidean distance and Cosine coefficient similarity. The Euclidean distance

Fig. 1 Boolean representation of data
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measures the planar distance between two n-dimensional feature vectors, p = (p1,
p2…pn − 1, pn) and q = (q1, q2…qn − 1, qn) and is defined as:

euc p; qð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i�1

jpi� qi

s
j2

The Cosine coefficient is the cosine of the angle between two feature vectors,
defined as:

cos p; qð Þ ¼
Pn

i�1 pi � qiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 pið Þ2 � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i qið Þpq

3.5 Performance Evaluation of Classifier

To assess the performance of the classifier, we have used accuracy as the evaluation
metric. This measure is calculated based on the number of true positives (TP), false
positives (FP), true negative (TN) and false negatives (FN). Accuracy is defined as
the proportion of the total number of test proteins that are correctly classified. It is
determined using the equation:

Accuracy ¼ TPþTNð Þ= TPþ FPþ FNþTNð Þ

3.6 Software

The software used for the experiments is Matlab Version 8.2.0.701 (R2013b). The
Bioinformatics Toolbox Version 4.3.1 (R2013b) is used for the implementation of
KNN. The computer that was used to perform the experiments for model selection
was an Intel(R) Core(TM) 2CPU6300@1.86 GHz.

4 Experimental Results

The work discusses a series of experiments performed on a KNN classifier using the
dataset. The parameters associated with a basic KNN classifier are the number of
nearest neighbors and the distance measure. In our work we experimented with
values 3, 5, 7, 9, 11, 13 and 15 as the number of neighbors. We also used two of the
most commonly used measures for determining the nearest neighbors for KNN
classification viz Euclidean distance and Cosine coefficient similarity.
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4.1 Effect of Parameters of the KNN Classifier

Table 2 shows the effect of the two parameters viz number of neighbors and
measure for determining the neighbours. It is seen that the value of the neighbour
15 and cosine measure has obtained the highest accuracy of 84 %.

4.2 Comparison of Results of the Proposed Method
with Similar Methods for the Dataset Used

Table 3 shows the comparative results of the same dataset with the ones studied in
[25, 29, 30]. We can notice that the worst results were obtained with the AAC

Table 2 Effect of parameters for determining nearest neighbors

Nearest neighbor Measures for determining nearest neighbors Accuracy (%)

3 Euclidean 74.9251

3 Cosine 77.3227

5 Euclidean 74.8252

5 Cosine 80.3197

7 Euclidean 80.4196

7 Cosine 82.5175

9 Euclidean 81.4186

9 Cosine 83.7163

11 Euclidean 81.3187

11 Cosine 83.8162

13 Euclidean 82.018

13 Cosine 83.6164

15 Euclidean 81.3187

15 Cosine 84.5155

Table 3 Comparative results of the proposed method

Methods Accuracy (%)

Amino acid composition (AAC) and neural networks 41.4

Discriminative descriptors substitution matrix (DDSM) and Naiye Bayesian 59.4

Blast-based 69.6

Functional domain composition (FDC) and neural network 75.2

Discriminative descriptors substitution matrix (DDSM) and neural network 77

Discriminative descriptors substitution matrix (DDSM) and support vector machine 78.9

Discriminative descriptors substitution matrix (DDSM) and C4.5 79.2

N-gram and KNN 84.51
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method i.e. 41.4 %. Blast arrived at better results, but the accuracy was not very
high. The FDC and DDSM methods seemed to be promising since it allowed
reaching an accuracy of 75.2 and 79.2 %. But the proposed method, which uses
N-gram with KNN, outperforms others as it is quite efficient in terms of accuracy
and reached the highest accuracy rate of 84.51 %.

5 Conclusions

This paper proposes a method for classifying protein sequences into structural
families using features extracted from motif content method N-gram. Compared
with the previous works, protein sequences are converted into feature vectors using
global and local features represented by the motif content i.e. N-gram. Having
obtained the features, the KNN classifier is used to classify protein sequences into
corresponding families based on two parameters-the number of nearest neighbors
and measures for determining nearest neighbors of KNN. Comparison of the
experimental results of related works on the same dataset reveals that features
extracted using the N-gram along with KNN classifier is more effective for protein
classification.
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Harmony Search Algorithm Based
Optimal Tuning of Interline Power Flow
Controller for Congestion Management

Akanksha Mishra and G.V. Nagesh Kumar

Abstract With rapid increase in private power producers to meet the increasing
power demand, results in the congestion problem. As the power transfer is
increasing the operation of power systems is becoming difficult due to higher
scheduled and unscheduled power flows. Interline Power Flow Converter (IPFC) is
a most flexible device and effective in reducing the congestion problem. In this
paper line utilization factor (LUF) is used for finding the best location to place the
IPFC. The Harmony Search (HS) Algorithm is used for proper tuning of IPFC for a
multi objective function which reduces active power loss, total voltage deviations,
security margin and the capacity of installed IPFC of installed IPFC capacity.
Simulation is carried out on IEEE-30 bus test system and the results are presented
and analyzed to verify the proposed method.

Keywords Interline power flow converter � Harmony search algorithm �
Congestion � Line utilization factor

1 Introduction

There are many challenges in terms of system operation because of the upgrading of
generation and transmission systems have not been adequate with the increasing in
load. This also affects the security of the system which is measured through the
system congestion levels. It is now necessary to use the transmission system
effectively for better reliability and stability of the system [1]. In the new com-
petitive electric market, it is now mandatory for the electric utilities to operate such
that it makes better utilization of the existing transmission facilities in conjunction
with maintaining the security, stability and reliability of the supplied power.
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Several authors [2–4] have used index based methods for optimal placement of
Flexible AC Transmission Systems (FACTS) devices. Gitizadeh et al. [5] investi-
gated a Simulated Annealing based optimization method for placement of FACTS
devices in order to relieve congestion in the transmission lines while increasing
static security margin and voltage profile of a given power system. Ye et al. [6]
proposed an algorithm for optimal congestion dispatch calculation with UPFC
control. A decomposition control method was introduced to solve this optimal
power flow problem. Reddy et al. [7] has presented optimal location of FACTS
controllers considering branch loading (BL), voltage stability (VS) and loss mini-
mization (LM) as objectives at once using Genetic Algorithm for management of
congestion. Mohamed et al. [8] has compared three variants of PSO namely basic
PSO, Inertia weight approach PSO and constriction factor approach PSO consid-
ering a single objective i.e. to minimize the transmission line loss.

FACTS devices are preferred in modern power systems based on the require-
ment and are found to deliver good solution [9, 10]. Out of all FACTS devices
IPFC is considered to be most flexible, powerful and versatile as it employs at least
two VSC’s with a common DC link. Hence IPFC has the capability of compen-
sating multi transmission line. FACTS devices like TCSC and SSSC are also placed
on the most congested line. However, IPFC is a device connected to multiple
transmission lines. In its simplest form it has at least two converters placed on two
transmission lines connected to a common bus [11, 12]. Proper placement of IPFC
is therefore a subject to be analyzed. Location and tuning of FACTS devices in the
power system is one of the important issues and hence optimal placement and
tuning of IPFC has been proposed based.

In this paper, Line Utilization Factor has been used for determination of the
optimal location of IPFC. It gives an estimate of line overloading in terms of MVA.
Once the IPFC has been placed at a proper location, it is very important to correctly
tune the IPFC parameters to be able to properly utilize the device for enhancing the
system performance to the maximum level. Harmony Search Algorithm is one of
the most recent music centered metaheuristic algorithm which is reported to have
been successfully implemented in several engineering applications. Implementation
of Harmony Search Algorithm is considered to be easier in comparison to many
existing algorithms. HS algorithm is a population based algorithm and is considered
to have higher efficiency in comparison to other metaheuristic algorithms. The
Harmony Search Algorithm can show promising results for tuning of IPFC. A multi
objective optimization has been formulated for optimal tuning of IPFC using
Harmony Search Algorithm. The multi objective function comprises of reduction of
active power loss, minimization of total voltage deviations and minimization of
security margin with the usage of minimum value of installed IPFC. Tuning of
IPFC for reduction of loss further reduces line congestion. Reduction of Voltage
deviation and security margin ensure power quality and system security. The
proposed method is implemented and tested on an IEEE 30 bus system with dif-
ferent loading conditions.
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2 Proposed Harmony Search Algorithm for Tuning
of IPFC

Harmony Search (HS) is a population based metaheuristic algorithm. It is inspired
from the musical process of searching for a perfect state of harmony. It was proposed
by Zong Woo Geem in 2001. In the HS algorithm, each (musician = decision
variable; plays = generates; a note = a value; for finding a best harmony = Global
optimum). The pitch of each musical instrument determines the aesthetic quality.
Just as the fitness value determines the quality of the decision variables. In the
process of music, all players sound pitches within the possible range together to
make one harmony. If all the pitches make a good harmony, each player stores in his
memory and the possibility of making a good harmony is increased next time. In
optimization also the same thing follows, the initial solution is generated randomly
from decision variables within the possible range. If the objective function value of
these decision variables is good to make a promising solution, then the possibility of
making a good solution is increased next time. The parameters of this algorithm are

HMS the size of the harmonic memory
HMCR the rate of choosing a value from the harmony memory
PAR the rate of choosing a neighboring value
δ the amount between two neighboring values in discrete candidate

set
FW (fret width) the amount of maximum change in pitch adjustment

The Harmony Search Algorithm mainly depends upon three rules namely
Harmony Memory Consideration Rule (HMCR), Pitch Adjustment Rate (PAR) and
Random initialization rule [13–15]. The Flowchart is given in Appendix.

3 Optimal Tuning of IPFC

A multi-objective function is formulated to find the optimal size of IPFC [8, 12,
16–18]. The function comprises of

1. Minimization of the active power loss.
2. Minimization of total voltage deviations
3. Minimization of security margin
4. Minimization of the value of installed IPFC.

A multi objective function formulated is given in Eq. (1)

MinF ¼ Min
X

i¼1to4

wifi ð1Þ

where, w1, w2, w3, w4 are the weighting factors.
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The weights represent the preference of the respective objective functions. In this
study, equal preference has been given to each objective. Hence,

w1 þw2 þw3 þw4 ¼ 1 ð2Þ

w1 ¼ w2 ¼ w3 ¼ w4 ¼ 0:25 ð3Þ

The optimal tuning of IPFC is done taking into consideration the above men-
tioned multi-objective function using Harmony Search Algorithm.

4 Results and Discussion

An IEEE 30 bus test system is considered, in which bus no. 1 is considered as a
slack bus and bus nos. 2, 5, 8, 11, 13 are considered as PV buses while all other
buses are load bus as shown in Fig. 1. This system has 41 interconnected lines.
The IEEE 30 bus test system load flow is obtained using MATLAB Software
[19–21]. A power injection model of IPFC is taken for load flow study. Only load
buses are considered for IPFC placement. Equal weights of 0.25 have been con-
sidered for all objectives. The results have been analyzed for normal loading.
An IPFC with two converters have been taken into consideration.

From the load flow analysis of IEEE 30 bus system, it is established that line 3–4
is the most congested line connected between the load buses with LUF value of
0.8415 p.u. as mentioned in Table 1. Hence it is established that the first converter
of the IPFC has to be placed on line 3–4. In the 30 bus system, two lines have been
connected to line 3–4, line 4–6 and line 4–12. The LUF values of the lines have

Fig. 1 IEEE 30 bus test
system with IPFC installed at
line connected between buses
3–4 and 4–12
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been presented in Table 1. From the values given in Table 1, it is observed that line
connected between buses 4–12, has lesser LUF value in comparison to the line 4–6.
Thus line 4–12 is a healthiest line connected to line 3–4. Hence lines between buses
3–4 and buses 4–12 have been selected for optimal placement of IPFC.

The parameters of the Harmony Search Algorithm were varied to observe its
effect on the various objective functions and the total objective function. The values
obtained have been tabulated in Table 2. Effect of variation of HMS and HMCR on
objective function value is observed from Fig. 2. Effect of variation of Pitch
Adjustment Rate on Objective Function has been shown in Fig. 3. From Figs. 2 and
3 it is clear that minimum objective is obtained at HMS = 1, HMCR = 0.8, and
PAR = 0.2. Value of FW is fixed at 0.1. The parameters of Harmony Search
Algorithm used for tuning the IPFC have been mentioned in Table 3.

The final values of the IPFC after tuning using Harmony Search Algorithm have
been given in Table 4. The LUF values before and after tuning of IPFC have been
compared in Fig. 4. It is observed that tuning of IPFC using Harmony Search
Algorithm, reduces the congestion in line 3–4 from 0.8415 p.u to 0.833 p.u. System
Real and reactive power loss, security margin, voltage deviation, and installed IPFC

Table 1 LUF values of
sample lines

S. no. From bus To bus LUF line 2 (p.u.)

1 4 6 0.7173

2 4 12 0.5284

3 3 4 0.8415

Table 2 Effect of variation of Harmony Search algorithm parameters on the objective function

HMS FW HMCR PAR Security
margin

Voltage
deviation

Inst. IPFC
capacity

Active
power loss

F1

1 0.1 0.7 0.35 15.5008 2.38162 1.76E-06 21.6067 9.8748

10 0.1 0.7 0.35 15.5719 2.3822 1.80E-06 21.628 9.8851

50 0.1 0.7 0.35 15.606 2.3822 1.80E-06 21.6368 9.8998

100 0.1 0.7 0.35 15.6061 2.3822 1.80E-06 21.6368 9.8952

1 0.1 0.8 0.35 15.5716 2.3816 1.76E-06 21.6107 9.8961

10 0.1 0.8 0.35 15.4352 2.3822 1.80E-06 21.6054 9.8919

50 0.1 0.8 0.35 15.5633 2.3822 1.80E-06 21.6258 9.8868

100 0.1 0.8 0.35 15.603 2.3816 1.76E-06 21.6161 9.8917

1 0.1 0.9 0.35 15.5603 2.3816 1.76E-06 21.6217 9.8812

10 0.1 0.9 0.35 15.5207 2.3822 1.81E-06 21.6156 9.879

50 0.1 0.9 0.35 15.4779 2.3822 1.80E-06 21.6039 9.8958

100 0.1 0.9 0.35 15.6061 2.3822 1.80E-06 21.6368 9.901

10 0.1 0.8 0.1 15.5091 2.3822 1.80E-06 21.6364 9.89392

10 0.1 0.8 0.2 15.549 2.377 1.80E-06 21.622 9.86334

10 0.1 0.8 0.3 15.6061 2.3822 1.80E-06 21.6368 9.8692

10 0.1 0.8 0.4 15.6061 2.3822 1.80E-06 21.6368 9.8741

10 0.1 0.8 0.5 15.6061 2.3822 1.81E-66 21.64 9.8806
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capacity, without and with optimally tuned IPFC have been mentioned in Table 5.
The real and reactive power loss of the system with untuned IPFC is 21.909 MW
and 101.334 MVAR respectively. After tuning the IPFC with Harmony Search
Algorithm the active and reactive power loss of the system is reduced to
21.619 MW and 100.931 MVAR respectively. Similarly a good improvement in the
above mentioned parameters is noticed with optimal tuning of IPFC using Harmony
Search Algorithm The Voltage profile of the 30 bus system without and with
Harmony tuned IPFC has been compared in Fig. 5. It is observed from Fig. 5 that
tuning of IPFC using Harmony Search Algorithm improves the voltage at the buses
to a large extent.

Fig. 2 Effect of variation of HMS and HMCR on objective function

Fig. 3 Effect of variation of PAR on objective function

Table 3 Harmony Search
algorithm parameters for
IPFC tuning

Parameters Values

HMS 1

HMCR 0.8

PAR 0.2

bw 0.1

Table 4 IPFC parameters
after tuning by Harmony
Search Algorithm

IPFC
parameters

Untuned
IPFC

Tuning of IPFC using
HS

VSe1 (V) 0.0050 0.0013

VSe2 (V) 0.0100 0.0088

Θse1 (Radian) −159.8295 −21.2163

Θse2 (Radian) 180 180
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Fig. 4 LUF of lines of 30 bus system without and with optimally tuned IPFC using Harmonic
Search Algorithm

Table 5 Comparison of objective function values with untuned IPFC and with HS tuned IPFC

Parameters Untuned IPFC Tuning of IPFC using HS

Real power losses (MW) 21.909 21.619

Reactive power loss (MVAR) 101.334 100.931

Voltage deviation of all buses (p.u.) 2.3889 2.3822

Security margin of all lines (p.u.) 18.2714 15.5377

Capacity of installed IPFC (p.u.) 0.000406 1.8025e-006

Fig. 5 Voltage profile without and with HS tuned IPFC

5 Conclusion

In this paper, Harmony Search Algorithm has been used for IPFC tuning. A multi
objective function comprising of reduction of active power loss, minimization of
total voltage deviations, and minimization of security margin with the usage of
minimum value of installed IPFC has been considered. The proposed method is
implemented for IEEE-30 bus test system. It is observed that placement and tuning
of IPFC by the proposed methodology causes an effective reduction in congestion
in the lines. Simulation results have demonstrated the effectiveness and accuracy of
the Harmony Search algorithm technique to achieve the multiple objectives and to
determine the optimal parameters of the IPFC. A reduction in Real power loss,
Voltage deviation, security margin has been achieved with much smaller capacity
of installed IPFC. Reduction in loss helps in congestion management of the system.
Reduction in security margin protects the system against collapse. Lower the
capacity of IPFC lower is the cost. Hence the overall system performance has been
improved at a minimum cost using Harmony Search Algorithm.
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Appendix: Flowchart for Harmony Search Algorithm
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Investigation of Broadband
Characteristics of Circularly Polarized
Spidron Fractal Slot Antenna Arrays
for Wireless Applications

Valluri Dhana Raj, A.M. Prasad and G.M.V. Prsad

Abstract In this work, a novel broadband circularly polarized spidron fractal slot
antenna has been considered. The design and implementation of single Spidron
antenna, arrays of 2 × 2 and 4 × 4 are considered along with 4 × 4 array with the
modified ground has been considered. HFSS13.0 has been used for the design and
simulation, and fabrication FR4 epoxy material has been used. The broadband
characteristics are examined simulation, and experimental results were presented.
Theoretically a 4 × 4 array antenna offers the gain of is 5 dB and wide band ranging
from 12.17 to 14.98 GHz. Its bandwidth is 2813 MHz. Practically a 4 × 4 array
antenna operates from 9.9 to 14 GHz. The grid Spidron array performance evo-
lution and comparison with 2 × 2 and 4 × 4 arrays is presented.

1 Introduction

Microstrip antennas are extensively used for the historical few decades because of
its distinct options like low-profile, light-weight weight, ease to integrate with
active devices [1–8]. In particular, considerable attention for the circularly polarized
microstrip antennas has been given in many wireless applications like Satellite
communications [9] and Radio-frequency identification readers [10, 11]. Based on
some feeds microstrip antennas are classified as single or dual feed. In order to
avoid the usage of additional components like 90° hybrid couplers, single feed

V.D. Raj (&)
JNTUK, Kakinada, India
e-mail: drvalluri7777@gmail.com

A.M. Prasad
Department of ECE, JNTUK, Kakinada, India
e-mail: a_malli65@yahoo.com

G.M.V. Prsad
BVCITS, Amalapuram, India
e-mail: drgmvprasad@gmail.com

© Springer India 2016
H.S. Behera and D.P. Mohapatra (eds.), Computational Intelligence
in Data Mining—Volume 2, Advances in Intelligent Systems
and Computing 411, DOI 10.1007/978-81-322-2731-1_17

183



antennas are much preferred. Many a designs were described for single feed cir-
cularly polarized (CP) microstrip antennas, Koch fractal boundary CP microstrip
antennas [12], a compact CP patch antenna loaded with a metamaterial [13], and a
shorter CP patch antenna using a High permittivity substracte [14]. All of the single
feed CP antennas usually described have a narrow bandwidth that is undesired. The
influence of the feeding position on the radiation characteristics and resonance
behavior were assessed. To increase the information measure performance,
square-slot antennas with multiple monopole parts [15] or a halberd-shaped feeder
[16] were proposed; these yield 3 dB AR bandwidths of 28.03 and 29.1 %,
respectively. a technique based on a metamaterial chiral structure was conjointly
applied to boost the performance of the CP antenna [17]. In [18], a pair element
technique was used for a 4 × 4 array of spiral slot antennas to widen the resistivity
and AR bandwidths. In order to enhance each the axial magnitude relation infor-
mation measure and purity of the circular polarization, a method for sequent
rotation feeding involving the applying of a physical rotation of the diverging
element associated an acceptable phase offset to element excitation was introduced
[19]. Many 4 × 4 arrays incorporating sequent rotation feeding techniques are
developed. Several 4 × 4 arrays incorporating successive rotation feeding tech-
niques are developed [20–22]. A 4 × 4 consecutive revolved patch antenna array
fed by a series feed with a 3 dB AR information measure of 12. 4 % and a 2:1
voltage standing wave quantitative relation information measure of 14. 7 % was
reported in [20]. In [21], another 4 × 4 successive rotation array of aperture
antennas fed by a planar waveguide (CPW) was additionally planned. This array
exhibited AN ohmic resistance information measure of 10.6 % and a 3 dB AR
information measure of 11 %. During a recent study, a 4 × 4 array of consecutive
revolved, stacked CP patches was conferred for L-band applications [22]. By using
a successive rotation feeding technique, AN array consisting of 162 patches
exhibited a broad ohmic resistance information measure of 25th and a 3 dB AR
information measure of 100 %. In this, we have a tendency to propose a completely
unique broadband CP antenna array is utilizing Spidron pattern slots as diverging
components that square measure fed by parallel sequential networks [23]. The only
antenna component of the projected array is comprehensively investigated in terms
of its style issues and operation principle. In our style, the diverging Spidron pattern
slot is excited by one microstrip feeding line to realize broadband CP radiation.
2 sorts of antennas square measure fed by a consecutive revolved feeder. A 2 × 2
and 4 × 4 arrays are designed, made-up and tested.

1.1 Single Spidron Fractal Slot Antenna

The configuration and design parameters for the one Spidron pattern slot are shown
in Fig. 1.

From Fig. 1a, it may be seen that the hypotenuse of each right triangle coincides
with one in every of the legs of its succeeding, down-scaled triangle. It ought to be
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noted that α is one in every of the angles opposite the correct angle within the 1st
right triangle whereas h is that the length of the leg adjacent to angle α. The scaling
issue (δ) is that the magnitude relation between the lengths of the perimeters of 2
successively generated right triangles and were set by

d ¼ hnþ 1

hn
¼ tan a for 0�\a\ 450 ð1Þ

The anticipated antenna element includes of a Spidron pattern slot etched from
the bottom plane, a microstrip feeding line printed on the bottom of the insulator
Substrate and a conducting reflector located on the substrate, is shown in Fig. 1b, c.
The antenna is fabricated on an FR-4 epoxy substrate having a thickness of 1.6 mm,
dielectric constant of 4.4, and loss tangent of 0.02.

The Spidron pattern slot utilized in this design consists of seven iterated
reductions of a right-angled triangle. The 50 Ω microstrip feeding line situated at
AN offset distance of fs from one facet of the Spidron pattern slot features a
dimension and length of fw and fh, respectively. The dimensions of the one antenna

Fig. 1 Configuration of a Spidron fractal slot antenna with a conducting reflector: a Geometry of
the Spidron fractal, b top view of the antenna, and c side view of the antenna
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area unit gw × gh × k mm3, wherever k is that the distance between the bottom
plane and therefore the conducting reflector.

1.1.1 Design of Single Spidron

Given details of Spidron is as follows:
The implementation of the antenna is shown in Fig. 2. The optimized Single

Spidron fractal slot antenna have these dimensions, h = 10 mm, α = 30.1°,
k = 6 mm, fs = 8.3 mm, fw = 1 mm, fh = 6 mm, gw = 12.8 mm, and gh = 12.8 mm:

Calculations:
Fixed value of α = 30.1°
The height of right angle triangle is hi.
Opposite side of the right angle triangle is xi.
The hypotenuse of the right angle triangle is yi.

a. Iteration-1: h1 = 10 mm

cos a ¼ h1
y1

ð2Þ

y1 ¼ 10
cos 30:1�

¼ 11:56mm

sin a ¼ x1
y1

ð3Þ

x1 ¼ 11:56 � sin 30:1� ¼ 5:8mm
b. Iteration-2:

h2 ¼
y2
2
¼ 11:56 ¼ 5:78mm

cos a ¼ h2
y2

Fig. 2 Implementation of Spidron
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y2 ¼ 5:78
cos 30:1�

¼ 6:68mm

sin a ¼ x2
y2

x2 ¼ 6:68 � sin 30:1� ¼ 3:35mm
c. Iteration-3:

h3 ¼
y2
2
¼ 6:68

2
¼ 3:34mm

cos a ¼ h3
y3

y3 ¼ 3:34
cos 30:1�

¼ 3:86mm

sin a ¼ x3
y3

x3 ¼ 3:86 � sin 30:1� ¼ 1:94mm
d. Iteration-4:

h4 ¼
y3
2
¼ 3:86

2
¼ 1:93mm

cos a ¼ h4
y4

y4 ¼ 1:93
cos 30:1�

¼ 2:23mm

sin a ¼ x4
y4

x4 ¼ 2:23 � sin 30:1� ¼ 1:119mm
e. Iteration-5:

h5 ¼
y4
2
¼ 2:23

2
¼ 1:115mm

cos a ¼ h5
y5
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y5 ¼ 1:115
cos 30:1�

¼ 1:288mm

sin a ¼ x5
y5

x3 ¼ 1:288 � sin 30:1� ¼ 0:646mm
f. Iteration-6:

h6 ¼
y5
2
¼ 1:288

2
¼ 0:644mm

cos a ¼ h6
y6

y6 ¼ 0:644
cos 30:1�

¼ 0:744mm

sin a ¼ x6
y6

x6 ¼ 0:744 � sin 30:1� ¼ 0:373mm
g. Iteration-7:

h7 ¼
y6
2
¼ 0:744

2
¼ 0:372mm

cos a ¼ h7
y7

y7 ¼ 0:372
cos 30:1�

¼ 0:429mm

sin a ¼ x7
y7

x6 ¼ 0:429 � sin 30:1� ¼ 0:215mm

The corresponding iteration right angle triangles are shown in Fig. 3. Single
Spidron dimensions are shown in Table 1.

1 2 3 4 5 6 7

Fig. 3 Various iterations from 1–7 of the right angle triangle
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After combining all triangles that are corresponding to 7 iterations, we got
Spidron shape. The simulation results of single Spidron antenna is shown in Fig. 4.

1.1.2 Design Specifications of Single Spidron Slot Antenna

Operating frequency (f0Þ = 12.5 GHz
Height of the substrate = 1.6 mm
Dielectric constant (εr) = 4.4
The substrate material used =› FR-4 epoxy with double sided copper clad.
Simulation results:
According to simulated results, we got the gain of single Spidron slot antenna is

3 dB (Fig. 4).
Single Spidron slot antenna offers less loss for the frequencies in the range from

6.1 to 7.5 GHz. So we can use this antenna for transmitting and reception of signals
that are in its operating range. It offers bandwidth of 1312 MHz. Single Spidron slot
antenna has low VSWR (1.42) at 6.75 GHz as shown in Fig. 5.

1.2 2 × 2 Sub Antenna Array and the Feeding Network

After the excellent assessment of the electrical resistance matching and radiation
characteristics of one Spidron form slot antenna, our scope extended to the look of a

Table 1 Measurements for all iterations

Iteration Base (xi in mm) Height (hi in mm) Hypotenuse (yi in mm)

Iteration-1 5.8 10 11.56

Iteration-2 3.35 5.78 6.68

Iteration-3 1.94 3.34 3.86

Iteration-4 1.119 1.93 2.23

Iteration-5 0.646 1.115 1.288

Iteration-6 0.373 0.644 0.744

Iteration-7 0.215 0.372 0.429

Fig. 4 Simulated single Spidron antenna. a Shape. b Front and back. c 3D Gain polar plot
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consecutive revolved CP array so as to boost each the antenna gain and information
measure. During this section, configurations for a 2 × 2 subarray and 4 × 4 array
that have each been integrated with parallel ordered feeding networks square
measure conferred thoroughly.

Figure 6 shows the configuration of a 2 × 2 subarray that utilizes the Proposed
Spidron fractal slots as its radiating element and a sequential feeding network on a
42 mm × 42 mm square substrate. The distance between each of the Spidron fractal
slots along both the x- and y-axes is 18 mm, corresponding to 12.5 GHz. Detailed
dimensions are given in Fig. 6a. To attain LHCP operation, the shape slots square
measure consecutive turned dextrorotatory by 900. The feeding network here is
intended to excite every squeeze flip with consecutive part delays of 900. To
implement this network style, 3 T-junction dividers and resistance transformers
square measure wont to match the impedances between the 50 Ω input port and four
50 Ω output ports, as shown in Fig. 6b. The middle section of the feeding network
is AN equal power divider with 1800 part distinction. Every divided, anti-phased
port is then connected to a different T-junction divider to get signals with 900 part
distinction in 2 sets of output ports. Thus, the whole network consists of 4 output
ports, every ordered part delayed by 900 within the dextrorotatory direction.

1.2.1 Design of a 2 × 2 Subarray Spidron

Lengths of parallel sequential feeding network are given in top view of the 2 × 2
subarray. The width of parallel sequential feeding network is given in terms of
impedance (z). So we need to calculate the width in terms of ‘mm’. General formula
that is used to convert impedance into mm is given in Eq. 4.

wz ¼ 30 � p � ts
z � ffiffiffiffi

er
p ð4Þ

Fig. 6 2 × 2 subarray. a Top view. b Detailed dimensions of the feeding network
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where
ts ¼ Substrate thickness

z ¼ Impedance

1.2.2 Calculations

We are using FR4-epoxy as a substrate. Its thickness is 1.6 mm and er ¼ 4:4.
If z = 35 Ω then

w35 ¼ 30 � p � 1:6
35 � ffiffiffiffiffiffiffi

4:4
p ¼ 2:054mm

If z = 50 Ω then

w50 ¼ 30 � p � 1:6
50 � ffiffiffiffiffiffiffi

4:4
p ¼ 1:44mm

If z = 70 Ω then

w70 ¼ 30 � p � 1:6
70 � ffiffiffiffiffiffiffi

4:4
p ¼ 1:0269 mm

.

1.2.3 Results

Simulation Results

2 × 2 sub-array simulation results are shown in Figs. 7 and 8.
According to simulated results, we got the gain of single Spidron slot antenna is

3.65 dB.
The 2 × 2 subarray Spidron slot antenna offers less loss for the frequencies in the

range from 4.95 to 5.69 GHz. So we can use this antenna for transmitting and
reception of signals that are in its operating range. It offers bandwidth of 741 MHz
The gain of the 2 × 2 subarray is improved by 0.5 dB, but bandwidth is reduced by

Fig. 7 Simulation of 2 × 2 subarray. a Top view. b Feeding network. c 3D-Gain plot
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Fig. 8 Simulation of 2 × 2 sub array. a Return loss plot. b VSWR plot. c Smith chart
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571 MHz. A 2 × 2 subarray Spidron slot antenna has low VSWR (1.32) at 9.7 GHz.
The Experimental results were shown in Fig. 9.

Experimental Results of 2 × 2

A high-gain, CP 4 × 4 array developed for broadband satellite communication
within the Ku-band is represented during this sub-section. Figure 10 shows the pure
mathematics of the 4 × 4 array that features four 2 × 2 sub-arrays as individual
divergent parts. The sub-arrays ar organized throughout a 2 × 2 configuration on a
sq. substrate having overall dimensions of 80 mm × 80 mm and a center-to-center
distance of 41 mm between the sub-arrays on every the x- and y-axes. To service
the four consecutive turned 2 × 2 sub-arrays, an extra consecutive feeding network
is employed. For this, every subarray input is connected to 1 output port of the
central consecutive feeding network, as shown intimately in Fig. 10. The central
consecutive feeding network is intended using the same procedure used for the
2 × 2 subarray feeding network shown in Fig. 10b.

1.2.4 Simulation Results of 4 × 4

According to simulated results shown in Figs. 11 and 12, we got the gain of 4 × 4
array Spidron slot antenna is 5 dB. The 4 × 4 array Spidron slot antenna offers less

Fig. 9 Experimental setup and results of 2 × 2 subarray. a Experimental setup. b Return loss plot.
c VSWR plot. d Smith chart

Fig. 10 Top view of the 4 × 4 subarray. a Top view. b Feeding network
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loss for the frequencies in the range from 12.17 to 14.98 GHz as shown in the
Fig. 12. So we can use this antenna for transmitting and reception of signals which
are in its operating range. It offers bandwidth of 2813 MHz Gain of 4 × 4 array is
improved by 2 dB and bandwidth is increased by 1500 MHz 4 × 4 array Spidron
slot antenna has low VSWR (1.08) at 8.46 GHz.

1.2.5 Experimental Results of 4 × 4 Array

The experimental setup and results of 4 × 4 array are shown in Fig. 13.

2 Performance of Spidron Grid Array

The 4 × 4 array has been modified to investigate its radiation characteristics. The
3-dB gain of the array is shown in Fig. 14. The performance characteristics of the
Spidron grid array has been verified with the vector network analyzer E5071C and
the results were presented in Figs. 15 and 16. It is observed that the grid array has
exhibited multi-band rather wide band characteristics.

8.1 Practical results
The simulation and experimental results are compared

2.1 Theoretical Values

The simulation results were obtained using HFSS13.0 presented in Table 2.

2.2 Practical Values

Table 3 shows the comparison of arrays.

Fig. 11 4 × 4 array. a HFSS simulation. b CAD model
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Fig. 13 Experimentation results 4 × 4 array. a Experimental setup. b Return loss curve. c VSWR
plot. d Smith chart

Table 2 Theoretical values

Gain (in dB) Return losses (in dB) Bandwidth (in MHz) VSWR

Single Spidron 3.03 −15 dB at 6.7 GHz 1312 1.42

2 × 2 array 3.65 −21 dB at 6.6 GHz 741 1.18

4 × 4 array 5 −44 dB at 1.9 GHz 2813 1.01

4 × 4 grid array 6.4938 −51 dB at 10.4 GHz 9000 1.7

Table 3 Practical values

Return losses (in dB) Bandwidth (in MHz) VSWR

2 × 2 array −27 dB at 4.65 GHz 300 1.6

4 × 4 array −31 dB at 10 GHz 4000 1.1

4 × 4 grid −30 dB at 10.4 GHz 8800 1.771

Fig. 14 Gain plot of 4 × 4
grid array
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3 Conclusions

In this work a UWB Spidron slot antenna and the array is considered. A 4 × 4 array
provides good characteristics comparatively with single Spidron and 2 × 2 subarray.

Theoretically the fourth iterative wideband circular fractal antenna offers gain of
4.33 dB and offers the wide band ranging from 0.8 to 6.5 GHz, i.e., bandwidth is
about 7.3 GHz, but practically this antenna operates from 0.782 to 5.76 GHz and
cover the L, S and some range of C-bands in microwave frequency spectrum.

Theoretically a 4 × 4 array antenna offers the gain of is 5 dB and wide band
ranging from 12.17 to 14.98 GHz. Its bandwidth is 2813 MHz. practically a 4 × 4
array antenna operates from 9.9 to 14 GHz. The results are indicating that the as the
number of elements are increasing the gain as well as bandwidth is increasing from
a single element to 4 × 4 array. In the case of Spidron grid array, the improvement
in bandwidth not significant and the designed array has exhibited multiband
characteristics and is suitable for x-band. The experimental gain can be studied by
considering alternate elements in the array with the help of a chamber. Further
designing the antenna array can be studied for more compact and multiband fea-
tures. Using different material the array performance evaluation can be made.

Fig. 16 Experimentation results Spidron 4 × 4 grid array. a Return loss. b VSWR plot. c Smith
chart. d Phase plot

Fig. 15 Experimentation results 4 × 4 grid array
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A Fuzzy Logic Based Finite Element
Analysis for Structural Design of a 6 Axis
Industrial Robot

S. Sahu, B.B. Choudhury, M.K. Muni and B.B. Biswal

Abstract Six axis industrial robots are widely used for carrying out various
operations in industry and in the process it is subjected to varying payload
conditions. This paper shows a methodology to determine the optimum value of
pay load vis-à-vis the design parameters considering the criteria of reducing the
material used to build the structure of industrial robot based on the finite element
method (FEM). Different loads are applied at gripper and the total deformation is
calculated. Finally, the weak area of the robot arm is found out and relative
improving suggestions are put forward, which leads to the foundation for the
optimized design. In the fuzzy-based method, the weight of each criterion and the
rating of each alternative are described by using different membership functions and
linguistic terms. By using this technique, the deformation is determined in accor-
dance to load to the robotic gripper. The results of the analysis are presented and it
is found that the triangular membership function is the effective one for deformation
measurement as its surface plot shows a good agreement with the output result.
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1 Introduction

Robots are the mechanical devices that are controlled by programming. An Aristo
robot is a 6 axis articulated robot powered by actuators and can be used to lift parts
with great accuracy. These are often used for tasks such as welding, painting, and
assembly. Finite element techniques of analysis and simulation of mechanical
systems are used to build mathematical models and to analyze the static and
dynamic behavior of the structural elements directly on the computer. It is required
to correlate with the kinematic model of the joints and it is used to establish the
loads and to build a dynamic model to determine the behavior. FEM tools are used
for modeling and analysis of the structure of the robot arm.

Hardeman et al. [1] have derived the dynamic equations of motion using finite
element method suitable for both simulation and identification. Huang et al. [2]
have conducted analog simulation experiment using finite element analysis and
established FE model of flexible tactile sensor sensitive unit. Ghiorghe [3] showed a
methodology to determine the optimum values for the design parameters consid-
ering the criteria of reducing the material used to build the structure of industrial
robot, using an structural optimization and topology algorithm. Ristea [4] showed
the difference of a composite substance and the conventional aluminum for the
design of the robot elements used. Doukas et al. [5] investigated the structural
behavior of industrial robots and developed a model, to predict the correctness of
robot in definite positions of arm with loading environment by use of Finite
Element Method (FEM). Gasparetto et al. [6] considered an useful method for mod-
eling spatial industrial robots of low weight based on the same Rigid Link System
approach from an experimental corroboration outlook. Fahmy et al. [7] proposed a
neuro fuzzy controller for robotic manipulators by using a learning method to
produce the essential inverse modeling rules from input and output values taken and
have got the best results compared with conventional PID controller. Chen et al. [8]
used a six-axis force/torque sensor as a component for the large manipulator in the
space station. In order to obtain the large measurement range of force/torques, an
elastic body based on cross-beam with anti-overloading capability is designed, and
the size is optimized by using FEA.

2 The Finite Element Model

2.1 The Finite Element Model of the Robot Arm

The Industrial robot consists of subassemblies of motion which are initially
developed and assemble all the components as shown in Fig. 1. FEA is a method
used to solve engineering problems. The first step of FEM is to build of a model for
the complete structure of the robot. The model of the industrial robot was imported
from CATIA into the environment of finite element for analysis.
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Although ANSYS Workbench is a very useful platform in the finite element
calculation but its function in the aspect of modeling is not strong. Therefore, our
objective is to use solid modeling using CATIA V5 software to establish a
three-dimensional entity model of robot arm. The data exchange of the model could
be imported into ANSYS Workbench through software interface. Before the model
was analyzed in ANSYS Workbench, the materials needed used for the structure of
the robot arm are chosen. The “Engineer data” module of the ANSYS Workbench
was used to select structural steel for the purpose. As the robot is a six degrees- of—
freedom structure, it required the fixed constraints on the base surface. The mesh
size was taken as 0.01. The FEA analysis is presented in Fig. 2.

For the FEM analysis of the robot structure, we considered gripper loads of
1.25–125 N as input data. The structure is tested under static conditions in order to
obtain the total deformations.

2.2 Fuzzy Logic System

This research mainly focuses to predict closeness using the fuzzy methodologies.
A fuzzy system is an alternative to classical ideas of set membership and logic and
applications at the prominent edge of Artificial Intelligence. This research work
emphasizes the foundations of fuzzy systems along with some of the new notable
demurrals to its use, with examples haggard from existing research in the field of
Artificial Intelligence. Finally, it is established that the practice of fuzzy systems
creates a feasible addition to the field of Artificial Intelligence. Here Fuzzy Logic is
used for training of the datasets of the data table for the prediction of failure and its

Fig. 1 6 axis industrial robot
3D-model
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severity. Basically, the fuzzy logic provides a corollary organization that enables
suitable human thinking abilities that machines do not have. It uses fuzzy rules,
which is the illustration of knowledge frequently presented with rules comprising
“if-then” announcements or different cases having different reality arrangements.

2.3 Fuzzy Controller/Fuzzy IF-THEN Rule

When fuzzy set theory and fuzzy logic are combined with each other and develop
fuzzy logic controllers. The mathematical model is controlled by rules of fuzzy
logic as an alternative of equations.

The rules are generally in the form of IF-THEN-ELSE statements. The IF part is
is known as antecedent and THEN part is consequent. The antecedent is linked with
Boolean operator like AND, OR, NOT etc. The final output from the model are
converted to a appropriate form by block of fuzzification. All the rules had clear
based on applications and the process begins with computation of the rule conse-
quences. The rule consequences take place within the computation unit. Lastly the
set of fuzzy is defuzzified to one crisp control action using defuzzification module.

In this research the fuzzy controller has been designed using one type of
memberships, i.e. triangular (Fig. 3) membership function. Figures 4 and 5 show
the input and output variables used in Mamdani FIS with Triangular membership
functions.

Fig. 2 Finite element mesh of an industrial robot
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3 Results and Interpretations

The results obtained in terms of maximum deformation for ten loads out of fifty
loads applied are presented in Table 1. The static analysis comprises an assessment
of the total deformation for life and damage and safety factor. Figure 6 displays
some results of deformations corresponding to the four kinds of typical gripper
loads from fifty loads applied. The lowest value of the deformation was found at the
bottom of the part (Dark blue colour in Fig. 6) while the maximum is at the top of it
near the gipper (Red colour in Fig. 6) and the dialog box contains explicit values.

Fig. 3 Fuzzy controller using triangular membership functions

Fig. 4 Input variables of Mamdani FIS with triangular membership function
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The results are shown in Fig. 6 along by way of the area of higher scale of
deformation with different colors. Light blue and dark blue colours indicate low
deformations, while the yellow to red indicate high deformations.

From the observation it is found that as the load increases the deformation
increases. Since up to force value of 2.5 N there is no red colour found, at indicates
that up to 2.5 N is safe load that can be applied to the Robot. From 5 N onwards
there is gradual increase in colour red and it is maximum for the force value of
125 N. Figure 7 shows the rule viewer in Mamdani FIS (MAT Lab) with Triangular
membership function. It represents the comparison of closeness and capacity for
different membership functions. Surface plots of different membership function
shown in Fig. 8.

The fuzzy controllers are developed here to predict the deformation of the
Industrial Robot. The predicted result from fuzzy controllers for deformation of

Fig. 5 Output variables of Mamdani FIS with triangular membership function for closeness of the
robot

Table 1 Total deformations
on different loading
conditions

S. no. Gripping loads (N) Total maximum deformation (mm)

1 2.5 2.635e−6

2 5 5.270e−6

3 7.5 7.90e−6

4 10 1.054e−5

5 12.5 1.317e−5

6 15 1.581e−5

7 17.5 1.844e−5

8 20 2.106e−5

9 22.5 2.317e−5

10 25 2.635e−5
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1.5 N 2.5 N

5 N 15 N

Fig. 6 Total deformation of the 6 axis industrial robot model structure at various loads

Fig. 7 Rule viewer of Mamdani FIS with triangular membership function for industrial robot
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Robot is compared with the experimental analysis and shows a very good agree-
ment. It has been observed that the result of Fuzzy controller using Triangular
membership function shows more closer result.

4 Conclusions

The FE based model can be advantageously used to simulate the behavior of an
industrial robot, if the necessary data such as properties of materials, conditions of
loading and the proper CAD designs are available, but the model can further be
used for the improvement of accuracy of simulation.

An improvement of the static behavior of the elements of the structure led to find
a constructive solution from the point of view of optimum weight, shape and static
stiffness with changes imposed by successive loads and choosing the best option.
The goal is to find the best use of the material for a structure subjected to the action
of a force.

The developed fuzzy controller along with the technique can be used as a robust
tool for selection of Robots. A fuzzy support system is developed to make the most
suitable selection of Robot for a certain design by using the capacity and closeness
value.

Fig. 8 Surface plot showing closeness and capacity of fuzzy controller using Gaussian
membership function
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The Design and Development of Controller
Software for ScanDF Receiver Subsystem
(Simulator) Using Embedded RTOS

P. Srividya and B. I Neelgar

Abstract In modern receiver control applications achieving real time response is of
main importance. The paper is a part of software development for CSM controller
system. In this paper a real time application, for controlling SCAN DF receiver
simulator will be implemented using POSIX socket APIs on VxWorks RTOS and
process the data from the scanDF receiver subsystem. The processed data can be
used to develop a database for electronic order of battle. This application will be able
to interact with receiver using socket APIs, to exchange command and data packets.
TCP/IP based socket APIs will be used to realize the application.

Keywords Electronic warfare (EW) � ScandF receiver � TCP/IP sockets � Client �
Server � VxWorks RTOS � Powerpc

1 Introduction

This paper discusses about the development of a real time controller for ScanDF
receiver subsystem. The operations of the ScanDF receiver subsystem include the
interception of the signal and report the frequency, direction of arrival, amplitude,
time of interception and signal bandwidth between the frequency ranges of 20–
1000 MHz. The simulator is responsible for the acceptance of the commands from
the user and displays the result. To perform such operations a real time application

Technologies Used—VxWorks RTOS, Development IDE Wind River Workbench 2.5,
Programming Language ‘C’ on LINUX Operating System, ChampAV IV Board.
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like VxWorks is essential. VxWorks is a hard Real Time Operating System. This
application is implemented using POSIX Socket APIs that are used to create a
Client-Server environment. This application will interact with operator and should
be able to send and receive the commands and data packets.

Four main functional units of this subsystem are operator interface unit,
VxWorks RTOS, ScanDF receiver subsystem and CHAMPAV IV Board. The
operator unit, the embedded system with VxWorks RTOS based ChampAV IV
Hardware and ScanDF Subsystem units are connected through LAN where the data
transfer is done using the client server model.

2 Electronic Warfare

The swift expansion of modern electronically controlled, directed, commanded
weapons in military science field is called Electronic Warfare (EW) [1]. The actual
idea of EW is to utilize the enemy’s electromagnetic emissions in all parts of the
electromagnetic spectrum in order to provide intelligence on intentions and capa-
bilities, and to use counter measures to contradict effective use of communication
and weapon systems while defending own electromagnetic spectrum. The new idea
is that EW is an important part of an overall military strategy which concentrates on
neutralization of an enemy’s Command, Control and Communication system while
maintaining own system.

EW is structured into the three major categories: Electronic Support Measures
(ESM), Electronic Counter Measure (ECM), and Electronic Counter Counter
Measures (ECCM). ESM involves actions taken to search for, intercept, locate, and
instantly identify the radiated electromagnetic energy for the intention of immediate
threat recognition and the strategic service of forces. [1] ECM is set of actions taken
to avert or lessen the enemy’s effective use of the electromagnetic spectrum. ECCM
combines both ESM and ECM technologies [1].

3 TCP/IP Protocol Based Socket Programming

A protocol is a common language that the server system and the client systems both
understand. TCP is fine for transporting data across a network. Socket is a method
of communication between computers (clients and server) using standard UNIX file
descriptors [2]. A Socket is used in client server application frameworks. Client
Process is the process which usually makes a request for information. After getting
the response this process may conclude or may do some other processing. Server
Process is the process which obtains a request from the clients. After getting a
request from the client, this server process will do essential processing, congregate
the information and will send it to the requestor client [3].
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Client process involves the following steps: [3]

• Creation of socket using socket () call.
• Connecting the socket to the address of the server using connect () call.
• write () and read () the data to the socket and from the socket.

Server process involves the following steps: [3]

• Creation of socket using socket () call.
• Bind the socket to an address using the bind () call.
• Listen for connections and Accept a connection with the listen () and accept ()

system call.
• read () and Write () the data from the socket and to the socket.

4 Actual System

The actual system used for Commanding and controlling in DLRL is Communication
Support Measure (CSM) Controller subsystem (Fig. 1). The CSM System functional
block diagram is shown in Fig. 2. The ScanDF Subsystem (SDF), the Monitoring
receiver and Analysis Subsystem (MAS), wideband Surveillance Subsystem
(WS) andCSMController are on an internal bus realized throughLAN.Subsystem are
controlled and coordinated by the CSM Controller. Intelligence received from these
subsystems are processed and formatted into data files and sent to further echelons.

5 Functional Blocks for ScanDF System

Through the operator interface/ command control system the operator will give the
command to the system. The operator interface and ChampAV IV are connected
through LAN and works on Client Server model where the image of VxWorks is

Fig. 1 Actual block diagram
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dumped onto ChampAV IV board. The board is connected to the Simulator and the
Client-Server model is again implemented. Here VxWorks RTOS is used to display
the results that are received from the board. VxWorks RTOS and Champ AV IV
board are connected through LAN and RS-232 cable. The simulated results from
the Simulator are displayed on Operator interface through VxWorks.

Operator Interface System:
The Operator interface system or command control system based on Linux OS is

used to give the commands to the Simulator. The response to the command will be
again displayed on the command controller. Operator interface unit is a system
through which the operator gives command.

Host System:
VxWorks RTOS [4] is the host system. The host is a Windows XP PC with

Wind River 2.5 installed on it.
Target System:
Target is CHAMP AV 4 [5] POWERPc Board with

• Quad PowerPC 7447A CPUs operating at 1.0 GHz
64 Kbyte L1 and 512 Kbyte (7447A) L2 internal caches operating at core
processor speed

• 256 Mbytes DDR-25O SDRAM with ECC per processor (1 GByte total)
• 256 Mbytes Flash memory with write protection jumper
• 128 Kbytes NVRAM
• VME64x interface
• Support for two 64-bit, 100 MHz PCI-X mezzanine modules (PMC-X)
• Four serial ports, one EIA-232 per processor node
• Support for switch fabric PMC modules with differential routing to backplane
• Air-cooled ruggedization (Fig. 3).

ScanDF Subsystem:
The scanDF receiver subsystem intercepts the signals and reports the frequency,

direction of arrival, amplitude, time of interception and signal bandwidth between
the frequency ranges of 20–1000 MHz. The ScanDF system works on principle of
interferometry. The receiver 5 element DF system will find the amplitude and phase
difference of signals arrived at the different receivers. When all the signals are in

LAN                                         LAN 

LAN RS- 232 

Fig. 2 Functional blocks of
ScanDF system
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inphase then the interception will starts. The receiver data is send to VxWorks and
then to command control system.

6 Application Level Algorithm

• Set the configuration parameters of ScanDF subsystem as per IRS (Interface
Requirement System).

• The target system (embedded) will forward the commands to the
simulator/ScanDF subsystem.

• The ScanDF subsystem/Simulator will send the intercepted data to the target
system.

• The target system will forward the data to command control/ operator interface
system for the display of received data.

6.1 Working of Subsystems

Once the client server model is implemented between the systems, the user has to
configure the parameters as attenuations (rf and if) of signal, threshold level of
signal, integration factor for the system. Attenuation of signal is to a reduce strength
during transmission to a particular level, for example, if rf attenuation is to set then
the user has to select the attenuation level in between 0db and 30db so that the
signal will be attenuated. The threshold level is the point that must be exceeded to
begin producing the interception; here the threshold level must be in between -
120 Hz and 40 Hz. The integration factor is to define the number of times the
interception is needed. After the configuration of parameters is set, the user from
client (operator interface) has to fix the resolution bandwidth so that the simulator
will check the frequencies of signals with a difference of resolution bandwidth.
When the resolution bandwidth is also set then the client will pass the start analysis
command to the embedded system which acts as both server and client for the
subsystem. Here VxWorks is used to prioritize the tasks between monitoring of

Ethernet Cables

RS- 232

Fig. 3 Host target connectivity

The Design and Development of Controller Software … 215



signal and Scanning the scenario. The image that is developed in VxWorks will be
dumped on to ChampAV IV board. The image for ScanDF subsystem will be sent
to one of the processors in quad POWERPc board through which the commands
from client (operator interface) will be sent to ScanDF simulator (server).

The ScanDF system will continuously scan the scenario. The ScanDF subsystem
will do both the scanning of the signal and finding the direction of arrival of the
signals at a same time for a given frequency. The embedded system will filter and
process the data for the intercepting needs. For example it will do band filtering and
AOI filtering. AOI filtering means it filters the data in an area by intercepting the
area in sectors. Until the stop analysis command is given by the user it will scan the
scenario and process the data packets; if analysis by user is without DF (Direction
Finding) mode then only the amplitude packet data that is about the amplitude
packet frequency, Power level, time of interception and noise level of the signal will
be sent by the simulator through embedded system, If the analysis selected by the
user is with DF mode then the simulator will send the data about direction packet
data that is about the direction packet frequency, power level, noise level, direction
of arrival and the time of interception of the signal.

7 Results

The screenshots as in Figs. 4, 5, 6 and 7 indicate the results of the data that is
intercepted by the ScanDF Subsystem. The data from Subsystem is sent to the
embedded system (target) for further process and it will be forwarded to operator
interface for display and for the use of information at the higher echelons. After the
client (Command controller) got the acceptance from the Embedded Server the
setting of parameters is displayed on the screenshot. When the start analysis
command is given by the operator the simulated result from the server (Simulator)
will be displayed on the screen of Command control are shown in Fig. 4. After the
Client is accepted by the server (Simulator), when the start analysis command is
read by the server the simulation will starts and the data is send to client, the process
is shown in Fig. 5. Figure 4 represents the display on client process; here mode
value is given as 1 which means only Scan mode. Figure 6 represents the display on
client process; here mode value is given as 2 which means ScanDF mode. The
Fig. 8 points to the outputs displayed on the screen of VxWorks RTOS after the
VxWorks image is dumped and burned onto ChampAV IV board.

The screenshots as in Figs. 4 and 6 indicate the results of the data that is
intercepted by the ScanDF Subsystem. The data from Subsystem is send to the
embedded system (target) for further process; it will be forwarded to operator
interface for display and for the use of information at the higher echelons. After the
client (Command controller) get acceptance from the Embedded Server the setting
of parameters is displayed on the screenshots when the start analysis command is
given by the operator the simulated result from the server (Simulator) will be
displayed on the screen of Command control are shown in Figs. 4 and 6 as per the

216 P. Srividya and B. I Neelgar



Fig. 4 Input command and outputs on command controller

Fig. 5 Simulation of ScanDF system for the given scan command
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given mode of operation. After the Client got acceptance by the server (Simulator),
when the start analysis command is read by the server the simulation will starts and
the data is send to client, the process is shown in Figs. 5 and 7.

Fig. 6 Input command and outputs on command controller

Fig. 7 Simulation of system for the given ScanDF command
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8 Conclusion

The paper is a part of software development for CSM controller system. The main
functionality of the CSM software is to command and control various receiver
subsystems. The software acts as server for various subsystems and provides
necessary data for display. In The basic concept of electronic warfare is to exploit,
intercept, reduce or prevent hostile use of electromagnetic spectrum and action
which retains friendly use of electromagnetic spectrum. The threat warning function
is many times coupled with a defensive capability in the form of a self protection
jammer in combination with decoys which can divert weapons from the defended
target. It is to keep track of the enemy even in the peacetime because unfortunately
some very important signals may be passed this might lead to war. In modern
receiver control applications achieving real time response is of prime importance. In
this project a real time application for controlling SCAN receiver, will be imple-
mented using POSIX socket APIs on VxWorks RTOS. This application must be
able to interact with receiver using socket APIs, to exchange command and data
packets. TCP/IP based socket APIs will be used to realize the application.
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Problem Solving Process for Euler Method
by Using Object Oriented Design Method

P. Rajarajeswari, A. Ramamohanreddy and D. Vasumathi

Abstract Mathematical techniques are easily understood by using Numerical
analysis. This type of analysis is used for solving complex problems to do com-
plicated calculations with the help of Computers. Numerical methods are used for
finding the approximate solution to solve the mathematical problems. Modular
design process increases debugging and testing process of a program. Additional
tasks are performed by using new modules. In this paper object oriented design
method is applied for Euler method.

Keywords Problem solving process � Euler method � Object oriented design
method � Numerical method

1 Introduction

In the current year’s numerical methods plays an important role for solving the
problems in an engineering discipline. In this method Solutions are found for solving
the problems in a direct manner. Analytical solutions are suitable for problem
solving process. Various analytical solutions are used for giving different alterna-
tives to do problem solving process. Numerical methods are acting as a powerful tool
for understanding mathematical techniques. Numerical methods are acting as an
efficient vehicle for computer learning process. Mathematical techniques are easily
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understood by Numerical methods. Object-oriented design programming method is
defined by using objects and classes. In this design programming low level features
are shared with high level programming languages. Variables are used for storing the
information in the form of data types, integers. Functions are methods, procedure
etc. In this method abstract classes are defined only by the methods. Concrete classes
are used for doing the implementation of methods. Concrete classes are inherited
from the Abstract classes. Modular programming reduces the complexity of design
process. Object-oriented design programming is performed with the help of com-
puter programming. Object-oriented design approach is applied for finding the
solution of Euler method in a quick manner. This paper presents the design process
for finding the solution of Euler method by using object-oriented design method.
Description of Mathematical model is performed with the help of ordinary differ-
ential equations that are given in Sect. 2. In Sect. 3 object–oriented design approach
is used for doing Modular programming. Object-oriented design approach for Euler
method is given in the Sect. 4. Conclusions are given in the Sect. 5.

2 Mathematical Model

Mathematical model represents the features of system behavior in terms of math-
ematical formulas, equations, etc.

Dependent variable is a function of variable independent, variable functions,
parameters, forcing functions.

Numerical methods are used for finding the approximate solution to solve the
various mathematical problems that are formulated in Engineering and Science field
by using Ordinary differential equations. Numerical method provides approximate
values for finding the solution of problem.

2.1 Problem Solving Process in an Engineering Field

Engineering problems are solved by using various techniques or methods.
Mathematical modeling provides solution for problem in an accurate manner. Find
out the solution for the problem is given Fig. 1 [1]. Mathematical formulas,
expressions, rules are used for giving solutions for the problems.

2.2 Ordinary Differential Equations

An ordinary differential equation has more number of derivatives with an unknown
function.
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This type of equations are used to solve the problems in two types. One is initial
value problem and second one is boundary value problem. At first point,
Initial-value problem is defined with the specifications of all the conditions. The
conditions are specified at initial point and final point. All the conditions are
specified at t = 0 or x = 0. Here t or x as an independent variables [2].

2.2.1 First Order Degree Differential Equation

Differential equations are used for solving algebraic expressions. These expressions
are solved by using certain techniques and fit in certain pattern. The methods are
focused on the same initial problem. We will be given a differential equation with
the derivative a function of the dependent and independent variable and an initial
condition [3]. Function of (x, y) is taken as derivative of y with respective to x at the
point of (x0, y0).

The solution which we call a function y(x) to such an equation can be pictured
graphically. The point (x0, y0) must be on the graph. The function y(x) would also
satisfy the differential equation if you plugged y(x) in for y. Here y0ðxÞ is defined as
function of (x, y(x)).

2.3 Euler Method

This method is used for solving first-order differential equations. It is mainly
suitable for quick programming. Forward, Backward, Modified are the three types
for Euler method [3].

Client needs Relevant Data

Apply

Apply

Implement

Tools and Methods

Fig. 1 Problem solving
process in an engineering field
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3 Object Oriented Design Programming

Large programmes are divided into a number of small programmes. Each sub-
program is called as module [4]. Each subprogram is tested in a separate manner.
This type of approach is called as modular programming.

In modular programming attributes for each module are independent. These
attributes are designed to do special functions [5]. These types of functions have
one entry point and one exit point. Different programmers are working on indi-
vidual parts for completing different large projects. Additional task is performed by
using new modules. Input and output functions are performed by using INPUT and
OUTPUT statements

Structure gives a framework for declaring a User defined Complex-data type. In
C++ programming define the class for providing framework to user defined data
type [4]. Programmers are able to build their own data type by using Class and
Structure mechanism. The basic data types in standard programming are integers,
floating point numbers, boo lean flags, and arrays etc.

• Examples: Person, Dog, PDE solver.
Classes are composed of data and methods. Classes are considered as a col-
lection of related data with functions.
Classes–inheritance: Properties are inherited from super class to subclass. New
class is derived from a base class.
Suppose we want to write a class for a ‘Scholar’.
Inheritance gets around this
Class Scholar inherits from person:
Data:
N Num Papers
Methods:
Publish Paper ()
Get Num Papers ()

• Abstract classes: Abstract classes are classes that contain a pure virtual
method [6]. Abstract classes are defined only interfaces but not focused on
implementation.

• Class Abstract bird b:
Data:
b is hungry
Methods:
Eat () (set b is hungry to false)
Make Noise () (Abstract method, implementation is not given)
Abstract classes cannot be instantiated. A subclass must be written which
implements the abstract method.
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4 UML Diagrams for Euler Method

UML diagrams consist of static diagrams and dynamic diagrams. Class diagram,
object diagram are static diagrams. Sequence and collaboration diagram are inter-
action diagrams. It shows the behavioral characteristics of the system. Use case and
actors are the elements in Use case diagram. Each use case shows functions of
software system in Fig. 2.

Here analyzer and numerical analyzer are the actors. Problem Analyzer identifies
needs of clients and defines the problem. Find out the solution of the problem and
derives the solution for problem is performed by analyzer. Numerical analyzer applies
the numerical method for the problem and derives the solution for problem.

Sequence diagram
Sequence diagram shows the time order of messages. All actions are shown in
sequential order [7] (Fig. 3).

Fig. 2 Use case diagram for Euler method

Fig. 3 Sequence diagram for Euler method
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5 Applying Object-Oriented Design Approach for Euler
Method

In this approach Abstract ode system is an Abstract class. Here My Ode system is
inherited from Abstract Ode system. My Ode system is called as Concrete class.
Object-oriented design implementation method is called as solver. Here abstract one
step ode solver is an abstract class. Forward Euler solver and Backward Euler solver
are inherited from abstract one step ode solver class [8].

Object-Oriented design approach for Euler method:
The following steps are followed for describing the Euler method with the help

of Object-oriented design approach.
Abstract ode system is considered as one class. In this class Member variable is

the dimension of the vector y and Abstract method is Evaluate the function f(t, y).
My ode system is inherited from an abstract ode system that is considered as
subclass of the system. Implementation of this method is Evaluate one particular
choice of the function f(t, y).

Solver method for Euler method with Object-Oriented design approach: In this
method abstract one step ode solver is consider as an one class. In this class abstract
method is defined as Solve (abstract ode system, t0, t1, initial condition). Forward
Euler solver and Backward Euler solver are the two subclasses for Abstract one step
ode solver. These two are inherited from abstract one step ode system. Implemented
method is Solve () for both the methods. Solve () is the function used for imple-
menting Forward Euler solve method and Backward Euler solver method.

5.1 Structure for Abstract Ode Solver System

Abstract ode system, Abstract one step ode system are the abstract classes. My ode
system is concrete class for abstract class [9]. Forward Euler solver and Backward
Euler solver system are concrete classes of abstract class (Fig. 4).

Participants for Abstract ode solver system

• Abstract ode system: It declares an interface for evaluating function.
• My ode system: It is inherited from Abstract ode system. It implements the

Abstract ode system interface.
• Abstract one step ode system: An interface is declared as solve in this system.
• Forward Euler solver: It implements solve () by using Forward Euler solver

method.
• Backward Euler solver: It implements the solve () by using Backward Euler

solver method.
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6 Numerical Example

Find out velocity of sky driver and plot the solution for t ≤ 20 s after the sky
driver jumps from the air plane. M = 70 kg, c = 0.27 kg/m h = 0.1 s

Euler method is one of the methods for Numerical Method. This method is used
for solving First-order ODEs. This is particularly suitable for Simple and Quick
programming method. Euler method has three types Forward Euler, Modified Euler,
Backward Euler Method. These methods are used for providing numerical solutions
for initial-value problems. We want to solve the function f (t, y) is so difficult in a
practical way. It takes number of steps for solving the functions. To cope up this
problem computer program is written for solving Euler method with the help of
pseudo-code. We have applied Forward Euler method for finding velocity of sky
driver. We provide a solution for Forward Euler Method is given in Fig. 5. Here
solution is found by using MATLAB [10, 11].

Fig. 4 Design structure for abstract ode solver system
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7 Conclusions

We presented Euler method by using first order differential equations. We presented
design structure for Abstract ode solver system. We applied object oriented design
approach for Euler method. We presented problem solving process for Euler
method with the help of object-oriented design approach.
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Intelligent TCSC for Enhancement
of Voltage Stability and Power Oscillation
Damping of an Off Grid

Asit Mohanty, Meera Viswavandya, Sthitapragyan Mohanty
and Pragyan Paramita

Abstract This paper discusses the enhancement of voltage stability and damping
in isolated hybrid system. Fuzzified compensation has been carried out with TCSC
for proper enhancement of stability and reactive power. The wind energy conver-
sion system with linear approximation is experimented with different loading
conditions. Overall compensation has been achieved with TCSC Controller for
different loadings and uncertain wind power inputs. Both proportional and integral
constants are properly tuned and the optimized results are achieved with Fuzzy
controller. The results vindicate the performance of the proposed compensator and
desired results are achieved.

Keywords TCSC � Voltage stability � Fuzzy control � WECS � Reactive power
compensation

1 Introduction

Due to the uncertain nature of renewable energy sources, DG based hybrid systems
are implemented quite often where two or more energy sources are combined to
deliver power to the remote station. DG based hybrid system has a clear advantage
than other, where the combined output power of different renewable abolish the
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shortcomings [1, 2]. Wind Diesel system is the most accepted form of hybrid
energy system that proves to be economical and perform in a excellent way in the
remote areas [3–5]. Induction generator based wind turbine performs robustly and is
quite rugged in nature. It becomes essential to provide reactive power for smooth
running of induction generator and the requirement varies with non uniform wind
and load inputs. The role of synchronous generator is very crucial which provides
the much needed reactive power to the induction generator. It is quite evident from
the fact that the reactive power need of turbine is not met by synchronous generator
fully. Many research works have discussed the use of capacitor banks to achieve
reactive power compensation [6, 7]. But the unpredictable wind power input and
unexpected load change have necessitated to go for custom power devices.

TCSC [7–10] helps in increasing line power transfer and enhancing system
stability. The main components of TCSC are by pass inductor, capacitor bank and
bidirectional thyristors which not only compensates the reactive power of the
system but enhances stability. Furthermore the device improves the system
damping. The importance of reactive power in a power system can be well
understood from the fact that misbalance in the management of reactive power
makes the system unstable. TCSCs with PI controller have been widely used in the
past and the controller’s performance improves a lot with Fuzzy logic based TCSC
controller. The basic aim of the controller is to tune proportional and integral
constant values and to increase stability margin.

Firing angle of Thyristor Controlled Series Capacitor (TCSC) changes and
invariably controls the reactance according to system algorithm. Variation of
Thyristor firing angle and the conduction angle the reactance given to the hybrid
power system changes. Controllers like proportional integral controllers and pro-
portional integral derivative controllers have been experimented in the past but due
to their under performances, either they are discarded or used in limited spheres.
This paper simplifies the control problem to a great extent and improves the tran-
sient stability with small load change like (1–5 %) by implementing fuzzy based
compensator. The system mathematical model is the transfer function models of
TCSC with wind energy conversion system. The soft computing approach with
implementation of fuzzification to adjust different gains is mentioned in one section.
Finally the results of simulation of the mentioned hybrid system with different
loadings and variable wind power input are shown in the last section followed by
the conclusion.

2 System Configuraion and Its Mathematical Modelling

Under shown off grid system in Fig. 1. is having parameters mentioned in Table 2
and is considered with IEEE excitation 1 as in Fig. 2.

From the transfer function block with all parameters mentioned, the reactive
power management equation is given by
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DQSG þDQTCSC ¼ DQL þ DQIG ð1Þ

From the power management equation, change in load modifies the power
management equation and affects the reactive power delivery capability of other
elements. The system voltage deviates proportionally with the change in value of
the reactive power related to other elements.

DQSG þDQTCSC�DQL�DQIG influences the system output voltage.

DV Sð Þ ¼ KV

1 + STV
½DQSGðS) + DQCOMðS)� DQLðS)� DQIGðS)] ð2Þ

Reactive power delivered by synchronous generator is QSG¼ ðE0
qVcosd - V

2Þ
X0d for

small modification

DQSG¼
Vcosd
X0dDE0q

þ E0qcosd - 2V
X0dDV

ð3Þ
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DQSG ¼ KaDE
0qðsÞþKbDVðsÞ ð4Þ

Ka ¼ Vcosd = X 0d Kb ¼ E0qcosd � 2Vð Þ=X 0d

TCSC Controller:
TCSC can be represented by a controlled series reactance and it is variable

inductance acting parallel with capacitive reactance.

XTCSCðaÞ¼ XcXLðaÞ
XLðaÞ - Xc

and XLðaÞ = XL
p

p�2a - sina are inductive reactance

values.

u ¼ KP
sTW

1þ sTW

� �
1þ sT1
1þ sT2

� �
1þ sT3
1þ sT4

� �
y

From the equation a represents delay angular value. Modelling of the said
controller has been designed with lead-lag and PI controller. The main modelling of
TCSC compensator uses a conventional lead-lag structure and with Proportional
Integral controller structure. If we study the conventional lead lag structure of
TCSC the input signal remains as speed deviation associated with the generator.
The block diagram with a gain block, washout block and two stage lead-lag blocks
is mentioned in Fig. 3a, b. The advanced PI Controller abolishes certain demerits
associated with lead-lag structure, as the wash out block gives valuable contribution
as high pass filter and phase compensation delivers the much needed phase—lead
characteristics which eventually compensates any phase lag remaining between the
input and the output. KP and KI values of PI Controller have been adjusted properly
and tuned properly to achieve the much needed compensation.

3 Fuzzy Logic Controller (FLC)

Fuzzy controllers are largely used in system control application. Being a mathe-
matical system it studies the analogue input variables in terms of logical values. The
main motive behind this particular controller is to study the system behaviour using
set of rules. For each and every controller input a variable has been assigned and
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with the help of membership function the process of fuzzification has been carried
out. Centre of gravity method has been used in this case for defuzzification process.
In case of the TCSC the auto tuned fuzzy controller improves the isolated hybrid
system’s stability and damping. The output-scaling factor goes for self adjustment
and improves with the updating factor að Þ which is found out with inputs (E) and
DEð Þ of controlled variables. The Fuzzy controller is shown below in Fig. 4.

4 Fuzzy Logic Controller(FLC)

The Fuzzy based PI controller has been designed according to these formulas

UðsÞ ¼ KPEðsÞþKI
Z
EðsÞ

E:KP þKI
Z
E ¼ U

The isolated hybrid power system shows improvement with changing value of
KP and KI of PI controller. (KP and KI) have been modulated with fuzzy inference
engine which gives a proper mapping having inputs as error and change in error.
The outputs are KP and KI which are found out after tuning the gains for a particular
values. This is shown in Table 1 and in the FLC block diagram in Fig. 4.

lPI ¼ min lðEÞ ; lðDEÞ½ �
lII ¼ min lðEÞ ; lðDEÞ½ �

The input variables such as error (E) and change in error DEð Þ are fed to the
controller block and the two output variables are KP and KI of PI controller. The

FUZZY 
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PULSE

PI
CONTROLLER SYSTEM

1 / Z

R

-

KP KI

E

E

E

Y

+

Fig. 4 Block diagram of FLC
(fuzzy logic controller)
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controller has been designed with seven linguistic variables and they are having
Triangular membership. The input membership functions remain as error (E) and
change in error DEð Þ and output membership functions are KP and KI. For
defuzzification centre of gravity method is applied.

5 Dynamic Responses of Wecs

The complete modeling and simulation have been found out with MATLAB
environment taking the fuzzy controller in the WECS. TCSC performance and
improvement are tested for improving reactive power and voltage stability of
standalone hybrid system. For change in load a step load change of 1 % and for
variable wind power inputs, the simulink model has been simulated. Small change
in reactive power of diesel generator DQSG, induction generator (DQIG), variation in
firing angle (DQa), variation in terminal voltage (DV) are noted down and results
are compared to find out detailed analysis. The results are shown and are studied
using traditional Controller and proposed Fuzzy PI Controller. During minute study
from the simulated results from MATLAB, it is accessed that soft computing based
controllers deliver the improved performance with increase in size of Diesel gen-
erator and Induction generator for good control of terminal voltage. Main param-
eters like settling time and peak overshoots in FLC based TCSC is found minimum
when compared with regular PI Controller and lead lag compensator. From the
simulation the performance of fuzzy controller based compensator is justified which
is better than the PI Controller. Though Improvement is not large, it is noticeable
(Fig. 5).

6 Conclusion

Transfer function small signal models of wind energy conversion system with
Fuzzy based TCSC Compensator are modeled and simulated in MATLAB envi-
ronment. The system stability as well as damping is improved through reactive

Table 1 Rules of KP KI E/ΔE N L N M N S Z PS PM PL

N L V L V L V B V B MB M M

N M V L V L V B MB MB M MS

N S V B V B V B MB M M MS

Z V B V B M B M MS VS V S

P S M B M B M MS MS VS V S

P M V B M B M MS V S VS Z

P L M M S V S V S V S Z Z
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power management by TCSC with soft computing approach. The compensator’s
inputs with rules have been identified with different input datas. With TCSC the
damping of power oscillation has been adequately improved. The system becomes
more robust and achieves transient stability despite frequent load changes and
uncertain wind power inputs.
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Appendix

See Table 2.
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Weighted Matrix Based Reversible Data
Hiding Scheme Using Image Interpolation

Jana Biswapati, Giri Debasis and Mondal Shyamal Kumar

Abstract In this paper, we introduce a new high payload reversible data hiding
scheme using weighted matrix. First, we enlarged the size of original image by
interpolation. Then we perform modular sum of entry-wise multiplication with
original image block and predefine weighted matrix. We subtract the modular sum
from secret data and store the positional value by modifying three least significant
bits of interleaved pixel. The original pixels are not affected during data embedding
which assures reversibility. The proposed scheme provides average embedding
payload 2.97 bits per pixel (bpp) and PSNR 37.97 dB. We compare our scheme
with other state-of-the-art methods and obtain reasonably better results. Finally, we
have tested our scheme through some attacks and security analysis which gives
promising results.

Keywords Reversible data hiding � Weighted matrix � Image interpolation � RS
analysis � Relative entropy � Steganography
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1 Introduction

The modern secret writing is tweaked the cover work in such a way that a secret
message can be encoded within them. There are a number of ways to conceal
information within cover work. The most usual methodologies are based on the
least significant bits (LSBs) substitution, masking, filtering, [1, 2] and the modulus
operation [3–5]. Data hiding using block are commonly used to increase visual
quality or to achieve reversibility [6, 7]. Reversible Data Hiding (RDH) proposed
by Ni et al. [8] which are based on histogram shifting with zero or minimum change
of the pixel gray values. Jung and Yoo [9] first proposed data hiding through image
interpolation using neighbor mean interpolation with payload 2.28 bpp. Tseng et al.
[10] proposed a data hiding scheme using weighted matrix and key matrix for
binary image which can hide only 2 bits in a (3 × 3) block of pixels. Fan et al. [11]
presented efficient scheme using weighted matrix for gray scale images which can
hide 4 bits in a (3 × 3) block. In both the aforesaid matrix based schemes, only one
modular sum of entry wise multiplication of weighted matrix W is performed with a
(3 × 3) block of pixels in the original image. Only one embedding operation is
performed with a single block and only four bits data embed within the block. High
data embedding capacity and reversibility is still the important research issues in
data hiding through Weighted matrix. No researcher considers RDH through
weighted matrix. We present a very high payload weighted matrix based reversible
scheme of data hiding. Here, twelve time modular sum of entry wise multiplication
operations are performed with each and every block to hide 48 bits secret data
within each block. Also the scheme achieves reversibility, good PSNR and payload.

Motivation

• Our motivation is to enhance the embedding capacity and achieve reversibility
in steganography. Data embedding using weighted matrix was not reversible.
We propose weighted matrix based reversible data embedding scheme.

• Secure data hiding is another important aim of our proposed scheme. To achieve
security, we modify weighted matrix W for each new block. For ith block i = 1,
2,…, we modify the weighted matrix Wi+1 as Wi+1 = (Wi × κ − 1) mod 9, where
gcd (κ, 9) = 1 and κ is a variable which has six values 2, 4, 5, 6, 7, 8. The
weighted matrix is changed using any value of κ for each new block.

• Another motivation is high data embedding capacity. Weighted matrix based
data hiding scheme hide only 4 bits secret data within a single block. Performing
twelve times sum of entry-wise multiplication on a single pixel block we hide 48
bits secret data within a single pixel block of stego image.

The organization of paper is as follows: Propose data hiding scheme is discussed
in Sect. 2. Comparisons with experimental results are discussed in Sect. 3.
Steganalysis and Steganographic attacks are presented in Sect. 4. Conclusions and
summary are given in Sect. 5.
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2 Propose Scheme

Let us consider an original image I, with height M and width N, then we increase
the size in double by interpolation and it becomes cover image C of height
(2 × M − 1) and width (2 × N − 1) as follows:

C i; jð Þ ¼ I p; qð Þ
fwhere p ¼ 1. . .M; q ¼ 1. . .N;

i ¼ 1; 3; . . . 2�M � 1ð Þ; j ¼ 1; 3; . . .ð2� N � 1Þg

C i; jð Þ ¼ C i; j� 1ð ÞþC i; jþ 1ð Þð Þ
2

fwhere i mod 2ð Þ ¼ 0; j mod 2ð Þ 6¼ 0;

i ¼ 1. . . 2�M � 1ð Þ; j ¼ 1. . .ð2� N � 1Þg

C i; jð Þ ¼ C i� 1; j� 1ð ÞþC i� 1; jþ 1ð ÞþC iþ 1; j� 1ð ÞþC iþ 1; jþ 1ð Þð Þ
4

fwhere i mod 2ð Þ ¼ 0; j mod 2ð Þ ¼ 0g

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:

ð1Þ

We partition original image into (3 × 3) pixel block B(3×3) and cover image into
(5 × 5) pixel block C(5×5).

inpo ¼ S i; j� 1ð Þþ S i; jþ 1ð Þð Þ
2

where ði mod 2 6¼ 0 and j mod 2ð Þ ¼ 0;

inpo ¼ S i� 1; jð Þþ S iþ 1; jð Þð Þ
2

where i mod 2ð Þ ¼ 0 and j mod 2ð Þ 6¼ 0;

i ¼ 1. . . 2�M � 1ð Þ and j ¼ 1. . .ð2� N � 1Þ;

inpo ¼ S i� 1; j� 1ð Þþ S i� 1; jþ 1ð Þþ S iþ 1; j� 1ð Þþ S iþ 1; jþ 1ð Þð Þ
4

where i mod 2ð Þ ¼ 0 and j mod 2ð Þ ¼ 0;

8>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>:

ð2Þ

Embedding:
Consider the weighted matrix W of size (3 × 3). Then we perform modular sum of
entry wise multiplication (val) of original image block B(3×3) with Weighted matrix
W. We calculate data embedding position by subtracting the modular sum (val) from
secret data unit (D) that is pos=D− val.We check the sign of calculated position value
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(pos). If the sign of pos is positive/negative thenwe increase/decrease the desired pixel
value by one unit at the desired position of B(3×3) pixel block. At the same time, we
stored the embedding position of original image that is pos in the interleaved pixel of
the cover image block C(5×5). We apply twelve time sum of entry-wise multiplication
operations and each timewe increase/decrease pixel value at B(3×3) and keep the pos in
the interleaved pixel C(5×5) to acquire high data embedding capacity. Our propose
scheme can hide (12 × 4) = 48 bits secret information within a single block. After
completion of data embedding in a particular B(3×3) block we update weighted matrix
for next block using Wi+1 = (Wi × κ − 1) mod 9, where gcd (κ, 9) = 1. The schematic
diagram for the data embedding is shown in Fig. 1.

Extraction
During data extraction, we extract the original pixel from stego image by simply
collecting the pixel from odd row and odd column from stego image. The scheme is
reversible because after extraction the secret data, the cover image is successfully
extracted without any distortion. Now to extract the secret message, we consider
BI(3×3) of size (3 × 3) from original image and BC(5×5) of size (5 × 5) from stego
image. Then we calculate interpolation value (inpo) using Eq. (2) and calculate
position value (pos) by subtracting the stego pixel value from (inpo) that is
pos = inpo − current value. Now we check the sign of pos for realizing increment
or decrement. If (pos ≤ 0) then d = 1 else d = − 1. We update BI(3×3) using
BI(3×3) = BI(3 × 3) + d at the desired position pos of weighted matrix. Finally, we
extracted 4 bits secret data in each entry wise multiplication operation using

Fig. 1 Schematic diagram of embedding process
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di = (BI(3×3) ⊗ Wi)(mod 16), where i = 0, 1, 2, …, 12. The entry wise multiplication
operation is performed on the same block for twelve times and corresponding 48
bits secret data are extracted.

Overflow and Underflow
Overflow situation may occur when we update some pixel by pos value that may
exceed the maximum pixel intensity value. For example, consider the pixel pair
(254, 255). After interpolation at middle it becomes (254, 254, and 255). If the pos
value 8 is added with 254 it becomes 262 which are greater than 255, this situation
is called overflow situation and it may occur during data embedding. When a pos is
subtracted from a pixel then there may be a chance to occur underflow. For
example, consider the pixel pair (2, 4) then after interpolation it becomes (2, 3, 4).
Consider a pos is equal to 4. If we subtract 4 from 3 then it is negative which is not
a valid pixel value, this is an underflow situation. To overcome the overflow
situation we adjust the pixel value by 247. Since, maximum pos value is 8, at the
time of interpolation we adjust the pixel 247 because 255 − 8 = 247. To handle the
underflow situation, fix the value of interpolated pixel is 8.

IP ¼ 247 if IP[ 247
8 if IP\8

�
where IP is interpolated pixel ð3Þ

3 Experimental Results and Comparison

The developed scheme is tested using gray scale images shown in Fig. 2a. Our
developed algorithms: data embedding and extraction are implemented in
MATLAB Version 7.6.0.324 (R2008a). Here, Mean Square Error (MSE) is

Fig. 2 a Input image and stego image. b Result of brute force attacks
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calculated to measure the impairment and the quality is measured by the Peak
Signal to Noise Ratio (PSNR). The Eq. (4) is used to calculate MSE.

MSE ¼
PM

i¼1

PN
j¼1½X i; jð Þ � Yði; jÞ�2
ðM � NÞ ; ð4Þ

where M is the number of pixels in the row and N is the number of pixels in the
column of the image. The cover image pixels are symbolized by X(i, j) and stego
image pixels are symbolized by Y(i, j). The formula of PSNR is as follows:

PSNR ¼ 10 log10
2552

MSE
ð5Þ

The analysis in terms of PSNR of enlarged image and stego image gives good
results which are shown in Table 1 (top). Higher the values of PSNR between two
images indicate the better of stego image where as low PSNR demonstrates the
opposite. To calculate payload in terms of bits per pixel (bpp) the following
equation are used

Table 1 PSNR of stego
image with data hiding
capacity (left) and comparison
with existing scheme (right)

PSNR (dB) with capacity (bits)

Image I Capacity (bits) PSNR Avg. PSNR

Lena 2,60,096 40.85 37.97

5,60,000 37.24

7,76,224 35.80

Moon surface 2,60,096 40.87 37.97

5,60,000 37.24

7,76,224 35.81

Arial 2,60,096 40.83 37.96

5,60,000 37.24

7,76,224 35.80

Airplane 2,60,096 40.82 37.96

5,60,000 37.24

7,76,224 35.81

Clock 2,60,096 40.85 37.96

5,60,000 37.23

7,76,224 35.80

Scheme Average PSNR (dB) Payload (bpp)

Ni et al. [8] 30.88 1.11

Jung et al. [9] 33.24 0.96

Lee et al. [12] 33.79 1.59

Tang et al. [13] 33.85 1.79

Proposed scheme 37.97 2.97
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B ¼
Mþ 1
2 � 1

� �� �� Nþ 1
2 � 1

� �� �� 48
2M � 1ð Þð2N � 1Þ ð6Þ

Here, M = 256, N = 256, and payload B = 2.97 (bpp).
We compare our experimental results with other existing scheme listed in

Table 1 (bottom). The PSNR of Ni et al. [8] scheme is 30.88 dB which is 7.09 dB
less than our scheme and payload (bpp) 1.11 unit which is 1.86 unit less that our
scheme. The both PSNR and payload of our proposed scheme are higher than other
existing schemes shown in Table 1 (bottom). The PSNR is 37.97 dB in our scheme
which is more than the existing matrix based on interpolation based schemes which
guarantees good visual quality. The payload is very high compared to other existing
schemes and it is 2.97 (bpp).

4 Steganalysis and Attacks

Steganalysis is the art of discovering whether or not a secret message exists in a
suspected image. Steganalysis does not however consider the successful extraction
of the message. Now days, steganographic systems do not achieve perfect security.
Here we analyze our scheme by RS analysis and find result of relative entropy.

RS Analysis
We analyze our stego image by the RS analysis. When the value of RS analysis is
closed to zero, the scheme is secure. It is observed from Table 2 (left), that the
values RM equals to R−M and SM equals to S−M. Thus rule RM ≈ R−M and
SM ≈ S−M are met. So, the scheme is robust against RS attack. The proposed
scheme is also assessed based on statistical distortion analysis by some image
parameters like standard deviation (SD) and correlation coefficient (CC) to check
the impact on image after data embedding are summarized in Table 2 (right). We
achieve good results which indicate our propose scheme is secure against statistical
analysis.

Brute Force Attacks
Our scheme has been tested to measure the sustainability against malicious
steganographic attacks. Figure 2b shows the revelation example where with wrong
key and wrong weighted matrix is used to revels the hidden message. If the original
image, stego image and extraction algorithm are known to the adversary still it is not
possible to reveal the hidden data without knowing correct weighted matrix and
correct secret key. However, we tested our scheme against brute force attack that
attempts all possible permutation to reveal the hidden message. Maximum possible
weighted matrix to embed r bits data length in each block are (2r−1 + 1)!. We are
using (M × N) original matrix and partition (3 × 3) blocks. Total numbers of blocks
are (M/3 × N/3) and each block used a modified weighted matrix. Consider r bit
message need to embed. The possible combinations of r bit are 2r. As per
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requirement of weight matrixWwill be (1, 2,…, 2r−1). Number of values within W is
2r+1. All possible combination of W will be ((2r+1)−2r)!. The secret key are 128 bits
length, so, the number of required trials to reveal the hidden message is ((2r−1 + 1)!)
(M/3×N/3). In our scheme, for (256 × 256) image with r = 4, number of trails will be
(3,62,880)7,225 which are computationally infeasible for current computers. The
proposed scheme achieves stronger robustness against several attacks.

5 Conclusion

A very high capacity reversible data hiding method using weighted matrix is
proposed in this paper. We modify the interpolation technique where average value
is inserted between zooming and incorporate weighted matrix for data embedding.
We simple modify weighted matrix using secret key ∙ to enhanced security in data
hiding. Also weighted matrix based data hiding was not reversible, here, in this
scheme, we introduce reversible data hiding in case of weight-matrix based data
hiding scheme. In this scheme we achieved good PSNR and high capacity data
embedding as 2.97 bpp. Also we tested our scheme using RS analysis; calculate
some statistical analysis data on stego image like Relative entropy, Standard
Deviation and Correlation Coefficient which gives promising result. We test our
scheme by several steganographic attacks with wrong weighted matrix and wrong
shared secret key, we observed that the scheme is secure and robust against such
attacks.
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Enhanced iLEACH Using ACO Based
Intercluster Data Aggregation

Jaspreet Kaur and Vinay Chopra

Abstract In this paper, an Inter-cluster Ant Colony Optimization algorithm has
been used that relies upon ACO algorithm for routing of data packets in the network
and an attempt has been made to minimize the efforts wasted in transferring the
redundant data sent by the sensors which lie in the close proximity of each other in
a densely deployed network. ACO is being widely used in optimizing the network
routing protocols. This work has focused on evaluating the performance of
iLEACH protocol. The overall goal is to find the effectiveness of the iLEACH when
ACO inter-cluster data aggregation is applied on it.

Keywords ACO � iLEACH � WSN

1 Introduction

A WSN consists of a huge number of nodes which may be tightly or arbitrarily
deployed in an area in which they have interest. There is Base Stations (BS) situated
to sensing area. The base station having major function in WSN as sink send
queries to nodes while nodes sense the asked queries and send the sensed infor-
mation in a joint way reverse to Base station. So the collection of information and
send only relevant data to customer via internet is done by Base station.
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As we have seen in LEACH [1, 2] after the first node dies the network stability
certainly decreased, so spare nodes recover this problem. So work has been done to
enhance network stability. So main focus was given by implementing different
parameters illumination of those node to be cluster head. For example randomize
selection of a cluster of a node as cluster head which suited at edge of network. So
energy consumption of these nodes very rapidly and due to this network stability
time reduced. So in last decade many new improved techniques have been pro-
posed, they have increased the network stability and lifetime.

2 Literature Review

Liu et al. [3] this paper have explained at new methodology in which reduction of
energy load among all the nodes has been presented an improved algorithm
LEACH-D based on LEACH. Lu et al. [4] have been concentrated mainly on the
nodes those are away from base station and have been elected as cluster head, these
node’s energy have fallen very rapidly, so to overcome this a new model has been
proposed in which three factors have been discussed. Melese and Gao [1] have
explained the energy consumption of sensor nodes in Wireless sensor network.
Main effort has been done for balancing the energy consumption across the network
so that survival time of all nodes can increase. Yektaparast et al. [5] have proposed
a technique in which they have divided the clusters into equal parts, called as cell.
Every cluster divided into 7 cells. Elbhir et al. [6] has shown that the clustering
technique known as a developed distributed energy-efficient clustering scheme for
heterogeneous wireless sensor networks has been proposed. Kumar et al. [7] has
discussed that the two tier cluster based data aggregation (TTCDA) algorithm for
minimizing the cost of communication and computation where the nodes are ran-
domly distributed. As this algorithm helps in minimizing the transmission of the
number of data packets to the base station, so this is power and bandwidth efficient.
Javaid et al. [8] has discussed that the enhanced developed distributed energy
efficient clustering scheme(EDDEEC) for heterogeneous networks. This protocol is
adaptive power aware. The probability of sensor nodes for becoming a cluster head
in an efficient manner has been altered dynamically in order to distribute same
amount of power between sensor nodes. Beiranvand et al. [9] have proposed an
enhancement in LEACH named it i-LEACH [5], An Improvement has been done
by taking into consideration basically three factors; Residual Energy in nodes,
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Distance from base station and number of neighbouring nodes. Chen and Wang
[10] have explained an improved model in WSN which has been based on
heterogeneous energy of nodes for same initial energy and multiple hop data
transmission among cluster heads is proposed.

3 Proposed Methodology

3.1 Algorithm
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4 Results and Discussions

In order to implement the proposed algorithm, and implementation has been done in
MATLAB. Table 1 shows the parameters used in the implementation along with
their values.

Table 1 WSNs
characteristics

Parameter Value

Area (x, y) 100,100

Base station (x, y) 150,150

Nodes (n) 100

Probability (p) 0.1

Initial energy 0.1 J

transmitter_energy 50 � 10�9 J/bit

receiver_energy 50 � 10�9 J/bit

Free space (amplifier) 10 � 10�13 J/bit/m2

Multipath (amplifier) 0:0013 � 10�13 J/bit/m2

Effective data aggregation 5 � 10�9 J/bit/signal

Maximum lifetime 4000

Data packet size 4000 KB
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4.1 First Node Dead

Table 2 shows the first node dead evaluation, in the table it is clearly shown that the
ACO_iLEACH performs better as compared to the iLEACH.

Figure 1 is showing the comparison of ACO_iLEACH and the iLEACH. X-axis
is representing initial energy. Y-axis is representing the number of rounds. It has
been clearly shown that the overall numbers of rounds in case of ACO_iLEACH
are quite more than that of the iLEACH.

Table 2 First node dead
evaluation

Initial energy iLEACH ACO_iLEACH

0.01 25 46

0.02 43 91

0.03 81 138

0.04 111 168

0.05 121 226

0.06 137 273

0.07 180 320

0.08 183 358

0.09 211 394

0.1 264 460

Fig. 1 First node dead
analysis
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4.2 Average Energy

Table 3 shows the average energy, it is clearly shown that the average energy of
ACO_iLEACH is better as compared to the iLEACH.

Figure 2 is showing X-axis representing initial energy and Y-axis representing
the energy in joules. It has been clearly shown that the overall energy in case of
ACO_iLEACH is quite more than that of the iLEACH. Thus ACO_iLEACH
outperforms over the iLEACH.

Table 3 Average energy
evaluation

Initial energy iLEACH ACO_iLEACH

0.01 0.0346 0.0408

0.02 0.1385 0.1631

0.03 0.3087 0.3703

0.04 0.5541 0.6601

0.05 0.8692 1.0339

0.06 1.2236 1.4859

0.07 1.6627 2.0241

0.08 2.1944 2.6345

0.09 2.7732 3.3584

0.1 3.3956 4.1356

Fig. 2 Average energy
evaluation
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4.3 Throughput

Table 4 shows the Throughput evaluation. In the table, it is clearly shown that the
Throughput OF ACO_iLEACH is better as compared to the iLEACH.

Figure 3 is showing X-axis representing initial energy and Y-axis representing
the number of packets. It has been clearly shown that the overall number of packets
in case of ACO_iLEACH are quite more than that of the iLEACH. Thus
ACO_iLEACH

Table 4 Throughput
evaluation

Initial energy iLEACH ACO_iLEACH

0.01 0.7354 0.9451

0.02 1.4210 1.8569

0.03 2.0715 2.7737

0.04 2.8286 3.6456

0.05 3.5042 4.5724

0.06 4.0349 5.6290

0.07 4.7887 6.4443

0.08 5.4526 7.2729

0.09 6.1265 8.3328

0.1 6.6556 9.1847

Fig. 3 Throughput
evaluation
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5 Conclusion and Future Scope

The proposed algorithm has reduced the energy consumption problem and also
aggregates and transmits the data in efficient manner by using the ant colony
optimization. Root cluster head communicates aggregated information to sink and
cluster heads communicate data to the root CH directly or indirectly based upon the
developed root by ant colony optimization. The proposed algorithm has been
designed and simulated in the MATLAB tool. The comparative analysis has shown
that the proposed ant colony optimization based iLEACH outperforms over the
available protocols in terms of the various quality metrics.

This research work has not considered the use of any compressive sensing
technique to enhance the results further, so in near future we will use different
compressive sensing techniques to enhance the results further. Also this work is
limited to homogeneous wireless sensor networks only so in near future we will
consider up to 5 level of heterogeneity i.e. normal, intermediate, advance, super and
ultra super nodes.
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Evaluating Seed Germination Monitoring
System by Application of Wireless Sensor
Networks: A Survey

Priyanka Upadhyay, Rajesh, Naveen Garg and Abhishek Singh

Abstract In this grand era of technology the wireless sensor networks outstand to
serve multidisciplinary fields of technology whether it be technology, agriculture,
healthcare, logistics monitoring etc. Agriculture field has recently adopted the
wireless sensor technology to enhance the production and monitoring of crops in a
more efficient manner. This paper presents the various applications of wireless
sensor networks adopted for monitoring and measuring various parameters for crop
and seed germination for effective yield generation. In this paper various parameters
are monitored by using wireless sensor networks. Also in this paper a survey of
most used sensor nodes and the features that they comprise of are depicted to
analyze their usage in the various domains. This paper discusses the advantages of
sensor nodes such as cheaper cost, compact size and how they help in managing the
agricultural application yielding to best quality crops. The work in implementing
wireless sensor nodes is ongoing and a survey in various dimensions is discussed in
this paper.

Keywords Wireless sensor network � Agriculture � Seed germination �
Germination rate
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1 Introduction

The enhanced research field of wireless sensor network has enabled the environ-
ment monitoring on a large scale with applications in all dimensions of technology.
Further the advancement in microelectronics enables the development of sensors.
The wireless sensor network provides a mechanism that organise and control the
sensor nodes that sense data, process data, communicate and control the monitoring
task. The main motive to use the wireless sensor network is to reduce the human
interference and farmland environment. Basic research in the sensor network
focuses primarily on issues relating to routing, data dissemination, security and data
aggregation. The features of wireless sensor network such as portability, cheap cost,
and wireless monitoring make this technology highly scalable. The advancement in
this technology highlight the adaptability of wireless sensor network towards
agriculture application of electronics. There are various factors that affects the yield
of a crop. Analysing the cause affecting the crop manually is quite impossible. To
speed up the process of detection of any harm caused to the seed germination or
yield of crop we need to apply the wireless sensor networks technology which also
will help in controlling temperature, water content, and moisture requirement
accordingly to the crop or seed. This paper tries to enlighten the development of a
real time information wireless sensor network that can provide the farmers a solid
base to look after their crop yield in a much better way. This paper discusses the
setup of wireless sensor node that can control the yield of seed germination by
sensing the factors affecting its quality. Also a comparison amongst various features
of the wireless sensor nodes widely used in agricultural field for measuring the
factors such as humidity, soil moisture, water, temperature etc. are depicted below.

2 Related Works

There is an ongoing research to enhance the technique used for measuring physical
parameter required for seed germination. We use wireless sensor network for a
variety of purposes in various applications. With respect to agriculture we use it for
monitoring crops, automating the agriculture process. The rapid development and
wide adaptability of wireless sensor networks in agriculture has improved the quality
of the crops produced. Many researchers have worked on real time monitoring
systems. “Low Power Hybrid Wireless Network for Monitoring Infant Incubation”
published by shin et al. in 2004 designed a wireless network to monitor the infant
incubators using (IR) infrared and RF modules [1]. This system was designed to
monitor the temperature of infant incubators and sending related data on related of
host computer lab view software has been used for plotting data using computer.
Wall and king contributed in exploring design for sensor to measure soil moisture
and also proposed distributed sensor network architecture for site specific irrigation
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automation [2]. Robert and Sharon discussed Evaluating Seed Germination in var-
ious environmental condition by applying computer aided image analysis [3].
The CAIA technique has shortly contributed in development of seed imbibitions
monitoring. This technique need to be strictly integrated for high accuracy to
describe the performance of seed sample. The system of image analysis consists of
two sets of components

A. The system: Petridish, thermostatic cell, time controlled tran illuminator.
B. Computer imaging unit: CCD camera, software packages capable of capturing

time lapsed seed images [3].

Yousry and Ian Moss discussed the Seed Germination Mathematical
Representation and Parameters Extraction [4]. They found that Germination yield
of a seed is characterized by three parameters germination rate, capacity, and time
of germination lag. This paper describes a mathematical method which describes
cumulative seed germination where the description of four parameter hill function is
given. This function has four parameters that allow direct and indirect interpreting
of the seed germination behaviour. Another related work is that of measuring soil
moisture content by H.R. Bogena, J.A. Huisman stating that the moisture in soil
partitions the water and the energy fluxes which provides the atmosphere for pre-
cipitation and controls the ground water recharge pattern. Yet, the soil moisture has
a lot of importance still no operational way has been discovered to measure
moisture content. In this project they aim to develop a sensor network for soil
moisture to monitor soil water content and the changes taking place in high spatial
scale. They have discussed a Mesh topology Zigbee based wireless sensor
network [5].

A project aimed to design and develop a network integrated of sensors to manage
the agricultural water of sensors to manage the agricultural water and its manage-
ment in the semiarid parts of India was started, named as The COMMON- Sense
project. The network of this project records the state moisture and watermark con-
tents of soil periodically. Various projects such as Netsens have designed a new
system for monitoring called as vine sense which is based on wireless sensor net-
work [6]. Thiruparan and Saleh discuss a real time monitoring system for measuring
remote humidity and temperature for studying after ripening process in seeds. They
discuss the designing and prototype and testing of the remote monitoring system
which is used for the study of seed germination under various geographical condi-
tions. They discover the optimal conditions suitable for the after ripening seeds, their
storage and germination. They discuss the development of the remote monitoring
system which can precisely measure and monitor the relative temperature and
humidityof the closed containers used for seed ripening. The challenge occurs is that
the incubator does not allow WiFi signals to permeate through it which hinders the
proper communication of the system [7]. They have tried to monitor the closed
containers by the real time monitors to measure the temperature and humidity.
Another system discussed was designed by Wen-Tsai Sung and Ming-Han Tsai
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which describes their work “Multi-Sensor Wireless Signal Aggregation for
Environmental System via Multi-bit Data Fusion.” They discuss the system which
uses the ZigBee Protocol, where sensor nodes send data to Zigbee Motherboard
which further collects data from all surrounding nodes and compiles data to send to
the user through USB. This system advantages in cheapness, compact size. Figure 1,
we show a block diagram representing a system that works on the wireless sensor
nodes to enhance their working to measure the temperature, humidity, soil moisture
or various factors that affect the seed storage, germination, and its after ripening
monitoring system. The temperature and humidity are the main factoring which
determines the rate of germination of dormant seeds and not in the field, the stress of
water often limits germination. In Orobanche aegyptiaca seeds they were germinated
at optimum temperature for the seed germination with water and oxygen potential
and freely vary the water temperature and the water uptake by the seeds available
progress has three stages of germination of seeds in the population. During the first
stage, the dry seeds take surrounding moisture and water absorption as indoor
humidity, and when to plant size and increase start opening the second step is then
initiated couple after beginning of seed germination and third stage Initiate [8].
Temperature is one of the most important environmental factors affecting seed
germination of grass. Reliable prediction of the optimum temperature for seed
germination is essential for determining the appropriate regions and timing of
favorable growing grass seed. In this study, a model assisted by the neural network
of double quintic-artificial-propagation (BP-ANN-QE) was developed to improve
the prediction of the optimum temperature for seed germination. This model
BP-ANN-QE was used to determine optimal times and suitable for sowing Cynodon
dactylon cultivars three regions. Facts seed germination temperature of these
schemes were used to construct correlation models germination temperature to
estimate the germination percentage with confidence intervals. These results indicate
that our model BP-ANN-QE has better performance than the rest of the models
compared. In addition, data from national networks of temperature generated from
the average monthly temperature for 25 years fit into these roles and they were able
to assign the germination percentage of these [9]. Dactylon cultivars in China
nationwide, and suggested optimal growing regions and times for them.

Fig. 1 Healthy mung seed lot
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3 Proposed Methodology

In the proposed model we take a petri dish where we keep the sample seeds and use
the germinator machine as shown in Fig. 1, to test the optimum conditions under
which a seed germinated. The lighting and humidity conditions are also to be
controlled during this experiment. We use distilled water and soaking paper to keep
the seeds in a petri dish. Once we get the optimum conditions for the seed ger-
mination we note the readings and use them further to control the seed germination
by using the wireless sensor nodes placed in a particular area and try to control the
environmental factors such as the temperature, humidity and the water content. As
once we know the levels of these factors we can prevent our seeds from ripening
and can make them germinate in healthy seed lot. The field consist of sensor nodes
placed at different levels where they sense and give the readings and the data is
analyzed by the system where we have pre modelled the optimum conditions for the
seed germination. The aim is to obtain the maximum seed germination rate in a
particular seed type. Figure 1 shows a sample seed lot of healthy germinated seeds.
Figure 2 shows the schematic diagram of Seed monitoring and evaluation wireless
sensor network system. The comparative study of most used node platforms is
shown in Fig. 3.

As per the demand of the application we make use of nodes from the Crossbow
Berkeley which include MicaZ [10], Mica2 [10, 11], TmoteSky by Shockfish and
others. Other platforms used from other companies are the Sensinode, TNOde [12],
etc. The adaptability of these nodes depends upon the feature of the node as
discussed in Table 1.

Figure 4 depicts the temperature variation and seed size changes observed at
particular time. These changes observed help us to identify the germination rate of
the seed and find out a seed lot is healthy or not.

Fig. 2 Seed monitoring and evaluation wireless sensor network system
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Fig. 3 Description of widely
used node platforms

Table 1 Representing various nodes use as a sensor [9]

Tmote sky MICA Z MICA 2

TI MSP430F1611
microcontroller at up to
8 MHz

>1 yr battery life on AA batteries >1 yr battery life on AA batteries

10 k SRAM, 48 k
Flash + 1024 k serial
storage

2.4 GHz, IEEE 802.15.4 compliant
radio

433, 868/916, or 310 MHz
multi-channel radio transceiver

250 kbps 2.4 GHz Chipcon
CC2420 IEEE 802.15.4
Wireless Transceiver

Light, temperature, RH, pressure,
acceleration/seismic, acoustic,
magnetic, GPS other sensors

Light, temperature, RH,,
acceleration/seismic, acoustic,
magnetic, GPS, and other sensors,
barometric pressure

On-board humidity,
temperature sensors and
light sensors

N/A N/A

Ultra-low current
consumption

N/A N/A

Fast wakeup from sleep
(<6 μs)

N/A N/A

Programming and interface
via USB

N/A N/A

Serial ID chip N/A N/A

16-pin expansion port N/A N/A

32 × 80 mm 58 × 32 × 7 mm N/A
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4 Future Work and Conclusion

This paper describes the application of wireless sensor network in the field of
agriculture to monitor the seed germination under various geographical condition.
The various type of sensor nodes are used accordingly to the features they deliver as
per suitability of the application. The paper also describes how the monitoring of
seed germination can help us to control the seeds to effectively germinate and in a
healthy way. Further the wireless sensor network could also be applied to develop a
user interface that collects all the variations and represents it on a graphical system
on the basis of which we can monitor and control the seed germination process to
enable higher quality storage and produce good yield of crops.
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A FLANN Based Non-linear System
Identification for Classification
and Parameter Optimization Using
Tournament Selective Harmony Search

Bighnaraj Naik, Janmenjoy Nayak and H.S. Behera

Abstract In this paper, an enhanced version of Harmony Search (HS), called
Tournament Selective Harmony Search (TSHS) is used to obtain an optimal set of
weights for Functional Link Artificial Neural Network (FLANN) with Gradient
Descent Learning (GDL) for the task of classification in data mining. The TSHS
performs better than HS and Improved HS (IHS) by avoiding random selection of
harmonies for their improvisation by introducing tournament selection strategy.
This approach of TSHS to acquire optimal harmony in a population of harmony
memory is adopted to find out optimal set of weights for FLANN model. The
proposed TSHS-GDL-FLANN is compared with other alternatives by examining
on various benchmark datasets from UCI Machine Learning repository. In order to
get statistical correctness of results, the proposed method is analyzed by using
ANOVA statistical test under null-hypothesis.

Keywords Harmony search � Improved harmony search � Tournament selective
harmony search � Functional link artificial neural network � System identification �
Classification

1 Introduction

Data collection and applications data mining process is became most promising in
the area of web, business management, e-commerce, remote sensors, microarrays
gene expression, scientific simulations, production control & engineering design,
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transactions and stocks & bioinformatics etc. Since last few years, System identi-
fication has played important roles in advancement of theories and algorithms for
software development and industrial applications. System identification is a process
of observing input–output data in order to design the mathematical models for
dynamic systems. In data mining, the Classification problem can be viewed as a
process of system identification that can be used to assign important classes to
unknown patterns, by observing relationship between previous input patterns and
corresponding target values. Due to non-linear nature of real world data, it is often
difficult to determine the optimal model for classification data. Although various
classical system identification approaches proposed by many researchers (Akaike’s
criterion (AIC) [1] or cross validation (CV); parametric prediction error methods
(PEMs) [2, 3]), but some weakness related to these classical approaches have been
recently reported [4–6]. As a result, a novel approach to system identification has
been proposed by cross fertilizing with the machine learning concepts [4] and found
to be successful in model selection and parameters optimization.

Various solutions to non-linear data classification problem are suggested by many
researchers [7–11] but for the first time, Zhang et al. [11] realized that artificial neural
network models are alternative to various conventional classification methods. The
artificial neural networks (ANNs) are capable of generating complex mapping
between input and the output space and thus they can form arbitrarily complex
nonlinear decision boundaries. As compared to higher order neural network [12, 13],
classical neural networks (Example: MLP) are suffering in slow convergence and
unable to automatically decide the optimal model of prediction for classification. In
the last few years, to overcome the limitations of conventional ANNs, some
researchers have focused on HONN models for better performance.

In this paper, we have proposed a functional link higher order ANN (FLANN)
based system identification model with gradient descent learning for non-linear
classification data and a novel Tournament Selective harmony Search based
approach for its parameter(weights) optimization. Various hybrids FLANN based
models which are used for classification task can be found in [14–22] and other
recent developments works can be obtained from [23–33]. Some researchers have
also put interest on other HONN based classification models [34–40]. Remaining of
this paper is structured as follow: Basic concepts are introduced in Sect. 2, Proposed
scheme in Sect. 3. Experimental results are presented in Sect. 4 and Statistical
comparisons are provided in Sect. 5 followed by Conclusions in Sect. 6.

2 Basic Concepts

2.1 Functional Link Artificial Neural Network

Basically, In FLANN, the input pattern goes through a transformation (known as
functional expansion) of input data by which dimension of input space increases
artificially. Then the extended input data are used to train the feed forward network.
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Mathematical functions, such as sine, cosine, log, etc. are used in functional
expansion to transform an original input pattern to it extended version. The above
functionally expanded values ‘u’ is the input to FLANN classifier for training
phase. Prior to this, weights of FLANN must be set randomly. Based on net output
and given target value, error of FLANN is calculated and a suitable learning method
is adapted to adjust weight values of FLANN. An efficient learning method, known
as gradient descent learning has been presented in the next sub-section. Figure 1
depicts the basic architecture of FLANN. The details on FLANN and the related
implementation can be realized in [20].

2.2 Gradient Descent Learning

Gradient descent learning [41] is the commonly used training methods in which
weights are changed in such a way that network error is declined as rapidly as
possible. The learning of FLANN model using Gradient descent method with error
of the network is successfully used in various recent related works [20, 33].
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2.3 Harmony Search

In general, basic steps of Harmony Search [42] can be expressed as follows:

Step 1 Initialize a harmony memory (HM) with randomly generated
solution vectors

Step 2 Repeat Steps 3 and 4 until no further significant growth in fitness of
solution vector is noticed or the maximum number of iterations is
reached

Step 3 Improvise HM to get New Harmony Memory
Step 4 Update the HM based on comparison between solution vectors of

HM and NHM in terms of fitness. If any harmony in HM is less fit
than harmony in NHM, then harmony in HM will be excluded by
adding harmony from NHM

Step 5 Exit

Initially HM is initialized with random solution vectors and gradually, solution
vectors in HM improved by using step-3 of harmony search procedure known as
HM improvisation step. This step is entirely controlled by parameters: Harmony
Memory Consideration Rate (HMCR), Pitch Adjustment Rate (PAR) and
Bandwidth (BW).The HMCR and PAR determines Memory Consideration
Probability (MCP), Pitch Adjustment Probability (PAP) and Random Probability
(RP) as follows:

MCP ¼ HMCR � 1� PARð Þ � 100
PAP ¼ HMCR � PAR � 100
RP ¼ 100�MCP�PAP

Basically, Improvisation of HM is governed by these parameters (MCP, PAP,
and RP). In HS, the bw and PAR is fixed and pitch adjustment is done according to
Eq. 1.

HMi tþ 1ð Þ ¼ HMi tþ 1ð Þ ¼ HMj tð Þ � rand 1ð Þ � bw ifrand 1ð Þ\0:5
HMi tþ 1ð Þ ¼ HMj tð Þþ rand 1ð Þ � bw ifrand 1ð Þ[ 0:5

� �
ð1Þ

In Eq. 1, HMi tþ 1ð Þ is the next ith harmony at time t + 1 and HMj tð Þ is the jth
randomly selected harmony for pitch adjustment at time t.

270 B. Naik et al.



2.4 Tournament Selective Harmony Search

In Tournament selective harmony search (TSHS) [43], a fixed number of harmonies
participates in a tournament (usually the size of tournament is less than size of
population) and the winner of the tournament (win) is selected based on their fitness
values. All the winner harmonies are improvised in step-3 through improvisation
process based on MCP, PAP and RP, and included in New Harmony memory. In
this strategy, the harmonies with superior fitness have a more possibility of being
chosen, thereby eliminating random selection of harmonies for improvisation
process. However, by using parameter ‘ts’ (In Eq. 2), the selection probability can
be is easily adjusted. The participant harmonies (tp) are randomly selected by using
Eq. 2.

tp ¼ ceilðHMS � randð1; tsÞÞ ð2Þ

In Eq. 2, the ‘rand’ generates a random vector of length ‘ts’ drawn from a
uniform distribution.

The TSHS follows the concepts of Improved Harmony Search [44], in which the
bw and PAR are not fixed and these value changes according to HS iterations (Eq. 3
and Eq. 4).

bw iterð Þ ¼ bwmax � exp
ln bwmin

bwmax

N
� iter

 !
ð3Þ

In Eq. 3, bw iterð Þ is the bandwidth in particular iteration ‘iter’, ‘bwmin’ and
‘bwmax’ are the minimum and maximum bandwidth respectively and N is the
number of solution vector in the population.

PAR iterð Þ ¼ PARmin þ PARmax � PARmin

N
� iter ð4Þ

In Eq. 4, PAR iterð Þ is the pitch adjustment rate in particular iteration ‘iter’. The
‘PARmin’ and ‘PARmax’ are the minimum and maximum pitch adjustment rate and N
is the number of solution vector in the population.

3 Proposed Scheme

In this section, the proposed scheme is presented by using problem solving strategy
of TSHS in order to design an efficient learning method to get optimal set of
weights for FLANN. The proposed method can be realized by following the exe-
cution of Algorithms 1–4.
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`Algorithm – 1 Tournament Selective Harmony Search-GDL-FLANN (TSHS-
GDL-FLANN) Procedure
% HMS : Harmony Memory Size (Number of Harmonies) ,  HMCR : Harmony 
Memory Consideration Rate,  PAR : Pitch Adjustment  Rate.
%  Randomly initialize a harmony memory (HM) with size HMS.
HM = -1 + (1 - -1).*rand (HMS, LHM); % LHM is the length of each weight-sets 
(harmonies).
%  Initialization of HMS, HMCR and  PAR .

HMS=40;
HMCR=0.9;
PARmin=0.01; 
PARmax=0.9; 

% Tournament Selective Harmony Search iteration
Iter = 0;
While (1)

• % Changing PAR and bw dynamically with iterations.
 bwmin=zeros(1,L)+0.0001; 
 u1=max(HM); 
UB=max(u1); 
L1=min(HM); 
LB=min(L1); 
 bwmax=zeros(1,L)+(1/((UB-LB))); 
PAR=PARmin+((PARmax-PARmin)/N)*iter; % Changes of PAR 
in Iterations.
 bw=bwmax * exp(((log(bwmin/bwmax))/N)*iter); % Changes of bw 
in Iterations.

• % Compute MCP (memory consideration probability), PAP (pitch 
adjustment probability) and RP (randomization probability).
MCP=HMCR*(1-PAR)*100; 
PAP=HMCR*PAR*100; 
RP=100-MCP-PAP;

• Improvisation of Harmony
NHM = Improvisation-of-HM (HM, HMS, MCP , PAP, RP, 
bw); 

• Updation of HM
HM=Update-HM (HM,NHM);

• % Check for Termination Criteria.
if (iter >= MAX_ITERATION)

break;
end if
iter=iter+1;

EndWhile
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Algorithm – 2 Improvisation-of-HM Procedure
Function NHM = Improvisation-of-HM (HM, MCP , PAP, RP, bw )

Select tournament participants ‘tp’ (weight-sets) from HM. Let TSHM is the set of 
tournament participants (weight-sets) selected. 
Perform tournament among participants in TSHM.
Select winner of the tournament winnerweight-set.

for i=1:1:HMS

r=rand(1)*100; 
if(1<=r && r<=MCP)

Select  winnerweight-set with memory consideration probability (MCP) 
which serve as New Harmony memory (NHM).

if(MCP+1<=r && r<=MCP+PAP)

Select winnerweight-set with a probability of PAP for the pitch adjustment to 
improve quality of winnerweight-set which serves as New Harmony memory 
(NHM). The appropriate PAP serves this purpose better. This is achieved by 
using equation-1,3,4.

if(MCP+PAP+1<=r && r<=MCP+PAP+RP)
Select  winnerweight-set with random probability (RP) which serve as New 
Harmony Memory (NHM). In this phase, winnerweight-set  is added to 
NHM by suitably adding or subtracting a random value on it.

Endfor 
end

Algorithm – 3 Update-HM Procedure
Function HM= Update-HM (HM,NHM)

• Evaluate all the harmonies (weight-sets) in HM and NHM by using 
Algorithm-4 (fitfromtrain procedure). 

• If the new harmony (weight-set) in NHM is better than the harmony in the 
HM, then add the new harmony into the HM by excluding the worst harmony 
from the HM.

end
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4 Experimental Results

In this section, the parameters setting used for simulation and simulation results are
presented. All the models are implemented in MATLAB R2009a and after
obtaining results, some statistical analysis has been carried out by using SPSS 16.0
statistical tool. The benchmark datasets (Table 1) used for evaluation of models are
originated from UCI machine learning repository [45] and processed by KEEL
software [46]. The detail descriptions about all these dataset can be obtained at
‘http://archive.ics.uci.edu/ml/’ and ‘http://keel.es/’.

4.1 Parameter Setting Used for Simulation

4.1.1 FLANN Parameter

During the learning of the FLANN model, the gradient descent learning method is
used by setting ‘μ’ to 0.13. The value of ‘μ’ is obtained by testing the models in the
range 0–3. Each value in the input pattern is expanded to 11 number of functionally
expanded input values by setting n = 5. (As FLANN model suggests to generate
2n + 1 number of functionally expanded input values for a single value in the input
pattern).
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4.1.2 Harmony Search Parameter

Harmony Memory Size (HMS): 40; Harmony Memory Consideration Rate
(HMCR): 0.9; Pitch Adjustment Rate (PAR): 0.3; Bandwidth (Bw): 0.0001.

4.1.3 Improved Harmony Search Parameter

Harmony Memory Size (HMS): 40; Harmony Memory Consideration Rate
(HMCR): 0.9; Pitch Adjustment Rate (PAR): PARmin = 0.01, PARmax = 0.9;
Bandwidth (Bw): Bwmin = 0.0001, Bwmax ¼ 1

20� UB�LBð Þ.

4.1.4 Tournament Selective Harmony Search Parameter

Harmony Memory Size (HMS): 40; Harmony Memory Consideration Rate
(HMCR): 0.9; Pitch Adjustment Rate (PAR): PARmin = 0.01, PARmax = 0.9;
Bandwidth (Bw): Bwmin = 0.0001, Bwmax ¼ 1

20� UB�LBð Þ; Tournament size (ts): 20.

4.2 Results Obtained

In this section, the root means square errors (RMSEs) (Eq. 5) of all the models are
obtained for various benchmark datasets. RMSEs of all the models are presented in
Table 2 and based on this; all the models are compared (Figs. 2, 3, 4, 5, 6 and 7).

The Root Mean Square Error (RMSE) of predicted output values yi
^
of a target

variable yi is computed for n different predictions as follows:

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

ðyi�byiÞ2
n

vuuut ð5Þ

The fitness of the models are computed from RMSEs as follow:

FWi ¼ 1=RMSEi
ð6Þ

In Eq. 6, Wi is the ith weight-sets in the population, RMSEi is the root mean
square error of ith weight-set and FWi is the fitness of ith weight-set Wi.

In this study, the performance of GA, PSO, HS, IHS and TSHS are analyzed in
order to know the improvement of harmonies (weight-sets) in the population by
these algorithms in different generation. The changes in fitness of weight-sets in
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different generations are observed in all the datasets (Table 1) and the Figs. 2, 3, 4,
5, 6 and 7 demonstrates the improvements of fitness of weight-sets in the
population.

Table 1 Data Set Information

Dataset Number of pattern Number of features
(excluding class label)

Number of classes

Pima 768 08 02

Dermatology 256 34 06

New Thyroid 215 05 03

Monk 2 256 06 02

Hayesroth 160 04 03

Bupa 345 06 02

Table 2 Comparison of results among various models

Datasets Maximum fitness obtained by various hybrid models

GA-FLANN PSO-FLANN HS-FLANN IHS-FLANN TSHS-FLANN

Pima 2.216361 2.216474 2.217241 2.217241 2.217241

Dermatology 1.888967 1.981951 2.267907 3.459351 3.459351

New thyroid 2.651259 2.675806 2.675806 3.093559 2.675806

Monk 2 2.024735 2.033361 2.037116 2.075259 3.526605

Hayesroth 1.888252 1.869618 1.895258 2.045696 2.055045

Bupa 1.54692 1.547116 1.548419 1.86651 1.865743
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Fig. 2 Improvements in fitness of population in different iterations observed in Pima dataset
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5 Statistical Comparisons

In this section, the statistical comparison of models over multiple data sets [47] is
presented to argue the projected method is statistically better and significantly
different from other alternative classifiers. We have conducted ANOVA test [48] on
the results obtained (Table 2) from simulation.
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5.1 ANOVA Test

In this paper, the statistics on all classifier’s performance is compared by using
ANOVA test (using SPSS (Version: 16.0) statistical tool) (Fig. 8) under
null-hypothesis (H0). The test has been carried out with 95 % confidence interval,
0.05 significant level and linear polynomial contrast. To get the differences between
the performances of classifiers, we have used Post hoc test by using mostly used
Tukey test [49] and Dunnett test [50] (Fig. 9).
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H0: “all classifiers are same in performances and differences in performances are
simply random”.

As a conclusion of these tests, we noticed that, the mean differences
(between-classifiers variability) among classifiers are larger than the standard errors
(between-error variability) (except between TSHS-FLANN and IHS-FLANN)
(Fig. 9). Also in Dunnett test (Fig. 9), we observed same as that of Tukey test. Out
of five classifiers, the null-hypothesis is rejected for four no. of classifiers; hence the
null-hypothesis can be clearly rejected in majority basis. All the models with their
homogeneous group are presented in Fig. 10.
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Fig. 8 One-way ANOVA test
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Fig. 9 Tukey and Dunnett test

Fig. 10 Models in homogeneous group
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6 Conclusion

The proposed method has advantage over other related works as follows: (i) re-
quires less mathematical computation and is free from complicated operators (like
crossover in GA) and parameters (like c1, c2 in PSO), (ii) uses the concepts of
dynamically changing bw and PAR and (iii) incorporates tournament selection
strategy which allows better weight-sets to be included with high probability. Also
performance of the TSHS-FLANN can be improved by fine-tuning the parameter
tournament size ‘ts’ which can be used to effectively adjust selection pressure. We
noticed the rejection of null-hypothesis after testing our method under ANOVA
test. Hence, the proposed method is found to be better and outperforms other
alternatives (GA-FLANN, PSO-FLANN, HS-FLANN and IHS-FLANN). Also the
proposed method can be computed with a low cost due to less complex architecture
of FLANN as compared to other HONNs. The future work is comprised of inte-
gration of similar improved variants of HS with FLANN in diverse applications of
data mining.

Acknowledgments This work is supported by Department of Science and Technology (DST),
Ministry of Science and Technology, New Delhi, Govt. of India, under grants No. DST/INSPIRE
Fellowship/2013/585.

References

1. Akaike, H.: A new look at the statistical model identification. IEEE Trans. Autom. Control 19,
716–723 (1974)

2. Söderström, T., Stoica, P.: System identification. Prentice-Hall, Upper Saddle River (1989)
3. Ljung, L.: System identification—theory for the user, 2nd edn. Prentice-Hall, Upper Saddle

River (1999)
4. Pillonetto, G., De Nicolao, G.: A new kernel-based approach for linear system identification.

Automatica 46(1), 81–93 (2010)
5. Pillonetto, G., Chiuso, A., De Nicolao, G.: Prediction error identification of linear systems: a

nonparametric Gaussian regression approach. Automatica 47(2), 291–305 (2011)
6. Chen, T., Ohlsson, H., Ljung, L.: On the estimation of transfer functions, regularizations and

Gaussian processes—revisited. Automatica 48(8), 1525–1535 (2012)
7. Quinlan, J.R.: C4. 5: programs for machine learning. Morgan Kaufmann Publishers Inc., San

Francisco, CA, USA (1993)
8. Yung, Y., Shaw, M.J.: Introduction to fuzzy decision tree. Fuzzy Net Syst. 69(1), 125–139

(1995)
9. Hamamoto, Y., Uchimura, S., Tomita, S.: A bootstrap technique for nearest neighbour

classifier design. IEEE Trans. Pattern Anal. Mach. Intell. 19(1), 73–79 (1997)
10. Yager, R.R.: An extension of the naive Bayesian classifier. Inf. Sci. 176(5), 577–588 (2006)
11. Zhang, G.P.: Neural networks for classification: a survey. IEEE Trans. Syst. Man Cybern.

Part C Appl. Rev. 30(4), 451–462 (2000)
12. Redding, N., Kowalczyk, A., Downs, T.: Constructive high-order network algorithm that is

polynomial time. Neural Netw. 6, 997–1010 (1993)
13. Goel, A., Saxena, S., Bhanot, S.: Modified functional link artificial neural network. Int.

J. Electr. Comput. Eng. 1(1), 22–30 (2006)

A FLANN Based Non-linear System Identification … 281



14. Mishra, B.B., Dehuri, S.: Functional link artificial neural network for classification task in data
mining. J. Comput. Sci. 3(12), 948–955 (Science Publications) (2007)

15. Dehuri, S., Cho, S.: A comprehensive survey on functional link neural networks and an
adaptive PSO–BP learning for CFLNN. Neural Comput. Appl. 19(2), 187–205 (2009)

16. Dehuri, S., Cho, S.-B.: Evolutionarily optimized features in functional link neural network for
classification. Expert Syst. Appl. 37, 4379–4391 (2010)

17. Dehuri, S., Roy, R., Cho, S., Ghosh, A.: An improved swarm optimized functional link
artificial neural network (ISO-FLANN) for classification. J. Syst. Softw. 1333–1345, (2012)

18. Naik, B., Nayak, J., Behera, H.S.: A Novel FLANN with a Hybrid PSO and GA Based
Gradient Descent Learning for Classification. Proc. 3rd Int. Conf. Front. Intell. Comput.
(FICTA) Adv. Intell. Syst. Comput. 1(327), 745–754 (2015)

19. Naik, B., Nayak, J., Behera, H.S.: A honey bee mating optimization based gradient descent
learning—FLANN (HBMO-GDL-FLANN) for classification. In: Proceedings of the 49th
Annual Convention of the Computer Society of India CSI—Emerging ICT for Bridging the
Future, Advances in Intelligent Systems and Computing, vol. 338, pp. 211–220 (2015).
doi:10.1007/978-3-319-13731-5_24

20. Naik, B., Nayak, J., Behera, H. S., Abraham, A.: A harmony search based gradient descent
learning-FLANN (HS-GDL-FLANN) for classification. Comput. Intell. Data Min. 2, 525–539
(2015) (Springer, India)

21. Naik, B., Nayak, J., Behera, H.S.: An efficient FLANN model with CRO based gradient
descent learning for classification. International Journal of Business Information Systems (In
Press)

22. Naik, B., Nayak, J., Behera, H.S.: An improved harmony search based functional link higher
order ANN for non-linear data classification (In Press)

23. Pao, Y.H., Takefuji, Y.: Functional-link net computing: theory, system architecture, and
functionalities. Computer 25, 76–79 (1992)

24. Patra, J.C., Kot, A.C.: Nonlinear dynamic system identification using Chebyshev functional
link artificial neural networks. IEEE Trans. Syst. Man Cybern. B Cybern. 32, 505–511 (2002)

25. Klaseen, M., Pao, Y.H.: The functional link net in structural pattern recognition. In: TENCON
90. 1990 IEEE Region 10 Conference on Computer and Communication Systems, vol. 2,
pp. 567–571 (1990)

26. Park, G.H., Pao, Y.H.: Unconstrained word-based approach for off-line script recognition
using density-based random-vector functional-link net. Neurocomputing 31, 45–65 (2000)

27. Liu, L.M., Manry, M.T., Amar, F., Dawson, M.S., Fung, A.K.: Image classification in remote
sensing using functional link neural networks. In: Proceedings of the IEEE Southwest
Symposium on Image Analysis and Interpretation, pp. 54–58 (1994)

28. Raghu, P.P., Poongodi, R., Yegnanarayana, B.: A combined neural network approach for
texture classification. Neural Networks 8(6), 975–987 (1995)

29. Abu-Mahfouz, I.-A.: A comparative study of three artificial neural networks for the detection
and classification of gear faults. Int. J. Gen Syst 34, 261–277 (2005)

30. Patra, J.C., Pal, R.N.: A functional link artificial neural network for adaptive channel
equalization. Signal Process. vol. 43, pp. 181–195 (1995)

31. Teeter, J., Mo-Yuen, C.: Application of functional link neural network to HVAC thermal
dynamic system identification. IEEE Trans. Ind. Electron. 45, 170–176 (1998)

32. Abbas, H.M.: System identification using optimally designed functional link networks via a
fast orthogonal search technique. J. Comput. 4(2), 147–153 (2009)

33. Majhi, R., Panda, G., Sahoo, G.: Development and performance evaluation of FLANN based
model for forecasting of stock markets. Expert Syst. Appl. 36, 6800–6808 (2009)

34. Nayak, J., Naik, B., Behera, H.S., Abraham, A.: Particle swarm optimization based higher
order neural network for classification. Comput. Intell. Data Min. 1,401–414 (2015). Springer
India

35. Nayak, J., Sahoo, N., Swain, J.R., Dash, T., Behera, H.S.: GA based polynomial neural
network for data classification. In: International Conference on Information Technology (ICIT)
2014, pp. 234–239, IEEE (Dec, 2014)

282 B. Naik et al.

http://dx.doi.org/10.1007/978-3-319-13731-5_24


36. Nayak, J., Naik, B., Behera, H.S.: A hybrid PSO-GA based Pi sigma neural network (PSNN)
with standard back propagation gradient descent learning for classification. In: International
Conference on Control, Instrumentation, Communication and Computational Technologies
(ICCICCT) 2014, pp. 878–885, IEEE (July, 2014)

37. Nayak, J., Naik, B., Behera, H.S. (2015a). A novel chemical reaction optimization based
higher order neural network (CRO-HONN) for nonlinear classification. Ain Shams
Engineering Journal

38. Nayak, J., Kanungo, D.P., Naik, B., Behera, H.S.: A higher order evolutionary Jordan
Pi-Sigma neural network with gradient descent learning for classification. In: International
Conference on High Performance Computing and Applications (ICHPCA) 2014, pp. 1–6,
IEEE (Dec, 2014a)

39. Nayak, J., Naik, B., Behera, H.S.: A novel nature inspired firefly algorithm with higher order
neural network: Performance analysis. In: Engineering Science and Technology, an
International Journal (2015b)

40. Nayak, J., Nanda, M., Nayak, K., Naik, B., Behera, H.S.: An improved firefly fuzzy C-Means
(FAFCM) algorithm for clustering real world data sets. Smart Innovation, Syst. Technol. 27,
339–348 (2014). doi:10.1007/978-3-319-07353-8_40

41. Rumelhart, D.E., Hinton, G.E., Williams, R.J.: Learning representations by back- propagating
errors. Nature 323(9), 533–536 (1986)

42. Geem, Z.W., Kim, J.-H., Loganathan, G.V.: A new heuristic optimization algorithm: harmony
search. Simulation 76(2), 60–68 (2001)

43. Karimi, M., Askarzadeh, A., Rezazadeh, A.: Using tournament selection approach to improve
harmony search algorithm for modeling of proton exchange membrane fuel cell. Int.
J. Electrochem. Sci. 7, 6426–6435 (2012)

44. Mahdavi, M., Fesanghary, M., Damangir, E.: An improved harmony search algorithm for
solving optimization problems. Appl. Math. Comput. 188, 1567–1579 (2007)

45. Bache, K., Lichman, M.: UCI Machine learning repository (http://archive.ics.uci.edu/ml),
Irvine, CA: University of California, School of Information and Computer Science (2013)

46. Alcalá-Fdez, J., Fernandez, A., Luengo, J., Derrac, J., García, S., Sánchez, L., Herrera, F.:
KEEL data-mining software tool: data set repository, integration of algorithms and
experimental analysis framework. J. Multiple-Valued Logic Soft Comput. 17(2–3), 255–287
(2011)

47. Demsar, J.: Statistical comparisons of classifiers over multiple data sets. J. Mach. Learn. Res.
7, 1–30 (2006)

48. Fisher, R.A.: Statistical methods and scientific inference, 2nd edn. Hafner Publishing Co.,
University of Michigan, New York (1959)

49. Tukey, J.W.: Comparing individual means in the analysis of variance. Biometrics 5, 99–114
(1949)

50. Dunnett, C.W.: A multiple comparison procedure for comparing several treatments with a
control. J. Am. Stat. Assoc. 50, 1096–1121 (1980)

A FLANN Based Non-linear System Identification … 283

http://dx.doi.org/10.1007/978-3-319-07353-8_40
http://archive.ics.uci.edu/ml


Heart Disease Prediction System
Evaluation Using C4.5 Rules
and Partial Tree

Purushottam Sharma, Kanak Saxena and Richa Sharma

Abstract Cardiovascular disease (CVD) is a big reason of morbidity and mortality
in the current living style. Identification of Cardiovascular disease is an important
but a complex task that needs to be performed very minutely and accurately and the
correct automation would be very desirable. Every human being cannot be equally
skilful and so as doctors. All doctors cannot be equally skilled in every sub spe-
cialty and at many places we don’t have skilled and specialist doctors available
easily. An automated system in medical diagnosis would enhance medical care and
it can also reduce costs. In this study, we have designed a system that can efficiently
discover the rules to predict the risk level of patients based on the given parameter
about their health. Then we evaluate and compare this system using C45 rules and
partial tree. The performance of the system is evaluated in terms of different
parameter like rules generated, classification accuracy, classification error, global
classification error and the experimental results shows that the system has great
potential in predicting the heart disease risk level more efficiently.
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1 Introduction

In today’s time at many places clinical test results are often produced based on
doctors’ intuition, skills and expertize rather than on the rich information available
in many large databases. Many a times this process leads to error, unintentional
biases and a huge medical cost. Sometimes it can affects the quality of service
provided to patients drastically.

Today many hospitals installed some kind of patient’s information collection
systems to manage their healthcare or to collect patient data. These information
systems usually generate large amounts of data which can be in different format like
numbers, text, charts and images but unfortunately, this database that contains rich
information is rarely used for clinical decision making. There is a lot of information
stored in repositories that can be used effectively to support decision making in
healthcare.

Here we focus on Heart Disease Prediction using data Mining techniques. The
motivation for this study is the estimation given by WHO. As per the WHO
estimation by year 2030, almost 23.6 million people will die due to Heart disease.
So to minimize the risk, prediction of heart disease should be done. The most
difficult and complex task in healthcare sector is diagnosis of correct disease. Heart
disease prediction using different parameters of a patient diagnostic tests is a
multi-layered issue which may lead to false presumptions and unpredictable effects.
Now a day’s Healthcare sector generating a huge amounts of raw data about
patients, hospitals resources, disease diagnosis, electronic patient records, medical
devices etc. This huge amount huge of raw data is the main resource that can be
efficiently pre-processed and analysed for key information extraction that directly or
indirectly motivates the medical society for cost-effectiveness and support decision
making. Proper diagnosis of heart disease cannot be possible by using only human
intelligence. There are lots of parameters that can affects the accurate diagnosis like
less accurate results, less experience, time dependent performance, knowledge up
gradation and so on. Lots of development and research happened in this field using
multi-parametric attributes with nonlinear and linear features of Heart Rate
Variability (HRV). A novel technique was proposed by Lee et al. [1]. To achieve
this, many researchers have used many classifiers e.g. CMAR (Classification based
on Multiple Association Rules), SVM (Support Vector Machine), Bayesian
Classifiers and C4.5). Some of the latest techniques in this field described in [2]. In
Healthcare, there is a very large scope and potential of Data mining applications
usefulness but effectiveness of these application mostly reliable on accuracy of data
and cleanliness. In this regard, it is very much desirable that the healthcare industry
use such policies and methods so that data can be better prepared, stored, captured
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and mined. Some probable methods and methodology we suggested includes the
clinical data standardization, analysis and the data sharing across the related
industries to enhance the accuracy and effectiveness of data mining applications in
healthcare [3]. It is also advisable to explore the use of text mining and image
mining for expansion the nature and scope of data mining applications in healthcare
sector. Data mining application can also be explored on digital diagnostic images
for application effectiveness. Some progress has been made in these areas [4, 5].

The question can be arises out of this available data:
“How can we use this data to generate useful information that can be used by

healthcare practitioners to make effective clinical decisions?” This is the main
objective of this research.

2 Background

In recent time, many organizations in healthcare sector uses data mining applica-
tions intensively and extensively on large scale. Another reason is that the
healthcare transactions generated by this sector are too voluminous and complex to
be analysed and processed by traditional methods. Decision-making can be
improved majorly by using data mining applications in discovering trends and
patterns in large volumes of typical data [6]. In recent trends analysis on these large
dataset has become necessary due to financial pressures on healthcare industries.
This extracted information can be used for decisions making based on the regress
analysis of medical and financial data. Knowledge extraction can influence industry
operating efficiency, revenue and cost using knowledge discovery from database by
maintaining a top level of care [7]. Research shows that if we uses data mining
applications in healthcare organizations then these organizations would be in better
position to meet their short term goals and long-term needs, Benko and Wilson
argue [8]. We can get very useful results from healthcare raw data by transforming
raw data into useful information. A great reason that enables researchers in this field
is that this is very useful for all stake holder involved in the healthcare sector. Like,
if we consider Insurance provider, they can detect abuse and fraud, practitioner in
healthcare can gain assistance in decisions making, like in customer relationship
management. Healthcare providers (hospitals, physician, test laboratories and
patient etc.) can also use data mining applications in their respective expert zone for
expert decision making for example, by finding best practices and correct and
effective treatments.
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3 UCI Heart Disease Dataset Description

Source Information:

(a) Creators of the used dataset: V.A. Medical Center, Long Beach and Cleveland
Clinic Foundation: Robert Detrano, M.D., Ph.D.

(b) Donor: David W. Aha (aha@ics.uci.edu)

The “num” attributes indicate the presence and level or absence of heart disease in
the patient. The range of this attribute is from 0 (no presence) to 4 (severe).

Most of the experiments associated with Cleveland database are focused on
absence (“Num” value 0) and presence (“Num” values from 1 to 4) Due to personal
security patient’s personal identification information replaced with dummy values.

Number of Instances: Cleveland: 303. The directory contains a dataset related
with heart disease diagnosis. The data was collected from the following locations:

Cleveland Clinic Foundation (cleveland.data).
The Cleveland database contains total 76 raw attributes, but in our experiments

only 14 of them is actually used because all published experiments till now using a
subset of 14 only and the data is also given only for these 14 attributes. The dataset
used in this experiment contains different important parameters like ECR, choles-
terol, chest pain, fasting sugar, MHR (maximum heart rate) and many more.

The detailed information about these attributes and their domain range are as
follows:

@relation Cleveland, @attribute age real [29.0, 77.0],@attribute sex real
[0.0, 1.0]

@attribute cp real [1.0, 4.0],@attribute trestbps real [94.0, 200.0]
@attribute chol real [126.0, 564.0],@attribute fbs real [0.0, 1.0]
@attribute restecg real [0.0, 2.0],@attribute thalach real [71.0, 202.0]
@attribute exang real [0.0, 1.0],@attribute oldpeak real [0.0, 6.2]
@attribute slope real [1.0, 3.0],@attribute ca real [0.0, 3.0]
@attribute thal real [3.0, 7.0],@attribute num {0, 1, 2, 3, 4}
@inputs age, sex, cp, trestbps, chol, fbs, restecg, thalach, exang, oldpeak, slope,

ca, thal @outputs num

We have used the Classification model by covering rules (based on decision
trees) as C4.5 Rules [9–11] and partial tree on the above modified dataset and find
out the generated rule sets with different priority. We have also generated pruned
and classified rules. Further we have used WEKA tool [12] for dataset analysis and
KEEL [13, 14] to find out the classification decision rules and partial tree
generation.
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4 Experiment Design with KEEL

We have used KEEL (Knowledge Extraction based on Evolutionary Learning) [14]
tool. KEEL is an open source (GPLv3) Java software tool to assess evolutionary
algorithms for Data Mining problems.

We have designed an Experiment using the Cleveland dataset as given in the
Fig. 1. In the preprocessing phase we have used an AllPossible-MV [15] algorithm
to fill the missing values in the dataset.

5 Classification Rule Generation

5.1 Pruned rule set generated by the experiments:
i f ( c a < = 0 . 0  & &  t h a l > 6 . 0  & &  o l d p e a k > 0 . 3  & &  t h a l a c h < = 1 2 9 . 0  & &
thalach>122.0) output=4 else if(cp>3.0 && ca>0.0 && slope<=2.0 && ca<=1.0 && 
age>62.0) output=2 else if(cp>3.0 && thal<=6.0 && restecg<=1.0 && exang>0.0 
&& age<=56.0) output=2 else if(cp>3.0 && slope<=2.0 && sex>0.0 && ca>1.0 && 
restecg<=1.0) output=3 else if(ca>0.0 && slope>2.0) output=3 else if(cp>3.0 && 
thal>6.0 && oldpeak<=0.3) output=1 else if(cp<=3.0 && oldpeak<=1.9 && 
fbs<=0.0 &&thalach>126.0) output=0 else if(cp<=3.0 && fbs>0.0 && oldpeak<=1.2)
output=0 else if(ca<=0.0 && thal<=6.0 && restecg>1.0) output=0 else if(cp<=3.0 
&& oldpeak<=1.9 && age<=57.0) output=0 else if(cp<=3.0 && ca<=1.0 && 

Fig. 1 Heart disease prediction model
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slope<=1.0) output=0 else if(cp<=3.0 && fbs<=0.0 && thalach>126.0 && sex<=0.0) 
output=0else if(ca<=0.0 && thal<=6.0 && restecg<=1.0 && exang<=0.0) output=0
else output=1

The rules generated based on partial tree:
(cp<=3.0 && sex<=0.0)-> 0 (cp<=3.0 && sex>0.0 && age<=63.0 && oldpeak<=2.0 
&& trestbps<=152.0 && fbs<=0.0 && exang<=0.0 && thalach<=142.0)-> 1
(cp<=3.0 && sex>0.0 && age<=63.0 && oldpeak<=2.0 && trestbps<=152.0 && 
fbs<=0.0 && exang<=0.0 && thalach>142.0 && oldpeak<=0.5)-> 0
(cp<=3.0 && sex>0.0 && age<=63.0 && oldpeak<=2.0 && trestbps<=152.0 && 
fbs<=0.0 && exang<=0.0 && thalach>142.0 && oldpeak>0.5 && age<=57.0)-> 0
(cp<=3.0 && sex>0.0 && age<=63.0 && oldpeak<=2.0 && trestbps<=152.0 && 
fbs<=0.0 && exang<=0.0 && thalach>142.0 && oldpeak>0.5 && age>57.0)-> 1
(cp<=3.0 && sex>0.0 && age<=63.0 && oldpeak<=2.0 && trestbps<=152.0 && 
fbs<=0.0 && exang>0.0)-> 0 (cp<=3.0 && sex>0.0 && age<=63.0 && old-
peak<=2.0 && trestbps<=152.0 && fbs>0.0)-> 0

Partial tree generated by the experiments

if ( cp <= 3.000000 ) then
{
        if ( sex <= 0.000000 ) then

{ 
                num = "0"

} 
        elseif ( sex > 0.000000 ) then

{ 
                if ( age <= 63.000000 ) then

{ 
                        if ( oldpeak <= 2.000000 ) then

{ 
if ( trestbps <= 152.000000 ) then

{ 
if ( fbs <= 0.000000 ) then

{ 
if ( exang <= 0.000000 ) then

{ 
if ( thalach <= 142.000000 ) then

{ 
num = "1"
} 

elseif ( thalach > 142.000000 )  then

{
if ( oldpeak <= 0.500000 )    then 

{
num = "0" }elseif ( oldpeak >

0.500000 ) then   
{ if ( age <= 57.000000 )  then 

{ num = "0"

 } 
elseif ( age > 57.000000 )     then

{  num = "1"

}   }       } } 
elseif ( exang > 0.000000 ) then

{ 
num = "0"

                            }                      
}

elseif ( fbs > 0.000000 ) then
{ 

num = "0"
}                }                }        }

}
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6 Evaluation Results

We have used 5 folds for training and 5 folds for testing to evaluate the classifi-
cation accuracy using different parameter.

6.1 Classification Results by Algorithm and by Fold

We have evaluated the classification accuracy of C4.5 Rules and Partial Tree
classifier and the results using different classifier fold wise are as follows

Test Results using Partial Tree Classifier
Fold 0 CORRECT=0.540983606557377 N/C=0.0
Fold 1 CORRECT=0.5454545454545454 N/C=0.0
Fold 2 CORRECT=0.540983606557377 N/C=0.0
Fold 3 CORRECT=0.5238095238095238 N/C=0.0
Fold 4 CORRECT=0.5882352941176471 N/C=0.0

Global Classification Error + N/C: 0.45210668470070586
Stddev Global Classification Error + N/C: 0.02148925320086861
Correctly classified: 0.5478933152992942, Global N/C: 0.0

Train Results using Partial Tree Classifier
Fold 0 CORRECT=0.5503875968992248 N/C=0.0
Fold 1 CORRECT=0.5494071146245059 N/C=0.0
Fold 2 CORRECT=0.5503875968992248 N/C=0.0
Fold 3 CORRECT=0.5546875 N/C=0.0
Fold 4 CORRECT=0.5378486055776892 N/C=0.0

Global Classification Error + N/C: 0.451456317199871
Stddev Global Classification Error + N/C: 0.0056511365140908335
Correctly classified: 0.548543682800129, Global N/C: 0.0

Test Results using C4.5 Rules Classifier
Fold 0 CORRECT=0.5081967213114754 N/C=0.0
Fold 1 CORRECT=0.5 N/C=0.0
Fold 2 CORRECT=0.6065573770491803 N/C=0.0
Fold 3 CORRECT=0.47619047619047616 N/C=0.0
Fold 4 CORRECT=0.4558823529411765 N/C=0.0

Global Classification Error + N/C: 0.4906346145015383,
Stddev Global Classification Error + N/C: 0.05195453555220856
Correctly classified: 0.5093653854984617, Global N/C: 0.0
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Train Results using C4.5 Rules Classifier
Fold 0 CORRECT=0.7093023255813953 N/C=0.0
Fold 1 CORRECT=0.6482213438735178 N/C=0.0
Fold 2 CORRECT=0.6550387596899225 N/C=0.0
Fold 3 CORRECT=0.62890625 N/C=0.0
Fold 4 CORRECT=0.6772908366533865 N/C=0.0

Global Classification Error + N/C: 0.33624809684035556,
stddev Global Classification Error + N/C: 0.02752991241516823
Correctly classified: 0.6637519031596444, Global N/C: 0.0

6.2 Global Average and Variance

The global average and variance measured using C4.5 Rules classifier and Partial
Tree classifier are given in Table 1.

Table 1 Global average and variance

C4.5 rules Partial tree

Average
correctly
classified

Variance
correctly
classified

Not
classified

Average
correctly
classified

Variance
correctly
classified

Not
classified

Test 0.509365 0.002699 0.00 0.547893 0.000461 0.00

Train 0.663751 0.000757 0.00 0.548543 0.000031 0.00

Table 2 Classification rate by algorithm and by fold

C4.5 rules Partial tree

Correctly classified Not classified Correctly classified Not classified

Test Fold 0 0.5081967213 0.00000 0.5409836066 0.000000

Fold 1 0.5000000000 0.00000 0.5454545455 0.000000

Fold 2 0.6065573770 0.00000 0.5409836066 0.000000

Fold 3 0.4761904762 0.00000 0.5238095238 0.000000

Fold 4 0.4558823529 0.00000 0.5882352941 0.000000

Train Fold 0 0.7093023256 0.00000 0.5503875969 0.000000

Fold 1 0.6482213439 0.00000 0.5494071146 0.000000

Fold 2 0.6550387597 0.00000 0.5503875969 0.000000

Fold 3 0.6289062500 0.00000 0.5546875000 0.000000

Fold 4 0.6772908367 0.00000 0.5378486056 0.000000
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6.3 Classification Rate by Algorithm and by Fold

To evaluate the performance of C4.5 Rules classifier and Partial Tree classifier fold
wise on test data set and training data set are given in the Table 2.

7 Conclusions

Heart Disease Prediction System evaluation analysis shows the evaluation of the
two classifier on different parameter with different statistics measures. Results
shows that C4.5 classifier can correctly classified the heart Disease up to 70.93 %. It
has been also observed that C4.5 classifier supersedes the partial classifier on the
given dataset.
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Prediction Strategy for Software
Reliability Based on Recurrent Neural
Network

Manmath Kumar Bhuyan, Durga Prasad Mohapatra
and Srinivas Sethi

Abstract Recurrent Neural Network (RNN) has been known to be very useful in
predicting software reliability. In this paper, we propose a model that explores the
applicability of Recurrent Neural Network with Back-propagation Through Time
(RNNBPTT) learning to predict software reliability. The model has been applied on
data sets collected across several standard software projects during system testing
phase. Though the procedure is relatively complicated, the results depicted in this
work suggest that RNN exhibits an accurate and consistent behavior in reliability
prediction.

Keywords Software reliability prediction � Predictability measurement �
Recurrent neural networks

1 Introduction

The standard definition of software reliability is the probability of the failure free
operation of a computer system for a specified period in a specified environment
[1–4]. Therefore, software reliability prediction becomes a crucial activity before
releasing good quality software.

We propose a model Recurrent Neural Network with Back-propagation Through
Time (RNNBPTT) that describes methodology to predict software reliability with
the help of predictive parameters such as: Average Error (AE), Root Mean Square
Error (RMSE), and Mean Absolute Error (MAE). Our scope of analysis in this
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paper is on failure data at system testing time. Using sequence of failure data
vectors (i.e. failure number) as input and a smaller feature sequence as a target (i.e.
cumulative execution time to fail) the model compute the predictive parameters.

The rest of the paper is organized as follows: Sect. 2 describes the related work
proposed so far in reliability prediction. Section 3 presents our proposed model
RNNBPTT. The basic terminologies, application, architecture development, and
step-by-step procedure for reliability prediction and training the proposed model is
discussed in Sect. 4. Experimental result computation and observations are pre-
sented in Sect. 5. The conclusions and future work are presented Sect. 6.

2 Related Work

Artificial Neural Network (ANN) is a powerful technique for Software Reliability
Prediction (SRP). The reliability of software can be measured at early stage of
software development proposed by Singh et al. [5]. Yadav et al. [7] proposed a
framework for product reliability estimation during development using fuzzy logic
model. The authors [6–9] developed a connectionist model (i.e. feed forward net-
work back-propagation) and taken failure data set as input to produce reliability as
output. Raj Kiran et al. [11, 17] implemented the use of wavelet neural networks
(WNN) and introduced three linear ensembles and one nonlinear ensemble to pre-
dict software reliability.

3 Back-Propagation Through Time Recurrent Neural
Network Model Development

In this section, we discuss about our proposed model RNNBPTT architecture
construction and its applicability in software reliability prediction. RNN is a
dynamic network as it is a network with output feedback [12]. The RNN is a
combination of temporal processing (i.e. using time-delay elements) of data and
recurrent connections (i.e. feedback connections).

Figure 1 shows the RNN with BPTT learning that consists of cycles with its
states and recursive relationship in nature. The network is unfolded in time, as
shown in Fig. 1. It is nothing but the repetition of recurrent weights for an arbitrary
number of times denoted as τ. Because of this, each node1 sends activation along a
recurrent connection, has at least τ number(s) of copies.
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4 Proposed Model RNNBPTT

As discussed in the earlier section, our proposed model RNNBPTT is a fully
recurrent neural network, so the outputs of all nodes are recurrently connected to all
nodes in the network. At each time, the input vector is propagated through a weight
matrix V to the hidden layer and it is combined with the previous state activation
through an additional recurrent weight layer as depicted in Fig. 2. A delay ‘R’ is
introduced to simply delay the signal/activation until the next time step.

Fig. 1 An out-come of unfolding netword associated with recurrent back-propagation through
time learning

Fig. 2 A simple architecture of RNNBPTT
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4.1 How RNNBPTT Model Work?

In this section, we discuss working principles of RNNBPTT model architecture.
The conventional RNN consists of three-layered network. The network comprises
of two steps activation as given in Eq. 1

y tð Þ ¼ f2ðf1 x tð Þð Þ ð1Þ

where f1 is a transfer function between the input and hidden node, f2 is a transfer
function between the hidden and output node. Equation 1 is used to get the final
output of the given input pattern ‘x’. The input vector ‘x’ is propagated with a layer
associated with weight matrix V and combined with previous state activation
associated with recurrent weight R as depicted in Fig. 2. Hence, at the time ‘t’, the
input to the ith hidden unit can be represented using Eq. 2.

zj tð Þ ¼ f1 netj
� �

tð Þ ð2Þ

The weight matrix W is associated with the hidden and output layers. Equation 3
is used to compute the output of the network.

yk tð Þ ¼ f2 netk tð Þð Þ ð3Þ

Here netk(t) is the net input to the model which receive external input (i.e. the
failure number) and yk(t) as the output (predicted output). The desired state of unit i
denoted as di corresponding to input xi. The updated weight wij is calculated for
each network copy that are summed up with inputs before individual weights are
refined.

The recurrent back-propagation networks preside over the differential Eq. 4
according to [13].

si
dŷi
dx

¼ �yi þ f xi þ
Xm
j¼1

yjwij

 !
ð4Þ

where, τi is the time scale. Converging the Eq. 4 for target output using fixed points
by putting ŷi ¼ 0, we get the network output yi as given in Eq. 5.

yi ¼ f hið Þ ¼ f xi þ
Xm
j¼1

yjwij

 !
ð5Þ

where, xi is the ith failure, hi = j wij yj + xi is the net input to ith node.
The recurrent network is trained using back-propagation trough time learning

with the training data and desired output patterns (as it is belongs to supervised

298 M.K. Bhuyan et al.



learning rule). The output error (i.e. deference between the desired and predicted
output) gradient is saved for each time step. Normally Summed Square Error
(SSE)) ‘L’ in Eq. 6 use for training the neural network. It measures the deviation
(i.e. difference between the desired and predicted values) of the network outputs
yi(t) from the desired functions di(t) from t = t0 to t = t1 for all copies of the output
nodes.

L ¼ 1
2

Xn
k¼1

dk tð Þ � yk tð Þð Þ2 ¼ 1
2

Xn
k¼1

L 2
k ð6Þ

where Lk ¼ dk � yk; for k inD
0; otherwise

�

Here, n is the total no of output nodes and is an index over the training sequence
(dk(t) and yk(t) are the desired and predicted output functions of time respectively).
In order to minimize the error weight updation is required. Using Gradient-descent
method, this network gives a weight update rule w.r.t. the weights are presented in
Eqs. 7 and 8.

DWðhÞ ¼ cmWðh� 1Þþ cgLk f
0
1ðhÞyk ð7Þ

Similarly,

DVðhÞ ¼ cmVðh� 1Þþ cgLk f
0
2ðhÞxk ð8Þ

where γm, γgε[0,1] are the constant parameters.

4.2 RNNBPTT Training

The training principle of RNNBPTT model is to change the free parameters of
neural network according to the behavior of the network embedded in its envi-
ronment. The aim of the training algorithm is to minimize the certain error using the
cost function. The input layer outputs are feed-forward to the inputs of the next
layer and the delayed layer outputs are fed back into the layer itself as shown in
Fig. 2. So the hidden layer output at time (t − 1) for a certain layer acts as the state
variable at time t for this layer.

We assume that there are multiple neurons present in the hidden layer. The input
layer neurons are exempted from computation. The error is computed in the output
layer and the difference is calculated between the predicted output and target output
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value. In our model, we used MSE as the stopping criterion. After the stopping
criterion is satisfied, the cross-validation is carried out. The cross-validation process
splits the entire representative data set into two sets: (a) a training data set, used to
train the network, (b) a test data set used to predict the reliability of the system. We
split the data set as follows: 2/3rd for training and 1/3rd for validation. The training
data is in order sequence of failure sequence number) (CPU time) and desired
output value (i.e. cumulative failure time). In this work, the logistic function binary
sigmoidal F(x) = 1/(1 + e−λx) is used, where λ is the steepness parameter. The range
of this transfer function varies from 0.0 to 1.0. The model is tested using MATLAB
Version 7.10.0. The error precision here taken, is Emin = 0.005. The best weights are
recorded for training data calculation and end-point-prediction of the reliability.

5 Experimental Results and Observations

In our reliability prediction experiment, we considered the failure data during system
testing phase of various collected projects having defect severities 2 and 3 [14]. The
data sets consist of (a) Failure Number (b) Time Between Failures (TBF) (c) Day of
Failure, of this application. The list of some prediction parameters: Average Error
(%): AEi = ((|Fi − Ai)/Ai|) * 100, Root Mean Square Error: RMSE ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

1 Fi� Aið Þ2
q� �

, Normalized Root Mean Square Error: NRMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

1 Fi � Aið Þ2
q� �

=
Pn

1 F
2
i and Mean Absolute Error:MAE ¼¼ P

Fi � Aij j½ �=n,
Here, Fi denotes the predicted output and Ai denotes the desire output of ith node.

The data set contains 191 numbers of failure histories in system testing phase.
We experimented on the number of neurons present in the hidden layer varies from
25 to 50. Here, we analyze end-point prediction considering the data set. The values
of various parameters such as AE, RMSE, and NRMSE for our experiment are
listed in Table 1. Figure 3a–c summarize in terms of AE, RMSE and NRMSE.

In Table 1, the best results recorded for data set at 45 numbers of neurons in
hidden layer for long-term prediction (LTP). The LTP for measurement unit AE on
training is shown in Fig. 3a (i.e. the desired output and predicted output) and
deviation between actual and forecasted value. The performance and accuracy of
the proposed network model against RMSE using data set is shown in Fig. 3c.

Table 1 Result as per hidden
layer neurons

Neurons in
each layer

AE NRMSE MAE Epoches

1,25,1 3.5123 0.0481 0.0348 735

1,35,1 3.7634 0.0174 0.0313 101

1,45,1 3.0029 0.0241 0.0321 1089

1,50,1 5.6311 0.0498 0.0444 1202
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5.1 Observations

The accuracy and consistency of software are measured by the value of Normalized
Root Mean Square Error (NRMSE). It is observed from Table 2 that for our
proposed model NRMSE values is reasonably less (Table 2).

Model quality is observed if its predictions are close to the ideal line passing
through the zero error [15]. Figure 3a–c show the prediction closeness between the
desire value and predicted value.

Some advantages of using recurrent neural network with back-propagation
learning rule are listed below:

• It supports the project manager to monitor testing, estimating the project
schedule, and helping the researchers to evaluate the reliability model.

• If the data set is having more fluctuation then it will affect the prediction
accuracy.

Fig. 3 End-point prediction using data. a Prediction on training data. b Prediction on training
data. c Performance during training

Table 2 A comparison of
NRMSE on data set

Approach NRMSE

Mohanty et al. [16] 0.076335

RNNBPTT 0.0241
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5.2 Threats to Validity

In this section, we discuss the limitations of the proposed model’s analysis tech-
niques and the possible threats to the validity of our work.

• As our experiment uses MATLAB for computation, so it suffers the same threats
to validity as MATLAB does.

• In case of large fluctuate data set, it affects the prediction accuracy. So the
performance result of the model is affected.

• As we discussed in Sect. 5, weights are taken randomly at the time of training,
so for every run the same result on the same data set is an issue.

• Poor quality assurance methods can affect in prediction.
• The model cannot manage well with major changes that were not reflected in

training phase.

6 Conclusions

In this model, we presented a novel technique for software reliability prediction
using recurrent neural network with back-propagation through time technique. We
presented experimental evidence showing that recurrent network using back
propagation is giving the accurate result comparable to other methods. This model
is easily compatible with deferent none fluctuate data set and projects. This work
will be performed using hybrid techniques.
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A New Approach to Fuzzy Soft Set Theory
and Its Application in Decision Making

B.K. Tripathy, T.R. Sooraj and R.K. Mohanty

Abstract Soft set theory is a new mathematical approach to vagueness introduced
by Molodtsov. This is a parameterized family of subsets defined over a universal set
associated with a set of parameters. In this paper, we define membership function
for fuzzy soft sets. Like the soft sets, fuzzy soft set is a notion which allows
fuzziness over a soft set model. So far, more than one attempt has been made to
define this concept. Maji et al. defined fuzzy soft sets and several operations on
them. In this paper we followed the definition of soft sets provided by Tripathy
et al. through characteristic functions in 2015. Many related concepts like com-
plement of a fuzzy soft set, null fuzzy soft set, absolute fuzzy soft set, intersection
of fuzzy soft sets and union of fuzzy soft sets are redefined. We provide an
application of fuzzy soft sets in decision making which substantially improve and is
more realistic than the algorithm proposed earlier by Maji et al.

Keywords Soft sets � Fuzzy sets � Fuzzy soft sets � Decision making

1 Introduction

Uncertainty based models take care of handling modern day databases as uncer-
tainty has become a part of these databases now. Several such models exist in
literature [1]. There are several applications of such databases like data clustering
[2–4], approximate reasoning [5, 6], cloud computing [7], medical diagnosis and
optimization [8]. Several such applications of such models exist in the field of
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Computational Intelligence [9]. Zadeh [10] initiated the concept of fuzzy sets in
1965 which is considered as generalization of classical or crisp sets. In the Zadehian
definition, it has been accepted that the classical set theoretic axioms of exclusion
and contradiction are not satisfied. In 1999, Molodtsov [11] introduced the concepts
of soft sets, which is parameterized family of subsets defined over a universe and a
set of parameters as a model to capture uncertainty and vagueness in data. Many
new operations on soft sets were introduced by Maji et al. [12, 13] in a later paper.
Maji et al. [14] put forward the concept of fuzzy soft sets, which is a hybrid model
of fuzzy sets and soft sets. Membership function plays an important role in fuzzy set
theory. The earlier approaches to define fuzzy soft set theory were not strictly
following the membership functions approach in fuzzy set theory. We define
membership functions for fuzzy soft sets in this paper. We also reframe the fun-
damental notions and operations on soft sets using the associated membership
functions. Soft set theory has lot of applications. Some applications are discussed
by Molodtsov in [11]. Maji et al. discussed an application of soft sets in decision
making problems [4]. We identified some problems in decision making problem
and made suitable changes. In this paper, we define union of fuzzy soft sets,
intersection, complement and some other operations of fuzzy soft sets.

It has been observed that till date we don’t have a definition of membership
function of a fuzzy soft set. It is well known that sets are synonymous with their
characteristic functions. However, no such definition was in existence for soft sets.
Tripathy et al. [15] defined the notion of characteristic function of soft set. This new
definition, besides being concise has systematized definitions of many existing
operations on soft sets and using this new definition the proofs have become elegant
also. In this paper, we define membership functions of fuzzy soft sets and related
notions. In this paper we also introduce an application of fuzzy soft sets in decision
making problems.

2 Definitions and Notions

Definition 2.1 (Soft Set) Let U be the universal set of elements and E be a set of
parameters. The pair (U, E) is often regarded as a soft universe. Members of the
universe and the parameter set are generally denoted by x and e respectively. Let A
be the subset of E. A soft set over the soft universe (U, E) is denoted by (F, A), where

F : A ! PðUÞ ð1Þ
Definition 2.2 (Soft Multiset) A soft multiset over ðU;EÞ is denoted by ðM;AÞ,
where A � E is such that M : A ! P�ðUÞ.

Every soft multiset ðM;AÞ can be defined to be associated by a parametric family
of count functions fCa

ðM;AÞ; a 2 Ag, where Ca
ðM;AÞ : U ! J is given by Ca

ðM;AÞðxÞ
denotes the number of times occurs in MðaÞ. Where P�ðUÞ is the set of all sub
multisets of U.
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Definition 2.2 (Fuzzy Soft Set) Let U be an initial universal set and let E be a set of
parameters. Let IU denote the set of all fuzzy subsets of U. Let A�E. A pair (F,
E) is called a fuzzy soft set over U, where F is a mapping given by

F : A ! IU ð2Þ

3 Fuzzy Soft Sets

In this section, we introduce membership function for fuzzy soft sets. We also
define all the operations of fuzzy soft sets based on the membership function. Let
(F, A) be a fuzzy soft set over (U, E). Then we define the set of parametric

membership functions lðF;AÞ ¼ laðF;AÞja 2 A
n o

of (F, A) as follows:

Definition 3.1 For any 8a 2 A, we define the membership function as follows.

laðF;AÞ (x) ¼ a; a 2 ½0; 1� ð3Þ

Definition 3.2 For any two fuzzy soft sets (F, A) and (G, B) over a common
universe (U, E), the union of (F, A) and (G, B) is the fuzzy soft set (H, C) where
C ¼ A[B, and 8a 2 C and 8x 2 U, we have

laðH;CÞ (x) ¼ max laðF;AÞ (x), l
a
ðG;BÞ (x)

n o
ð4Þ

Definition 3.3 For any two fuzzy soft sets (F, A) and (G, B) over a common
universe (U, E), the intersection of (F, A) and (G, B) is the fuzzy soft set (H,
C) where C ¼ A \ B, and 8a 2 C and 8x 2 U, we have

laðH;CÞðx) = min laðF;AÞ (x), l
a
ðG;BÞðx)

n o
ð5Þ

Definition 3.4 A fuzzy soft set (F, E) over the universe (U, E) is said to be absolute
fuzzy soft set if F(e) = U, 8e 2 E. So, we have leU (x)= 1.

Definition 3.5 A fuzzy soft set (F, E) over the universe (U, E) is said to be null
fuzzy soft set if F(e) = ϕ, 8e 2 E. So, we have le/ (x)= 0.

We note here that with the change of definition of absolute fuzzy soft set and
null fuzzy soft set we have, for any soft set (F, A) defined over (U, E).

ðF;AÞ [U ¼ U: ð6Þ

ðF;AÞ \/ ¼ ðF;AÞ ð7Þ

A New Approach to Fuzzy Soft Set Theory and Its Application … 307



Definition 3.6 Given two fuzzy soft sets (F, A) and (G, B) over a common soft
universe (U, E), (F, A) is said to be fuzzy soft subset of (G, B), written as
ðF;AÞ�ðG;BÞ, if A � B and 8a 2 A, 8x 2 U,

laðF;AÞðxÞ� laðG;BÞðxÞ ð8Þ

Definition 3.7 For any two fuzzy soft sets (F, A) and (G, B) over a common soft
universe (U, E), we say that (F, A) is equal to (G, B) written as (F, A) = (G, B) if
A = B and 8x 2 U, 8a 2 A;

laðF;AÞðxÞ ¼ laðG;BÞðxÞ ð9Þ

Definition 3.8 For any two fuzzy soft sets (F, A) and (G, B) over a common soft
universe (U, E), we define the complement (H, C) of (G, B) in (F, A) as 8a 2 A and
8x 2 U.

laðH;CÞðxÞ ¼ max 0; laðF;AÞðxÞ � laðG;BÞðxÞ
n o

ð10Þ

Definition 3.9 The complement of a fuzzy soft set over a soft universe (U, E) can
be derived from the Definition 3.8 by taking (F, A) as U and (G, B) as (F, A).
We denote it by ðF;AÞc and clearly 8x 2 U and e 2 E,

laðF;AÞcðxÞ ¼ maxð0; laUðxÞ � laðF;AÞðxÞÞ ð11Þ

From definition (11) it can be easily derived that

laðF;AÞcðxÞ ¼ 1� laðF;AÞðxÞÞ ð12Þ

3.1 Lambda Cuts

Definition 3.1.1 A fuzzy soft set ðF;AÞk is called the lambda cut of a fuzzy soft set
(F, A), where

ðF;AÞk ¼ fxjlaðF;AÞðxÞ	 k

3.1.1 Properties of Lambda Cuts

i: ððF;AÞ [ ðG;BÞÞk ¼ ðF;AÞk [ ðG;BÞk ð13Þ

ii: ððF;AÞ \ ðG;BÞÞk ¼ ðF;AÞk \ ðG;BÞk ð14Þ
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Proof of (3.12)

laððF;AÞ[ðG;BÞÞðxÞ ¼ max laðF;AÞðxÞ; laðG;BÞðxÞ
n o

So; x 2 ððF;AÞ[ðG;BÞÞk , max laðF;AÞðxÞ; laðG;BÞðxÞ
n o

	 k

, laðF;AÞðxÞ	 k or laðG;BÞðxÞ	 k

, x 2 ðF;AÞk or x 2 ðG;BÞk
, x 2 ðF;AÞk[ðG;BÞk

Proof of (3.13) is similar to the proof of (3.12).

4 Application of Fuzzy Soft Set in Decision Making

In [11] Molodtsov has given several applications of soft set theory in game theory,
operations research, Riemann-integration, Perron integration, probability theory etc.
In [12] Maji et al. has given an application of fuzzy soft sets in a decision making
system. But the algorithm given in that paper has some issues. Some of those issues
are:

(i) If there is some parameters like “Expensive” or “Distance”, then the given
decision making algorithm will give a wrong result. Because the values of
these type of parameters affects the decision inversely. We call these param-
eters as negative parameter.

(ii) In comparison table, if one parameter of a house is greater than or equal to
other, then the algorithm is taking the count as 1 and other as 0. This may
affect the decision making result if the difference is very low.

(iii) If a beautiful house is slightly expensive then also someone may want to buy
it; which is not taken into account in the decision making algorithm [12].
A customer’s interest over any particular parameters is not entertained in [12].

All of the above issues are addressed in this paper below.
The parameters can be categorized as two types. (i) If the value of the parameter is
directly proportional to the interest of a person than we say that, it is a positive
parameter. (ii) If the value of the parameter is inversely proportional to the interest
of a person than we say that, it is a negative parameter. For example ‘Beautiful’ is a
positive parameter. If the value of parameter ‘Beautiful’ increases then the cus-
tomer’s interest will also increase. Whereas ‘Expensive’ is a negative parameter.
Because, if the value of the parameter ‘Expensive’ increases then the interest of
customer will decrease. So, we are restricting the user to give the priority for a −ve
parameter in the interval (−1,0). This will solve the first issue of algorithm for
decision making in [12].
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To tackle the second issue, we are taking the difference of two fuzzy values in
comparison table instead of adding 0’s and 1’s.

To handle the third issue, we prioritize the parameters by multiplying with
priority values given by the customer. The priority is a real number lying in the
interval [−1, 1]. When a parameter value does not affect the customer’s decision
then the priority will be 0 (zero). If a parameter value affects positively to cus-
tomer’s decision then the priority will be (0, 1] and if a parameter value affects
negatively to customer’s decision then the priority will be [−1,0). If priority value is
not given for one or more parameters then the value of the priority is assumed to be
0 by default and that parameter can be eliminated from further computation. To get
even more reduction in computation we can keep only one object if there is some
objects with same values for all parameters. The customer’s priority value will be
multiplied by the parameter value. This will give the values for priority table.

The comparison table can be obtained by taking the difference of row sum of a
house with others in priority table. The score of each house can be obtained by
calculating row sum in comparison table. The house having more score will be
more suitable to customer’s requirement.

The example we consider is as follows:
Let U be a set of houses given by U = {h1, h2, h3, h4, h5, h6} and E be the

parameter set given by E = {Beautiful, Wooden, Green Surrounded, Expensive,
Distance}.

Consider a fuzzy soft set (U, E) which describes the ‘attractiveness of houses’,
given by (U, E) = {Beautiful Houses = {h1/0.1, h2/1.0, h3/0.3, h4/0.7, h5/0.3, h6/
0.9}, Wooden Houses = {h2/0.6, h3/0.1, h4/0.7, h5/0.4, h6/0.5}, Green Surrounded
Houses = {h1/0.2, h2/0.8, h3/0.2, h4/0.6, h5/0.4, h6/0.6}, Expensive Houses = {h1/
0.1, h2/0.8, h3/0.3, h4/0.6, h5/0.5, h6/0.6}, Distance houses = {h1/0.8, h2/0.3, h3/0.4,
h4/0.6, h5/0.1, h6/0.5}}.

Suppose a customer Mr. X wants to buy a house out of given houses which suits
his needs on the basis of choice parameters such as ‘Beautiful’, ‘Wooden’, ‘Green
Surrounded’, ‘Expensive’, ‘Distance’. That means out of all available houses, he
needs to select a house according to his priorities which qualifies with maximum
number of parameters of the parameter set.

Table 1 Tabular representation of the fuzzy soft set (U,E)

U Beautiful Wooden Green surrounded Expensive Distance

h1 0.1 0.0 0.2 0.1 0.8

h2 0.9 0.6 0.8 0.8 0.3

h3 0.3 0.1 0.2 0.3 0.4

h4 0.7 0.7 0.6 0.6 0.6

h5 0.3 0.4 0.4 0.5 0.1

h6 0.9 0.5 0.6 0.6 0.5
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4.1 Algorithm

1. Input the fuzzy soft set (U, E) and arrange that in tabular form (Table 1).
2. Input the priority given by the customer for every parameter. For positive

parameters the priority must has to be in the interval (0,1) and for negative
parameters the priority must has to be in the interval (−1,0). If priority of any
parameter has not given, than take it as 0 (zero) by default and opt out from
further computation.

3. Multiply the priority values with the corresponding parameter values to get the
priority table (Table 2).

4. Compute the row sum of each row in the priority table.
5. Construct the comparison table by finding the entries as differences of each row

sum with those of all other rows.
6. Compute the row sum for each row in the comparison table to get the score

(Table 3).
7. Construct the decision table by taking the row sums in the comparison table

(Table 4).
8. The object having highest value in the score column is to be selected. If more

than one object is having the same score then the object having higher priority
value is to be selected.

The priority given by the customer Mr. X for all parameters for Beautiful,
wooden, Green Surrounded, Expensive, Distance respectively are 0.7, 0.0, 0.2,
−0.5, −0.2. The priority value of the parameters ‘Expensive’ and ‘Distance’ is
negative, which indicates that these parameters are negative parameters.

Decision Making: The Customer should go for the house which has highest
score. If, there is same score for two houses, then the greater value in highest
priority column will decide the best suitable house and so on. If, for any reason, the
customer don’t want that then he/she can choose next highest and so on.

Table 2 Priority table U Beautiful Green
surrounded

Expensive Distance

h1 0.07 0.04 −0.05 −0.16

h2 0.63 0.16 −0.40 −0.06

h3 0.21 0.04 −0.15 −0.08

h4 0.49 0.12 −0.30 −0.12

h5 0.21 0.08 −0.25 −0.02

h6 0.63 0.12 −0.30 −0.10

Note that there is no column for the parameter ‘wooden’, because
its priority is zero.
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5 Conclusions

The definition of soft set using the characteristic function approach was provided by
Tripathy et al. recently, which besides being able to take care of several definitions
of operations on soft sets and could make the proofs of properties very elegant. For
fuzzy soft sets no such approach was in existence. In this paper we introduced the
membership function for fuzzy soft sets which extends the notion of characteristic
function introduced by Tripathy et al. in 2015. With this new definition we rede-
fined many concepts associated with fuzzy soft sets and established some of their
properties. Earlier fuzzy soft sets were used for decision making by Maji et al. Their
approach had many flaws. In this paper we pointed out these flaws and provided
solutions to rectify them, so that the decision making becomes more efficient and
realistic.
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Design of Optimized Multiply Accumulate
Unit Using EMBR Techniques for Low
Power Applications

K.N. Narendra Swamy and J. Venkata Suman

Abstract Composite operations of arithmetic are extensively used in the applica-
tions of Digital Signal Processing (DSP). An optimized Multiply Accumulator Unit
using fused Add-Multiply (FAM) operator by exploring structured and proficient
recoding methods utilizing them. This paper deals with the study of performance
comparisons of 16-bit and 32-bit MAC design based on EMBR techniques in terms
of look up tables and power utilization with 8-bit and 16-bit recoding form of
Modified Booth (MB) multiplier.

Keywords Efficient modified booth recoding � Fused add multiply � Signed
multiplier � Multiply accumulate

1 Introduction

In previous years, multiplication was typically executed via a series of addition
and shift operations. Presently, electronic applications of making sufficient use of
Digital Signal Processing, based on whole host of arithmetic operations.
Multiplication is one of them, recurring additions. System’s presentation primarily
depends on multiplier performance. Three different schemes incorporated in Fused
Add-Multiply (FAM) [1, 2] design for the reduction related to power. The actual
process of multiplication involves two integers (multiplicand and multiplier). In this
process, first one that comes is multiplicand and the second is multiplier. All the
partial products produced in each step are summed. Reiterated mode of addition,
which recommends in arithmetic model, is deliberate which substitutes the algo-
rithm. Multipliers are decomposed into two parts. The formation of partial products
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is the first part, collecting and adding them is the second one. MAC [3, 4] results of
16-bit and 32-bit for signed numbers to be generated using efficient techniques of
modified booth recoding (EMBR) in three various schemes of FAM design. The
final Carry Look Ahead (CLA) [5] adder and the Carry Save Adder (CSA) tree used
for speed operation.

Actually, in case of real-time signal processing necessitates fast and efficient
multiplier-accumulator (MAC) unit which put away less power, to attain a high
performance. Low power MAC unit with efficient modified booth recoding tech-
nique to save power is to be designed. This design of MAC is done with relevant
geometries which provide improved delay and power. The delay based on con-
troller that overcomes the flow of data between the MAC [4] blocks in case of low
power.

2 Conceptual Briefing

2.1 Motivation

The propagation of carry is overwhelming, and is repeated for each and every
partial product for summation. An analogous method was initially proposed by
Booth [3]. The unique Booth’s algorithm uses adjoining series of l’s with the
possession that: 2 + 2(n − 1) + 2(n − 2) + ··· + 2n) = 2(n + l) − 2(n − m). Even
though set of rules for Booth yields the majority of N/2 programmed partial
products using N bit operand, thus formed differs from others. Because of this only,
modified forms of Booth’s Algorithm are designed and simulated using Xilinx tool
which can be used in applications of low power.

2.2 The Unit of Multiplier Accumulator (MAC)

Processor units involve MAC, which greatly influences the speed of it. MAC is
collection of multiplier, adder, and accumulator. The MAC inputs were repossessed
from memory and given to multiplier unit of MAC which performs multiplication
and results to adder, accumulator and restore to location of memory. Complete
procedure is performed by one clock period. The design of two MAC units contains
8-bit Modified Booth Multiplier, 16-bit accumulator and 16-bit multiplier, 32-bit
accumulator. The values of U and V are multiplied by using Modified Booth
multiplier [6] as a substitute of conventional multiplier because that boost the MAC
devise speed and decrease multiplication complication. The product U × V is fed to
the 64-bit accumulator and it is summed subsequently to product Ui × Vi. This unit
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of MAC is proficient of multiply and add the preceding product successively
several times. The common structural design of this MAC is given in Fig. 1. The act
of multiplication is executed by P with multiplicand Q, summation of earlier
multiplication to accumulator as output in gathering at the final stage.

2.3 Modified Form of Booth

The new form of Booth, as Modified Booth (MB) [6, 7] is utilized in multiplication.
Here generation of n/2 + 1 partial product is done. This reduces half of the partial
products in multiplication related to other representation radix.

2.3.1 Algorithm

1. LSB is padded with one zero.
2. MSB is padded with 2 0’s if n is even or 1 ‘0’ if n is odd.
3. Overlapping groups into 3-bits by dividing the multiplier.
4. Partial product scale factor is determined from modified booth into encoding

table.
5. The Multiplicand Multiples are computed.
6. Partial Products are then summed.

The encoding process can be done by considering three bits at first and then to
add multiplicand times −2, −1, 0, 1 and 2. Meanwhile Booth recoding [2] must get
cleared of 3’s; creating of partial products is very much easy. When grouping of
partial products completed, are added, weighted appropriately, using a Carry-Save
Adder (CSA) tree. Formation of a carry signal in case of two circumstances using
carry look ahead adder: (1) when both bits e and f are 1, or (2) one of them is 1 and
the carry-in is 1. Using Carry Look Ahead adder (CLA) the problem of carry delay
is resolved by computing the carry in advance, focusing on the input signals. This
process of addition lessens all partial-products to carry-save numerals by summing
up them in an adder tree (Table 1).

Update of 

MAC_P or MAC_Q

Multiplier

n-bit Accumulator

MAC_P MAC_Q

MAC Output

Fig. 1 Block diagram of
multiplier and accumulator
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3 Recoding Techniques—Sum to Modified Booth (S-MB)

3.1 Signed Arithmetic Structure

For the reduction of quantity of partial products and their summation, both signed
and conventional HAs and FAs are used [8], each of the schemes can be certainly
applied in both signed and un-signed numbers that comprise of even (2 k) bits. In
this S-MB recoding performance technique, the sum of two successive bits of the
input E e2j; e2jþ 1

� �
along with two bits of the input F f2j; f2jþ 1

� �
into one MB digit

yj
MB more precisely recoded. In the process of recoding, two versions of signed

HAs used which can be denoted as HA* and HA**. Truth tables of corresponding
HA*, HA** and their Boolean equations are considered [1].

V ¼ E þ F ¼ yk:22k þ
Xk�1

j¼0

yMB
j :22j ð1Þ

where y MB
j ¼ �2s2jþ 1 þ s2j þ c2j:

3.2 S-MB Recoding Techniques

3.2.1 Input Numbers in Signed Form

In case of signed input, the most significant bits numbers E and F are filled with 1
(negative number). Figures 2, 3 and 4 representation of S-MB schemes of even (two
most significant digits change) bit-width of E and F, regarding the signs of the most
significant bits of E and F is done here. These each schemes are implemented in
FAM model [1, 2].

Table 1 Grouping table y2jþ 1 y2j y2j�1 yMB
j sj onej twoj cin j

0 0 0 0 0 0 0 0

0 0 1 1 0 1 0 0

0 1 0 1 0 1 0 0

0 1 1 2 0 0 1 0

1 0 0 −2 1 0 1 1

1 0 1 −1 1 1 0 1

1 1 0 −1 1 1 0 1

1 1 1 0 1 0 0 0

onej ¼ y2j�1 � y2j twoj ¼ y2jþ 1 � y2j
� � � onej sj ¼ y2jþ 1
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4 Results

Performance comparison between 16-bit and 32-bit MAC design in FAM [2] model
EMBR based is designed simulated using Xilinx simulation tool. In case of 16-bit
MAC with 8-bit multiplier, power and delay of third scheme is recommended as the
number of look up tables used are less compared to other two schemes. In case of

(1) Recoding Technique of S-MB1:

FAFAFA* FA*

Fig. 2 Even bit signed S-MB1

(2) Recoding Technique of S-MB2:

FAHA*

HA* HA

HA* FA

Fig. 3 Even bit signed S-MB2

(3) Recoding Technique of S-MB3:

FA

HA*

HA*

HA*

HA** FA

Fig. 4 Even bit signed S-MB3
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32-bit MAC with 16-bit multiplier, power and delay of second scheme is recom-
mended as the number of look up tables used are less compared to other two
schemes (Tables 2, 3, 4, 5, 6 and 7).

Table 2 16-bit MAC using
SMB1

MAC_Mul_SMB1 16-bit

Power (mw) 2.99

No of LUT’s 171

Delay (ns) 19.298

Memory (kb) 139,996

Table 3 16-bit MAC using
SMB2

MAC_Mul_SMB2 16-bit

Power (mw) 2.975

No of LUT’s 170

Delay (ns) 19.353

Memory (kb) 139,996

Table 4 16-bit MAC using
SMB3

MAC_Mul_SMB3 16-bit

Power (mw) 2.88

No of LUT’s 165

Delay (ns) 19.109

Memory (kb) 139,996

Table 5 32-bit MAC using
SMB1

MAC_Mul_SMB1 32-bit

Power (mw) 11.44

No of LUT’s 654

Delay (ns) 28.616

Memory (kb) 146,140

Table 6 32-bit MAC using
SMB2

MAC_Mul_SMB2 32-bit

Power (mw) 11.04

No of LUT’s 631

Delay (ns) 28.463

Memory (kb) 147,164

Table 7 32-bit MAC using
SMB3

MAC_Mul_SMB3 32-bit

Power (mw) 11.27

No of LUT’s 644

Delay (ns) 29.164

Memory (kb) 147,164

320 K.N. Narendra Swamy and J. Venkata Suman



4.1 RTL Schematic and Simulation of 16-Bit MAC Using
SMB3

See Figs. 5 and 6.

4.2 RTL Schematic and Simulation of 32-bit MAC using
SMB2

See Figs. 7 and 8.

Fig. 5 RTL schematic diagram of 16-bit MAC using SMB3

Fig. 6 RTL schematic diagram of 16-bit MAC using SMB3

Fig. 7 RTL schematic
diagram of 32-bit MAC using
SMB2
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5 Conclusion

In this paper, the study of performance comparisons of multiply accumulate unit of
16-bit and 32-bit in fused add-multiply using EMBR Techniques is tabulated. The
design of 16-bit MAC using SMB3 shows considerable progress then the other two
schemes in terms of power utilization and number of LUT’s. In case of 32-bit MAC
using SMB2 is the efficient one and recommended by the results obtained compared
to other two schemes respectively. Hence, because of better power efficiency, the
design is used in the applications of Low Power. In future, this model can be
extended for more number of even and odd bit widths.
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Decrease in False Assumption
for Detection Using Digital Mammography

Chiranji Lal Chowdhary, Gudavalli Vijaya Krishna Sai
and D.P. Acharjya

Abstract Our research work elaborated in the design and construction of a method
that bring sustenance for a reduction in false assumptions during the detection of
breast cancer. Our key drive of this research work was to elude the false
assumptions in the detection practice in a cost effective manner. We proposed a
unique method to decrease false assumption in breast cancer detection cases and
split this method in three different modules as preprocessing, formation of homo-
geneous blocks and color quantization. The preprocessing convoluted in eradicating
the extraneous slices. The formation homogeneous blocks sub-method was to do
segmentation of the image. The task of the third sub-method (i.e. color quantiza-
tion) was to break the colors amid different regions.

Keywords Color quantization � False assumption � Digital mammography �
Computer aided system

1 Introduction

Many researchers produced a quality research work in the area, medical sciences,
but cancer is still being the perplexing disease. Atypical growth of cells became the
main reason of cancer. Due to cancer, there may be the materialization of lumps and
called as a tumor. The growth of tumors recompenses the body cells. One’s a tumor
formation start in the human body, it can grow repeatedly. Such tumors disturb new
tissues too. According to American National Institute, there is a presence of over
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100 categories of cancer and amid all the type of breast cancer is a common disease
found in women [1]. Breast cancer progresses in lining of the milk ducts in the
breast and called as lobules. According to current studies, the ratio breast cancer
affecting women is about 1/8 [2].

Several screening methods as mammography, clinical and self-breast exams,
genetic screening, ultrasound, and magnetic resonance imaging, are available for
breast cancer detection. Over these mammography is most common and easi-
est method presented for early detection of cancer. In this technique, X-ray images
are used to scrutinize the internal assembly of the breast. Such X-ray images are
mammograms and used for advance screening progression.

With this approach we can go for early detection of cancer avoiding any indi-
cators. Direct mammogram images are not visible for the screening of breast cancer
due to diverse dynamics of each woman. In some cases when radiologists detect
any doubtful spot during his observation, he will acclaim for the surgery or for next
investigative route. Such decision may lead towards false-positive consequences in
case when a radiologist came to a decision that patient is having cancer but in re-
ality it was not true.

Many approaches are available for early detection in literature and been used in
medical applications so if a radiologist make false redemptions by considering as a
tumor that should be avoided. So in our study we will try to decrease the cases of
false detection at early stages. On other issues like false negative results normal
result to the infected patient are also possible during screening process when
mammography is used. They may also go for bad decision of surgeries or other
health’s impediment for the patient is not having cancer.

Our study provides an opportunity to construct an organism to reduce the false
redemptions. Segmentation part was used to implement the formation of homo-
geneous blocks by using this technique for identifying the abnormalities. The last
step was color quantization that differentiates the masses by using different colors.

Excluding the introduction Section, our paper is having 4 fold. Section 2 is about
the literature survey, whereas proposed system and implementation are in Sect. 3.
Experimental evaluations are discussed in Sect. 4. Finally Sect. 5 is covering
conclusions.

2 Literature Survey

A number of researchers, medical organizations and international agency, including
world health organization (WHO), are doing research work on breast cancer detec-
tion. This is a conjoint disease perceived in the world. Through confirmed sources of
this area, it is observed a growth of about 30 % of different cancers is found only in
urban area of India [3]. Mammograms are a useful source for radiologists for
detection of breast cancer. Over available techniques, digital mammography is best
screening algorithm [4]. Fear and others [5] worked onmicrowave imaging for cancer
detection and offered there method. In conditions when the patient breast had

326 C.L. Chowdhary et al.



absorbed in a liquid, the images were taken. Such liquid had comparable belongings
to breast tissue and a chain of antennas is placed in a liquid and sited in a slice around
the breast. Three-dimensional approach was an alternative tactic for cancer detection
[6]. Every mammogram images had irritating areas and vital for the screening of
cancer. It was compulsory to identify the process enough before detachment to such
areas. Two important methods for the extracting Region of Interest (ROI) was initial
extraction and gradient adjustment for GVF-Snake [7].

Sharma et al. [3] suggested an idea in which binary homogeneity enhancement
algorithm and edge detection algorithm for detection of breast boundary. This was
found in literature that pectoral muscle for the screening of cancer and in this we
have to remove the unwanted area enough before advance process. The pectoral
muscle is situated in the corner of the image and having extraordinary intensity. The
unsolicited area can be distant with conventional list estimation based on the
Region of Interest (ROI) and was completed with extracting the border of the image
[4]. Gaussian derivative, ridge detector, oriented bins and line operator scheme
support at each pixel of orientation and line-strength [8]. This research work will
help in detection of dark or bright linear structure of mammograms. Sumari, Raman
and Patrick [9] worked on the automated seed selection, region partitioning, feature
extraction and mass detection phases recognize masses growth in the breast. One of
them region partitioning used for different threshold values for individual district,
extracted breast expanse is recognized and in the end the seed selection in that is
one point allow growth in the Region of Interest (ROI) [9].

3 Proposed System and Implementation

See Fig. 1.

Fig. 1 Architecture of proposed system
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3.1 Pre-processing of Mammogram Image

In our proposed work we have implemented two types of preprocessing techniques.
The first step involved in removal of labels in the image and the second step used to
identify the pectoral muscle and to remove that portion from the mammogram
image.

3.2 Formation of Homogeneous Blocks

In this part the mammogram image was segmented into small blocks. Therefore,
1024 × 1024 sized mammogram images were disintegrated into 8 × 8 pixel blocks.
Initially the formation to 8 × 8 pixel homogeneous blocks was difficult, so we have
started with 2 × 2 pixel block and later converted into 4 × 4 pixel block. Further,
this was degenerated into 8 × 8 pixel block. There are certain conditions to be
fulfilled before conversion to a homogeneous 2 × 2 pixel block. In a 2 × 2 pixel
block, 3 pixel values are same. Convert the 4th pixel into the remaining three pixel
value. Therefore, in a 2 × 2 pixel values was having maximum intensity, then
convert the remaining values to that value. If remaining two values are differ-
ent then converting the remaining pixel blocks with the maximum occurred pixel
value. If all the values in the block are different then finding the maximum pixel
value in the block and convert the remaining values to that value.

Pseudo code

Input: Preprocessed mammogram Image (img)
s = [0 0 0 0] comparison for values
i, j, k, l values are in between 1,2,3,4 i  j  k l
Output: Segmented image
Begin:
Open img file
Convert into 2x2 blocks
Assign s 2x2 block
if s(i)==s(j)==s(k)
then s(l)=s(i)
else if s(i)==s(j) && s(k)==s(l)
then if s(i)> s(k)

then s(k)=s(l)=s(i)
else if s(i)==s(j)
then s(k)=s(l)=s(i)
else if s(i)>s(j) && s(i)>s(k)&& s(i)>s(l)
then s(j)=s(k)=s(l)=s(i)
Assign 2x2 block s 
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3.3 Color Quantization

The color quantization technique was helpful to break the color space of the
mammogram image into eight equal size regions. Therefore, we have used mat2-
gray function that helps to convert the gray image values in between the range 0–1.
That value is multiplied with the required number of gray levels and later it was
converted into an integer. Further, the values are varying from 0 to the required
number of gray levels. Later gray image was quantized and then it should fill with
different colors. We have used a color map with 64 colors.

Pseudo code
Input: Preprocessed mammogram Image (img)
Map= hot
r = zeros(1024,1024); 
g = zeros(1024,1024);
b = zeros(1024,1024);
Begin:
Open img file
Img mat2gray(img)
Convert Img to integer
Get r,g,b values using map function
Res Concat(r,g,b)

4 Experimental Evaluation

In our proposed study we have used the Mammogram Image Association Society
(MIAS) Database [10]. This database had many images of two types as cancer
affected or non-cancer affected images.

4.1 Evaluation Criteria

In evaluation criteria we had a random image from the database and proceed with
the pre-processing techniques to eliminate the annoying areas. Our next step was
towards implementation by formation of homogeneous blocks to reduce the com-
plexity of the texture. The last part was the color quantization technique to help in
breaking the colors in regions and maps.

We opted for a normal image (mdb025) to perform pre-processing.
The preprocessing step mainly detects the labels, pectoral muscle and reduces noise
in the image. If there was an absence of any appearance of any label, the figure will
remain same as the previous image.

After removal of label from the image (Fig. 2), pectoral muscle was recognized
which was shown in the right corner of the Fig. 3a. Figure 3b helped us to find the
image after removal of pectoral muscles. In the next step (Fig. 4a–c), the image was
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divided into homogenous blocks as 2 × 2, 4 × 4 and 8 × 8. This step helped us to
expand the abnormality in the adjacent region to assist in identification of the tumor
affected area. In the below mentioned figures we can observe the differences easily:

Figure 5a, b had the image partitioned into some regions, depending upon the
behavior of the region different color will be allocated. Figure 5a helped us to
identify the different regions as different gray levels. Figure 5b helped us to identify
the different regions with different colors. The white region has the highest inten-
sity, so it was detected as the tumor.

Fig. 2 a Mammogram without label removal. b Mammogram with label removal

Fig. 3 a Pectoral muscle. b Mammogram without pectoral muscle

Fig. 4 a 2 × 2 block. b 4 × 4 block, c 8 × 8 block
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4.2 Result Analysis

Result analysis was done on the final image produced by the application. Each
image has shaped dissimilar textures and texture will help to classify the type of the
image. Texture features comprise both normal and abnormal regions.

We have used gray level co-occurrence matrix (GLCM) for feature extraction of
the enhanced image. The matrices of GLCM were fabricated using a distance d (in
case when d is equal to 1 for analyzing the texture) and 4 different directions (i.e. 0,
45, 90, and 135). Now from all the directions, the texture information was inves-
tigated for both abnormal and normal regions. We have analyzed textures with
diverse features in the GLCM matrices. We have selected gray-level vales as
contrast, energy, homogeneity and correlation.

Based on the final outcome of the images, Table 1 has represented the different
values of the contrast in benign, malignant and normal images (Fig. 6). In Table 1,
values are benign, malignant and normal images. At 00 benign image values
were ranging from 0.030471 to 0.038093, malignant image values were rang-
ing from 0.028118 to 0.043377 and the normal image 0.029279 to
0.055687. Therefore, from these values we can justify between those ranges we can
identify the type of the image.

Tables 2, 3, and 4 represent the different corresponding values of the contrast,
homogeneity, and correlation for benign malignant and normal images.

Fig. 5 a Color quantized image. b Color quantized image with different colors

Table 1 Contrast values for
benign, malignant and normal
images

Image 0° 45° 90° 135°

mdb025 0.038093 0.062731 0.026943 0.061917

mdb080 0.030471 0.044167 0.015793 0.045294

mdb099 0.032732 0.048429 0.016809 0.047326
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5 Conclusions

It was very difficult to decide about a cancerous or non-cancerous tumor.
Mammography found as the best way of diagnosing the breast cancer to do early
detection. Development in technology directed to the improvement in computer
aided systems for detecting breast cancer. In this study, we focused mainly on the
diagnosis part. Our work has decreased the false assumptions in breast cancer
detection system by removing the irrelevant parts of mammogram images, by the
formation of homogeneous blocks and color quantization to break the colors among

Fig. 6 Contrast values for
benign, malignant and normal
image graph

Table 2 Energy values for
benign, malignant and normal
images

Image 0° 45° 90° 135°

mdb025 0.453105 0.450368 0.453513 0.450356

mdb080 0.636233 0.634901 0.637047 0.634869

mdb099 0.562417 0.560738 0.5634 0.560765

Table 3 Homogeneity values
for benign, malignant and
normal images

Image 0° 45° 90° 135°

mdb025 0.994972 0.990586 0.995152 0.990551

mdb080 0.996799 0.994583 0.997544 0.994581

mdb099 0.995633 0.992666 0.996706 0.992674

Table 4 Correlation values
for benign, malignant and
normal images

Image 0° 45° 90° 135°

mdb025 0.994717 0.991304 0.996263 0.991417

mdb080 0.995715 0.993793 0.997779 0.993634

mdb099 0.995900 0.993938 0.9978950 0.994076
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different regions. Our system reduces the false assumptions during the detection of
breast cancer. In future we may extend this work for implementing the classification
technique.
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Test Case Prioritization Using Association
Rule Mining and Business Criticality
Test Value

Prateeva Mahali, Arup Abhinna Acharya
and Durga Prasad Mohapatra

Abstract Regression Testing plays a vital role for the improvement in quality of
product during software maintenance phase. This phase ensures that modification
made to the system under test doesn’t adversely affect the performance of the existing
features. Hence regression testing incurs more cost and time. Test case prioritization,
which is one of the techniques of regression testing, is an efficient technique to
minimize the cost and time of testing. In this paper, the author has proposed an
approach for test case prioritization by maintaining information of previous and
current release of the project in a repository. To represent the behavioral aspect of the
system, it is modeled using both UML activity and sequence diagram. Then frequent
pattern is generated by applying Association Rule Mining on the information stored
in the repository. Finally the prioritization is carried out using the generated frequent
patterns and Business Criticality Value of the different features.

Keywords Regressiontesting � Test case prioritization � Association rule mining �
Business criticality value � Activity diagram � Sequence diagram

1 Introduction

Today’s software industry aims at developing qualitative product rather than
quantitative product. In previous days, users are satisfied with a new product with
less feature due to unawareness of technical knowledge about the features.
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Nowadays users are more involved in the development process like agile devel-
opment process etc. Therefore developing companies are conscious about the
quality of service and quality of product. The quality can only be achieved if all the
defects in the product can be identified and the software testers are able to fix all the
defects in due time. In reality, it is not feasible to fix all the bugs due to shortage of
time and resources. Another aspect of regression testing is retesting, which also
leads to increase in time and cost for testing. The retesting of complete product with
the modification to ensure that it should not affect the existing product is called as
Regression Testing [1]. There are different techniques available to reduce testing
time and cost such as test case selection, test suite minimization and test case
prioritization [2]. In test case selection method, a subset of test cases are selected for
the retesting purpose an in test suite minimization, the size of test suite is reduced
by eliminating the redundant test cases or by eliminating some less priority test
cases. Test case prioritization is the process of reordering or sorting of test cases
base on some criteria, insuch a way that highest priority test case will be executed
first [3]. The advantages of this technique are it improves fault detection process
and debugging process with minimum testing time and cost.

Nowadays software failure happens due to less fault detection capability and
presence of undiscovered faults. To resolve this problem we have proposed an
approach for test case prioritization process. Here system models are taken as input
to the proposed approach. The system is modelled using Unified Modelling
Language (UML) i.e. Activity Diagram (AD) and Sequence Diagram (SD). Then an
intermediate graph i.e. Activity Sequence Graph (ASG) is generated from the
combination of activity and sequence diagram. The graph is traversed to generate
test scenarios. Then all the modified and corresponding affected nodes are collected
from the graph using forward slicing algorithm proposed by Acharya et al. [4].
Frequent pattern of affected nodes are generated by applying Association Rule
Mining (ARM) on the information collected from the graph. In our previous
approach [4], we have considered each features having the same contribution
towards the business value of the system under test. But in this paper we defined the
Business Criticality Value (BCV) of each node and accordingly prioritization has
been carried out. Business Criticality Value (BCV) of feature in a system under test
is defined as the extend of contribution feature towards the successful execution of
the business process of the application. Business Criticality Value (BCV) is cal-
culated for each node present in the frequent pattern and Business Criticality Test
Value (BCTV) for all test cases is calculated using the formula proposed by
Khandai et al. [5]. Then test case prioritization is performed based on business
criticality test value.

To implement this proposed approach we have to know some basic knowledge
about ARM and BCTV. Association Rule Mining (ARM) is a popular methodology
of data mining to discover regularities between products in large scale database [4,
6]. In ARM, calculation of two parameters are required for generation of frequent
pattern i.e. support and confidence value [6]. Business Criticality Test Value
(BCTV) is the summation of business criticality value of all the functions
encountered during the execution of the test case.
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The rest of the paper is organized as follows: Sect. 2 discusses the related work
and its analysis and the proposed approach is discussed in Sect. 3. Section 4 pre-
sents the working of the proposed approach using a case study ofLibrary
Management System (LMS) and Sect. 5 discusses the conclusion and future work.

2 Related Work

In this section, different related research work proposed by researcher is discussed.
All the mechanisms are based on test case generation and test case prioritization
using different approaches in model based testing [7–10]. Khandai et al. [5] proposed
an approach for test case prioritization using Business Criticality Value (BCV) in
model based testing. In that paper, the author has maintain a repository which
contain the detail information of project. Then they matched new version of the
project with the previous version from the repository and assigns business criticality
value to each affected function. Finally they have calculated Business Criticality Test
value (BCTV) for all test cases and performs prioritization as per BCTV. But the
author has not considered non-functional requirements in their approach. They have
considered only functional requirements of project in their approach.

Acharya et al. [4] described an approach for test case prioritization by generating
frequent pattern of affected nodes. The pattern was generated using Association
Rule Mining (ARM). First they had also maintained a historical database containing
both graph data and observation data. Then graph data is found out by applying
forward slicing algorithm and the modified nodes and the corresponding affected
nodes are traced out. That affected nodes are used for generation of frequent pattern
using ARM. The resultant frequent pattern was followed for test case prioritization
by assigning priority value to the nodes present in the pattern. When we analyse this
approach we found some limitation such as only single type of modification is taken
for consideration. There might have multiple modification done with all version of
project.

Muthusamy et al. [11] proposed an approach for test case prioritization process
by identifying the severe faults. Here test case prioritization is performed based on
four practical weight factor such as customer allotted priority, developer observed
code execution complexity, change in requirements, fault impact, completeness and
traceability.

3 Proposed Approach

In this paper, we discuss our proposed approach for test case prioritization by
Frequent Pattern (FP) generation using ARM and BCTV calculation. Frequent
pattern generation and test case prioritization is done based on the model based
testing concept. Here we have taken Sequence Diagram (SD) and Activity
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Diagram (AD) as system model to represent the system behaviour. The proposed
framework for test case prioritization is shown in Fig. 1 and working of the
approach is discussed in Sect. 4 with a case study of Library Management System
(LMS).

The proposed framework is divided into three sections

P1 → In this section test cases are generated from Activity Sequence Graph (ASG).
P2 → In this section Frequent Pattern for Affected Nodes (FPAN) is generated
using Association Rule Mining (ARM).
P3 → In this section Frequent Pattern (FP) of affected nodes and Business
Criticality Value (BCV) of test cases are used for test case prioritization.

P1: Test case generation from Activity Sequence Graph (ASG)
This section describes generation of test cases from Activity Sequence Graph
(ASG). First Activity Diagram (AD) is converted into an intermediate dependency
graph called as Activity Graph (AG). Similarly Sequence Diagram (SD) is con-
verted into an intermediate graph called as Sequence Graph (SG). Then feature of
both the graph (i.e. AG and SG) combined to generate a dependency graph called
Activity Sequence Graph (ASG). From the resultant ASG, test scenarios are gen-
erated by traversing the graph from source to destination. Here each test scenarios
are considered as test cases.

Here all the information of ASG is stored in project repository. The project
repository contains Project ID, Total number of Node, Modified Nodes and
Affected Nodes for each modified node, Test cases, BCV of all node, BCTV of test
cases in tabular format.

P2: Frequent Pattern Generation
This section discusses about the generation of frequent pattern from the affected
nodes using Association Rule Mining (ARM). From ASG, all the modified and

Fig. 1 Proposed framework for test case prioritization
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corresponding affected nodes are collected using forward slicing algorithm for the
current version of the project. The forward slicing algorithm was proposed in our
previous paper [4]. Then all this information are stored in project repository. To
generate frequent pattern, all the modified and affected nodes of current version as
well as previous version of project are used as input. Frequent pattern (FP) is
generated by applying Association Rule Mining (ARM). First, the itemsets are
collected from the repository. Then support value of individual item and combi-
nation of items are calculated. This support value is compared with user-specified
minimum support value and resultant itemset is called as frequent itemset. Then the
confidence value of frequent itemset is calculated and compared with user-specified
minimum confidence value. The resultant itemset or pattern is called as Frequent
Pattern of Affected Node (FPAN).

P3: Prioritization of test cases using Business Criticality Test Value (BCTV)
This section defines test case prioritization process using Business Criticality Test
Value (BCTV). To calculate BCTV of test cases, first we have to calculate Business
Criticality Value (BCV) of each node by using the proposed Khandai et al. [5] and
given in Eq. 1. Then BCTV of test cases are calculated by adding BCV of all node
present in that test case.

Then prioritization of test cases is done as per BCTV. Test cases with higher
BCTV is considered as higher priority and lower BCTV is considered as lower
priority. In this way, prioritized test cases are generated and stored in the repository
for future reference.

4 Working of Proposed Approach with a Case Study

To discuss the working of proposed approach, we have considered the case study of
Library Management System (LMS) for book issue. The application includes dif-
ferent features like checking the availability of book, validating the membership,
issue book and update the status of book. The working of proposed approach with
the case study of library management system is discussed in the following sections.

4.1 Construction of Activity Sequence Graph
(ASG) and Test Scenario Generation

In this section, the test case generation from activity sequence graph is discussed.
Here Activity Diagram (AD) and Sequence Diagram (SD) is used for system
modelling. We have taken these two diagrams to represent message sharing
between objects and activity flow between different activities [12]. The AD and SD
of Library Management System (LMS) is shown in Figs. 2 and 3 respectively.
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The node number sequence from A1 to A15 are mapped with associated
activities present in activity diagram of LMS i.e. Start, Enquiry about book, Check
availability of book, Check availability, Book not available, Validate member,
Check membership, Register member, Check number of book issued to member,
Check maximum limitation, Book not issued, Issue book, Add member, book and
status details, Update book status and End respectively. Similarly the node number
sequence from S1 to S9 are mapped with associated massages present in the
sequence diagram of LMS i.e. check availability of book(), Book available(), Valid
member(), Check number of book issued (), book can be issued (), create (), add
member and book details (), update book status (), update member record ()
respectively. Then the information’s from both the UML diagrams are combined to
a generate dependency graph called as Activity Sequence Graph (ASG). Here
mapping is done as per the behaviour of activities and functionalities. The ASG of
LMS is shown in Fig. 4. After that, test scenarios are generated from ASG by

Fig. 2 Activity diagram of
library management system
(LMS) for book issue
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traversing the graph from source to destination. For this case study, four test sce-
narios are possible and these test scenarios are considered as test cases. The test
scenarios are shown in Table 1. All the information of ASG is stored in project
repository.

4.2 Frequent Pattern Generation

This section represents the generation of frequent pattern of affected nodes using
ARM. For this we need to identify the modified nodes and affected nodes. These
nodes are calculated using forward slicing algorithm [4]. In the new project we have
done two changes i.e. C1 and C2 in node 7 and node 13 respectively. The identified
modified nodes with corresponding affected nodes are

Fig. 3 Sequence diagram of library management system (LMS) for book issue
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Fig. 4 Activity sequence
graph (ASG) of library
management system (LMS)

Table 1 Test scenarios of LMS

S. no. (path) Test case id Independent path

1 T1 A1→A2→A3→A4, S1→A5→A15

2 T2 A1→A2→A3→A4, S1→A6, S3→A7→A8,
[S6,S7]→A12→A13→A14→A15

3 T3 A1→A2→A3→A4, S1→A6,
S3→A7→A9→A10→A12→A13→A14→A15

4 T4 A1→A2→A3→A4, S1→A6,
S3→A7→A9→A10→A11→A15
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C1 : A7; A8; S6; S7½ �ð Þ; A9; A10; A11; A12; A13; A14; A15
C2 : A13; A14; A15

By using MATLAB, we have generated Frequent Patter of Affected Nodes
(FPAN) by applying ARM technique. Here we have taken 40 % as minimum
support value and 80 % as minimum confidence value. The confidence value of
each nodes are given in Fig. 5.

Now the FPAN is {A7, (A8, [S6, S7]), A9, A10, A11, A12, A13, A14, A15}.

4.3 Prioritization of Test Cases Using Business Criticality
Test Value (BCTV)

The itemsets is responsible for test case prioritization using BCTV. For this we have
calculate BCV of all nodes present in FPAN.

BCVðNÞ ¼ No: of times N encounter
Total no: of factor being affected

ð1Þ

Now BCV of each node has been calculated and represented in Table 2.
As per our proposed approach BCTV of test cases are calculated by adding BCV

of all node present in test case. If the node is not present then its value is zero
otherwise the value can be extracted from Table 2. BCTV of test cases is shown in
Table 3. Now the prioritized test cases are T3, T2, T4, T1.

Fig. 5 Confidence values of all nodes present in FPAN
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5 Conclusion and Future Work

The authors have divided the complete proposed approach into three different
phases. In the first phase, the author has generated test cases from combination of
two UML diagrams (i.e. activity diagram and sequence diagram). In the second
phase, all modified and corresponding affected nodes are identified by using for-
ward slicing algorithm and frequent pattern is generated using ARM. In last phase,
test case prioritization is performed using BCTV of all test cases. But in this
approach, the author has considered only single type of modification and both
functional and non-functional requirements. In future research, we will consider all
kind of modifications with functional and non-functional requirements.
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Nearest Neighbour with Priority Based
Recommendation Approach to Group
Recommender System

Abinash Pujahari, Vineet Padmanabhan and Soma Patel

Abstract Group Recommender System is one of the categories of recommender
system, where the recommendation of things is for a group of users rather than for any
individual. These system combines the preferences of each user present in the group
and then predicts thingswhich are suitable for the users of the group.Various grouping
strategies are available, which are used to generate to group recommendations, but
most of them are suitable when used for specific purpose only. In this paper we have
proposed a novel approach to group recommender system using collaborative filtering
technique, which can be applicable to all the real world scenarios where the data set
uses rating system to distinguish among users’ preferences. We have made use of
nearest neighbor algorithm to create a group of users with similar likeness. We have
also applied the priority among users of the group as there are some members whose
preferences might affect the whole group. We have validated our results with the
movie lens data set which is the standard data set for recommender system testing.

Keywords Recommender system � Collaborative filtering � Nearest neighbor

1 Introduction

Recommender Systems [1–6] have created much attention in the field of research,
because its use and popularity has been increased significantly these days. Almost
every web applications, i.e. search engines to shopping sites, business portal to
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government etc., are using recommender system these days to help their end users.
Generally, recommender systems uses either of the two techniques, i.e. collabora-
tive filtering and content-based filtering to produce predicted things for users. The
collaborative filtering is based on analyzing previous data to predict things for a
user that might be suitable for him based on his similarity of likeness to other users.
While, the content-based recommender system uses any machine learning algo-
rithm to learn rules using previous preferences on things and based on that rules it
predicts the unseen items which might be suitable for the users.

Recommender Systems are broadly classified into two categories. They are
Personal Recommender System (PRS) and Group Recommender System
(GRS) [5, 7]. PRS are the kind of recommender system which generate recom-
mendation of things for a single user only while, GRS generates recommendation of
things for a group of users. GRS aggregates the preferences of all the users of the
group and then predicts things or items for them. But aggregating preferences of
users is not so easy, because all the users in the group may have different kind of
preferences. So a group recommender system is effective only when we analyze the
preference of all users correctly and the members of the group has similar kind of
preferences. So in this paper we have sued the nearest neighbor algorithm to make
homogeneous groups i.e. members having similar likeness and for generating
recommendations, we have used the priority to different users in the group. In the
next section we have discussed some of the previous approaches to GRS and in
later sections we have described the algorithms used in our approach to GRS and
the obtained experimental results in details.

2 Recommendation Procedure

As we mentioned earlier, in this paper we have followed the collaborative filtering
[2, 6, 8] approach for recommendation which analyzes large volume of information
for generating recommendation. In fact, this technique basically finds the similarity
among users or things to predict similar kind of items for users. There are various
algorithms available to find the degree of similarity among two variables like
Pearson Correlation, cosine similarity etc. We are considering the ratings of dif-
ferent users to different items, to find the degree of similarity among users. Because
we can only know any user’s preference from the ratings given to items by that
particular user.

2.1 Finding Similarity

There are various methods for finding similarity between two objects. The Pearson
Correlation [5, 6] technique finds the degree of similarity among two variables. The
two variables may be two different persons or things. The range of similarity
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coefficient is in between −1 to +1. The positive coefficient value indicates positive
similarity between two variables whereas the negative coefficient value indicates the
negative similarity or the dissimilarity among two variables. The formula for
finding the similarity coefficient is given in Eq. 1. We have taken the ratings given
by users to different things in the past as the attribute for finding similarity.

sim u; vð Þ ¼
P

i2I ru;i � ru
� �

rv;i � rv
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i2I ru;i � ru
� �2q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

i2I rv;i � rv
� �2q ð1Þ

where u and v are two different users or variables for whom we are going to find the
degree of similarity, ru,i is the rating given by user u to instance i and ru is the mean
of all the ratings given by user u. If we want to calculate the similarity between two
different items i and j, then the similarity coefficient can be calculated by using
Eq. 2.

sim i; jð Þ ¼
P

u2U ru;i � ri
� �

ru;j � rj
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
u2U ru;i � ri

� �2q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i2I ru;j � rj
� �2q ð2Þ

2.2 Prediction of Things

After finding the similarity coefficient value among users or things, we then need to
generate recommendation. The standard equation used for prediction [5, 6] of
things for a single user is given in Eq. 3.

pu;i ¼
P

j2S sim i; jð Þru;jP
j2S sim i; jð Þj j ð3Þ

Equation 3 gives prediction values to items (j), which are similar to item I and
those items having highest prediction values are recommended. In this equation we
need to find the items for S i.e. the similar items, so that it will produce good
recommendations. In out recommender system we have taken the similar items set
to be consist of 10 items for testing.

3 Proposed Method for GRS

In the previous section we have discussed regarding recommendation for an indi-
vidual. But, our proposed problem is a group recommender system. So we need to
aggregate all those things to produce group recommendation. In order to produce
effective group recommendation we need to first generate homogeneous groups. So
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in this paper we have followed the k-nearest neighbor algorithms to make homo-
geneous groups and then generate recommendations for the group.

3.1 Proposed Method for Group Generation

The k-nearest neighbor algorithm uses the ‘distance’ measure to find the closeness
of two classes. Here in our problem we have taken the rating information of users to
calculate the distance and closeness information among different users. Algorithm 1
written below makes a homogeneous group by considering the ratings given by
different users. Let ‘U’ be the vector of users and ‘I’ be the vector of instances,
examples from which the recommendation will be done. Let r½�½� be the two
dimensional vector that contains the rating information of all the users where the
first subscript represents the user no. and the second subscript represents the movie
no. The rating information is collected from previous ratings given by the users in
the past. Hence, the collaborative filtering technique requires collecting large
amount of information in order to produce better recommendation.

The distance or closeness between two users’ u and v is calculated in
Algorithm 1 by summation of squares of the difference between ratings given by
both to each items or things. Then we remove the users from the set I who have
common least distance between then using distance vector and make them a
group. We then add this group to the set G as a homogeneous group. After gen-
erating groups we then go for recommendation for them.
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3.2 Proposed Method for Group Recommendation

After generating homogeneous groups using Algorithm 1, written above we need to
generate recommendation for the group. The proposed Algorithm 2, written below
will generate recommendation for a selected group. As stated earlier in our
approach to group recommender system we have followed a weighted user
approach, where after selecting a group of users we need to give their priorities
among the group members as weights. The priorities of the members of the group is
also considered while generating recommendations. Algorithm 2, starts with an
empty recommendation list i.e. R and also it asks for the value of k, i.e. the number
of items or instances to be recommended or we can say it generates top-k recom-
mendation. This algorithm uses Eq. 3 to find the prediction value of all the instances
and stores that instance that has the maximum prediction value for all the users in a
vector called Q. Now the most common instances in Q will be added to the
recommended list and those are removed from the original set of instances for
further recommendation. If the number of instances in R is already reaches k then it
stops adding more and the instances that are present in R will be recommended.

After generating recommendation for a group of users then we need to test the
efficiency of our recommender system by using some real world data and some
evaluation criteria. The detailed experimental results along with the evaluation
criteria and the efficiency of our proposed method is discussed in the next section.
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4 Experimental Results

In order to test the proposed group recommender system we have taken the movie
lens data set which contains movies information. So our tested group recommender
system is a group movie recommender system. The data set we used consists of two
files, one contains the movie information and the other contains the ratings of users
to those movies. The movie file consists of 1682 movies and their details like which
type of movie they are (genres), release date etc. The ratings file contains the ratings
of different users to movies and each user have rated at least 20 movies. The users’
ratings are between 1 (worst) and 5 (excellent). Based on these ratings we have
generated the recommendation of new movies to a group of users. To evaluate our
built recommender system we have calculated the precision [5, 6] of the recom-
mended results by varying parameters like the no. of members in the group or the
no of items being recommended. The criteria used for evaluation of our group
recommender system is given in Eq. 4, where R represents the recommended
movies by the recommender system and ‘U’ is the set of movies used by the current
user and R\U is the common movies between R and U. This is the precision value
for a single user only. For calculating the precision of the recommender system we
need to find the precision of all the users and

Precision ¼ R\U
R

ð4Þ

then find the average precision of them. The obtained precision values for different
groups is shown in Fig. 1. Here we have varied the no. of members in the group to
check the variation of precision value with the change in no. of members in the
group. The figure tells that the precision gradually decreases with the increase in the
no. of members in the group.

Next variation is the precision obtained for the no. of instances being recom-
mended i.e. the k-value. The precision of the recommendation with respect to no of

Fig. 1 Precision among various groups
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items being recommended by keeping the group no. fixed is shown in Fig. 2. The
figure indicates that, the precision of the group recommendation also decreases with
increase in the no. of instance being recommended.

5 Conclusion

The experimental results indicates that, the generated group recommendation is
good when the users of the group has similar kind of preferences and the number of
generated items is of reasonable amount. If we increase the number of members in
the group or increase the number of items being generated then the precision of the
group recommendation decreases gradually. This is because when the number of
members increased in a group the degree of similarity among them also decreases
and also there is less common items between them. In our future work we are
concentrating on building a hybrid recommender system which will use both the
techniques of collaborative and content based filtering to produce even better rec-
ommendation for a group of users.
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Image Super Resolution Using Wavelet
Transformation Based Genetic Algorithm

Sudam Sekhar Panda and Gunamani Jena

Abstract Super resolution became one of the best techniques to obtain high res-
olution images as of a number of low-resolution images because of its simplicity
and wide range of application in many fields of science and technology. There are
several methods exist for super resolution but, wavelet transformation is chosen
because of its minimalism and the constraints used to get better image restoration
result. In this paper first Wavelet Transformation is considered to restore better
image. Further Genetic algorithm is used to smooth the noise and better frequency
addition into the image to get an optimum super resolution image.

Keywords PSNR: peak signal to noise ratio � Regularization � LR: HR low/high
resolution � GA: genetic algorithm � Wavelet transforms

1 Introduction

In 1960s Harris and Good man developed a method using single image recovery
concept called Super-resolution image reconstruction [1]. Many researchers sub-
sequently conducted a study, and have proposed a variety of recovery methods.
From the results of current research and application point of view, super-resolution
reconstruction algorithm can be classified as frequency domain methods and spatial
methods [2]. Early research focused on the frequency domain, but with the image
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degradation model for more general considerations, the latter part of the majority of
research has focused on the space domain.

Schultz and Stevenson [3] In early 1992, will greatly posterior probability
estimation methods used in the Huber-Markov random field image as a priori
knowledge of the interpolation to improve image clarity. Regularization term first
appeared in the field of mathematics. Near the beginning regularization methods
like Tikhonov regularization are used to solve this type of problem where they
depend on some regularization parameter that controls how much filtering is
introduced by the regularization [4, 5].

Later, Geman D. et al. used the “half-quadratic regularization” method, to get the
optimal solution [6], while, Lagendijk et al. and MGKang et al. used Regularized
iterative image restoration algorithm [7, 8], to solve a nonlinear optimization
problem to decrease the blur and look after the edges of the images.

Recently, wavelet-based iterative regularization image restoration algorithm is
widely used because it takes care of noise control and edge preserving image
textures. In this work, the Wavelet transformation is used to reconstruct an HR
image by choosing an iterative regularization parameter to stabilize the problem and
to look after the effect of the noise. Further genetic algorithm is used to get an
optimized super resolution image.

2 Problem Definition

The mathematical model for High Resolution (HR) and low-resolution images
(LR) frame may be written as

yk ¼ DBMkX þ nk ¼ Hkx þ nk; 1� k� p ð1Þ

where yk stands for the k frame image degradation, X is denoted as the
high-resolution images which is to be restored. nk is the line for the additive noise
row vector, and can be measured an additional white Gaussian noise (AWGN).
Further D is considered as under-sampled imaging system operator, B is the fuzzy
operators, Mk is the frame displacement operator, and Hk stands for the Degradation
of the k-frame matrix. Also p is the total number of low-resolution images.

Suppose X is an image of size L1N1 � L2N2 may be expressed as a vector
X ¼ ½x1; x2; . . .; xN �, with N ¼ L1N1 � L2N2. If L1 and L2 are horizontal and vertical
sampling factor, then the low-resolution images of each test yk is of size N1 � N2.
Then the expression yk ¼ ½yk1; yk2; . . .; ykM �, k = 1, 2,…p and M ¼ N1 � N2 is the
kth frame of the low resolution image.

The model stated above calculate the value of X approximately, which determine
that in what form one can use the reconstruction algorithm. The well known
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super-resolution image reconstruction uses all possible technically feasible infor-
mation from the given degraded images y and reconstruct a high resolution image.

3 Wavelet Domain Regularization

Described in previous Section, relative to the noise distribution is based on the
method in the spatial domain of the noise distribution estimate of the noise in the
wavelet domain where the distribution of estimated effect will be even better. This
is because: (1) the original image wavelet coefficients and the existence of spatial
correspondence between the original image and transform coefficients are highly
correlated; (2) different sub-band wavelet transform information can complement
each other, for accurate judgments edge and noise distribution is very useful. (3) the
use of wavelet decomposition levels and in different sub-band selecting multiple
regularization parameters is usually a good feature.

In decomposition level, the degraded image can be divided into low-frequency
sub-bands LL and three high frequency sub-bands that is perpendicular to the
direction of the horizontal high-frequency low-frequency sub-bands HL, vertical
high-frequency low-frequency sub-bands LH horizontal and diagonal direction of
the high frequency sub-bands HH. As for the low-frequency sub-bands LL, and
noise are merely located in the HL, LH and HH sub-bands, so when estimating the
local noise variance, LL sub-band cannot be considered. In the high frequency
sub-bands the estimated noise variance and the noise-directional is a very useful
information, so the high frequency sub-bands in all the variance should be relatively
close in; the edge of the side with the more obvious direction, and its various high
frequency sub-bands should be large differences in variance, select the smallest
sub-band variance as its variance can be estimated accurately reflect the true value
of the edge by the noise level.

In the algorithm implementation, first select the horizontal, vertical and two
diagonal directions of the simple uniform four different operators, respectively, with
the HL, LH, HH and HH sub-bands for convolution. Then select the appropriate size
of the window, calculate the fuzzy sub-band before and after the wavelet coefficients
of the local variance of the difference, whichever is the minimum estimate of the
noise as the local image variance, resulting in an estimate of the local noise variance
matrix. Note that the level of wavelet decomposition, the size of M × N of the
degraded image of its sub-band size M/2 × N/2, so the local noise variance matrix
size is M/2 ×N/2. The local noise variance matrix interpolation algorithm used to get
the size of M ×N of the new local noise variance matrix, the matrix element values is
the degraded image at each pixel location is estimated noise variance. Finally,
calculated in accordance with regularization weights W (i, j), complete the iterative
image reconstruction.
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4 Genetic Algorithm

Genetic Algorithm (GA) is derived from evolution and natural selection which is
useful for finding the optimum solution. It helps to solves many complex problems
and gives a perfect solution [9]. It always produces original population randomly
and generates next generation by the process of crossover and mutation. Forming a
new population of N individual (Fig. 1) is also an important task of it by satisfying
the conditions determined by the fitness function.

In this work genetic algorithm is used to get an optimum solution from a set of
solution, and the algorithm is designed as:
Step 1. Generate number of Chromosomes; decide mutation rate and crossover

rate
Step 2. Create number of population, and initialize the genes randomly
Step 3. Decide the generation limit (L) and Execute the steps 4–7 till L reaches
Step 4. Calculate the objective function to find the fitness value of chromosomes
Step 5. Selection of Chromosomes
Step 5. Crossover and Mutation
Step 6. New Chromosomes (Offspring)
Step 7. Optimum Solution (Best Chromosomes)

                                                                                 YES

                                                        NO

Initialize the population 

Generate number of population 
(chromosome) 

Estimate the fitness value of chromosome  
(fitness function) 

Generate number of population 
(chromosome) 

IS Desired 
fitness 

reached 

stop 

Create new population using cross over 
and Mutation

Fig. 1 Block diagram for the
proposed algorithm
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5 Experimental Results

The regularization parameter alpha and beta can be obtained by the experiment. L1
(horizontal sampling factor) and L2 (Vertical sampling factor) with the difference
Dx with corresponding PSNR value is given in the Table 1 (Fig. 2).

To optimize the result and to get a better restoration of the image genetic
algorithm is implemented and it is given bellow. By iterative adaptive and genetic
algorithm the following result of alpha and beta are obtained

It shows that (Table 2) the values of alpha Beta and the time cost between them
is significantly more in Genetic algorithm as compare to Iterative Adaptive algo-
rithm. This is the reason we got a good optimize super resolution image.

Optimal image by genetic algorithm
This result is compared with the literature [10, 11], it is observed that sharpness

is improved by adjusting the parameter in the algorithm, further here implemen-
tation of genetic algorithm given an added advantage to increase the resolution with
the expectation.

Table 1 Iterative_adaptive_R

L1 L2 Dx PSNR

200 204 1.3346e+07 50.3682

200 204 1.2478e+07 53.1927

204 204 1.5601e+07 51.3615

Where L1: Horizontal sampling, L2: Vertical sampling factor

Fig. 2 Initialization of the
image by converting the
image into low, high and its
combination of the image
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Table 2 Genetic algorithm

Algorithm Alpha Beta Alpha-Beta time cost

Wavelet transforms 4.062500e+00 7.539063e+00 110.6429

Genetic algorithm 8.125000e+00 9.570313e+00 105.5145

Fig. 3 The reconstructed image by Wavelet transformation method by decomposing the noise

Fig. 4 The optimize image of
super resolution image
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6 Conclusion

For better estimation of the registration of image, wavelet transforms method is
used to decompose the high frequency and to extract the distribution of information,
while the genetic algorithm is used to have a good image restoration result, Since
the Alpha- Beta time cost is close to each other in both Wavelet transforms and
genetic algorithm (Table 2) we can get a better compatible environment with a good
result but not better than the result found by using adaptive regularization and
genetic algorithm (Figs. 3 and 4) [11]. Also it is observed that combination of these
two algorithms does not have much better result comparatively [11]. However one
can observe that a significant improvement is there very good result in enhancing
the image resolution but not taken care of high frequency removal successfully.
This part can be taken as a future work.
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Implementation of Operating System
Selection Using AHP-Entropy Model

Neha Yadav, S.K. Divyaa and Sanjay Kumar Dubey

Abstract Operating system selection problem is to choose the optimum OS based
on user preferences on different factors. Functionality is one such attribute selected
from software quality model which comprises several other sub factors preferred to
analyse the quality of system. Analysis is done using AHP approach for weight
calculations and results are validated using Entropy method on Functionality factors
of Software quality model ISO 9126. This analysis helps in decision making for
users which concerns about how well outcomes of any execution are achieved.
A model AHP-Entropy is proposed which can be used to rank alternatives on both
subjective and quantitative factors.

Keywords AHP � Entropy � Functionality � Operating system � Rank analysis

1 Introduction

In today’s world, technology is rapidly increasing which is unfolding the limits of
development, so more people are adapting these technologies because of their
usability and dependability. A communication channel should be present for
interaction between humans and technology. Operating System (OS) is used as an
interacting medium between computer user and hardware of the computer system.
OS provide an executing environment to the user where programs can be executed
to derive results efficiently and in convenient manner [1]. To select an appropriate
operating system is a complex task. Some attributes such as memory management,
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storage management, process management, security and requirements for selecting
operating system [2, 3].

As OS is software so it should meet software quality standards. Functionality is
one such factor laid in ISO 9126 software quality model which can be analysed to
select a better functional OS which will provide an ease to users those are result
driven [4]. Software quality model outlines the different parameters and metrics on
which quality of any software can be analysed and functionality is one of the
important factors in this model. Functionality refers to the capability of preparing
different operations.

Selection is a complex and cognitive decision making process in which multiple
alternatives are analysed based on different attributes and decision makers prefer-
ences to select the appropriate alternative. Various mathematical approaches are
present such as AHP (Analytical Hierarchy Process) [5], Electra [6], TOPSIS [7],
FuzzyAHP [8], ANP (Analytical Network Process) [9], etc. which helps decision
makers for selecting many products, services, and locations in real world.

In this paper, AHP method is used for selecting a better functional OS among the
variety of alternatives available in market on the basis of functionality factors of
ISO 9126 software quality model. AHP is used for weight calculation based on the
data obtained from experts after conducting a survey and Entropy method is used to
validate the results obtained from AHP for making a decision for selecting alter-
natives presented in the hierarchy [10].

2 Literature Review

Wu and Chang applied AHP to select web services based on QOS by which users
can select the service using web user interfaces they evaluated the results using
scalability [11]. Wang presented an innovative AHP model to solve the problem of
supplier selection by combining the influential factors based on historical data to
reduce the complexity of calculation [12]. Jun and Wei, applied AHP for selecting
routes for Hazardous Material transportation [13]. Zhanjiang and Guanghua applied
AHP with Stenier tree problem to select the location for constructing distribution
centre [14]. Yang et al. applied AHP and SVM (Support vector machines) to select
site for electricity transmission of 500 kV substation [15]. Hsu et al. applied AHP
for selecting the best online shopping site to meet the customer needs [16]. Jiang
et al. solved the inconsistency in the weights for multiple alternative evaluation
problems for decision making and proposed a new model AHP-TFN [17]. Wan
et al. applied AHP for GIS oil and gas pipeline route selection [18]. Lee et al.
applied Entropy decision model for selecting Enterprise Resource Planning System.
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They proposed an entropy method to evaluate the weights of attributes and ERP
alternatives [19]. Ke et al. applied AHP to select country wind farm location. They
analysed the impact of factors that affects the wind power site selection [20].
Taguchi et al., applied entropy to select online motion which is used for registration
of 3D objects by robots [21]. Gupta and Chaturvedi, applied entropy method to
select multiuser MIMO (Multiple input multiple output) system. The results of this
algorithm are closed to the optimal solution and have less complexity than brute
force search and higher sum rate [22]. Zhang et al. proposed a new selection
algorithm for selecting network in wireless environment and the performance of
network is evaluated in real time by calculating subjective and objective weights
using entropy theories [23]. Pandey and Dukkipati, developed a maximum entropy
method for gene selection. This method can be applied for finding the number of
moments and feature selection [24]. Wengjie and Guang, applied Entropy-AHP
weights to select nuclear grade equipment supplier [25]. Mishra and Dubey used
AHP method for reliability evaluation purpose of object-oriented software system
[26]. Zhang et al. applied Entropy method to calculate the unique content and
information that is required for selecting the scene matching area. This model
improves the reliability of the system and has minimum error rate with high
probability of matching [27].

3 Steps for Analytical Hierarchy Process

3.1 Construct a Hierarchical Tree for Problem

In the topmost layer the problem is to be defined then find the factors (C) based
upon which evaluation of decision is to be made then sub factors and so on. These
factors can be chosen from some standard model or from users preferences gained
from perception and experiences. The last layer in the hierarchy will comprise of
the alternatives (A) among which the best is selected as a decision.

3.2 Construct the Pair Wise Comparison Matrix

A pair wise comparison matrix is constructed for each factor comparing it with
another factor in the same level hierarchy, then importance is evaluated by rating
the factor between 1/9 to 9. If number of factors are n then an n × n matrix is formed
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in which each element aij in the (i,j)th position represents the importance of factor xi
when compared with xj. The comparison matrix satisfies:

aij [ 0; aii ¼ 1 and aji ¼ 1=aij for i 6¼ j; where i; j ¼ 1 to n:

3.3 Calculate the Eigen Vector

3:3:1 Find the nth root for each row in the comparison matrix by multiplying each
row elements and finding nth root of the product.

ui ¼
Y

aijaik for all k ¼ 1 to n:

3:3:2 Find the weighted Sum

un ¼
X

ui for i = 1 to n:

3:3:3 Normalize the nth root by column.

Wn ¼ ui=
P

ui for i = 1 to n. Here wn is eigen vector.

3:3:4 Calculate kavg maxð Þ using eigen vector

Awi ¼ aik�wi for all j ¼ 1ton

Awi ¼ kiwn

kavg maxð Þ ¼
X

ki=n

4 Steps for Entropy Method

The Entropy method is a MADM (Multiple Attribute Decision Making) based
technique which helps decision makers to select best among the available alter-
natives by analyzing different factors. In this alternative Performance Matrix m × n
is created for factors n and alternatives m. The entropy is an objective method used
to measure uncertainty which evaluates weights only by using mathematical model
without considering the preferences of decision makers.
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4.1 Measure the Uncertainty of Attributes by Calculating
Entropy

4:1:1 Ei ¼ �c
P

Pij � ln Pij
� �

for all i = 1 ton, j = 1 to m, where c = 1/m (m is
number of alternatives). This entropy vector Ei must satisfies 0�Ei � 1.

4:1:2 Calculate degree of diversification by Di = 1 − Ei for all i = 1 to n
4:1:3 Calculate Weight Matrix for entropy by wi ¼ Di=

P
Di for i = 1 to n.

5 Logical Analysis

Functionality (C) is a factor of ISO Software quality model [4] which defines a set
of sub factors considered for evaluating alternative (A). The sub factors Suitability
(C1) represents how much the system is appropriate for providing specific functions
of the software and how much the software meets the needs of users, Accurateness
(C2) represents appropriateness of a function whenever a operation in software is
executed then its results is evaluated for its accuracy which deals with real time
operations, Interoperability (C3) represents extent of connectivity or dependability
of one component of a system with other. To what extent a component in a system
can be accessed by another without any restricted access, Security (C4) factor
maintains the authorized access of software stopping all the malicious activity by
intruders and Functionality Compliance (C5) allows in making decision about how
much software compiles with application standards, protocols and regulations of
laws for some software. By analyzing these factors, OS selection problem is for-
mulated. For this purpose hierarchical structure is made which comprises 3 levels as
shown in Fig. 1.

Fig. 1 The hierarchal model of operating system selection
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5.1 Alternatives of OS

According to market analysis there are three popular OS which users are adapting
for usage so considering these OS as alternatives for analysis. These are Windows
(A1), Unix (A2), Mac (A3). These operating systems are selected by analysing the
current market trends and because of popularity among users.

5.2 Pair Wise Comparison Matrices for AHP

Each factor is compared with other factors based on the data collected in survey
which is filled and rated by experts, from which consistent data is analysed by AHP
(shown in Table 1). Then matrices for each sub factor (C) are analysed with their
alternatives (A) using AHP and if their consistency ratio is less than 0.1 then
considered consistent and analysed (shown in Table 2).

The pair wise comparison matrix is analysed by AHP to rank the alternatives
based on the larger priority number result of analysis (shown in Table 3). The
Table indicates that the Alternative 2 has rank 1.

Table 1 Matrix for criteria

C1 C2 C3 C4 C5 Eigen vector

C1 1 3 1 1/5 4 0.185

C2 1/3 1 ½ 1/3 5 0.12

C3 1 2 1 ½ 7 0.229

C4 5 3 2 1 5 0.424

C5 ¼ 1/5 1/7 1/5 1 0.042

λavg(max) = 5.417324729, C.I = 0.1043311, C.R = 0.0931552841

Table 2 Eigen vectors for sub factors

A1 A2 A3 λAVG(MAX) C.I C.R

C1 0.2764 0.5953 0.1283 3.0055351 0.00276775 0.0047717

C2 0.1884 0.7307 0.0809 3.0646150 0.032307532 0.055702643

C3 0.1769 0.7121 0.1114 3.06154 0.03077 0.053051724

C4 0.1991 0.7334 0.0675 3.0949135 0.04745676 0.081822001

C5 0.157 0.249 0.594 3.0529083 0.026454175 0.045610646
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6 Result Analysis

The result of experimental work is validated by using Entropy rank analysis method
in following subsection. The procedure is already described in Sect. 4. Following
procedure (Table 4) is validating weight Matrix of Functionality by using Entropy
method of the results obtained by AHP to check the feasibility of Rank (Table 5).

7 Conclusions

Selection of operating system according to its functionality is an important concern
for a result driven user. In this paper selection problem is analyzed using AHP
approach and the results of analysis shows that Unix OS is more functional as
compared to Windows and Mac. To make these results certain for decision making
ranks are validated from Entropy method. A new model is proposed AHP-Entropy
with which rank of alternatives can be achieved for subjective attributes. This
methodology will help to select best selections alternatives of operating systems. In
future more parameters will be selected for experimental purpose and by using
different methodologies.

Table 4 Entropy calculations table

C1 C2 C3 C4 C5

Ei 0.84437 0.68008 0.72152 0.66509 0.86132

Di 0.15563 0.31992 0.27848 0.33491 0.13868

Wi 0.12677 0.26060 0.22684 0.27281 0.11296

Table 5 Ranking of
alternatives using entropy

Alternatives A1 A2 A3

RI 0.19631545 0.65617888 0.14813002

Rank 2nd 1st 3rd

Table 3 AHP ranking order

C1 C2 C3 C4 C5 Priority vector Rank

Wi 0.185 0.12 0.229 0.424 0.042 – –

A1 0.2764 0.1884 0.1769 0.1991 0.157 0.2052 2nd

A2 0.5953 0.7307 0.7121 0.7334 0.249 0.6823 1st

A3 0.1283 0.0809 0.1114 0.0675 0.594 0.1125 3rd
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Modified Firefly Algorithm (MFA) Based
Vector Quantization for Image
Compression

Karri Chiranjeevi, Uma Ranjan Jena, B. Murali Krishna
and Jeevan Kumar

Abstract Firefly algorithm optimization is based on the attractiveness/brightness
of the firefly. In firefly algorithm, a lighter (lesser fitness function) firefly move
towards the brighter firefly (higher fitness function) with amplitude proportional to
Euclidean distance between the lighter and brighter firefly. If no such brighter firefly
is found then it moves randomly is search space. This random move causes chance
of decrement in brightness of the brighter firefly depending on the direction in
which it is move. We proposed a modified firefly algorithm in which movement of
brighter fireflies is towards the direction of brightness instead of random move. If
this direction of brightness is not in the process then firefly is in same position. We
call this novel algorithm as MFA-LBG. Experimental results shows that modified
firefly algorithm reconstructed image quality and fitness function value is better
than the standard firefly algorithm (FA-LBG) and LBG algorithms. It is observed
that that modified firefly algorithm convergence time is less than the standard firefly
algorithm.

Keywords Vector quantization � LBG � Firefly algorithm � Modified firefly
algorithm � Attractiveness � Fitness function
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1 Introduction

Image compression plays a major role in our day by day life. Coding of image to be
compressed with less number of bits is called image compression. In literature there
are number of image compression methods such as transform method (Discrete
Cosine Transform, Discrete Wavelet Transform, K-L Transform etc.….), fractal
method and optimization methods. Recently it is observed that vector quantization
(VQ) outperforms the scalar quantization. Linde-Buzo-Gary (LBG) algorithm is the
first VQ technique that guarantees the best codebook for each iteration but it suffer
with local minimum i.e. it could not generate global codebook that minimize the
error between original image and reconstructed image [1]. Menez et al. proposed an
Optimum Quantizer Algorithm for Real-Time Block Quantizing [2]. Ra and Kim
proposed a fast mean-distance-ordered partial codebook search algorithm in 1993
[3] they filter the false codewords for an input vector based on the squared mean
distance (SMD). Principal Component Analysis (PCA) is another method to design
a codebook for vector quantization. PCA is based on correlated variables are
transformed to uncorrelated variable. Huang and Harris proposed a directed search
binary-splitting (DSBS) method in 1993 [4]. In their scheme, PCA is used to select
the initial codebook to reduce the dimension of the training vectors. The most
important thing in Vector Quantization is to design a better codebook that mini-
mizes the distortion between original image and reconstructed image. Last few
years it is observed that with optimization techniques for codebook design present a
better reconstructed image quality. Franti et al. proposed [5] a Genetic Algorithm
(GA) based vector quantization for codebook design by considering the codebook
as chromosome. Genetic Algorithm designs an efficient codebook by the process of
crossover and mutation operation. Patane and Russo proposed enhanced LBG
(ELBG) (in 2001) [6] based on the utility of codebook so algorithm overcomes the
problem of local minimum. Utility of jth codebook is defined as the ratio of total
distortion of jth cluster to mean value of the cluster. Rajpoot et al. have designed a
codebook by using ant colony system (ACS) algorithm [7]. Chun-Wei Tsai et al.
proposed a fast ant colony optimization for codebook generation [8] by observing
the redundant operations performed during convergence of ant colony optimization
algorithm. In addition, Practical swarm optimization (PSO) vector quantization [9]
outperforms LBG algorithm which is based on updating the global best (gbest) and
local best (lbest) solution. The Hsuan-Ming Feng, Ching-Yi Chen and Fun Ye
showed that Evolutionary fuzzy particle swarm optimization algorithm gives better
codebook than LBG [10]. Quantum particle swarm algorithm (QPSO) was
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proposed by Wang (2007) to solve the 0–1 knapsack problem [11]. Ming-Huwi
Horng proposed a firefly algorithm for vector quantization in 2012 [12].

In Modified firefly algorithm for vector quantization we assumed the current
iteration best solution as a brightest firefly among all. The major problem in normal
firefly algorithm is that these fireflies are moving randomly so there is chance of
decrement in the brightness of fireflies. This kind of move results decrement in
fitness function and also effects on performance of the algorithm. So to overcome
this problem we are moving this type of fireflies towards the direction where chance
of increment in brightness of fireflies is there. So that this movement will not
decrease the fitness function hence generate a global codebook for efficient vector
quantization leading to improved image compression.

2 Vector Quantization Methods

2.1 LBG Vector Quantization

The most commonly used method in VQ is the Generalized Lloyd Algorithm
(GLA) which is also called Linde-Buzo-Gary (LBG) algorithm. The algorithm is as
follows:
Step 1: Begin with initial codebook C1 of size N. Let the iteration counter be

m = 1 and the initial distortion D1 = ∞
Step 2: Using codebook Cm = {Yi}, partition the training set into cluster sets Ri

using the nearest neighbor condition
Step 3: Once the mapping of all the input vectors to the initial code vectors is

made, compute the centroids of the partition region found in step 2. This
gives an improved codebook Cm + 1

Step 4: Calculate the average distortion Dm + 1. If Dm − Dm + 1 < T then stop,
otherwise m = m + 1 and repeat step 2–4

The distortion becomes smaller after recursively executing the LBG algorithm.
Actually, the LBG algorithm can guarantee that the distortion will not increase from
iteration to the next iteration. However, it cannot guarantee the resulting codebook
will become the optimum one and the initial condition will significantly influence
the results. Therefore, in the LBG algorithm we should pay more attention to the
choice of the initial codebook.
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2.2 Firefly Algorithm Vector Quantization

Firefly algorithm works with two assumptions: (1) Irrespective of sex of fireflies all
the fireflies are attracted towards the other fireflies (2) second assumption is that
lighter fireflies are always attracted by the brighter fireflies so lighter one always
moves towards the brighter. If no brighter in the search space then brightest one
moves randomly in search space.

Here our assumption is fitness function is equal to brightness of the fireflies i.e.
lower fitness value fireflies move towards the higher fitness value. According to
theory of physic the brightness/fitness function is monotonically decreasing func-
tion. Suppose a distance ri,j = d(Xj, Xi) is the Euclidean distance between the chosen
jth firefly to ith firefly which is given by Eq. (1).

Euclidean distance rij ¼ XI � XJkk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXNc

k¼1

XL
h¼1

ðXh
i;k � Xh

j;kÞ2
vuut ð1Þ

b ¼ b0e
�cri;j ð2Þ

where β0 is the brightness at ri,j = 0 and β is the light absorption coefficient at the
source. With this β and Euclidean distance, the lighter firefly i move towards the
brighter firefly j as per the following Eq. (3)

Xi;k ¼ ð1� bÞXi;k þ bXj;k þ ui;k ð3Þ

ui;k ¼ aðrand 1� 1
2
Þ ð4Þ

where α is a random number.
If no brighter firefly in the search space than firefly Xi then it moves randomly

with Eq. (5)

Ximax;k ¼ X þ
imax;kuimax;k ð5Þ

where rand1 value is lies between 0 to 1. The objective function in firefly algorithm
is equal to the brightness of the firefly.
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The details of FF-LBG algorithm is as follows:
Step 1: Run the LBG algorithm once and assign it as brighter codebook
Step 2: Initialize α, β and γ parameters, Initialize rest codebooks with random

numbers
Step 3: Find out fitness values by Eq. (6) of each codebook

FitnessðCÞ ¼ 1
DðCÞ ¼

NbPNc

j¼1

PNb

i¼1
uij � Xi � Cj

�� ��2 ð6Þ

Step 4: randomly select a codebook and record its fitness value. If there is a
codebook with higher fitness value, then it moves towards the brighter
codebook (highest fitness value) based on the Eqs. (7)–(9).

Euclidean distance rij ¼ XI � XJkk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXNc

k¼1

XL
h¼1

ðXh
i;k � Xh

j;kÞ2
vuut ð7Þ

Xi is randomly selected firefly, Xj is brighter firefly

b ¼ b0e
�ci;j ð8Þ

Xh
j;k ¼ ð1� bÞXh

i;k þ bXh
j;k þ uhj;k ð9Þ

where u is random number between 0 and 1, k = 1, 2,…,Nc, h = 1, 2,….L.
Step 5: if no firefly fitness value is better than the selected firefly then it moves

randomly is search space with following equation

Xh
i;k ¼ Xh

i;k þ uhj;k k ¼ 1; 2. . .Nc; h ¼ 1; 2; . . .:L ð10Þ

3 Modified Firefly Algorithm

Surafel et al. [13] proposed a modified firefly algorithm in the year 2012 [13]. In
ordinary firefly algorithm, if no brighter firefly in the search space then the firefly
under consideration moves randomly where as in modified firefly algorithm the
random movement is towards the firefly whose brightness is going to be increased
[14]. To know the brightness directions generate randomly Y unit vectors i.e. Y1,
Y2, Y3…. Ym and then choose a firefly randomly whose brightness is increased in
next iteration. The movement of the brightest firefly follows the following Eq. (11)
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Y ¼ Yþ aR ð11Þ

where α is a random step length. If firefly does not find such kind of firefly then it
stays in the current position.

The detailed algorithm is as follows:
Step 1: Run the LBG algorithm once and assign it as brighter codebook
Step 2: Initialize α, β and γ parameters, Initialize rest codebooks with random

numbers
Step 3: Find out fitness values by Eq. (6) of each codebook
Step 4: randomly select a codebook and record its fitness value. If there is a

codebook with higher fitness value, then it moves towards the brighter
codebook (highest fitness value) based on the Eqs. (7)–(9)

Step 5: if no firefly fitness value is better than the selected firefly then it moves
with Eq. (11) else it stays in the same position

4 Results and Discussions

The modified firefly algorithm, current firefly algorithm and LBG have been
implemented using Matlab 7.9.0 (R2009b), and then these three algorithms are
tested and compared with each other using the two selected images. Images were
used for comparison are peppers (.png format) and baboon (.jpg format). Figure 1
shows the images used for comparison of three methods. The image statistics
namely, fitness function and PSNR (Peak Signal to Noise Ratio) afford the per-
formance measure of an image compression technique. Figure 2a–c shows the
reconstructed baboon image or decompressed baboon images of three algorithms
and it is observed that reconstructed image quality of modified firefly algorithm is

Fig. 1 Standard image used for comparison for three methods. a Baboon. b Peppers
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better than firefly algorithm and LBG algorithms. Figure 3a–c shows the recon-
structed peppers image or decompressed peppers image of three algorithms. The
indicated yellow and red marks on peppers image shows that reconstructed image
quality of modified firefly algorithm is better than firefly algorithm and LBG
algorithms.

Figure 4a, b shows the peak signal to noise ratio verses bit rate for three
methods. From the figures it is observed that peak signal to noise ratio of modified
firefly algorithm is better than firefly algorithm and LBG algorithms. From practical
observation the modified firefly algorithm convergence speed is better than ordinary
firefly algorithm. From Fig. 5 represents the Cost of fitness function. From Figures
fitness function of modified firefly algorithm is better than firefly algorithm and
LBG algorithms. Figure 5a, b shows the reconstructed image or decompressed
images of three algorithms and it is observed that reconstructed image quality of
modified firefly algorithm is better than firefly algorithm and LBG algorithms.

Fig. 2 Decompressed baboon images of three methods. a LBG. b FA–LBG. c MFA–LBG

Fig. 3 Decompressed pepper images of three methods. a LBG. b FA–LBG. c MFA–LBG
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Fig. 4 Average peak signal to noise ratio of three methods. a Baboon image. b Peppers image
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5 Conclusions

In this paper, a Modified Firefly algorithm (MFA) optimized vector quantization for
image compression is proposed. From the simulation results it is observed that
modified firefly algorithm peak signal to noise ratio and fitness function value is
better than the firefly algorithm (FA-LBG) and LBG algorithms. From the simu-
lation results it is observed that that modified firefly algorithm convergence time is
less than the standard firefly algorithm.

Fig. 5 Average fitness function value of three methods. a Baboon image. b Peppers image
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Abstract This paper is summery for experimental research work carried out on
internet usage activities of students on social network sites. The summarized
research work has proposed a novel and efficient method for discovery of user latent
behavior from the student’s datasets. A comparison with existing standard method
is also presented which show that the proposed approach is better on the basis of
accuracy, error rates, time sharing etc. features.
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1 Introduction

Now days, the Internet, is used to bridge the digital divide between geographically
scattered people. It has become common platform for formal and informal com-
munications via email, text and video chats. Internet is also used for participative,
processes, feedbacks, community platforms and social network sites [1, 2].
Therefore it has become an extension of our self [1] in a way that allows us to
construct and extend our social ties and form social networks within this new
medium. There is tremendous trend in people to go online and have online con-
versations with other peers in terms of tweets, updates, feedbacks, likes, share, etc.
[3, 4]. The online interactions are always in terms of groups. The Social networks
have become virtual community and have been fairly studied in the general context
of analyzing interactions between people and determining the important structural
patterns in such interactions [1]. Now days we have online social networks like
Face book, LinkedIn, Tweeter, Instagram and MySpace where social networks are
internet embedded applications. Such social networks have rapidly grown in pop-
ularity [5]. These are geographical limitations free, unconventional, interactive
social networks. They have provisions for friendships, information/emotion
shearing, face-to-face meetings, or personal friendships [3]. The interactions on
them are related to social activities, hobbies, feelings, education levels. For
instance, students come from various Universities are always found connected to
each other by the school names these people from online, a special group [4, 6].
Analysis of social behavior patterns in Social networks is very hard. People usually
deploy machine learning methods to extract hidden relationships from these social
networks and predict people into different groups related to their preference, hob-
bies, and education levels. Such machine learning practices are known as Social
Network Analysis (SNA) [7, 8]. In past years, social network analysis (SNA) has
become a new discipline. New groups are created very day. SNA has been more
and more used as to analyze informal relations between groups [9–11]. SNA pri-
marily work for discovery of invisible patterns of social collaboration [12, 13].
Such discovery is called as discovery of user latent behavior [14, 15].

2 Scope and Outline of the Research Work

Discovery of user latent behavior for computer social networks communities from
social network database is major research issue for more than decade. By using
regular statistical packages discovery of user latent behavior requires large time and
bull work. It leads to high processing budget to extract hidden inter-relationship
amongst various complex attributes of user’s behavior pattern. With common
purpose statistical packages like Lotus, MS-Excel, SPSS, etc. discovery of user
latent behavior is unattainable accurately. In the underlined research work, focus is
on discovery of user latent behavior for computer social networks communities i.e.
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finding common clusters of user behavior. However, the efforts needed to discover
user latent behavior becomes complicated and exponential with study area. The
considered study is automated one and aim for detection of clusters of user’s
behavior for computer social networks communities by reducing efforts with good
reliability of results. The general purpose of automated discovery of hidden patterns
is to give high accuracy results without human help. Discovery of user latent
behavior for computer social networks communities can be used in many appli-
cations such as education policy enforcement, social issues, Human resource
planning and development, etc. Despite extensive research in computer social
networks communities for hidden pattern recognition and reconstruction, no
accurate solutions are yet discovered. This is because user have a wide variety of
attributes and their complex inter-relationship which increase huge numbers of
permutation and combinations to define and detect hidden pattern. Our study offers
a solution to the problem of discovery of user latent behavior for computer social
networks communities; primarily for the recognition and reconstruction of user’s
latent behavior patterns. It uses Association Rule Mining (ARM) algorithms. We
use Apriori algorithm on dataset generated on questionnaire as shown in Fig. 2, is
prepared on the behavior of students who use the Face book at School of
Computational Sciences, Swami Ramanand Teerth Marathwada University, and
Nanded. The hidden patterns of these users are extracted. This activity is counter
checked with the Face book dataset of students of University of Illinois. Keeping
above steps in mind, a prototype is proposed which is based on Nystrom method.
Implementation and comparison of well known data mining algorithms like
Association Rule Mining (ARM), Latent Dirichlet Allocation (LDA) and Clustering
Classification (CC) algorithm on the dataset is carried out. The outcome of these
three algorithms is compared with our newly proposed prototype implemented and
compared on computer social networks community user’s online database. The
Association Rule Mining (ARM) searches hidden relationships among items
[16, 17]. The Latent Dirichlet Allocation (LDA), work for extraction and recog-
nisation user behavior from social network database. However, it has been applied
to social network online database user behavior extraction in the context of topic
mining.

3 Data Collection and Pre Processing

The methodology for recognition and extraction of user latent behavior from social
network communities’ i.e. University of Illinois student database involves follow-
ing steps. This dataset is obtained from www.facebookproject.com which is free to
all users for research purpose. This is created from a survey of social network
browsing students of University of Illinois at Urbana Champaign with 77 attributes.
There are 74 different records. During experimentations, we followed standard Data
mining procedures including data cleaning, attribute grading, etc. The original
dataset contained some missing values for various attributes. To proceed with the
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work, those missing values were replaced as if the people answered don’t know or
blanked. Further analysis including redundancy reduction and co relational filtering
are also carried out. We compared the ARM, LDA, CC and proposed prototype on
the basis of error rates, access time, accuracy and data packet receive rate. The
details are narrated in the Experimentation section. Extraction of hidden patterns of
user from social network communities’ database our modified prototype is pre-
eminent. The results are very interesting and leads to promising future works.

4 Experimental Set Up

This section focuses on implementing the ARM, LDA and CC algorithm on
University of Illinois database and also on defining the prototype which is capable
to add all advantageous features of ARM, LDA and CC algorithm and trying to
eradicate complexity and append features which increase the percentage of accu-
racy and decreases the access time. At the time of implementation of prototype
time-accuracy trade-off problem is raised. To solve this problem some control
parameter sets are used by setting appropriate threshold values which results in
best-fitted solution for the discovery of user latent behavior for computer social
networks communities’ database. The database containing student data of
University of Illinois was used to implement ARM, LDA, CC and prototype data
mining algorithms using MATLAB 2009b. These dataset works as the input for
these algorithms. The resulting information can be employed to increase accuracy
in evaluating attributes from database. The prototype based on Nystrom method
evaluates attributes effectively and efficiently than the others such as—ARM, LDA
and CC. Using our prototype the accuracy level increased and error rates, access
time was decreased; hence user latent behavior is clearly extracted and recognized
using the same. We used MATLAB 2009b on database of University of Illinois
students. The MATLAB provides wide variety of library functions for performing
different operations and also provides programming environment to define user
defined functions by which we can define prototype. It supports different types of
algorithms. We choose ARM, LDA and CC algorithm for finding similar attributes
from which we extract latent behavior of user/student. Following are the step wise
implementation of experiment as per methodology defined in previous section.

1. Database collection: We have used database from University of Illinois stu-
dents using questionnaire (Dataset 2). This database is available on www.
thefaceproject.com for the researchers who working on the Face book. For our
research FBP2k7.xls database is used which contains 77 columns and 74 rows.

2. Database conversion into MAT format: We use FBP2k7.xls database to
implement our methodology. In this research MATLAB 2009b is used to
implement the different types of algorithm on it. We convert database file format
from.xlsx to.mat by default option in MS-Excel and the input file ‘FBP2k7.xlsx’
is converted into ‘FBP2k7.mat’.

386 S. Phulari et al.

http://www.thefaceproject.com
http://www.thefaceproject.com


3. Implementation of ARM, LDA and CC algorithms: The ARM algorithm
implemented on database using MATLAB 2009(b) [18]. To avoid redundancy,
the output of this stage is used for comparison with LDA, CC and proposed
prototype which is in the last stage of this methodology. Likewise LDA and
cluster classification algorithms were also implemented.

5 Results and Observations—Part A (Comparison of Data
Mining Algorithms)

The Table 1 shows that our proposed prototype is producing the less error rates in
comparison with the other algorithms such as ARM, LDA and CC. ARM algorithm
produces 0.65 error rates that is highest error rates in this comparison table. But our
prototype produces 0.11 that is lowest error rates than the others. LDA produces
0.62 error rates and CC produces 0.54 error rates which are less in comparison with
ARM but more than prototype. The graphical representation of the comparison
table on the basis of error rates is shown below Fig. 1. The Table 2 shows Access
Time of different algorithms and Fig. 2 shows graphical representation comparison
between existing algorithms with proposed algorithm keeping in mind the access
time.

Table 1 Comparison on the
basis of error rates

Algorithm ARM LDA CC Proposed prototype

Error rates 0.65 0.62 0.54 0.11

Fig. 1 Comparison on the
basis of error rates

Table 2 Comparison on the
basis of access time

Algorithm ARM LDA CC Proposed prototype

Access time (in s) 98 89 75 41
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The Table 2 shows that our proposed prototype takes the less access time in
comparison with the other predefined algorithms such as ARM, LDA and CC.
ARM algorithm takes 98 s access time that is highest access time in this comparison
table. But our prototype takes 41 s that is lowest access time than the others. LDA
takes 89 s access time whereas CC takes 75 s access time which is less in com-
parison with ARM but more than prototype. The Table 3 shows Accuracy of
different algorithms and Fig. 3 shows graphical representation comparison between
existing algorithms with proposed algorithm on the basis of accuracy. The table
shows that our proposed prototype is more accurate in comparison with the other
predefined algorithms such as ARM, LDA and CC. ARM algorithms’ accuracy
level is 93.50 %. But our prototype has accuracy 96 % that is highest accuracy level
than the others. LDA have 92 % accuracy and CC have 88 % which is less in
comparison with ARM, LDA and our prototype.

Fig. 2 Comparison on the
basis of access time

Table 3 Comparison on the
basis of accuracy

Algorithm ARM LDA CC Proposed prototype

Accuracy (in %) 93.50 92 88 96

Fig. 3 Comparison on the
basis of accuracy
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The Fig. 4 shows that our proposed prototype is faster than the other predefined
algorithms such as ARM, LDA and CC. ARM algorithm received 1.16 % of data in
first second (1000 ms). After 1 s it shows steady performance i.e. 0.1 % data
received in every 100 ms interval which required 98 s to receive complete data.
LDA algorithm received 1.34 % data in first second. After 1 s it shows steady
performance i.e. 0.11 % data is received in every 100 ms interval which required
89 s to receive the complete data. CC algorithm received 1.74 % data in first
second. After 1 s it shows steady performance i.e. 0.13 % data is received in every
100 ms interval which required 75 s to receive the complete data. As compared with
other predefined algorithms, our Prototype algorithm received 3.87 % data in first
second. After 1 s it shows steady performance i.e. 0.23 % data is received in every
100 ms interval which required 41 s to receive the complete data. This shows better
access time.

6 Results and Observations—Part B (Discovery
of User Latent Behavior)

We now try to extract the different user latent behavior of the Junior Students,
Senior Students, Alumni, Staff, and Faculty. The following figure user categories
and their participation in different activities. From these activities we extract their
latent behavior by using our prototype.

Figure 5 shows that the junior students are interested in wall post (31 %) and
Academic activity (30 %) as compare to the other activities such as Political views
(4 %), Contact Information (7 %), Privacy (8 %), and Relationship Status (20 %).
Then we extract their behavior using these clusters which is shown by our

Fig. 4 Comparison on the
basis of data packet received
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prototype. Hence we say that the junior students are more concentrate in Face book
on the wall post and academic activity. Figure 6 shows that the senior students are
interested in wall post (22 %) and Relationship Status (19 %) as compare to the
other activities such as Political views (17 %), Contact Information (8 %), Privacy
(17 %), Academic Activity (17 %). Then we extract their behavior using these
clusters which is shown by our prototype. Hence we say that the senior students are
more concentrate in Face book on the wall post and Relationship status. Figure 7

Fig. 5 Junior student’s participation

Fig. 6 Senior student participation
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shows that the alumni are interested in wall post (27 %) and Relationship Status
(22 %) as compare to the other activities such as Political views (10 %), Contact
Information (16 %), Privacy (15 %), Academic Activity (10 %). Then we extract
their behavior using these clusters which is shown by our prototype. Hence we say
that the alumni are more concentrate in Face book on the wall post and Relationship
status. The Fig. 8 shows that the staff is interested in Political Views (33 %) and
wall post (27 %) as compare to the other activities such as Relationship Status
(14 %), Contact Information (6 %), Privacy (10 %), Academic Activity (10 %).
Then we extract their behavior using these clusters which is shown by our proto-
type. Hence we say that the staff is more concentrate in Face book on the Political
Views and wall post.

Fig. 7 Alumni participation

Fig. 8 Staff participation
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7 Conclusion

In this research, an empirical approach for Social Network Analysis is presented.
A social network dataset was created by using questionnaire and ARM, LDA and
CC algorithms were implemented. These algorithms were compared on the basis of
error rates; access time, accuracy and data package receive ratios. The second
contribution of this paper is to apply clustering for collaborative filtering for
computer social networks communities and discovery user latent behavior. This
was achieved by suggesting our own prototype. Cross comparisons of our proto-
types with selected algorithms was also done.
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DE Optimized PID Controller
with Derivative Filter for AGC
of Interconnected Restructured
Power System

Tulasichandra Sekhar Gorripotu, Rabindra Kumar Sahu
and Sidhartha Panda

Abstract This present paper focuses on the design of proportional-
derivative-integral controller with derivative filter (PIDF) for automatic genera-
tion control problem. A two-area, six-unit reheat thermal-hydro restructured power
system is considered with nonlinearities such as time delay (TD) and generation rate
constraint (GRC). The gain parameters PIDF controllers are optimized by using
differential evolution (DE) algorithm employed with integral of time multiplied
absolute error (ITAE) as an objective function. The performance of proposed
controller is investigated under all the possible scenarios that take place in a
restructured power market. From simulation results reveals that DE optimized PIDF
controller minimizes the errors effectively.

Keywords Automatic generation control (AGC) � Differential evolution (DE) �
Integral of time multiplied absolute error (ITAE) � Proportional-Derivative-Integral
controller with derivative filter (PIDF)

1 Introduction

In an interconnected power system, a sudden load perturbation (SLP) in any area
causes the deviation of frequencies of all the areas and also in the tie-line powers
[1]. This has to be corrected to ensure the generation and distribution of electric
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power with good quality and which can be achieved by Automatic Generation
Control (AGC) [2]. Automatic generation control, as the name signifies, is used to
regulate the power flow between different areas while holding the frequency con-
stant. The supply frequency may go down if there is an increase in the load and vice
versa. In present days, AGC is becoming popular issue among the researchers in
power system design and operation because of its increase in size, change in the
structure, emergence of non-conventional energy sources, constraints in environ-
ment. In restructured power system, Generating Companies (GENCOs) may or may
not involve themselves in AGC problem [3]. On the other side, Distribution
Companies (DISCOs) may contract with any generating unit of any area on their
interest [4, 5]. Hence, in restructure environment, control is decentralized to a great
extent and Independent System Operators (ISOs) are responsible for maintaining
frequency and tie-line power flows within the tolerable limits [6].

Many articles are reported in literature regarding power system issues of AGC
under restructured scenario [4–11]. Vaibhav et al. [4] demonstrated the concept of
AGC under restructured power system and concept of DISCO participation matrix
(DPM). Recently, Deepak et al. [5] have proposed load following in deregulated
power system. But, they have considered only reheat thermal units without any
nonlinearities. KPS. Parmar et al. have presented [6] interconnected power system
with multi-source power generation in deregulated power environment. However,
they have not considered important any non-linearities in the design model such as
Time delay (TD) and Generation rate constraint (GRC). Therefore, this paper
presents a comprehensive study on dynamic performance of a more practical
restructured two-area, six-unit thermal-thermal-hydro system with physical con-
straints such as GRC and TD.

2 Power System Description Under Study

A two area, six unit (thermal-thermal-hydro) interconnected power system has
been proposed for AGC under deregulation with GRC and TD. The power system
investigated widely used in the literature [6] which is given in the Fig. 1. In
Fig. 1 area-1 comprises of three GENCOs out of which two GENCOs are thermal
power system of reheat turbine and one hydro unit. Area-2 comprises of three
GENCOs as same as area-1. Different PIDF controllers are considered for each
GENCO. In the present study, GRCs of 3 % per minute for thermal units, GRCs
of 270 % per minute for upper generation and 360 % per minute for lower
generation are used for hydro units and a 50 ms delay time is considered [7, 8,
12]. The relevant parametric values of different parameters used in Fig. 1 are
specified in appendix.
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Fig. 1 Transfer function model of multi-source multi area restructured power system
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2.1 Design of Controller and Objective Function

To minimize the frequency deviations and deviations in tie-line power, different
PIDF controllers are provided at each generating unit and the area control errors
(ACE) given by [1]:

ACE1 ¼ B1DF1 þDPTie ð1Þ

ACE2 ¼ B2DF2 � DPTie ð2Þ

In industrial process control, the proportional-integral-derivative controller
(PID) is widely used and the well accepted feedback controller. PID controller can
provide better control performance even though there are dynamic characteristics in
process plant. PID controllers are used when quick action or a response and con-
stancy are required [13]. However, the derivative term in the PID controller will
give unreasonable size control inputs while signal to the input has sharp corners.
However, any unwanted signal in the input control signal will leads to large plant
input signals. This reason may leads to complications in realistic applications [3].
Keeping this in mind, a filter is incorporated in the derivative term and structure of
proposed PIDF controller explained clearly in [8].

In present paper, the ranges of PID gains are considered as [−2 2] and derivative
filter gain as [10 300]. The objective function or a cost function can be defined
depends up on the essential specifications and constraints, in the design of a modern
heuristic optimization technique based controller [8]. Some performance measures
such as the Integral of Squared Error (ISE), Integral of Time multiplied Absolute
Error (ITAE), Integral of Absolute Error (IAE) and Integral of Time multiplied
Squared Error (ITSE) are taken into consideration for the design of control [14].
ITAE not only improve system performance and settling time as well as reduces the
peak and under overshoots [15]. Generally, ITSE has a disadvantage of producing
undesirable controller output for a rapid variations in set point which is not
attractive for the controller design analysis. It has been reported in the literature
survey that ITAE is a better objective function in AGC studies [10–14]. Therefore,
in the present paper ITAE is chosen as objective function. The controller parameters
of PIDF controller (Proportional, Integral and Derivative) and it’s derivative filter
gain are optimized by using ITAE. The mathematical notation for the objective
function (ITAE) is illustrated in Eq. (3) [14].

ITAE ¼
Ztsim

0

DF1j j þ DF2j j þ DPTiej jð Þ � t � dt ð3Þ

where, DF1 and DF2 are frequency deviation of the system; DPTie is the change in
tie line power; tsim is the time range of simulation.
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3 Results and Discussion

Initially, the transfer function model of multi-area, multi-source power system with
nonlinearities such as GRCs and TD under restructured environment is shown in
Fig. 1 is designed in MATLAB/SIMULINK environment. Different PIDF con-
trollers are considered as the secondary controllers to control the area frequencies
and tie-line powers. In area-1 three different PIDF controllers are placed for each
generating unit and the same controllers are placed in area-2 as well. The controller
gains of PIDF are optimized by using differential Evolution (DE) technique. The
concept of DE algorithm and process of tuning the gain parameters is clearly
explained by the authors in [8, 16]. In present study, all the possible open market
scenarios such as poolco, bilateral and contract violation scenarios are considered.
The concepts of above transactions are clearly demonstrated in [4–8] and DE
technique optimized PIDF controller gain values are given in Table 1. In poolco
based scenario, the DISCOs must contract with GENCOs of same area. The area
participation factors (apfs) of 0.4 for each reheat thermal unit and 0.2 for hydro unit
are assumed and a particular case of poolco based scenario is simulated based on
the following DPM:

DPM ¼

0:4 0:4 0 0
0:3 0:3 0 0
0:3 0:3 0 0
0 0 0 0
0 0 0 0
0 0 0 0

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

Table 1 Optimized PIDF controller parameters for different power scenarios

Cases/parameters Poolco based
transaction

Bilateral based
transaction

Contract violation based
transaction

KP1 −0.5559 −1.8479 −1.1032

KP2 0.4811 0.6033 0.2250

KP3 1.2446 1.2655 −1.6243

KI1 −1.9230 −1.6650 −1.6505

KI2 −1.6645 −1.9541 −1.7092

KI3 1.8992 −0.5375 1.8352

KD1 0.6054 −0.3489 −1.8718

KD2 −1.0750 −0.3359 −0.9239

KD3 −0.3860 −0.1465 0.4047

N¬1 45.3860 145.1419 151.3499

N2 87.8473 168.9660 195.9272

N3 84.7754 164.4804 154.3227
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In this scenario, it is considered that 0.5 % load disturbance occurs in DISCO1
and DISCO2 so that the step load perturbation (SLP) in area-1 becomes 1 %.
The SLP in area-2 is zero as DISCO3 and DISCO4 are participated in this particular
scenario and steady state power is also zero. In bilateral scenario, the DISCOs can
have a business with GENCO of any area and in contract violation scenario the
DISCOs may violate the contract of power with GENCOs. The change in scheduled
tie-line power is 0.15 % and DPM for bilateral and contract violation scenarios
assumed as:

DPM ¼

0:2 0:1 0:3 0
0:2 0:25 0:1 0:1666
0:1 0:25 0:1 0:1666
0:2 0:1 0:1 0:3666
0:2 0:2 0:2 0:1666
0:1 0:1 0:2 0:1666

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

In bilateral scenario, it is assumed that SLP of 1 % in each area such that all four
DISCOs have 0.5 % load disturbance. In contract violation scenario, it is considered
that 1 % of uncontracted power demanded in area-1. Hence, in area-1 step dis-
turbance becomes 2 % and in area-2 is 1 %. The dynamic responses of above
transactions are given in Figs. 2, 3 and 4 and the performance index values in terms
of ITAE, minimum damping ratio (MDR), peak over shoot and under shoot values
are given in Table 2. From, Figs. 2, 3 and 4 it is known that the PIDF controller
better enough to minimize the oscillations quickly. It is evident from Table 2 that
poolco based scenario having minimum objective function value (ITAE = 0.2952)
compared to bilateral scenario (ITAE = 0.5300) and contract violation scenario
(ITAE = 0.6612).
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Fig. 2 Dynamic responses of the system for poolco based transaction
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Fig. 3 Dynamic responses of the system for bilateral based transaction
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Fig. 4 Dynamic responses of the system for contract violation based transaction

Table 2 Performance index values for different power transactions

Parameters Poolco based
transaction

Bilateral based
transaction

Contract violation based
transaction

ITAE 0.2952 0.5300 0.6612

MDR 0.2778 0.2977 0.7053

TS (s) ΔF1 14.37 17.43 16.72

ΔF2 14.15 17.91 17.76

ΔPTie 4.39 3.63 11.33

Peak over
shoot

ΔF1 0.0030 0.0022 0.0074

ΔF2 0.0050 0.0012 0.0043

ΔPTie 0.0012 0.0001 0.0008

Under shoot ΔF1 −0.0199 −0.0170 −0.0406

ΔF2 −0.0245 −0.0180 −0.0212

ΔPTie 0.0000 −0.0015 −0.0058
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4 Conclusion

In this paper, an attempt has been made to apply a Differential Evolution
(DE) algorithm to optimize the gains of PIDF controllers for automatic generation
control of multi area multi source power system under restructured environment.
A two area six unit reheat thermal-hydro system is considered to demonstrate the
proposed method and the suitable non-linearities like TD and GRC are considered
for reheat thermal units and as well as hydro units. The system has been investi-
gated all possible of power transactions that take place under restructured envi-
ronment and it is observed that in all the scenarios the changes of frequencies and
tie-line powers becomes zero in steady state with proposed PIDF controller.

Appendix

Data for two area six unit thermal-thermal-hydro system [8]
B1 = B2 = 0.425 p.u. MW/Hz; KPS1 = KPS2 = 120 Hz/p.u. MW; TPS1 = TPS2 = 20 s;
RTH1 = RTH2 = RTH3 = RTH4 = RHY1 = RHY2 = 2.4 Hz/p.u.; TT1 = TT2 = TT3
TT4 = 0.3 s; TSG1 = TSG2 = TSG3 = TSG4 = 0.08 s; KR1 = KR2 = KR3 = KR4 = 0.5;
TR1 = TR2 = TR3 = TR4 = 10 s; T12 = 0.0433; TGH1 = TGH2 = 48.7 s; TW1 = TW2 = 1 s;
TRS1 = TRS2 = 0.513; TRH1 = TRH2 = 10; a12 = −1.
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Opposition-Based GA Learning
of Artificial Neural Networks
for Financial Time Series Forecasting

Bimal Prasad Kar, Sanjib Kumar Nayak and Sarat Chandra Nayak

Abstract Artificial neural network (ANN) based forecasting models have been
established their efficiencies with improved accuracies over conventional models.
Evolutionary algorithms (EA) are used most frequently by the researchers to train
ANN models. Population initialization of EA can affect the convergence rate as
well as the quality of optimal solution. Random population initialization of EAs is
the most commonly used technique to generate candidate solutions. This paper
presents an opposition-based genetic algorithm (OBGA) learning to generate initial
candidate solutions for ANN based forecasting models. The present approach is
based on the concept that, it is better to begin with some fitter candidate solutions
when no a priori information about the solution is available. In this study both GA
and OBGA optimizations are used to optimize the parameters of a multilayer
perceptron (MLP) separately. The efficiencies of these methods are evaluated on
forecasting the daily closing prices of some fast growing stock indices. Extensive
simulation studies reveal that OBGA method outperforms other with better accu-
racies and convergence speed.
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1 Introduction

Stock market index prediction has been considered as an important and challenging
task for the researchers since last few decades. Stock index forecasting is the
process of making prediction about future performance of a stock market, based on
present and past stock market behavior. Stock market behaves very much like a
random walk process, which suggests that stock prices change randomly, and it is
impossible to predict the stock prices. Due to the influence of uncertainties involved
in the movement of the market, stock market forecasting is regarded as a chal-
lenging and difficult task in financial time-series forecasting. Predicting stock
market prices movements is quite difficult also due to its nonlinearities, highly
volatile nature, discontinuities, movement of other stock markets, political influ-
ences and other many macro-economical factors even individuals psychology.
Hence an effective and more accurate forecasting model is necessary in order to
predict the stock market behavior. It has been observed that MLP has been adapted
as the most frequently used ANN by the researchers. A MLP contains more than
one hidden layer, and each layer can contain more than one neurons. The input
pattern is applied to the input layer of the network and its effect propagates through
the network layer by layer. During the forward phase, the synaptic weights of the
networks are fixed. In the backward phase, the weights are adjusted in accordance
with the error correction rule. Some applications of MLP include financial time
series forecasting [1], market trend analysis [2], macroeconomic data forecasting [3]
and stock exchange movement [4]. Some other applications of MLP are found in
railway traffic forecasting [5], airline passenger traffic forecasting [6] and maritime
traffic forecasting [7] etc. MLP has been successfully applied to forecast the
short-term demand of electric load consumption [8] and air pollution [9]. However,
suffering from slow convergence, sticking to local minima are the two well known
lacuna of a MLP. Also there is no formal method of deriving a MLP network for a
given classification task. In order to overcome the local minima, more number of
nodes added to the hidden layers. Multiple hidden layers and more number of
neurons in each layer also add more computational complexity to the network.
Hence, there is no direct method of finding an optimal structure of MLP for solving
a problem. Defining optimal architecture and parameters for MLP is a matter of trial
and error which are computationally very expensive.

The EAs have been used as popular and efficient approach to optimize the
network structure as well as the parameters of neural networks by the researchers.
They are more effective than the conventional algorithm in terms of learning
accuracy and prediction accuracy [10]. Many researchers have adopted a neural
network model, which is trained by genetic algorithm for nonlinear forecasting due
to its broad adaptive and learning ability [11, 12]. In the past few decades several
nature-inspired optimization techniques, particularly population based algorithms
have been applied successfully. Normally these algorithms are motivated by bio-
logical evolution and termed as evolutionary algorithms of metaheuristic. Some of
the genetic level evolutionary algorithms are Genetic Algorithm (GA) [13],
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Memetic Algorithm (MA) [14] and Differential Algorithm (DE) [15]. Similarly,
Particle Swarm Optimization (PSO) [16], Bee Colony Optimization (BCO) etc. are
some of creature level metaheuristic.

It is very common that all EAs start from scratch known as initial population and
gradually try to improve the search performance, hopefully, toward optimal solu-
tion. Due to unavailability of a priori information about the solution, the search
process starts with a random guess and terminates when satisfied with a predefined
criteria. It may happen that the random guess is far from the optimal solution, in
worst case it is in the opposite location and move farther in the successive iterations.
As a result the computational time will increase and may hamper the quality of
solution. Of course it is not possible that we can adopt the best initial guess. In
another way the search can be looking in all directions simultaneously, or more
simply in the opposite direction of the initial guess. This concept is a well known as
opposite base learning (OBL) introduced by Tizhoosh in [17, 18]. The OBL con-
cept is used in this study to generate the better initial population for GA with a hope
of achieving higher convergence speed and prediction accuracy. The GA and
OBGA are used to search the optimal weight and biases vector of a MLP with
single hidden layer.

The rest of the paper is organized as follows. Section 2 describes about the
architecture of the ANN based forecasting model and problem formulation.
Section 3 explains about the conventional GA and OBGA learning for ANN based
forecasting model. Experimental results and analysis have been carried out by
Sect. 4. Section 5 concludes the study followed by a list of references.

2 ANN Based Forecasting Model

The multilayer perceptron has been considered to be capable of approximating
arbitrary functions in terms of mapping abilities. MLP is one of the most widely
implemented neural network topologies. The feed forward neural network model
considered here consists of one hidden layer only. The architecture of the MLP
model is presented in Fig. 1.

The MLP performs a functional mapping from the input space to the output
space. The model considered here contains a single hidden layer and let there are
m neurons in this layer. Since there are n input values in an input vector, the number
of neurons in the input layer is equals to n. The first layer corresponds to the
problem input variables with one node for each input variable. The second layer is
useful in capturing non-linear relationships among variables. This model consists of
a single output unit to estimate one-day-ahead closing prices. The neurons in the
input layer use a linear transfer function, the neurons in the hidden layer and output
layer use sigmoid function presented in Eq. (1).
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yout ¼ 1
1þ e�kyin

ð1Þ

where yout is the output of the neuron, λ is the sigmoidal gain and yin is the input to
the neuron. At each neuron, j in the hidden layer, the weighted output z is calculated
as in Eq. 2.

z ¼ f Bj þ
Xn

i¼1

Vij � Xi

 !
ð2Þ

where Xi is the ith input vector, Vij is the synaptic weight value between ith input
neuron and jth hidden neuron and Bj is the bias value. The output y at the single
output neuron is calculated as in Eq. 3.

y ¼ f B0 þ
Xm

j¼1

Wj � z
 !

ð3Þ

where Wj is the synaptic weight from jth hidden neuron to output neuron, z is the
weighted sum calculated as in Eq. 2, and B0 is the output bias. This output y is
compared to the desired output and the error is calculated.

e ið Þ ¼ y ið Þ � d ið Þ ð4Þ

The error signal e ið Þ and the input vector are employed to the weight update
algorithm to compute the optimal weight vector. To overcome the demerits of back
propagation, we employed the GA which is a popular global search optimization.

Fig. 1 Architecture of MLP based forecasting model
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The network has the ability to learn through training by GA. During the training,
the network is repeatedly presented with the training vector and the weights as well
as biases are adjusted by GA till the desired input-output mapping occurs. The error
is calculated by Eq. 4 and our objective is to minimize the error function as in Eq. 5
with an optimal set of weight and biases vectors.

E ið Þ ¼
XN

i¼1

e ið Þ ð5Þ

3 Evolutionary Algorithm Based Learning

This section explains about the two learning techniques used to optimize the
parameters of the MLP based forecasting model. The Sect. 3.1 explains about the
conventional GA with random population initialization method. The Sect. 3.2
describes the OBGA method which adopting the OBL concept.

3.1 GA Based ANN Learning

Genetic algorithms (GA) are based on biological evolutionary theory which can be
used to solve the optimization problems. The GA works with encoding parameter
instead of parameter itself. They have been considered as popular global search
optimization techniques which work on a population of potential solutions in the
form of chromosomes, attempting to locate the best solution through the process of
artificial evolution. It consists of repeated artificial genetic operations such as
evaluation, selection, crossover, and mutation. The genetic evolution process
consist the following basic steps as described by Algorithm 1.

Algorithm 1- Basic steps of GA
1. Initialization of the search space.
2. Evaluation of fitness of individuals.
3. Apply selection operator. 
4. Apply crossover operator.
5. Apply mutation operator. 
6. Repeat of the above steps until convergence.

The basic search mechanism of GA can be achieved through the genetic operators
such as crossover and mutation. These two operators used to create new individuals
from the existing individuals of the population. The working of GA starts
with the random/uniform population of individuals. The individuals/chromosomes
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are iteratively cycled through the genetic operators. The GA allows the survival of
the fittest individual over some continuous generation for solving the problems. As
the GA moves from generation to generation, there is chance of producing better
solutions. The GA stops by meeting the stopping criteria, which can be the maxi-
mum number of generation or population convergence criteria. Genetic algorithms
are robust, efficient and not vulnerable to getting stuck at local minima like gradient
descent based learning. A complete discussion about GA can be found in [13].

3.2 OBGA Learning of ANN

The basic GA adopts random initialization of search space. The concept of oppo-
sition based learning is to generate better initial candidate solutions for the search
space of the given problem. In this method another set of solutions opposite to the
original solutions is generated so that the probability of choosing fitter solutions can
increase. In a simple opposite of a multidimensional vector xi in an interval of ½a; b�
can be calculated as in Eq. 6.

x^i ¼ ai þ bi � xi ð6Þ

An opposite point of a given point in a search space can be viewed as a point
with all of its dimensions opposite to that of the original point. The chromosome of
GA represents a potential solution in the search space for a given problem. So it is
simple to calculate an opposite of a chromosome which is another potential solution
with better fitness. Let C ¼ ðc1; c2; c3; . . .; cnÞ be a chromosome in an n-dimen-
sional search space, where ci 2 ai; bi½ �8i 2 f1; 2; . . .; ng. An opposite chromosome

of C can be calculated as C
^ ¼ ðc^1; c

^

2; c
^

3; . . .; c
^

nÞ. In this manner an opposite
population can be generated from the original population. Then instead of evalu-
ating the original population only, its opposite population is evaluated simultane-
ously in order to continue the search process with better fit solutions. If the fitness
of opposite population is found to be superior then the original population can be
replaced with the opposite population, otherwise the search process continue with
the original. The major steps of OBGA learning ANN are represented by Fig. 2.

4 Experimental Results and Analysis

For experimental studies closing prices of four stock indices such as FTSE100,
CNX Nifty, Nikkei 225, LSE and S&P 500 have been considered. The indices are
collected from January 01 of 2010 to December 31 of 2014 for a period of 5 years.
The raw data are normalized by min-max normalization method. Both of the
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learning algorithms, i.e. GA and OBGA are used to search the optimal weight and
bias vectors of a MLP shown by Fig. 1. Hence the forecasting models are termed as
GA-MLP and OBGA-MLP. To avoid the stochastic biases of ANN based models,
the average of 10 simulations are considered for performance evaluation. The
optimal parameters of GA and OBGA are presented by Table 1.

Fig. 2 Flow process of OBGA based ANN learning

Table 1 Simulated parameters of GA and OBGA

Parameter Value

Population size 60

Cross over probability 0.6

Mutation probability 0.004

Max. number of generation 200

Selection 10 % best + 90 % binary tournament selection
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The results obtained by experimenting of the models with the same data sets are
summarized in the Tables 2 and 3. For the two evolutionary learning methods the
parameters are remain same as explained in Table 1. To find out the benefit of
adopting OBGA the mean error signals obtained from both of the models are
compared and presented by the Fig. 3. It can be observed from Fig. 3 that the mean
value of OBGA-MLP is quite better than that of GA-MLP in case of FTSE 100 and
S&P 500 data sets. For other data sets the performance improvement is moderate.
However, it can be revealed from this study that the OBGA method improves the
quality of solution as compared to random population initialization used in case of
conventional GA.

Table 2 Results generated by GA-MLP forecasting model from all data sets

Descriptive statistics FTSE 100 CNX Nifty Nikkei 225 S&P 500 LSE

Minimum 0.000065 0.000025 0.000120 0.000075 0.000024

Maximum 0.027501 0.012102 0.012146 0.005833 0.003168

Mean 0.047090 0.020930 0.029516 0.032874 0.036449

Std. deviation 0.174522 0.099603 0.082584 0.305269 0.176500

Table 3 Results generated by OBGA-MLP forecasting model from all data sets

Descriptive statistics FTSE 100 CNX Nifty Nikkei 225 S&P 500 LSE

Minimum 0.000043 0.000081 0.000118 0.000109 0.000027

Maximum 0.023130 0.018573 0.017972 0.021829 0.055480

Mean 0.022947 0.015263 0.020015 0.015663 0.028836

Std. deviation 0.002272 0.001604 0.001882 0.001715 0.003612

FTSE100 CNX Nifty Nikkei 225 S&P 500 LSE
0
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Fig. 3 Performance comparisons of GA-MLP and OBGA-MLP for all data sets
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5 Conclusions

Population initialization of evolutionary algorithms can influence the quality of
solution and convergence speed. This study considered two EA based ANN models
for prediction of next day’s closing prices of five real stock indices. The first model
was trained with the basic GA with random initial population and the second one
with opposition based population initialization called OBGA. For both training
algorithms the same MLP architecture was used as the base model. It has been
observed that OBGA-MLP performed better than simple GA-MLP, due to its ability
to represent the search space unevenly.

The work can be extended further by exploring the OBL concept for other
evolutionary algorithms with faster convergence. Attention can be given toward
adopting higher order neural networks.
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Evolving Low Complex Higher Order
Neural Network Based Classifiers
for Medical Data Classification

Sanjib Kumar Nayak, Sarat Chandra Nayak and H.S. Behera

Abstract Multilayer neural network based classifiers have been proven their better
approximation and generalization ability in medical data classification. However
they are characterize with both computational and structural complexities. This
article proposes an Evolving Functional Link Network (EFLN) for medical data
classification. First, the input signals are mapped from lower to higher dimensional
feature space applying some trigonometric expansion functions. Then the optimal
number of expanded input signals, weight vectors and network parameters are
obtained by an evolutionary search technique. Therefore the optimal network
structure can be achieved on fly by evolving a set of FLNs during training rather
fixing it earlier. The proposed EFLN classifiers are validated with some benchmark
data sets from UCI machine learning repository. The performances are compared
with that of a gradient descent based FLN (GDFLN), multiple linear regressions
(MLR) and a multilayer perceptron (MLP) and found to be superior.
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1 Introduction

Artificial Neural Networks (ANNs) are found to be extensively utilized tools which
can approximate any continuous function to desired accuracy. It also allows the
adaptive adjustment to the model and nonlinear description of the problems. The
ANNs have recently been applied to many areas such as data mining, stock market
analysis, medical data classification and many other fields. It is observed that
Multilayer Perceptron (MLP) has been adopted as the most frequently used ANN
by the researchers for the task of classification and prediction. An MLP contains
one or more hidden layer, and each layer can contain more than one neurons.
Though MLP is the most widely and frequently used technique, but it suffers from
slow and non-convergence. Defining a feasible architecture and parameters for
MLP is very often a matter of trial and error which is also computationally very
expensive. The multilayer neural network approach adds more computational
complexity to the network and also suffers from slow convergence, sticking to local
minima. To bridge the gap between the linearity in the single layer neural network,
an alternative to multilayer approach and highly complex and computation inten-
sive of multilayer approach, functional link neural (FLN) networks have been
employed and proved itself as successful as well as popular model in the domain of
classification and forecasting.

Y.H. Pao has proposed a simplified single layer ANN model called FLN which
maps the nonlinearity of input-output relationship by functional expansion of the
input patterns [1]. It is a class of Higher Order Neural Networks (HONN) that
utilizes higher combination of inputs [2]. The properties of expanding the input
space into a higher dimensional space without hidden units of ANN were intro-
duced. The FLN is basically a single layer network, in which the need of hidden
layers has been removed by incorporating functional expansion of the input pattern.
The functional link acts on an element by generating a set of linearly independent
functions. The input, expanded by a set of linearly independent functions in the
functional expansion block causes an increase in the input vector dimensionality,
which enables the FLN to solve complex classification problems by generating
non-linear decision boundaries. The performance of FLN models have been
experimented during several research works, including pattern classification and
recognition [3], system identification and control [4], functional approximation [5]
and digital communications channel equalization [6]. The trigonometric expansion
is chosen in many research works, because such expansion based models have been
shown to provide improved performance for various applications [7].

In medical data classification, methods with better classification accuracy will
provide more sufficient information to identify the potential patients and to improve
the diagnosis accuracy [8]. Medical database classification is a kind of complex
optimization problem whose goal is not only to find an optimal solution but also to
provide accurate diagnosis for diseases. And therefore, meta-heuristic algorithms
such as genetic algorithm, particle swarm optimization etc., soft computing and
machine learning tools such as neural networks, decision tree, and fuzzy set theory
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have been successfully applied in this area and have achieved significant results [9].
ANN based approach aims to provide a filter that distinguishes the cases which do
not have disease, therefore reducing the cost of medication and overheads of
doctors. Back propagation neural network (BPNN) was used by Floyd et al. for
classification of medical data and this work achieved an overall accuracy of 50 %
[10]. In another study, rule extraction from ANN has been employed for prediction
of breast cancer from Wisconsin dataset [11]. All the above methods used back
propagation learning for training the ANN, where solution got trapped in the local
minima. Therefore, Fogel et al. attempted to solve the medical database classifi-
cation problem using evolutionary computation and could achieve higher prediction
accuracy than the above techniques [12]. However, this work suffered from higher
computational cost in application.

The main objective of this paper is to select optimal number of polynomials as a
functional input to the network to construct the classifier. The selection of optimal
number of functional links is carried out by genetic algorithm. Since the classifier
uses optimal number of functional links, the network becomes less complex in
structure and consuming less computational overhead.

The rest of the paper is organized as follows: Sect. 2 discusses about the FLN
based classifiers along with the proposed EFLN model used. The experimental
results and analysis are carried out by Sect. 3. Section 4 gives the concluding
remark followed by a list of references.

2 FLN Based Classifier

The FLN architecture was originally proposed by Pao et al. [2]. They have shown
that, their proposed network may be conveniently used for function approximation
and pattern classification with faster convergence rate and lesser computational load
than the multilayer perceptron (MLP) structure.

The FLN model considered here is a single layer model with on trigonometric
expansion. Let each element of the input pattern before expansion be represented as
z(i), 1 < i < d, where each element z(i) is functionally expanded as fn(z(i)),
1 < n < N, where N is the number of expanded points for each input element. For
designing the network, at the first instance a functional expansion (FE) unit expands
each input attribute of the input data.

The attributes of each input pattern is passed through the FE unit. Here a single
output neuron is considered. This model does not contain any hidden layer other
than the FE unit. The sum of the output signals of the FE units multiplied with
weights is passed on to the sigmoidal activation function of the output unit. This
estimated output is compared with the target output and error signal is obtained.
This error signal is passed on to the training algorithm as its fitness function and the
model having minimum error is considered as the best fit individual.
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2.1 Gradient Descent Based FLN: FLN-GD

The FLN introduces higher order effects through nonlinear functional transforms
via links rather than at nodes. The FLN architecture uses a single layer feed forward
network without hidden layers. The functional expansion effectively increases the
dimensionality of the input vector and hence the hyper plane generated by the FLN
provides greater discrimination capability in the input pattern space.

For designing the network, at the first instance a functional expansion unit
(FE) expands each input attribute of the input data. The simple trigonometric basis
functions of sine and cosine are used here to expand the original input value into
higher dimensions. An input value xi expanded to several terms by using the
trigonometric expansion functions such as in Eq. 1.

c1 xið Þ ¼ xið Þ
c2 xið Þ ¼ sin xið Þ
c3 xið Þ ¼ cos xið Þ
c4 xið Þ ¼ sin pxið Þ
c5 xið Þ ¼ cos pxið Þ
c6 xið Þ ¼ sin 2pxið Þ
c7 xið Þ ¼ cos 2pxið Þ

8>>>>>>>>>>><
>>>>>>>>>>>:

ð1Þ

The attributes of each input pattern is passed through the FE unit. The sum of the
output signals of the FE units multiplied with weights is passed on to the sigmoidal
activation function of the output unit. The estimated output is compared with the
target output and error signal is obtained. This error signal is used to train the
model. Figure 1 shows the architecture of the FLN-GD model. The FLN model

Fig. 1 Architecture of FLN-GD classifier
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obtains the optimal weight set W iteratively using gradient descent learning algo-
rithm based on the training samples. The learning process of FLN can be explained
as follows:

The estimated output of the FLN forecasting model is calculated as follows:
A fixed number of weight parameters. W and a set of basis functions f are used to

represent an approximating function uw Xð Þ. Now the problem can be represented
as ‘find the optimal weight set W which provide the best possible approximation of f
on the set of input-output samples’. The FLN obtains this solution by updating
W iteratively.

Let there are k training pattern to be applied to the FLN and denoted by
Xi : Yih i; 1� i� k
Let at ith instant 1� i� kð Þ the N-dimensional input-output pattern are given by

Xi ¼ xi1; xi2;���; xiDh i, Ŷi ¼ ŷt½ �1� i� k
The dimension of the input signal is increased from N to N

0
by a set of basis

functions f given by

f Xið Þ ¼ f1 xi1ð Þ; f2 xi2ð Þ; . . .; f1 xi2ð Þ; f2 xi2ð Þ; . . .; f1 xiNð Þ; f2 xiNð Þ; . . .½ �
f Xið Þ ¼ f1 xi1ð Þ; f2 xi2ð Þ; . . .; fN xiNð Þ½ � ð2Þ

W ¼ W1 W2 �� Wk½ �T is the k � N dimensional matrix where Wi

is the weight vector associated with ith output and is given by W1 ¼
wi1 wi2 �� wiN½ �
The ith output model is calculated by Eq. (3)

ŷi tð Þ ¼ u
XN0

j¼1

fj xij
� �

wij

0
@

1
A ¼ u Wi f

T Xið Þ� �8i ð3Þ

The error signal associated with the ith output is calculated by Eq. 4.

ei tð Þ ¼ yi tð Þ � ŷt tð Þ ð4Þ

The weights of the model can be updated using adaptive learning rule as given
by Eq. 5.

wij tþ 1ð Þ ¼ wij tð Þþ lD tð Þ ð5Þ

D tð Þ ¼ d tð Þ f xið Þ½ � ð6Þ
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where

d tð Þ ¼ d1 tð Þ d2 tð Þ . . . dk tð Þ½ �
di tð Þ ¼ 1� ŷ2t tð Þei tð Þ

� �

µ is the learning parameter.

2.2 Proposed EFLN Based Classifier

In the proposed approach, first we define a network structure with a fixed number of
inputs, and a single output as shown in the Fig. 1. Then the input signals are
mapped to higher dimension by using the functional expansion units. The genetic
algorithm performs search over the whole solution space, finds the optimal solution
relatively easily, and it does not requires continuous differentiable objective func-
tions. The problem of finding an optimal FLN to train the model could be seen as a
search problem into the space of all possible parameters. The fitness of the best and
average individual (i.e. FLN) in each generation increases towards a global opti-
mum. It can be used as the tool for decision making in order to solve the complex
nonlinear problems such as medical data classification. The chromosome set of GA
represent a set of potential FLN models. The individual representation in GA is
shown by Fig. 2. Suppose the maximum numbers of trigonometric polynomials are
set to N, then the structure of the individual is represented as follows:

The fitness function which is used to guide the search process is defined in
Eq. (7).

E w;Bð Þ ¼ 1
N

XN
i¼1

y� f w;B; xið Þð Þ2 ð7Þ

where N is the total number of training sample, yi is the actual output and f :ð Þ is the
estimated output of EFLNs.

Input data along with the chromosome values are fed to the set of FLN models.
The fitness is obtained from the absolute difference between the target class level
and the estimated output class level. The less the fitness value of an individual, GA
considers it better fit. The high level architecture of EFLN forecasting model is
shown by Fig. 3.

Functional Input Section Weight Vector Bias Value
1 0 1 ------- 1 W1 W2 W3 --------------- Wn B

Fig. 2 Structure of individual
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The major steps of the GA based FLNN models can be summarized and
described by Algorithm 1.

Algorithm 1 -  EFLN Training:
1. Random initialization of search spaces, i.e. populations.

Initialize each search space, i.e. chromosome with values from the domain 
[0, 1].

2. Mapping of input patterns.
Map each pattern from the lower dimension to higher dimension, i.e. 
expand each feature value according to the polynomial basis functions.

3. While (termination criteria not met)
For each chromosome in the search space

Calculate the weighted sum and feed as an input to the node of output 
layer.

Present the desired output, calculate the error signal and accumulate it.
Fitness of the chromosome is equal to the accumulated error signal.

End
Apply crossover operator.
Apply mutation operator.
Select better fit solutions.

End

3 Experimental Results and Analysis

3.1 Dataset Description

The proposed model has been tested with five medical datasets obtained from UCI
machine learning repository [13]. The following table shows a summary of these

Fig. 3 Architecture of FLN-GD classifier
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datasets. It should be noted that number of attributes in Table 1 is the number of
input attributes plus one class attribute. Further details and properties of all the
mentioned five datasets can be obtained from UCI repository.

3.2 Experimental Setup and Simulation Parameters

All the simulations are carried out in MATLAB R2010a which is installed in a PC
having Windows 7 OS and 2 GB main memory. The processor is Intel dual core
and each processor has an equal computation speed of 2 GHz (approx.). We
adopted the binary encoding for GA. Each weight and bias value constitute of 15
binary bits. For calculation of weighted sum at output neuron, the decimal equiv-
alent of the binary chromosome is considered. A randomly initialized population
with 80 genotypes is considered. GA was run for maximum 250 generations with
the same population size. Parents are selected from the population by elitism
method in which first 10 % of the mating pools are selected from the best parents
and the rest are selected by binary tournament selection method. A new offspring is
generated from these parents using uniform crossover followed by mutation
operator. In this way the new population generated replaces the current population
and the process continues until convergence occurs. The fitness of the best and
average individuals in each generation increases towards a global optimum. The
uniformity of the individuals increases gradually leading to convergence. The
simulated parameters of GA are shown in Table 2.

Table 1 UCI medical dataset properties

Dataset No. of instances No. of attributes No. of classes

WBC 699 11 2

Heart disease 270 14 2

Hepatitis 155 20 2

ILPD 583 10 2

Table 2 Simulation
parameters of GA

Parameter Value

Population size 80

Gene size 15

Crossover probability (Cp) 0.7

Mutation probability (Cm) 0.002

Selection
i elitism
ii binary tournament

10 %
90 %

Max. no. of generation 250
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For all the three models, FLN-GD, MLR, MLP and EFLN, RMSE is noted
against each epoch during training. RMSE is calculated using the formula as in
Eq. 8.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1 ðyi � ŷiÞ2
N

s
ð8Þ

Testing results are classification accuracy, simulation time. Following tables
shows the simulation results for all the four tested datasets. All the four models are
compared for the above three parameters. It should be noted that each simulation is
run for twenty times to avoid any biasness towards results.

From Table 3 it can be observed that the EFLN model generating significantly
lower MSE value as compared to other classifiers. Table 4 presents the classifi-
cation accuracies of all the models. It can be observed that the EFLN has better
accuracies compared to others. Similarly, Table 5 presents the computational time
of all the models in second. Here, it can be observed that the simulation time of
MLP is quite higher than others and the FLN based models have lower computa-
tional overhead.

Table 3 RMSE (mean ± std. deviation) for four tested medical datasets

Dataset MLR MLP FLN-GD EFFLN

WBC 0.4282 ± 0.0198 0.2718 ± 0.0105 0.2600 ± 0.0275 0.1356 ± 0.0023

Heart disease 0.2182 ± 0.0118 0.1928 ± 0.0216 0.1811 ± 0.0124 0.1375 ± 0.0114

Hepatitis 0.2520 ± 0.0248 0.2314 ± 0.0141 0.2322 ± 0.0115 0.2015 ± 0.0088

ILPD 0.4033 ± 0.0322 0.3057 ± 0.0225 0.3013 ± 0.0272 0.1565 ± 0.00116

Table 4 Classification accuracy (mean ± std. deviation) for four tested medical datasets

Dataset MLR MLP FLN-GD EFFLN

WBC 70.69 72.60 75.52 82.56

Heart disease 74.29 76.87 76.93 76.97

Hepatitis 56.28 56.85 57.41 66.30

ILPD 61.65 67.37 67.58 80.77

Table 5 Simulation time (training time + testing time) for four tested medical datasets

Dataset MLR MLP FLN-GD EFFLN

WBC 218.940 + 0.097 276.940 + 0.082 138.990 + 0.072 124.280 + 0.046

Heart disease 256.250 + 0.105 275.131 + 0.095 117.660 + 0.083 87.650 + 0.092

Hepatitis 144.270 + 0.068 194.750 + 0.048 112.280 + 0.033 104.320 + 0.088

ILPD 110.260 + 0.072 134.601 + 0.084 103.261 + 0.033 101.500 + 0.025
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4 Conclusion and Further Works

In order to achieve high classification accuracy, an evolving functional link network
has been presented in this article. The higher order neural network; particularly
FLN has been adopted as the base model. The higher order terms are able to
improving generalization capability of the network while the single layer archi-
tecture is able to overcome the structural complexities as in case of multilayer
approach. A functional link network is represented as an individual in GA and a set
of such FLNs can be seen as a possible search space for the classification problem.
Therefore the optimal FLN structure is chosen by the evolutionary search technique
during training process and not fixed earlier. The performance of the proposed
EFLN models is evaluated on four benchmark data sets used for classification
problem. Also, the performance is compared with that of FLN-GD, MLR, MLP
based classifiers and found to be superior in terms of RMSE, accuracy and simu-
lation time.

The work can be extended by adopting other higher order networks as well as
other evolutionary search techniques.
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Analysis of ECG Signals Using Advanced
Wavelet Filtering Approach

G. Sahu, B. Biswal and A. Choubey

Abstract Electrocardiogram signal is principally used for the interpretation and
assessment of heart’s condition. The main criteria in ECG signal analysis is inter-
pretation of QRS complex and obtaining its feature information. R wave is the most
significant segment of this QRS complex, which has a prominent role in finding
HRV (Heart Rate Variability) features and in determining its characteristic features.
This paper intends to propose a novel approach for the analysis of ECG signals.
The ECG signal is preprocessed using stationary wavelet transform (SWT) with
interval dependent thresholding integrated with the wiener filter and is then subjected
to Hilbert transform along with a window to enhance the presence of QRS com-
plexes, to detect R-Peaks by setting a threshold. The proposed algorithm is validated
with different parameters like Sensitivity, +Predictivity and Accuracy. The proposed
method yields promising results with 99.94 % Sensitivity, 99.92 % +Predictivity,
99.87 % Accuracy. Finally the proposed method is compared with other methods to
show the efficiency of the proposed technique for the analysis of ECG Signal.
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1 Introduction

Electrocardiogram is a diagnostic measure, which reports the electrical activity of
the heart. It is a record of the bio-electric potentials caused due to polarization and
depolarization of cardiac muscles. The ECG signal is a sequence of electric events
labelled with the letters P, Q, R, S, and T as shown in Fig. 1. The amplitude and the
timing of the wave patterns in ECG give the pertinent information about the heart’s
condition. Any variation in the actual rhythm of the heart or heart rate or any
variation in its morphological pattern reports cardiac arrhythmia [1]. Signal accu-
racy is of extreme important for feature extraction and analysis about heart con-
dition. But, during the acquisition of the ECG signal, it is contaminated by different
sources of noises like base line wandering, motion artifacts, power line interference,
electrode contact noise, instrumentation noise generated by electronic devices,
electromyography (EMG) noise etc. These noises greatly lower the signal quality,
which will affect the morphology of the ECG signal containing significant infor-
mation. The ECG being a non-stationary and low frequency signal, normal linear
filters cannot be effective for removing the noise to a greater extent [2]. Even the
normal linear filters cannot be able to remove all the noises present in the ECG. In
literature, different methods of QRS complex detection algorithms have been
suggested. Kohler et al. [3] have classified and compared some significant
approaches on QRS detection. Methodology based on ECG signal derivative has
already been carried out in reference [4]. ECG signal analysis based Hilbert
transform [5, 6] have been used most frequently. QRS detection [7] based on
wavelet transform has been profusely used. Some other methods based on more
intricate approaches using artificial neural networks [8] have already gained some
attention. In this work, an advanced approach of de-noising the ECG signal using
dyadic stationary wavelet transform (SWT) with interval dependent thresholding
(IDT) integrated with the wiener filter is used for initial preprocessing stage and
then Hilbert transform is applied on denoised ECG signal to improve the presence
of QRS complexes thereby detecting the exact position of the R-Peaks by setting a
threshold of about 30 % of the maximum peak.

Fig. 1 ECG waveform
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2 Methodology

Figure 2 shows the block diagram for the proposed QRS detection methodology.
The algorithm processes the ECG signals in three different stages like
pre-processing, post-processing and parameter calculation. The detailed explana-
tions of each of the stages are discussed below.

2.1 Pre-processing

The ECG signals that are available in MIT-BIH database are mixed up with dif-
ferent types of artefacts. These artefacts have to be removed for further analysis and
interpretation. For this an advanced way of filtering the ECG signals is followed.
The procedure for de-noising follows two steps and is shown in Fig. 3.

Step 1: For this, first decompose the signal using stationary wavelet transform
(SWT) [9] with the interval dependent thresholding at different intervals up to third
level, this can be represented by the expression as given below

ym g nð Þ ¼ am nð Þþ bm nð Þ ð1Þ

where am nð Þ represents noise-free signal coefficients, bm nð Þ gives the coefficients of
the noise, m gives decomposition level and then reconstructing the signal for further
processing. In the interval dependent thresholding (IDT), the detailed coefficients at
a particular level of decomposition are divided into certain intervals depending on

Pre-processing

Post processing

Calculation of performance evaluation 

De-noising using SWT with interval 
dependant thresholding integrated with 
Wiener filter

Input ECG Signal

Apply Hilbert Transform

Windowing

Thresholding

Fig. 2 Block diagram for the
proposed methodology
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the distribution of detail amplitudes. With IDT, the threshold values are taken
separately for each level of transformation as the high frequency and low frequency
parts of signals have different values of mean and standard deviation [10].

Step 2: The second step consists of SWT2, wiener filter (W) and ISWT2, which
is the inverse of the wavelet transform of SWT2. By implementing ISWT1, the
estimate êðnÞ is obtained, which approximates the noise-free signal eðnÞ. This
above estimate is used for designing the wiener filter (W), which can be applied to
the real signal [11]. The Wiener filter requires an estimate of a clean signal, which
estimates the error correction factor for adjusting of transform coefficients.

W ¼ â2m nð Þ
â2m nð Þþ r̂2bmðnÞ

ð2Þ

where, â2mðnÞ takes the wavelet coefficients obtained from the estimate êðnÞ which is
squared and r̂2bm nð Þ represents the variance of the noise coefficients. The noisy
coefficients ymðnÞ are processed in the W block, using the correction factor of the
wiener filter in Eq. (2), for obtaining the modified coefficients

kym nð Þ ¼ ym nð Þ �W nð Þ ð3Þ

The output signal d nð Þ is a filtered ECG signal used for further assessment is
achieved by taking the inverse transform ISWT2 representing the reconstruction of
the signal in the modified coefficients by kym nð Þ as taken in Eq. (3). The filtered
output is shown in Fig. 4.

Fig. 3 Stationary wavelet transforms with interval dependent thresholding (IDT) and the Wiener
filtering used for pre-processing of ECG Signal
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2.2 Post-processing

The fundamental step in ECG signal processing is the precise detection of the QRS
complexes, especially R peaks. After pre-processing, the resultant filtered signal is
post processed for the QRS complex extraction. In this paper, the R-Peak detection
can be best enhanced by using Hilbert transform along with a window which gives
the exact location of R-Peaks [5].

2.2.1 Hilbert Transform

For a given function q tð Þ; the Hilbert transform (HT) is defined as

q̂ tð Þ ¼ H q tð Þ½ � ¼ 1
p

Z1

�1
q sð Þ 1

t� s
ds ð4Þ

where, ‘H’ represents the Hilbert transform operator and q̂ tð Þ is the HT of signal
qðtÞ. The HT provides a time varying and a linear function of uðtÞ and equation can
be rewritten as the convolution between the signal and 1=pt, i.e.

q̂ tð Þ ¼ 1
pt

� qðtÞ ð5Þ

500 1000 1500 2000 2500 3000 3500
800

1000

1200

1400

Samples

A
m
pl
itu

de

500 1000 1500 2000 2500 3000 3500
-200

0

200

400

600

Samples

A
m
pl
itu

de

(a)

(b)

Fig. 4 a Input ECG from MIT-BIH database. b Filtered ECG after applying advanced wavelet
filtering approach
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Re-arranging the Eq. (5) and applying FT, we have

F q̂ tð Þf g ¼ 1
p
F

1
t

� �
Ffq tð Þg ð6Þ

The Fourier transform of 1
t is simplified to

F
1
t

� �
¼

Z1

�1

1
y
e�j2pfydy ¼ �jp � sgn f ð7Þ

where sgn f ¼
þ 1; f [ 0
0; f ¼ 0
�1; f\0

8<
:

Then the Fourier Transform of the HT of qðtÞ is set by (6) as

F q̂ðtÞð Þf g ¼ �j sgn f F q tð Þf g ð8Þ

The results are obtained in the frequency domain by multiplying the spectrum of
qðtÞ with j þ90�ð Þ for the negative frequencies and �j �90�ð Þ for positive fre-
quencies. Further by applying IFT, the time domain results can be achieved. Hence,
the HT of the original function qðtÞ represents its harmonic conjugate.

The analytic signal of the original signal qðtÞ is expressed as

v tð Þ ¼ q tð Þþ jq̂ tð Þ ð9Þ

The envelope A tð Þ of v tð Þ can be obtained by

A tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q2 tð Þþ q̂2ðtÞ

p
ð10Þ

The instantaneous phase angle is given by

h tð Þ ¼ arctan
q̂ tð Þ
q tð Þ

� �
ð11Þ

The Hilbert transform has the advantage of nature of odd functionality. That
means whenever there is a change in inflection of the input signal (i.e. when the
signal slope changes from positive to negative, or from negative to positive) the
Hilbert transformed signal will cross the horizontal axis [6]. This property is
favorable for QRS detection as the R-wave in the complex is obeying the property
of change in slope.

432 G. Sahu et al.



2.2.2 Windowing

Windows are commonly used to reduce the effect of leakage but cannot eliminate
leakage entirely. In effect, they only change the shape of the leakage. In this work
Triangular window is taken, which reduces the effects of final samples. Filters
designed using this window have wider transition region. As a result, it is necessary
to have a higher order filter in order to keep the same transition region. In process
the technique should maintain the normal ECG specifications to get the real R-R
intervals, to this the large sampled signals such as ECG signals are need to maintain
window length.

2.2.3 Thresholding

Thresholds are dynamically calculated with regard to estimates of signal noise.
Basically noise is any non-QRS ECG signal shapes, which is approximated by
taking the normal ECG characteristic values of the result of the envelope over a
time window to decide the reliable QRS complex. A threshold of about 35 % of the
maximum value over the window is selected and points which exceed this value are
selected as QRS points where as the others are treated as the non QRS points. If two
peaks are detected within 200 ms, one of the peaks must be eliminated upon review
of both amplitudes and relative position of both peaks to the previous QRS peak.
By this process, accurate QRS complexes are detected by the Hilbert transform with
a window by setting a threshold value (Fig. 5).

3 Results

The proposed methodology is tested using MIT-BIH Arrhythmia database [12]. The
database contains 48 half-hour of two channel ECG records each having 30 min of
duration at a sampling rate of 360 Hz with 11-bit resolution over a 10 mV range.
This database includes different categories of ECG signals with acceptable quality,
sharp, tall or wide P and T waves, muscle noise, multiform premature complex
ventricular junction, supraventricular arrhythmias, baseline drift, QRS morphology
variations, conduction abnormalities, and irregular heart rhythms. The accuracy of
the proposed technique to detect the QRS complexes is quiet high.

3.1 Performance Assessment

The actual performance of the proposed algorithm is validated by the quantitative
results of True-Positive, False-Positive and False-Negative [13].
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True-positive (TP): The number of correctly detected actual heart beats; False-
positive (FP): The number of incorrectly detected heart beats labelled as heart beats
which are actually not heart beats; False-negative (FN): The number of heart beats
that are actually heart beats but were not labelled as heart beats.

The performance criteria of this QRS detection methodology is validated using
the sensitivity (S), the positive predictivity (+P) and Accuracy (Acc) values which
are calculated as given below:

Sensitivity ¼ TP
TPþFN

� 100 ð12Þ

þPredicivity ¼ TP
TPþFP

� 100 ð13Þ

The entire performance of the method is validated through detection accuracy.
The accuracy is commonly expressed as:

Accuracy ¼ TP
TPþFPþFN

� 100 ð14Þ

Table 1 shows the results obtained from the signals in MIT-BIH arrhythmia
database. The proposed algorithm resulted 31 false negatives (FN), and 26 false
positives (FP), overall sensitivity of 99.94 %, Positive Predictivity of 99.92 % and
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Fig. 5 a Input ECG from MIT-BIH database. b Signal envelop with detected R-peaks. c R-peak
positions of the input

434 G. Sahu et al.



an overall accuracy of 99.87 % for all annotated beats. The results obtained here are
compared with the other existing methodologies.

Table 2 shows a comparison on results of performance evaluation among
Pan-Tompkins algorithm and Moving average method. On the whole, the proposed
method produces better performance.

Table 1 Performance evaluation of the methodology for the signals in MIT-BIH Database

MIT-BIH data base TP FP FN S (%) P (%) A (%)

100 2273 0 0 100 100 100

101 1866 0 0 100 100 100

102 2186 3 2 99.9 99.86 99.77

103 2084 0 0 100 100 100

104 2228 9 1 99.95 99.6 99.55

105 2561 3 10 99.61 99.88 99.49

106 2025 2 2 99.9 99.9 99.8

107 2135 2 2 99.9 99.9 99.81

109 2530 0 2 99.92 100 99.92

111 2123 3 1 99.95 99.86 99.81

112 2539 0 0 100 100 100

113 1793 1 2 99.93 99.95 99.93

114 1878 3 1 99.94 99.84 99.79

115 1953 0 0 100 100 100

117 1534 2 1 99.93 99.86 99.80

118 2275 0 0 100 99.86 99.86

119 1986 2 1 99.95 99.89 99.84

121 1863 0 0 100 100 100

122 2475 1 1 99.96 99.96 99.91

123 1518 0 0 100 100 100

124 1619 0 0 100 100 100

Total 43,444 31 26 99.94 99.92 99.87
S Sensitivity, P Predictivity, A Accuracy

Table 2 Comparison of the
proposed algorithm with
existing methods

S. no Method Sensitivity Predictivity

1 The proposed method 99.94 99.92

2 Pan-Tompkins method [13] 99.75 99.54

3 Moving average method [14] 99.87 99.27
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4 Conclusion

The proposed method provides a robust and proficient method of QRS detection
based on Hilbert transform incorporating with advanced wavelet filtering approach.
The pre-processing stage in this method is based on interval dependent thresholding
in stationary wavelets integrated with the wiener filter. This noise reduction is an
important initial step to improve the results of later processing. The post-processing
stage uses Hilbert transform and a windowing technique to identify the exact
positions of true R-peaks of the ECG signal. The proposed algorithm is performing
well with a Sensitivity of 99.94 %, Positive Predictivity of 99.92 % and accuracy
with 99.87 %. The results, when compared with the earlier techniques like
Pan-Tompkins algorithm and Moving average method, are showing that the pro-
posed method is working efficiently for QRS complex detection.

References

1. Afonso, X., Tompkins, W.J., Nguyen, T., Luo, S.: ECG beat detection using filter banks. IEEE
Trans. Biomed. Eng. 46, 230–236 (1999)

2. Al Mahmdy, M., Bryan Riley, H.: Performance study of different denoising methods for ECG
signals, Science Direct. Procedia Comput. Sci. 37, 325–332 (2014)

3. Kohler, B.U., et al.: The principles of software QRS detection. IEEE Eng. Medicine Biol.
Mag. 21, 42–57 (2002)

4. Arzeno, N.M., Deng, Z.D., Poon, C.S.: Analysis of first-derivative based QRS detection
algorithms. IEEE Trans. Biomed. Eng. 55(2), 478–484 (2008)

5. Thulasi Prasad, S., Varadarajan, S.: Heart rate detection using Hilbert transform. Int. J. Res.
Eng. Technol. 2, 508–513 (2013)

6. Benitez, D., Gaydecki, P.A., Zaidi, A.: The use of the Hilbert transform in ECG signal
analysis. Comput. Biol. Med. 31, 399–406 (2001)

7. Ruchita, G., Sharma, A.K.: Detection of QRS complexes of ECG recording based on wavelet
transform using Matlab. Int. J. Eng. Sci. 7(2), 3038–3034 (2010)

8. Arbateni, Khaled, Bennia, Abdelhak: Sigmoidal radial basis function ANN for QRS complex
detection. Neurocomputing, Elsevier 145, 438–450 (2014)

9. Shivappriya, S.N., Shanthaselvakumari, R., Gowrishankar, T.:ECG delineation using
stationary wavelet transform. In: International Conference on Advanced Computing and
Communications (ADCOM), IEEE, pp. 271–274 (2006)

10. Li, G.: Noise removal of Raman spectra using interval thresholing method. In: Second
International Symposium on intelligent Information Technology Application, IITA’08.
Shanghai, China, vol. 1, pp. 535–539 (2008)

11. Nikolev, N., Nikolov, Z., Gotchev, A., Egiazarian, K.: Wavelet domain Wiener filtering for
ECG denoising using improved signal estimate. In: IEEE International Conference on
Acoustics, Speech and Signal Processing (ICASSP), vol. 6, pp. 3578–3581 (2000)

12. Mark, R., Moody, G.: MIT-BIH arrhythmia database. http://www.physionet.org/physiobank/
database/mitdb

13. Pan, J., Tompkins, W.J.: A real time QRS detection algorithm. IEEE Trans. Biomed. Eng.
BME-32(3) March (1985)

14. Chen, S.W., Chen, H.C., Chan, H.L.: A real-time QRS detection method based on
moving-averaging incorporating with wavelet denoising. Comput. Methods Programs
Biomed. 82, 187–195 (2006)

436 G. Sahu et al.

http://www.physionet.org/physiobank/database/mitdb
http://www.physionet.org/physiobank/database/mitdb


Fast Multiplication with Partial Products
Using Quaternary Signed Digit Number
System

P. Hareesh, Ch. Kalyan Chakravathi and D. Tirumala Rao

Abstract The computation speed is restricted with the binary number system by
generation and transmission particularly for the carry, as the bit size increments.
Using a quaternary Signed Digit number system one may achieve an adder, sub-
traction which can be of carry free, borrow free respectively for multiplication.
However QSD number system necessitates a different set of major modulo based
logic aspects for every arithmetic operation. QSD is a superior radix number sys-
tem, which is used for every arithmetic operation with generate carry free operation
and the number scope for QSD is −3 to 3. Proposed QSD multipliers with gen-
erating partial products which perform very high speed operation as compared to
QSD adders and also used for number of times addition process increasing. The
addition process is a carry free operation and other processes for the digits of large
numbers like 126,256 or further can be exerted with persistent delay and low
difficulty. Tools Modelsim 6.0, Microwind are used.

Keywords Quaternary signed digit multiplier � Quaternary signed digit addition �
Intermediate carry � Intermediate sum

1 Introduction

These high recital adders [1] are necessary then the digital computer efficiency [2]
greatly determined by the accuracy of adders used in the system. Digital signal
processing in which adders are used to achieve a variety of algorithms like FIR, IIR
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etc. In earlier period themain confront for VLSI designer is to decrease area of chip by
using proficient optimization methods. The addition carry free, which is possible due
to redundancy in QSD numbers. The representation of signed-digit which allocates
for fast subtraction and fast addition So the subtraction or addition digit is merely
purpose of the digits in two adjoining digit locations of the operands for a radix
greater than 2, and 3 adjoining digit locations for a radix of 2. Therefore, the add time
for two redundant signed-digit numbers is a persistent self-reliant of the word size of
the operands, which is the key to high quickness computation. An Algorithm for plan
of QSD adder and multiplication is projected. Simulation and synthesis processes are
done and the timing report is generated for QSD adder by using VHDL codes. QSD
numbers have saving storage of 25 % as compared to BCD [3, 4]. As scope of QSD
number is from 3; 2; 1; 0; 1; 2; 3

� �
which is equal to{−3,−2,−1, 0, 1, 2, 3}. QSD

number can be converted into decimal number D ¼ Pn�1
i xi4i. QSD number is 3 bit

2’s complement notation. xi is any value from set.

2 Design Algorithm for n-Digit QSD Adder

The number scope of QSD is −3 to 3, the addition outcome of two QSD digits
differs number scope −6 to +6. Table 1 represents output for all feasible combi-
nations of two numbers. In two digit QSD result the digit LSB stands for the sum
bit and the MSB digit stands for the bit carry. QSD digit illustration is used for
avoid this bit carry to transmit from lower digit LSB location to MSB location. To
achieve carry free addition [2], the addition follows 2 steps [5].
Step 1

Table 1 IC and IS among −6
to +6

Sum QSD number representation QSD number coding

−6 22; 12 12

−5 23; 11 11

−4 10 10

−3 11; 03 11

−2 12; 02 02

−1 13; 01 01

0 00 00

1 01; 13 01

2 02; 12 02

3 03; 11 11

4 10 10

5 11; 23 11

6 12; 22 12
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An Intermediate carry (IC) and Intermediate sum (IS) are produced by this
primary stage from the input QSD numbers i.e. addend or augend

Step 2 Next stage unites intermediate sum of present digit with the intermediate
carry of the minor significant digit

After these two steps, for eliminate the advance moving of carry there are two
laws are executed.
Rule 1 Primary rule declares that the magnitude of intermediate sum must be in

the number scope is −2 to +2
Rule 2 Next one declares that magnitude of the intermediate carry must be in the

number scope is −1 to +1. It can be represented in 2 bits but functionally it
can be represented in 3 bits. This n-digit QSD adder is explained by one
example

Example: Perform 4 digit QSD addition for A = 56, B = 23.
Here A, B are decimal numbers. So A, B should be converted into their

equivalent QSD.

A ¼ 56ð Þ10¼ 0� 43 þ 3� 42 þ 2� 41 þ 0� 40 ¼ 0320ð ÞQSD

B ¼ 23ð Þ10¼ 0� 43 þ 1� 42 þ 2� 41 þ 1� 40 ¼ ð0121ÞQSD. Now addition
of two QSD numbers

The sum output result is 1101
� �

QSD. If it is converted into decimal number. Then

got (80)10. Here above example shows QSD numbers added one time. Here one
important issue is if suppose for example 56 is added 56 times. Then what hap-
pened is the time delay is increased to get the resultant output of QSD addition.
So QSD addition is complicated for addition of repeated times and also large time is
taken to get addition result for addition of repeated times. So QSD multiplication
process is used to get these results [6].
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3 Algorithm for n-Digit QSD Multiplier

The multiplication result Mi is partial product among an n-number input. An−1 − A0

is a single number input, Bi, where i = 0 to n − 1. The number scope of each QSD is
−3 to 3. The multiplication result number scope is −9 to +9. The multiplication
contains following 2 steps [6, 7].
Step 1 An Intermediate carry (IC) and Intermediate sum (IS) are produced by this

primary stage from the input QSD numbers
Step 2 Next stage unites intermediate sum of present digit with the intermediate

carry of the minor significant digit. After these two steps, for eliminate the
advance moving of carry there law is executed

Rule: The intermediate sum and intermediate carry must be in number scope −2
to +2.

Hence the resultant QSD multiplication digits having scope between −4 and +4.
This multiplication procedure can be explained below example.

Example: To perform QSD multiplication for A = 56; B = 23
This n-digit QSD adder is explained by one example.
Example: Perform 4 digit QSD addition for A = 56, B = 23.
Here A, B are decimal numbers. So A, B should be converted into their

equivalent QSD numbers.

A ¼ 56ð Þ10 ¼ 0� 43 þ 3� 42 þ 2� 41 þ 0� 40 ¼ 0320ð ÞQSD

B ¼ 23ð Þ10 ¼ 0� 43 þ 1� 42 þ 2� 41 þ 1� 40 ¼ ð0121ÞQSD

Now addition of two QSD numbers

This is QSD multiplier output result. So 56 × 23 = (01030120)QSD = (1288)10
(Table 2, Fig. 1).
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Table 2 IC and IS of single
number QSD multiplication

Multi QSD number represent QSD number coding

−9 21; 33 21

−8 20 20

−4 10 10

−3 11; 03 11

−2 12; 02 02

−1 13; 01 01

0 00 00

1 01; 13 01

2 02; 12 02

3 03; 11 11

4 10 10

5 11; 23 11

6 12; 22 12

7 13; 21 21

8 20 20

9 21; 33 21

Fig. 1 n-digit multiplication
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4 Simulation Results

(a) Simulation results for QSD addition

QSD adders are perform high speed operations as compared to binary number
adders. In binary adders carry free additions are not performed. Because propa-
gation delay is increased. QSD adders perform carry free addition operations. So
overall propagation delay is decreased as compared to binary additions.
Verilog HDL code is compiled and simulated producing tool Modelsim. The
simulation results are shown below for single-digit QSD addition. By using this
single digit addition n-digit QSD additions or operations may perform. Example of
n-digit QSD adder is shown in Design algorithm for n-digit QSD adder (Fig. 2).

Here a[2:0] and b[2:0] is 3 bit inputs and IC[2:0], IS[2:0] are Intermediate Carry,
Intermediate Sum respectively. For dissimilar or different value for a, b the output
values are shown below Table 3.

Fig. 2 Output results of single digit QSD adder

Table 3 Output results of
single digit QSD adder

Input Output

QSD Binary Deci QSD Binary

a b a b Sum IC IS IC IS

3 3 011 011 6 1 2 001 010

3 2 011 010 5 1 1 001 001

2 −3 010 101 −1 0 −1 000 111

−3 2 101 010 −1 0 −1 000 111

3 1 011 001 4 1 0 001 000

−3 −1 101 111 −4 −1 0 111 000

0 −3 000 101 −3 −1 1 111 001

−2 1 110 001 −1 0 −1 000 111

1 −3 001 101 −2 0 −2 000 110

0 0 000 000 0 0 0 000 000

−1 2 111 010 1 0 1 000 001

0 −1 000 111 −1 0 −1 000 111

−1 −1 111 111 −2 0 −2 000 110

0 1 000 001 1 0 1 000 001

1 −1 001 111 0 0 0 000 000

−2 1 110 001 −1 0 −1 000 111
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(b) Simulation results for QSD multiplication

Proposed QSD multipliers perform very high speed operation as compared to QSD
adders for large numbers and also used for number of times addition process
increasing. QSD multipliers are formed by QSD adders. The n-digit QSD multi-
plication with partial products is performed by using VHDL code. Verilog HDL
code is compiled and simulated producing tool Modelsim. Here 4-digit QSD
multiplication with partial products is performed by using VHDL code. The sim-
ulation results are shown below (Fig. 3).

Here Table 4 shows results for 4-digit QSD multiplication. Each input having
4-QSD digits. Each QSD digit having 3 bits. So for 4-digit each input having 12
bits. The resultant output having maximum 27 bits. So a[11:0], b[11:0] are inputs, r
[26:0] is output.

(c) Comparison delay time between QSD adders and QSD multipliers

Proposed QSD multipliers perform very high speed operation as compared to QSD
adders for also for used number of times addition process increasing. So at this

Fig. 3 Simulation result using 4-digit QSD multiplication

Table 4 QSD multiplication results for 4-Digit QSD multiplication

Input Output

a[11:0] b[11:0] r[26:0]

000000011010 000000000010 000000000000000001111010000

000011010000 000001010111 000000001000011000001110000

000001000000 000000001000 000000000000000001000000000

000000001000 000000001000 000000000000000000001000000
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situation QSD adder takes large time to get required output. So speed of operation is
less for QSD adders as compared to QSD multipliers. Time delay [8] is taken from
timing report. Generate the timing report. This can be seen in synthesis report
(Table 5).

(d) Simulation results for power dissipation

Multipliers use adders. Here also QSD multipliers use QSD adders to get proper
result. The number of interconnections are less for QSD adders as compared to
Binary adders. So power dissipation is less in QSD adders as compared to Binary
adders. Proposed QSD multipliers use QSD adders so power dissipation is less for
QSD operations. VHDL adder code is compiled in Microwind tool. The layout is
performed. After this, run the simulation and adjust the frequency. As frequency
decreases the power dissipation [8] also decreases (Table 6, Figs. 4 and 5).

Table 5 Delay time between QSD adders and QSD multipliers

Time delay QSD adder QSD multiplication

Number of times addition process increasing 5.854 ns 4.635 ns

Table 6 Comparison between frequency versus power dissipation

Frequency (MHz) Power dissipation (µW)

20 34.929

10 34.353

5 33.492

Fig. 4 Simulation result for power dissipation 34.929 µW using Microwind (20 Mz)
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5 Conclusion

Proposed QSD multipliers with generating partial products which perform very
high speed operation as compared to QSD adders and also used for number of times
addition process increasing. The single digit QSD multipliers and single digit QSD
adders are used for design n-digit multiplication. These circuits have less power
dissipation. The dynamic power dissipation is 33.492 µW at 5 MHz frequency due
to using QSD adders and better performance is shown. The delay of planed scheme
is 4.635 ns. Tool Modelsim6.0 used for simulating process of this plan and power
dissipation is observed by using Microwind.
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Mathematical Model for Optimization
of Perishable Resources with Uniform
Decay

Prabhujit Mohapatra and Santanu Roy

Abstract Waste stemmed from inappropriate management is a major challenge for
perishable resources. Improvement of the inappropriate management has great
potential to improve the efficiency of the resources. This research aims to maximize
profit and reduce resource spoilage through a fitness value approach based on the
decay rate of the perishable resources. A particular type of resource whose decay
rate is uniform with time is considered here and is defined as uniform perishable
resource. But here in this paper it is shown that the best way to utilize those
resources is to follow the first method (i.e. to pick up the best resource first).

Keywords Optimization � Resource management � Uniform decay

1 Introduction

A resource is a supplier from which profit can be generated. The various types of
resources may include natural resources such as materials, consumable resource
such as energy, or other inputs that are utilized in the process of production. Profits
of the resource utilization can be proper system functioning, fulfillment of needs,
and increased assets. From the perspective of human being, a natural resource is the
source obtained from the nature to satisfy various human needs [1]. The concept of
resource has been applied in different fields, including with respect to computer
science [2], economics [3–5], biology and ecology [6], management, and human
resources [5]. Various factors of human society need allocation of resource through
proper management. Resource management is an efficient and effective way for
resource utilization [7, 8]. Resources have three primary features: limited stock,
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utility, and tend to degrade. The fitness value of the resource is defined as the
measure of utility of the resource. It represents the amount of output or satisfaction
the resource can produce. The fitness value of those resources may get increased,
decreased or may remain fixed with time depending on their nature. The resources
whose fitness value gets decreased with time are only considered here and they are
defined as perishable resources. The examples of such type of resources are stocks
like chemicals, fruits and vegetables, drugs, blood cells which are perishable in
nature [9, 10]. If the perishable nature is uniformly proportional to time, then it is
being defined as uniform perishable resources.

2 Background Theory

The concept of perishable resources arises when in an industry or organization the
resources have a short span of life. Some of these resources can be stored for
considerably longer time but decomposes eventually. They begin to deteriorate until
eventually they become unfit for utilization. This deterioration is known as decay
and leads to resource spoilage. These gradual changes that cause deterioration and
decay in resources are due to certain organisms and chemicals present in the
resources and outside the resources. Particular examples of such types of resources
are perishables foods such as fish, meat, milk, bread and vegetables. Most natural
food resources have a limited life.

The fitness value is defined as the measure of utility that the resource produces
and it is represented in real positive values. Fitness value is used only for com-
parison purpose among all the resources of same kind. The resource which pro-
duces maximum utility among resources of same kind is defined as best resource,
and the resource which has minimum fitness value is defined as the worst resource
and all other’s fitness values lie in between them. Some of the resources may have
the same fitness values. As mentioned above the resources are perishable in nature,
so their utility also starts to decrease as time passes. Hence, their fitness value
decreases. The rate at which it decreases is defined as decay rate. The minimum
utility fitness value can be denoted as zero. If any resource’s utility fitness value
reaches zero, then it can’t fall further. The resource which is picked up first will
have full utility fitness value. Another thing, the fitness value of these resources can
decrease uniformly or non-uniformly depending on time. But here for simplicity the
uniform decay rate is considered only.

The next thing is to optimize the utility fitness values of the resources, so that the
maximum profit or gain can be reached. One way is to pick up the worst one among
all the resources of same kind, so that its utility fitness value will not fall further.
Then other resources would be picked up one by one in ascending order. The best
resource would be picked up at the end. Another method is the reverse order i.e. to
pick up first the best resource, then the other resources in descending order. One can
also pick up the resources randomly. To give an example of this situation, one can
consider of a bunch of fruits, where the person has to eat only one at a time. In the
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bunch of fruits all may look differently. Some may have ripened very much, some
may not. So, depending on their condition the one which can stay longer or the best
among them is given maximum fitness value and the one whose condition is very
bad or the worst among them is given the minimum fitness value. The fitness values
of remaining fruits lie in between them. Now, the question arises—which one to eat
first? In general, people do select first the one which is very much in bad condition
as it may not last longer and at last the best one. Alternately one may select first the
best among them and at last the worst one. The mathematical modeling of these
methods gives a clear picture in the next section.

3 Mathematical Modeling

Let f1; f2; f3; . . .. . .:; fnð Þ be fitness values of n resources x1; x2; x3; . . .. . .:; xnð Þ of one
kind. Assume that they have been sorted in descending order such that
fi � fj; 8xi [ xj ; i; j 2 N. As the resources are perishable in nature, their fitness
values are likely to decrease uniformly. Let the fitness values decrease at the decay
rate of p% per unit of time. For our convenience the unit of time may be considered
as 1 day. So, for each day the utility fitness value decreases with decay rate of p% of
the total value initially present for each resource. If a resource xi is chosen on mth
day, then the fitness value fi decreases m times of p% of fi. Instead of p%, a constant
amount of p can also be considered to decrease for each day in some specific
problems. These problems are independent of initial fitness values and are defined
as constant decay rate.

Two methods forward (↑) and backward (↓) are defined here, where the forward
moves from best (f1) to worst (fn) where as backward moves from worst (fn) to best
(f1). In forward method f1 is picked up first, so it will receive full fitness value.
Similarly in backward method fn is picked up first, so backward method will receive
complete fitness values. If any fi is received on nth step, then its fitness values will
decrease ðn� 1Þ times of their total fitness value present initially. Both fn and f1 are
picked up in forward and backward methods respectively. The modified fitness
value of each variable is given in utility fitness Table 1.

Claim 1 The forward method is always better than or equal to the backward
method.

Proof we have to show that the sum of all fitness values of the forward method is
greater than or equal to that of backward method. From the utility Table 1 it is to
prove that

f1 þ f2 � f2 � p%ð Þþ � � � þ fn�1 � fn�1 � n� 2ð Þp%ð Þþ ðfn � fn � n� 1ð Þp%Þ
�

fn þ fn�1 � fn�1 � p%ð Þþ � � � þ f2 � f2 � n� 2ð Þp%ð Þþ f1 � f1 � n� 1ð Þp%ð Þ:
ð1Þ
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Simplifying by subtracting the common terms, the final equation is to show that

ðf2 � p%Þþ f3 � 2p%ð Þþ � � � þ ðfn�1 � n� 2ð Þp%Þþ ðfn � ðn� 1Þp%Þ
�

f1 � n� 1ð Þp%ð Þþ f2 � n� 2ð Þp%ð Þþ � � � þ fn�2 � 2p%ð Þþ fn�1 � p%ð Þ:
ð2Þ

If n = odd, then Eq. (2) becomes

ðfnþ 3
2
� 2p%Þþ ðfnþ 5

2
� 4p%Þþ � � � þ ðfn�1 � n� 3ð Þp%Þþ ðfn � ðn� 1Þp%Þ

�
fn�1

2
� 2p%

� �
þ fn�3

2
� 4p%

� �
þ � � � þ f2 � n� 3ð Þp%ð Þþ f1 � n� 1ð Þp%ð Þ:

ð3Þ

But fnþ 3
2

� �
� fn�1

2

� �
; fnþ 5

2

� �
� fn�3

2

� �
; . . .; fn�1ð Þ� f2ð Þ; fnð Þ� f1ð Þ:

Hence Eq. (1) concludes.
Similarly when n = even, then Eq. (2) becomes

ðfnþ 2
2
� p%Þþ ðfnþ 4

2
� 3p%Þþ � � � þ ðfn�1 � n� 3ð Þp%Þþ ðfn � ðn� 1Þp%Þ

�
fn
2
� p%

� �
þ fn�2

2
� 3p%

� �
þ � � � þ f2 � n� 3ð Þp%ð Þþ f1 � n� 1ð Þp%ð Þ:

ð4Þ

But fnþ 2
2

� �
� fn

2

� �
; fnþ 4

2

� �
� fn�2

2

� �
; . . .; fn�1ð Þ� f2ð Þ; fnð Þ� f1ð Þ:

Hence Eq. (1) concludes.
Equation (1) is satisfied in both the cases. Hence the claim is proved.
Claim 2 The forward method is equal to the backward method in case of

constant decay rate, if all the fitness values ðf i �mpÞ are non-zero positive or
strictly positive.

Table 1 Utility fitness Table 1

Resources Fitness values Forward method (↑) Backward method (↓)
x1 f1 f1 f1 � f1 � ðn� 1Þp%
x2 f2 f2 � f2 � p% f2 � f2 � ðn� 2Þp%
x3 f3 f3 � f3 � 2p% f3 � f3 � ðn� 3Þp%
x4 f4 f4 � f4 � 3p% f4 � f4 � ðn� 4Þp%
. . . .

. . . .

. . . .

xn�3 fn�3 fn�3 � fn�3 � n� 4ð Þp% fn�3 � fn�3 � 3p%
xn�2 fn�2 fn�2 � fn�2 � n� 3ð Þp% fn�2 � fn�2 � 2p%
xn�1 fn�1 fn�1 � fn�1 � ðn� 2Þp% fn�1 � fn�1 � p%
xn fn fn � fn � ðn� 1Þp% fn
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Proof Two methods forward (↑) and backward (↓) are also defined here as men-
tioned before. The only difference is that if any fi is received on nth step, then its
fitness values will decrease ðn� 1Þ times of a fixed value p instead of p%. The
utility fitness table is given (Table 2).

Let the fitness value of fi at any step is non-zero. Then the total fitness value of
the forward method is given by

f1 þ f2 � pð Þþ f3 � 2pð Þþ � � � þ fn�1 � n� 2ð Þpð Þþ ðfn � n� 1ð ÞpÞ:

It can be rearranged as

f1 � n� 1ð Þpð Þþ f2 � n� 2ð Þpð Þþ � � � þ ðfn�2 � 2pÞþ fn�1 � pð Þþ fn:

This is nothing but the total fitness value of the backward method. Hence the
second claim is proved.

4 Examples and Applications

4.1 Problem 1

A person purchases one dozen of bananas from market to consume it over 12 days
(one each per day). Consider three cases, where in first case maximum bananas are
in very good condition, in second case maximum are in average condition and in
third case maximum are in very bad condition. Based on their appearance and
condition, they may be given fitness values in between zero to hundred as follows.

Table 2 Utility fitness Table 2

Resources Fitness values Forward method (↑) Backward method (↓)
x1 f1 f1 f1 � ðn� 1Þp
x2 f2 f2 � p f2 � ðn� 2Þp
x3 f3 f3 � 2p f3 � ðn� 3Þp
x4 f4 f4 � 3p f4 � ðn� 4Þp
. . . .

. . . .

. . . .

xn�3 fn�3 fn�3 � n� 4ð Þp fn�3 � 3p

xn�2 fn�2 fn�2 � n� 3ð Þp fn�2 � 2p

xn�1 fn�1 fn�1 � ðn� 2Þp fn�1 � p

xn fn fn � ðn� 1Þp fn

Mathematical Model for Optimization of Perishable Resources … 451



Case 1: 98,95,90,90,87,85,81,79,75,70,65,60.
Case 2: 95,90,75,75,65,65,45,40,35,30,25,15.
Case 3: 60,55,50,45,40,35,30,25,20,15,10,05.

Due to perishable nature, let these values decrease 5 % per day. Then we have to
find the order in which the person has to consume the bananas in each case so that
maximum benefit can be gained and check whether the hypothesis is satisfied in
each case or not.
Solution
Let the bananas be consumed using both forward and backward methods.
Case 1 Maximum bananas are in good condition.

The corresponding utility fitness of each banana is given in utility fitness
Table 3.
From the table, it is found that the average of forward method is 60.72083,
whereas the average of backward method is 56.9666.

Case 2 Maximum bananas are in average condition.
The corresponding utility fitness of each banana is given in utility fitness
Table 4.
From the utility fitness Table 4, it is found that the average of forward
method is 43.8958, whereas the average of backward method is 35.25.

Case 3 Maximum bananas are in bad condition and the corresponding utility
fitness of each banana is given in utility fitness Table 5.
From the utility fitness Table 5, it is found that the average of forward
method is 26.54166, whereas the average of backward method is 20.5833.
From the tables and results, one can easily conclude that—forward method
is always better than backward method.

Table 3 Utility fitness Table 3

Resources Fitness values Forward method (↑) Backward method (↓)
x1 98 98.00 44.10

x2 95 90.25 47.50

x3 90 81.00 49.50

x4 90 76.50 54.00

x5 87 69.60 56.55

x6 85 63.75 59.50

x7 81 56.70 60.75

x8 79 51.35 63.20

x9 75 45.00 63.75

x10 70 38.50 63.00

x11 65 31.00 61.75

x12 60 27.00 60.00

Average 81.25 60.72083 56.9666
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5 Conclusions

The proposed work is particularly applicable only to uniform perishable resources
and it has significant importance to some industrial problems where we have to
keep stock of perishable resources like vegetables, fish, milk, chemicals etc. The
same work may be applicable to non-uniform perishable resources also. The only
drawback of the proposed work is that if the number of resources is large, then
some resources’ utility functional values may vanish before the algorithm reaches
the resource. For example in the given problem with 5 % decay rate, if there are 50

Table 4 Utility fitness Table 4

Resources Fitness values Forward method (↑) Backward method (↓)
x1 95 95.00 42.75

x2 90 85.50 45.00

x3 75 67.50 41.25

x4 75 63.75 45.00

x5 65 52.00 42.25

x6 65 48.75 45.50

x7 45 31.50 33.75

x8 40 26.00 32.00

x9 35 21.00 29.75

x10 30 16.50 27.00

x11 25 12.50 23.75

x12 15 06.75 15.00

Average 54.58 43.8958 35.25

Table 5 Utility fitness Table 5

Resources Fitness values Forward method (↑) Backward method (↓)
x1 60 60.00 27.00

x2 55 52.25 27.50

x3 50 45.00 27.50

x4 45 38.25 27.00

x5 40 32.00 26.00

x6 35 26.25 24.50

x7 30 21.00 22.50

x8 25 16.25 20.00

x9 20 12.00 17.00

x10 15 08.25 13.50

x11 10 05.00 09.50

x12 05 02.25 05.00

Average 32.50 26.54166 20.5833
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resources then the utility fitness value of each resource becomes zero after 21
resources. So, the utility fitness values of remaining 29 resources have no effect to
the method. The proposed work is good when the number of resources is less or the
rate of decay is very slow. The same work can also be extended to the durable
resources whose fitness values increase periodically with time.
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Server Consolidation with Minimal SLA
Violations

Chirag A. Patel and J.S. Shah

Abstract Cloud computing is very promising technology to deliver computing
resources like infrastructure (IaaS), platform (PaaS), software (SaaS) etc. in form of
services over the Internet. Server consolidation is the mechanism to minimize active
(running) physical servers in the data center of cloud service provider.
Consolidation helps the service provider to make efficient usage data center
resources and in turn to minimize running cost of data center. Users have to pay as
per service usage. SLA is like contract between cloud service provider and users.
Service Level Agreement (SLA) is the mechanism of providing guaranteed services
to cloud users. SLA Violation may cause high penalties to service provider. In this
paper it is shown that if consolidation is maximized, it may cause more number of
SLA violation. A balanced approach of server consolidation with minimal SLA
violations is suggested in this paper.

Keywords Server consolidation � Datacenter � VM migration � Cloudsim

1 Introduction

Cloud computing is the Internet based paradigm where computing resources are
provided in form of services. Cloud service provider (CSP) maintains one or more
data centers to provide services. Each cloud data center may contain large number
of computing servers and networking equipments. The concept of Service level
agreement (SLA) is used to guarantee client services. SLA considers various
parameters like service availability, response time, elasticity, scalability and many
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more. Data center contains large number of physical servers which are used to
deploy virtual machines. One physical server hosts more than one virtual machines
using virtualization technology. Energy consumption of datacenter is directly
proportional to number of active physical servers. Server consolidation is the
process of minimizing active physical servers in data center.

Server consolidation helps CSP to make efficient use of datacenter resources and
in turn reduces energy consumption. Virtual machine migration is the process of
moving VM from one physical machine to other physical machine. This concept of
VM migration is used to achieve efficient consolidation. VM migration may cause
performance degradation and SLA violations. In this work, limit on maximum
allowed migration of each VM is kept while doing server consolidation. Limit on
maximum allowed migrations for each VM helps to achieve balanced VM
migrations i.e. Even numbers of migrations are distributed across all VMs.
Experiment results show that, limit on migrations of individual VM increases
energy consumption of datacenter but reduces overall SLA violations. In Sect. 2,
related work is discussed. Problem formulation is discussed in Sect. 3. Section 4
represents proposed methodology. Section 5 discusses about experiments and
results. At last, Sect. 6 contains conclusion and future work.

2 Related Work

Cloud computing is latest paradigm to deliver each computing resource in form of
services over the medium of Internet. Many authors have worked in areas like VM
placement, VM migration, Server consolidation, SLA management etc.

In [1], power aware best ft decreasing (PABFD) technique is used for VM place-
ment. Algorithms are suggested form host overload and under load detection. Host
overload is detected by methods like utilization threshold. For consolidation of VMs,
various selection methods are suggested like minimum migration time. In [2] authors
have concentrated on various resource optimization parameters like reactivity,
robustness, resourceoptimization andSLAviolations.Bin packing approach [3] is used
to solve optimization problem. Main idea is to divide items (VMs) into different types
like B-item, L-item, S-item etc. similarly bins are also classified. Each bin can hold
specific type of item. This approach is applied to minimize unnecessary migrations. In
paper [4] concept of computational geometry is used to manage SLA based advance
reservation of resources. By using concept of AR, IaaS providers are able to lock
infrastructure resources to guarantee that customers can invoke services during agreed
time interval. Geometric representation (graph of capacity over time) helps to record,
manage and trace AR requests. In [5, 6], work related to cloud SLA management is
done [5]. Proposes a language SYBLforSLAmanagement [7].Considered elasticity as
SLA parameter and compared private cloud with public cloud like Amazon.

In [8], multi-dimensional SLA constraint model is proposed to consider different
types of hardware resources. Resource outage event occurs when aggregate resource
consumption from VMs hosted by same server exceeds hardware capacity of server.
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3 Problem Formulation

In this work, we have considered two SLA parameters. First, number ofmigrations for
individual VM during consolidation and second, overall host utilization. If same VM
is migrated multiple times, its performance will degrade and SLA violation may
occur. Similarly if host utilization value is above defined threshold, VMs on that host
may not get required resources andmay lead to SLAviolation. Our goal is tominimize
active servers with minimal SLA violations. Same can be represented as bellow.

P = {P1, P2,….., Pm} is set of m physical machines
Pi
C = Total Capacity of PM Pi in terms of tuple (RAM, CPU, N/W)

Pi
U = Utilized Capacity of PM Pi in terms of tuple (RAM, CPU, N/W)

V = {V1, V2,….., Vn} set of n virtual machines in datacenter
Vj
R = required capacity of VM Vj terms of tuple (RAM, CPU, N/W)\

M = m × n matrix where
Mij = 1 if VM Vj is assigned on PM Pi

0 otherwise
S = {S1, S2,….. Ss} is a set of SLAs
th = Threshold defined by user e.g. 80 % (to identify over utilization of host)
mig_th = Threshold defined by user e.g. 3 (to specify maximum number of allowed
migrations for each VM)

Optimization function = Use minimum number of active PMs
Minimize ∑Yi where i ε{1….m}
Yi = 1 if ∑Mij ≥ 1    where  j ε {1….n}

0 Otherwise
Here function, ∑Yi represents total number of active servers. Each Yi is one, if

number of hosted VMs on that server is greater than or equal to 1.

Constraints:
C1: For all VM Vj,∑ Mij = 1 where i ε {1….m}
C2: For each VM Vj, migrationCount(Vj) <= mig_th
Here constraint C1 ensures that VM cannot be hosted partially on two different

servers. C2 ensures that same performance of same VM is not degraded all time.

4 Proposed Methodology

During consolidation phase, servers which are over utilized and underutilized are
identified and migration map is prepared. Migration map contains VMs to be
migrated. The selection of VM for migration is done based on criteria MMT
(Minimum migration time). Migration time of VM is related to its size and network
speed. VM with minimum migration time is added into map. For identifying over
utilized hosts, threshold value is checked. Based onmigration map two operations are
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performed, first VMs are migrated and unused servers are powered off and second
load of each over utilized host is kept bellow threshold value. Consolidation is done
periodically. Algorithms for scheduling VMs and consolidation are as bellow.

Schedule_VM (Fist fit based approach)

Input: set of VM Requests V, Set of Hosts (PMs) H

 Output: Mapping of requested VMs to Hosts

Begin

1.   For each VM request Vi, in V, 

 2.    For each host Hi in H

3. If current load of Hi < threshold && Hi has enough resources for Vi then

 4. Deploy Vi on Hi

5.     Repeat step 2, 3 till V is deployedi

 6. If no suitable host found for vi, then display message

7. Repeat step 2– 6 till VM request set is empty.

End

Optimize_DC (MMT as selection criteria)
Input:  Set of currently deployed VMs VM_LIST Set of Hosts HOST_LIST

Current mapping of VMs and PMs
 Output: 

Optimized mapping of VMs and PMs as MIGRATION_MAP
 Begin 

1. Find over utilized hosts (hosts_overutilized) based on  pre defined 
threshold value

 2. for each over utilized host, 
 2.1 find VM to migrate based on selection criteria (MMT)
 2.2 Add VM to MIGRATION _MAP if migration count of that VM is 

less than mig_th
 2.3 Repeat 2.1 and 2.2 till host is not over utilized

3.    Repeat above step till no host is over utilized
4.    For each VM in MIGRATION_MAP, find suitable host and complete 

migration
5.    Find under-utilized hosts (hosts_underutilized) based on pre defined 

                 threshold value
6.    for each under-utilized host, 

6.1 Add each currently running VM to MIGRATION _MAP if 
migration count of that VM is less than  mig_th

6.2 Repeat 6.1 till host is empty
7.    Migrate all VMs in MIGRATION_MAP to suitable hosts

8.    Repeat step 1– 7 after each pre defined interval.
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5 Experiments and Results

CloudSim simulator [9] is used to perform experiments. Three parameters were
considered in experiments namely: energy consumption of datacenter, SLA per-
formance degradation of VMs and SLA time per active host. Experiment scenario is
as bellow.

VM allocation Policy: Best Fit decreasing
VM selection Policy: Minimum migration time
Overload threshold th=0.8
Max migration per VM mig_th=3
Workload: Planetlab
We have taken above parameters with different number of hosts and VMs like

(20 hosts, 50 VMs), (50 hosts, 100 VMs), (100 hosts, 200 VMs) and (200 hosts,
400 VMs). Experiment results are tabulated as bellow. Here the assumption is made
that performance of VM degrades by 10 % during migration. SLA time per active
host defines the amount of time active host runs with load more than th.

We have considered three evaluation parameters namely: Energy consumption
of data center, %SLA performance degradation due to migrations and %SLA time
per active host.

Energy consumption in datacenter is mainly because of cpu, memory, disk
storage, networking equipments. It is linearly proportional to number of active PMs.
Server consolidation reduces number of active PMs and hence energy consumption
of data center.

Other parameter is %SLA performance degradation. When VM is migrated from
one PM to another, during migration process performance of VM degrades. It is
assumed here that 10 % CPU performance will degrade while VM is in migration
stage. If more migrations will occur, it may cause more SLA violation.

Third parameter we have considered is %SLA time per active host. percentage of
time, during which active hosts have experienced the CPU utilization of 100 %
(Tables 1, 2 and 3).

Based on tabular results, graphs are plotted as bellow. From results we can find
that restriction of maximum migrations for individual VM (Figs. 1, 2 and 3).

1. Decreases SLA performance degradation due to migrations.
2. Decreases SLA time per active host
3. Increases energy consumption of datacenter

Table 1 Energy consumption of datacenter (kWh)

VMs PMs W/o migration limit With migration limit

50 VMs 20 PMs 0.71 0.98

100 VMs 50 PMs 1.52 1.99

200 VMs 100 PMs 3.22 4.55

400 VMs 200 PMs 6.75 10.03
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Table 2 % SLA performance degradation due to migration

VMs PMs W/o migration limit With migration limit

50 VMs 20 PMs 0.03 0.03

100 VMs 50 PMs 0.06 0.04

200 VMs 100 PMs 0.05 0.04

400 VMs 200 PMs 0.07 0.05

Table 3 % SLA time per active host

VMs PMs W/o migration limit With migration limit

50 VMs 20 PMs 0.03 0.03

100 VMs 50 PMs 0.06 0.04

200 VMs 100 PMs 0.05 0.04

400 VMs 200 PMs 0.07 0.05

Fig. 1 Energy consumption
of datacenter kWh

Fig. 2 %SLA performance
degradation due to migrations
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6 Conclusion and Future Work

A balanced approach for server consolidation is discussed in this paper. Form the
experiments it is shown that keeping limit on maximum migration count of indi-
vidual VM increases datacenter energy consumption slightly but causes reduction
in SLA violations. Overall numbers of migrations are also reduced. In our work we
have taken static threshold value for overload/under load detection and minimum
migration time (MMT) as VM selection technique for migration.

In future some other methods for overload and under load detection can be
considered. Same way selection of VM for migration can be done based on some
other parameters.
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Predicting Consumer Loads for Improved
Power Scheduling in Smart Homes

Snehasree Behera, Bhawani Shankar Pattnaik, Motahar Reza
and D.S. Roy

Abstract Smart homes form one of the major components leveraging demand
response within the smart grid paradigm. Flexible pricing policies along with the
capability of scheduling power among many homes form the crux of a wide variety
of smart home power management controllers. However leveraging power
scheduling for smart homes while keeping user costs minimal is a challenging
proposition and involves complex multistage, stochastic, non-linear optimization
techniques. For ease of computation, heuristic algorithms can be employed that
require consumer load corresponding to smart homes which are not available a
priori. The efficiency of power scheduling heuristics, however depend on the
accuracy of the consumer loads forecasted. In this paper, we focus on developing a
technique that can efficiently forecast consumer loads and thereafter the predicted
load is fed to a GA heuristic based power scheduling algorithm for smart homes.
Detailed procedure for the aforementioned forecasting has been presented and the
results obtained are analyzed.
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1 Introduction

Demand response has been hinted as one of the key elements of smart grid parlance
that promises operating the grid as its optimal [1]. Several variation of implementing
DR has been proposed in literature such as Direct Load Control (DLC) that is very
effective in maintaining energy balance [2] yet suffer from being inflexible and
intruding from customers point of view; Dynamic pricing that allows customers a
way of participating the Demand Response scheme through incentive-penalty
mechanism [3] and so on. Power scheduling refers to the scheme where Demand
Response is employed by altering customers’ original power usage pattern to
achieve the higher goal of sustaining the grid optima. Power schedules for every
customer needs to be prepared for each and every customer participating in such
Demand Response scheme within the Smart Grid parlance. In order to prepare valid
and feasible schedules for customer, the Smart Grid regulates this task to a controller,
which has been referred to as the Home Energy Management Systems (HEMS) in
literature [4, 5]. It has to be born in mind that in order to generate optimal power
schedules, the HEMS require information regarding the customer consumption load,
in an hour-wise denomination. Since the HEMS generate power schedules for every
house within the set of smart homes in a day ahead fashion at the granularity of 1 h
slots, such load data is not available a prior to the HEMS. This necessitates the use of
appropriate techniques for predicting the hourly load for every customer.

In one of our recent works [6], we have presented a metaheuristic formulation
using Genetic Algorithm that minimizes customers’ overall energy cost by means
of an intelligent power scheduling scheme. However, in that work the proposed
scheme was tested with very limited data pertaining to customers’ hourly demand.
In order to test the efficacy of such metaheuristic, it is necessary to its employ much
more realistic predicted customers load. To the end, this paper presents compre-
hensive details of how such data can be forecasted using a well known dataset,
namely the UCI Machine Learning Repository [7] that provides the electric con-
sumption for one household.

The remainder of this paper is organized as follows: Sect. 2 presents the related
work. Section 3 summarizes the Genetic Algorithm based optimal power
scheduling problem in a HEM. Section 4 presents details of how realistic dataset is
formed for UCI dataset. In Sect. 5, the simulation setup and simulation parameters
have been presented. Section 6 introduces the experiments conducted. Section 7
concludes the paper.

2 Related Work

Demand response (DR) [1] in its multifarious forms including market DR &
physical DR; when employed combinedly has been hinted as a key for attaining
sustained grid optimal. Besides, DR scheme can range from as invasive and

464 S. Behera et al.



inflexible schemes like direct load control (DLC) [2] to much more
customer-premise oriented and non-invasive, like dynamic pricing [3]. In the for-
mer case, the grid directly takes initiative to turn residential appliances ON or OFF
to maintain grid energy balance; whereas the latter employs a varying pricing
strategy with incentive-penalty scheme for inducing customers to shift their load in
a harmonious way.

Within the purview of residential energy management, there has been a variety
of research areas, ranging from issues related to design of smart homes and their
implementation [8] to a host of DR programs. A few researchers have also delved
into optimal energy management problem by means of certain non-linear opti-
mization techniques as in [4], extending these to account for possible rebound peak
[6] and so forth. Reference [9] presents coordinated management strategies that
accounts for multimode appliances by means of Markov Decision Process.

3 Genetic Algorithm Based Optimal Power Scheduling
Problem in a HEM

3.1 Objective Function

For the power scheduling problem, the optimization criteria considered fulfills the
demand of the customer by minimizing the cost of user u. Mathematically the
problem is defined as:

min
Si2Sched

P

u2User
s2Slot

EPC½u�½s��PR½s� ð1Þ

Subject to:

X

u2User
s2Slot

EPC½u�½s� ¼ TOTDEM½u� ð2Þ

X

u2User
s2Slot

EPC½s�½u� � TOTPOW ½s� ð3Þ

The Eq. (1) depicts the objective function that minimizes cost for all users. Here
EPC[u][s] and PR[s] denotes the power required by user u in slot s and its cor-
responding prices given by retailer in advance. Sched, User, Slot indicates the sets
of all possible schedules, participating users and number of slots in a day
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respectively. The constraint in (2) and (3) specifies the real time scheduling con-
straints. TOTDEM[u] and TOTPOW[s] denotes the total power demand provided
by every user in a day-ahead fashion and total hour wise dispensable power for a
retailer (for slot s) respectively. For easy computation of the function, a cost vector
is considered of size Sched and the cost is calculated for each schedule of Sched
storing the result in increasing order.

3.2 Mapping the Power Scheduling Problem with Genetic
Algorithm

In reality, scheduling power among a large number of residences is a challenging
problem. For this paper, we propose a simulation model that uses the Expected
Power Consumption (EPC) model has been proposed in [6]. This model has been
formulated by estimating total power demand of individual users and also the hour
wise power demand for each user. In [6], the EPC matrix was formed based on
limited information. In this paper, however we generated the EPC matrix for every
house based on realistic dataset through time series analysis. An entry in the EPC
matrix, for instance EPC[u][s] denote the power demanded by user u in slot s.
Entries corresponding EPC[u][s] are the predicted values generated from the time
series analysis of the UCI dataset for a user. Rest of the EPC matrices will be
generated based on the forecasted EPC matrix using normal distribution.

Encoding of chromosomes is one of the challenges while solving a problem with
GA. We have considered the direct representation of encoding in the proposed
power scheduling algorithm. All feasible solutions are stored in a vector of size
no_chromosomes(n). An initial population of chromosomes is generated at the
beginning to generate n chromosome. To do so, we generated random chromo-
somes with normal distribution. The fitness considers two parameters namely user
cost and demand fulfillment. On retailers’ side, it has to provide slot-wise price
information and also balance load among users such that overall load (demand) is
within available power with the grid overall time slots In this paper, we have
considered two fitness functions: in the first case (FF1), at every iteration the best
chromosomes are chosen whereas for the other case (FF2), 0.9 % chromosomes are
chosen from the best chromosomes and the remaining 0.1 % are those with worst
fitness values.

We have considered single-point crossover for our simulation purposes. For our
problem we have considered two mutation operators, namely move and swap based
on their fitness. The set of selected chromosomes, selected[i], is denoted with 1 if
the chromosome is selected or is set to 0 otherwise.
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4 Dataset Formation

4.1 Forming the EPC Matrix by Time Series Analysis

Time series are the series of data over a time period and analysis of the time series
means using the past and current observation we can find the future values. Time
series analyses are used in various fields such as statistics, signal processing,
econometrics and mathematical finance [10]. In time series normally forecasting
models such as ARIMA, ARMA, MA, SRIMA are found by using which we can
predict future values for better estimation of anything (i.e. stock, weather report
etc.). In our paper we are using this time series analysis for predicting consumers
load so that we can minimize the overall cost of HEM and can balance the grid from
blackouts.

The objective of this research is to decide upon an appropriate model for pre-
dicting day ahead electricity consumption in a household effectively. For that
purpose, we have employed Box and Jenkins method [11]. This predicted data will
be used in the HEM for optimizing the electricity consumption and cost for each
individuals.

The proposed load prediction comprises of a time series process and the steps
involved have been summarized in the schematic depicted Fig. 1.

This paper uses the UCI dataset [7] for household power consumption in a single
residence at a sampling rate of 1 s between 2006-12-26 to 2010-11-26. We used R
[12] and R Studio [13] for building the model. The first step in using the afore-
mentioned dataset is to fill the missing values since it can negatively affect the

Constructing and decomposing the Time series for daily

UCI Dataset Data Preprocessing

Choose One or More Model

Estimation of chosen model 

Models checking regarding statistical suitability

Good 
Model?Predicted EPC matrix

Fig. 1 Schematic diagram depicting the steps to generate EPC matrix
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prediction efficacy and thus lead to poor forecasted model. The UCI dataset’s
resolution is every second, i.e., power consumption for every second is noted.
However, for residential energy management, consumption data required is on
hourly or in some cases on a daily basis. Thus we had to modify the data format to
suit the forecasted user consumptions..

Auto regressive integrated moving average (ARIMA) [10] is one of the time
series models which is a mixed version of autoregressive moving average (ARMA)
model and ease to find mixed model parameters. ARIMA model uses three
parameters named p, d and q for auto regression, integration and moving average of
the dataset. This model is represented as ARIMA (p, d, q) where p, d, q are non
negative integer values. For understanding and predicting time series, ARIMA
model is mostly used. For a particular datasets initially an appropriate ARIMA
model is found out with the smallest possible value for the parameters so that
analysis and prediction of data can be appropriate.

The Akaike Information Criteria (AIC) is basically used for statistical model.
While comparing two or more time series models, it is considered that that the
lowest AIC should be chosen for the realistic data analysis. According to
Box-Jenkins method, the value of p and q of ARIMA model should be two or less
or the total number of parameters should be less than three [10].

The model with the smallest AICc (Akaike Information Criterion) and RMSE
(Root Mean Square Error) value is selected. In R we have used the auto.arima()
function to get the best suitable model for our dataset. After analysis we got
ARIMA (0, 0, 1) as the suitable model for our dataset. Extensive details pertaining
to model selection has been adopted based on [14].

Here the prediction is done on daily basis for an individual user which is rep-
resented in a matrix i.e. EPC matrix. As the predicted realistic data is only for one
user it is a limitation for the HEM optimization using Genetic algorithm. So, we
have to extrapolate this matrix for other users. Here Table 1 show the parameters
which are used for predicting a suitable model for the dataset for each category of
user.

EPC matrix which is an extension of the EPC Model we had presented in [6]
includes:

i. A set of users demanding power.
ii. A set of time slots (periodic).
iii. Daily total power demand for all consumers.
iv. User-wise total power consumption.
v. The EPC matrix of size num_users × num_slots, where a position EPC[u][s]

indicates the power required by user u in slot s.

Table 1 Parameter
estimation for different
prediction models

ARIMA AIC AICc RMSE

(0,0,1) 8.56 10.56 0.1786

(1,0,1) 10.87 14.96 0.2895

(1,0,0) 11.54 13.01 0.2109
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4.2 Extrapolating the EPC Matrix for All Users

In our analysis we have predicted the daily demand of one user on hourly basis
from the UCI dataset. Further this realistic demand is extrapolated for 50 users
by generating the random variables under Gaussian assumption for the realistic
EPC[u][s] matrix which is the input for our HEMs assuming that the consumer
loads across a smart homes within a HEMS. The parameters of this Gaussian
distribution which predicts realistic demand for the users are estimated by 95 %
confidence interval around zero using UCI dataset.

5 Experimental Simulation & Parameter Setup

In this paper to simulate power scheduling for residential consumers certain
assumptions are made with respect to customers’ involvement and energy retailer.
As per our assumption retailer is providing day ahead hourly energy prices to the
customers in a dynamic pricing fashion on or before 12:00 am. To get a better cost
optimization we have predicted every customers hourly load demand.

5.1 Simulation Setup

For the purpose of simulation, dynamic base prices of electric power has been
assumed to be at three levels, namely at Rs. 4, Rs. 8 and Rs. 10 respectively for
off-peak, normal and peak load hours. We have derived the hourly prices with an
assumption that these hourly prices fluctuate within 20 % of the above mentioned
base prices and they are normally distributed. To account for variations in con-
sumers’ power demands, we have considered three categories of customers based
on their power demand. Category 1 (U1) customers are characterized by a maxi-
mum daily demand of 50 Wh, whereas category 2 customers (U2) possess a
maximum demand of 100 Wh and category 3 (U3) customers have a maximum
demand is 200 Wh. Also we have assumed that each category as 50 users each in
the residential area. These values depend on the actual problem at hand and thus
once the formulation is done, these parameters can be used.

5.2 Parameters for Genetic Algorithm (GA) and HEMS

This section presents a summary of the simulation parameters used in this paper.
Parameters pertaining to smart home energy management and genetic algorithm
have been provided in Tables 2 and 3 respectively.
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6 Results and Discussion

6.1 Simulation Environment

For reckoning the simulation model we used the system with following hardware
specifications: Intel Core i5-2400@ 3.10 GHz X4, RAM: 3.38 GB, HDD: 226.2 GB,
and some of the software specification are Windows (32-bit) operating system, C++
as programming language and R3.2, R Studio as statistical tool [12, 13].

As an input for our GA we have an EPC matrix with 50 rows (users) and 24
columns (hourly slots) of 100 matrices for each user category and a cost vector
which provides price for 24 h.

6.2 Result Obtained and Observation

Table 4 depicts cost comparison among the two approaches, namely using GA for
optimization using fitness function (FF1) and without using GA. Table 5 depicts the
same, but considering the other fitness function, namely FF2. Such comparison
captures the importance of employing GA.

Table 2 Simulation
parameters for HEMS

Demand response
type

Day ahead dynamic pricing and
loads

Load information Day-ahead forecasted load

Table 3 Genetic algorithm
parameters

Number of generation steps 1000

Crossover operator Single-point

Population size 100

Intermediate population size 90

Selection operator Rank based

Fitness is based on two
categories

Selection

FF1(Fitness Function 1) Best based on minimum
cost

FF2(Fitness Function 2) 90 % best and 10 % worst

Table 4 Cost comparison
between without GA and with
GA (FF1)

User category Cost without GA Cost with GA (FF1)

U1 4595.819824 3821.177002

U2 6063.348145 5327.931152

U3 12200.94921 11151.125977
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Figure 2 presents the hourly predicted data of an individual house. Figures 3, 4
and 5 present the cost comparison between Category 1 (U1) users, Category 2 (U2)
and Category 3 (U3) for both the fitness functions, namely FF1 and FF2
respectively.

Table 5 Cost comparison
between without GA and with
GA (FF2)

User category Cost without GA Cost with GA (FF2)

U1 4595.819824 3745.321777

U2 6063.348145 4949.039063

U3 12200.94921 10648.509766

Fig. 2 Hourly predicted data of a user

Fig. 3 Cost comparison between FF1 and FF2 for category 1 (U1) user
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7 Conclusion

The major contribution of this paper is generating a realistic consumer load data by
time series analysis using R. We observed that the genetic algorithm which was
developed in [6] works perfectly with this realistic dataset. In our next work we
plan to extend the present formulation to accommodate appliance level power
schedule, which is much more pragmatic. Since there is no benchmark datasets, we
also envision building existing benchmark datasets so that we can have a com-
parative study of different power scheduling heuristics.
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Prevention of Wormhole Attack
Using Identity Based Signature
Scheme in MANET

Dhruvi Sharma, Vimal Kumar and Rakesh Kumar

Abstract Mobile ad hoc network (MANET) has attracted many security attacks
due to its characteristics of dynamic topology, limited resources and decentralize
monitoring. One of these vulnerable attack is wormhole in which two or more
malicious nodes form a tunnel like structure to relay packets among themselves.
This type of attack may cause selective forwarding, fabrication and alteration of
packets being sent. In this paper, we have proposed a way to protect network from
wormhole attack by using identity based signature scheme on cluster based ad hoc
network. Proposed scheme does not require distribution of any certificate among
the nodes so it decreases computation overhead. We have also discussed existing
work that either require certifcates or does not accomplish all the security
requirements of network. Our simulation results show that attack is prevented
successfully and it outperforms other schemes.

Keywords Wormhole attack � ID based signature � MANET � Secure AODV

1 Introduction

MANET is an autonomous system of nodes that are free to move at their will [1].
Transmission of data is directly if they lie in radio range of each other or through
multi hop transmission if they are far away. So a node can behave as source or
destination or router depending upon the scenario. In cluster-based framework
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nodes are divided into groups, these groups are called cluster. Each cluster have
cluster head who is the central monitoring body of these cluster, they also act as
gateway for inter-cluster transmission. An Ad hoc On Demand Distance Vector
(AODV [2–5]) routing protocol has been used in this paper for communication
between all participating nodes. Wormhole is one of those security attacks that are
difficult to detect as they often do no harm to the nodes so no encryption applied on
these nodes can stop the attacker. In this attack there is a tunnel like structure
present between two or more malicious nodes, which acts as a passage, when
packets arrive at one such node they are relayed to another one which is present in
same or different network [6]. Such attacks either disturb the functioning of routing
protocols or may affect the packets being transferred. Figure 1 shows that
Wormhole attack by malicious nodes F and G. Wormhole attack can be launched in
either of the following way [7, 8]:

By encapsulation: The packets are encapsulated at one end of tunnel and are
decapsulated at another. Nodes lying in between cannot decode it and so hop count
cannot be incremented hence malicious nodes relay the packets without any
difficulty.

By high power transmission: An attacker node on getting a route request
(RREQ) packet forward it at high power level, any normal node hearing it
rebroadcasts it toward destination, therefore attacker node increases its chance of
being in route selected in route discovery phase of AODV.

By high-quality/out-of-band transmission: Two attacker nodes transfer the
packet by single hop link like long range directional wireless or wired link.
Specialized hardware is required to launch such attack.

By packet relay: One or more attacker node relays packet between two different
nodes to convince them that they are neighbours.

By using protocol distortion: The main aim of attacker is to attract the network
traffic. Suppose a routing protocol that is based on shortest time can be made target
of this attack by using mechanism like, normally nodes wait for random amount of
time before forwarding RREQ to avoid collision but malicious node can broadcast
the packet directly to make it reach the destination first.

Fig. 1 Wormhole attack by malicious nodes F and G
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Digital signature is an application of asymmetric cryptography. Firstly we apply
one-way hash function on message to convert it into shorter fixed length string.
Then it is encrypted by a private key of sender and sent it along with other
information to receiver. Receiver on getting the message decrypts it with public key
of sender. Hashing algorithm is again applied on message and computed hashed
message is compared with received, if same, it depicts received message has its
integrity undamaged. In identity based digital scheme [9] a well-known string is
used as public key like email address, IP address etc. A trusted third party called
private key generator (PKG), which generates private key to given identity.

This paper has been further organised with Sect. 2 discuss related works.
Section 3 describes proposed ID based scheme do and then its performance eval-
uation has been discussed in Sect. 4. Finally we end our discussion with conclusion
and future scope in Sect. 5.

2 Related Work

Zapata et al. [10] introduced a secure AODV (SAODV) routing protocol. It is uses a
digital signature scheme for authentication purpose in mobile ad hoc network. The
drawback of this approach is key distribution problem between nodes in MANET.
Another approach uses packet leaches by Hu et al. [11]. There are two types of
packet leaches- geographical leaches that require every node to have GPS device. It
ensures communicating nodes are within range. Temporal leaches that require
nodes to be tightly synchronized. It enforces time bound up to which packet will be
considered valid. Round Trip Time (RTT) by Zhen et al. [12] was used later to
avoid the use of special hardware. RTT is the time elapsed since the packet has been
sent by a node till it gets the reply. So RTT of fake neighbour would be larger as
compared with the actual so it can be used in hidden attacks. However, it cannot
detect exposed attack. Directional antennas by Hu and Evans [13] were used too. In
this, every node share a secret key to other participating nodes. Announcer
broadcast HELLO message to its neighbours by using directional antennas. Nodes
send their identity and an encrypted message having identity of announcer and
challenge nonce in reply. Before adding the nodes to their neighbours list,
announcer checks for authentication. Another lightweight technique is LITEWORP
by Khalil et al. [14]. Guard node are common neighbour between two nodes, they
perform local monitoring of traffic to detect the malicious node. However, it is
difficult to find guard node in sparse network. Transmission time based mechanism
was introduced for AODV routing protocol and can be extended for others by Tran
el al. [15]. In this method, transmission time between every two node is calculated
along a route, it is based on the fact that transmission time between real neighbours
will be much smaller than fake neighbours form by wormhole. Sharma et al. [16]
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proposed an algorithm that was based on use of digital signature to prevent
wormhole attack. This mechanism assumes that only legitimate nodes will have
valid digital signature.

3 Proposed ID Based Scheme

In our proposed scheme, we have assumed that network follow cluster based
architecture and cluster head of each cluster are chosen in a way that they can’t be
malicious, so they can work as private key generator (PKI). TTL (Time to Live) has
been considered as an average time taken be time taken by a packet to reach any
node in network area taken into consideration. This method presents a novel
solution to prevent a wormhole attack done through packet replay. Proposed
scheme is consists of three phases:

• Setup phase
• Communication phase
• Secure data transfer phase

3.1 Setup Phase

• Cluster head (CH) broadcasts the cluster parameters (AG, MG, pri, e, H, p, q,
pub) to nodes present in cluster N = (N1, N2…Nn). The cluster parameter is
given in Table 1.

• Each node on receiving parameters sends their ID to their CH.
• Public key generation:

{pub1, pub2, pub3,…, pubn} = {H(ID1), H(ID2), H(ID3),…, H(IDn)}
• Private key generation:
• {pri1, pri2, pri3,…, prin.} = {pub1 * PRI, pub2 * PRI, pub3 * PRI,…,

pubn * PRI.}
• CH sends the private key to corresponding node using secure channel as in

Fig. 2.

Table 1 System parameters S. n. Term Definition

1. AG Additive cyclic group of prime order p

2. MG Multiplicative cyclic group of prime order q

3. PRI Cluster heads private key

4. e Bilinear mapping e: AG * MG -> MG

5. H Hash function H: 0,1* -> Zq+

6. p Generator of group AG

7. q Generator of group MG

8. PUB Cluster heads public key
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3.2 Communication Phase

Intra cluster communication (Lying within the same cluster): Direct communication
(source and destination are within the range of each other): Node are neighbours in
such scenario. So, this type of wormhole attack being considered in this paper does
not work in this scenario.

Indirect communication (source and destination do not lie in range of each
other): Nodes have to communicate through cluster head which is also a monitoring
body as in Fig. 3.

Inter cluster communication (Source and destination belongs to different cluster):
Malicious nodes create illusion among nodes in different clusters making them
believe they are situated near each other as in Fig. 4.

Fig. 2 Distribution of public and private key by cluster head

Fig. 3 Intra cluster communication in the presence of malicious node M1 and M2
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This phase has slight modification in traditional AODV protocols and Algorithm 1
is used for detection of wormhole attack. Details terms used in Algorithm 1 in
Table 2:

Now data is transferred using private key of sender and public key of receiver, that
get decrypted at other end, as in secure data transfer phase.
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4 Performance Evaluation

In this section, we apply ID based signature to detect wormhole attack, which is
simulated using Qualnet. We have used AODV with certain modifications as
routing protocol. The parameters used in simulation are as in Table 3.

4.1 Performance Metrics

The metrics that have been used to evaluate performance of performance of pro-
posed scheme are:

Packet Delivery Ratio (PDR): It is the ratio of total number of packets being
sent by a source node and total number of packets that were successfully received at
destination node.

End-to-end delay: It is the average time taken by a data packet that were
successfully delivered to a destination end.

Fig. 4 Inter cluster communication in the presence of malicious node M1 and M2

Table 2 Details of terms
used in algorithm used in
communication phase

Term Details

RREQ Route request packet

N Number of nodes

S Source node

D Destination node

destseqnum Destination sequence number

RREP Route reply packet

RCNF Route confirm packet

TTL Time to live

RERR Route error packet

IN Intermediate node
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Throughput: It is the ratio of total number of data packets successfully trans-
ferred to a destination and total simulation time.

4.2 Simulation Results

Figure 5 shows that comparison graph between AODV with wormhole attack,
SAODV and proposed scheme using packet delivery ratio (PDR) as a performance
metric. The simulation result shows that proposed scheme having 95.11 % while
AODV with wormhole attack and SAODV having 89.23 and 94.4 % for average
packet delivery ratio. The simulation result shows that proposed scheme is better
than other two schemes. Figure 6 shows that comparison graph for above three
schemes with respect to average end to end delay.

The output of simulation results are 171.46 ms for AODV with wormhole attack,
160.21 ms for SAODV and 140.13 ms for proposed scheme. Hence proposed
scheme performs better than other two existing schemes. The outcome of simula-
tion is calculated for throughput for all existing schemes in Fig. 7. AODV with

Table 3 Simulation
parameters

Parameter Value

Simulator Qualnet

Simulation area 500 × 500

Number of nodes 10–80

Simulation time 600 s

Routing protocol AODV, SAODV

Maximum speed traffic agent 15 m/s TCP

Pause time 6 s

Node speed 2–10 m/s

Packet size 512 bytes

Transmission range 250 m

Mobility model Random waypoint

No. of malicious nodes 2

Fig. 5 Packet delivery ratio
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wormhole attack has 26.32 Kbps, SAODV has 45.11 Kbps while proposed scheme
has 52.34 Kbps for throughput parameter.

4.3 Comparison of Security Goals

Wormhole attack has proven to be fatal for many security measures. Several
researches have been done in this field. The comparison between proposed scheme
and existing scheme is given in Table 4.

Fig. 6 Average end to end delay

Fig. 7 Average throughput

Table 4 Comparison of
security features among
proposed solution and other
schemes

S. n. parameters AODV SAODV Proposed scheme

1. Authentication No Yes Yes

2. Secrecy No No Yes

3. Data integrity No Yes Yes

4. Non-repudiation No Yes Yes

5. Forward secrecy No No Yes

6. Backward secrecy No No Yes

7. Group key secrecy No No Yes
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5 Conclusion and Future Scope

Wormhole attack forms a tunnel like structure to relay packets among malicious
nodes. This type of attack may cause disturbances in communication by causing
selective forwarding, fabrication and alteration of packets being sent. In this paper,
we have proposed a way to protect network from wormhole attack by using identity
based signature scheme on cluster based ad hoc network. The simulation results
show that proposed scheme is better than existing scheme in terms of packet
delivery ratio, throughput and end to end delay. Proposed scheme protects worm-
hole attack that are launched by packet replay but still there are scope of
enhancement in it such that it can be upgraded to avoid wormhole and it can be
made to work against wormhole launched through other ways like by encapsula-
tion, by out-of-band channel etc.
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Surface Grinding Process Optimization
Using Jaya Algorithm

R. Venkata Rao, Dhiraj P. Rai and Joze Balic

Abstract Optimization problem of an important traditional machining process
namely surface grinding is considered in this work. The performance of machining
processes in terms of cost, quality of the products and sustainability of the process
is largely influenced by its process parameters. Thus, choice of the best (optimal)
combination machining parameters is vital for any machining process. Hence, in
present work a new algorithm is used for solving the considered optimization
problem. The Jaya algorithm is a simple yet powerful algorithm and is a algorithm-
specific parameter-less algorithm. The comparison of results of optimization show
that the results of Jaya algorithm are better than the results reported by previous
researchers using GA, SA, ABC, HS, PSO, ACO and TLBO.

Keywords Surface grinding � Optimization � Jaya algorithm

1 Introduction

To minimize the machining time, improve quality of the product and reduce the
cost of production determining the optimal setting of parameters of a process is
important. Researchers in the past had applied various optimization algorithms [1]
to determine the best setting of parameters for machining processes.
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The working of any evolutionary or swarm based optimization algorithms is
governed by its control parameters which can be classified as common control
parameters and algorithm specific parameters. Selection of control parameters is a
critical task, as it influences the performance of the algorithm. Rao et al. [2] pro-
posed the TLBO algorithm. Algorithm-specific parameters are not required for the
working of TLBO algorithm. The TLBO algorithm has gained wide acceptance
among the optimization researchers [2].

Keeping in view of the success of the TLBO, another algorithm-specific
parameter-less algorithm is proposed very recently by Rao [3]. However, unlike
two phases of the TLBO algorithm, the proposed algorithm has only one phase and
it is comparatively simpler to apply. The working of the proposed algorithm is
much different from that of the TLBO algorithm. The Jaya algorithm has also
proved its effectiveness in solving a number of constrained and unconstrained
benchmark functions [3].

Thus, the optimization problem considered in this work is solved using the Jaya
algorithm. The Jaya algorithm is described in Sect. 2. A computer program for Jaya
algorithm is prepared using MATLAB r2009a. A computer system with a 2.93 GHz
processor and 4 GB random access memory is used for execution of the program.

2 The Jaya Algorithm

Let us suppose that a function y(x) is to be minimized (or maximized). At any
iteration i, if the no. of design variables are ‘m’, no. of candidate solutions are ‘n’
(k = 1, 2,…,n) then best is the candidate solution which provides the best objective
function value (i.e. y(x)best) among all the candidate solutions and worst is the
candidate solution which provides the worst objective function value (i.e. y(x)worst)
among all the candidate solutions. The jth variable for the kth candidate during the
ith iteration (i.e. xj,k,i) is modified as per Eq. (1).

xj;k;inew ¼ xj;k;i þ rj;i1 xj; best; i � absðxj;k;iÞ� �� rj;i2 xj;worst; i � abs ðxj;k;iÞ� � ð1Þ

In Eq. (1), xj; best; i represents the value of the jth variable corresponding to the best
candidate; xj;worst; i represents the value of the jth variable corresponding to the
worst candidate; xj;k;inew represents the modified xj,k,i; r1

j,i and r2
j,i are the two random

numbers for the jth variable during the ith iteration in the range [0, 1]. The term “r1
j,

i ((xj,best,i − abs(xj,k,i))” indicates the tendency of the solution to move closer to the
best solution and the term “−r2

j,i (xj,worst,i − abs (xj,k,i))” indicates the tendency of
the solution to avoid the worst solution. If the function value given by xj;k;inew is better
than the function value given by xj,k,i then xj;k;inew replaces xj,k,i. At the end of iteration
all the function values that are accepted are given as input to the next iteration.
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The Jaya algorithm is explained with a help of a flowchart shown in Fig. 1. The
algorithm always tries to get closer to success (i.e. reaching the best solution) and
tries to avoid failure (i.e. moving away from the worst solution). More details and
the demonstration of the algorithm can be obtained from: https://sites.google.com/
site/Jayaalgorithm/.

3 Optimization of Rough and Finish Grinding Processes

In this work the analytical models developed by Wen et al. [4] for cost of pro-
duction ‘CT’ ($/pc.), workpiece removal parameter ‘WRP’ (mm3/min.N) and sur-
face roughness ‘Ra’ (µm) are considered to formulate the optimization problem. The
process parameters considered in this work are same as those considered by Wen
et al. [4].

Fig. 1 Flow chart for the Jaya algorithm
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3.1 Rough Grinding Process Optimization

3.1.1 Objective Functions

The objective functions for cost of production and workpiece removal parameter are
expressed by Eqs. (2) and (3).

minimize CT ¼ Mc

60p
Lw þ Le
Vw1000

� �
bw þ be

fb

� �
aw
ap

þ Sp þ awbwLw
pDebsapG

� �
þ Mc

60p
Sd
Vr

þ t1

� �

þ Mctch
60Nt

þ McpbsDe

60pNdLVs1000
þCs

awbwLw
pG

þ pðdocÞbsDe

pNd

� �
þ Cd

pNtd

ð2Þ

Due to space limitation the details of all the constants considered in this work are
not provided in this paper. However, readers may refer to [4] for the description and
values of the constants.

maximize WRP ¼ 94:4
1þ 2doc=3Lð Þð ÞL11=19 Vw =Vsð Þ3=19Vs

D43=304
e VOL0:47d5=38g R27=19

c

ð3Þ

In order to satisfy both the objectives simultaneously, a combined objective func-
tion (COF) is formed by assigning equal importance to both the objectives. The
COF for rough grinding process is expressed by Eq. (4)

minimize COF ¼ w1
CT
CT� � w2

WRP
WRP� ð4Þ

Where, w1 = w2 = 0.5; CT* = 10 ($/pc); WRP* = 20 (mm3/min. N)

3.1.2 Constraints

(a) Thermal damage constraint [4]

U ¼ 13:8þ 9:64� 10�4Vs

apVw
þ 6:9� 10�3 2102:4Vw

DeVs

� �

� A0 þ KuVsLwaw

VwD
1=2
e a1=2p

 !
VsD1=2

e

Vwa
1=2
p

ð5Þ

U� ¼ 6:2þ 1:76
D1=4

e

a3=4p V1=2
w

 !
ð6Þ
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The thermal damage constraint is expressed by Eq. (7)

U� � U� 0 ð7Þ

(b) Wheel wear parameter (WWP) constraint [4]

WWP ¼ kpapd5=38g R27=29
c

D1:2=VOL�43=304
c VOL0:38

 !
� 1þ doc=Lð Þð ÞL27=19 Vs=Vwð Þ3=19Vw

1þ 2doc=3Lð Þð Þ ð8Þ

The WWP constraint is expressed as follows

WRP
WWP

� G� 0 ð9Þ

(c) Machine tool stiffness constraint (MSC) [4]

Kc ¼ 1000Vwfb
WRP

ð10Þ

Ks ¼ 1000Vsfb
WWP

ð11Þ

MSC � Remj j
Km

� 0 ð12Þ

where,

MSC ¼ 1
2Kc

1þ Vw

VsG

� �
þ 1

Ks
ð13Þ

(d) Surface roughness constraint [4]
The surface roughness constraint is as given by Eq. (17).

Ra ¼ 0:4587 T0:30
ave for 0\ Tavg \ 0:254 else; ð14Þ

Ra ¼ 0:7866 T0:72
ave for 0:254\ Tavg \ 2:54 ð15Þ

Tavg ¼ 12:5� 103
d16=27g a19=27p

D8=27
e

1þ doc
L

� �
L16=27

Vw

Vs

� �16=27

ð16Þ

Ra � 1:8 lm ð17Þ
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3.1.3 Parameter Bounds

1000 �Vs � 2023 ð18Þ

10 �Vw � 27:7 ð19Þ

0:01� doc� 0:137 ð20Þ

0:01� L� 0:137 ð21Þ

An initial-population of 20 and maximum no. of generations equal to 100 are
chosen for the Jaya algorithm in the present work. This combination of common
control parameters is chosen based on rigorous experimental trials by considering
initial-population sizes of 10, 20, 30, 40, 50, 70, 100 but maintaining the same no.
of function evaluations for each experimental trial. The combination of common
control parameters which yields the best result in less no. of generations is then
chosen.

The solution obtained using the Jaya algorithm is reported in Table 1 along with
the solution obtained by previous researchers using other advanced optimization
algorithms. Figure 2 shows the convergence graph of Jaya algorithm for rough
grinding process. It is observed that the Jaya algorithm required only 40 function
evaluations to converge at the minimum value of COF (i.e. −0.672) while the other
algorithm such as genetic algorithm (GA) [5] required a initial-population size of 20
and no. of generations equal to 100, ants colony optimization (ACO) [6] considered
a population size of 20 but the no. of generations required by ACO was not reported
in [6], particle swarm optimization (PSO) [7] required 30 to 40 iterations for its
convergence, simulated annealing (SA) [8], artificial bee colony (ABC) [8] and
harmony search (HS) [8] required 75, 65 and 62 generations, respectively for
convergence and teaching-learning-based optimization algorithm (TLBO) [9]
required 30 generations to converge at the minimum value of combined objective

Table 1 Results of Jaya algorithm and those other techniques (rough grinding)

Technique Vs Vw doc L CT ($/pc) WRP (mm3/N) COF

QP [4] 2000 19.96 0.055 0.044 6.2 17.47 −0.127

GA [5] 1998 11.30 0.101 0.065 7.1 21.68 −0.187

ACO [6] 2010 10.19 0.118 0.081 7.5 24.20 −0.230

PSO [7] 2023 10.00 0.110 0.137 8.33 25.63 −0.224

SA [8] 2023 11.48 0.089 0.137 7.755 24.45 −0.223

HS [8] 2019.35 12.455 0.079 0.136 7.455 23.89 −0.225

ABC [8] 2023 10.973 0.097 0.137 7.942 25.00 −0.226

TLBO [9] 2023 11.537 0.0899 0.137 7.742 24.551 −0.226

Jaya 2023 22.7 0.137 0.01 7.689 42.284 −0.672
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function. In order to reproduce the convergence graph of GA, ACO, PSO, SA,
ABC, HS and TLBO in the same graph along with the convergence graph of Jaya
algorithm, the information related to value of COF obtained by GA, ACO, PSO,
SA, ABC, HS and TLBO after the end of every generation is required which is not
available in literature [5–9]. For convergence graphs of these algorithms readers
may refer to [5–9].

Figure 2 shows the convergence graph of Jaya algorithm for rough grinding
process It is observed that convergence graph reduces continuously without getting
trapped into local optima until it reaches the minimum value of combined objective
function. This shows that the Jaya algorithm is robust, has a good exploration and
exploitation capability and is effective in solving multi-objective optimization
problems.

3.2 Finish Grinding Process Optimization

3.2.1 Objective Functions

The objective functions for CT and Ra for finish grinding process are same as those
expressed by Eq. (2) and Eqs. (14)–(16), respectively. In order to satisfy both the
objectives simultaneously a COF for finish grinding process is formulated and is
expressed by Eq. (22).

minimize COF ¼ w1
CT
CT� þ w2

Ra

R�
a

ð22Þ

Where, w1 = 0.3 and w2 = 0.7; CT* = 10 ($/pc); Ra* = 1.8 (µm)

Fig. 2 Convergence graph of
Jaya algorithm for rough
grinding process
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3.2.2 Constraints

The thermal damage constraint,WWP constraint,MSC is same as those described in
Sect. 3.1. In addition, the constraint on the WRP is considered i.e. WRP ≥ 20. Due
to space limitation the details of all the constants considered in this work are not
provided in this paper. However, readers may refer to [4] for the description and
values of the constants.

An initial-population of 10 is considered. Maximum no. of function evaluations
equal to 2000 is considered. The solution obtained using the Jaya algorithm is
reported in Table 2.

The solutions obtained using QP and GA are also reported in Table 2. Jaya
algorithm achieved a lower value of COF (i.e. 0.522) compared to the other
techniques. The Jaya algorithm required on 470 function evaluations (i.e. 47 gen-
erations) to converge at the minimum value of COF. Figure 3 shows the conver-
gence graph of Jaya algorithm.

Table 2 Results of Jaya algorithm and those other techniques (finish grinding)

Technique Vs Vw doc L CT Ra COF

QP [4] 2000 19.99 0.052 0.091 7.7 0.83 0.554

GA [5] 1986 21.40 0.024 0.136 7.37 0.827 0.542

Jaya 2023 22.7 0.011 0.137 7.13 0.7937 0.522

Fig. 3 Convergence graph of
Jaya algorithm for finish
grinding process
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4 Conclusions

In this work the surface grinding optimization problem is solved using Jaya algo-
rithm. The Jaya algorithm produced better results than other techniques such as QP,
GA, ACO, PSO, SA, ABC, HS and TLBO in terms of COF value with a high
convergence rate. Thus, the Jaya algorithm is effective in solving optimization
problems in which multiple objectives are considered simultaneously.

Future work may focus on development of a posteriori version of Jaya algorithm
and the same may be applied to solve the optimization problems of other traditional
and modern machining processes, considering multiple objectives simultaneously.
The Jaya algorithm may also be used to solve the optimization problems of other
manufacturing processes such as casting, welding, forming, etc.
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BITSMSSC: Brain Image Tomography
Using SOM with Multi SVM Sigmoid
Classifier

B. Venkateswara Reddy, A. Sateesh Reddy and P. Bhaskara Reddy

Abstract Image segmentation is a process of elevating the objects by partitioning a
digital image into multiple segments. To analyze an image, segmentation is the best
process to follow. Especially, for detecting tumours from medical images such as
brain, skin and breast in the field of medicine. To improve the results of brain
images PSNR, ENTROPY image fusion technique is applied. Here the segmenta-
tion process is carried out by k-means clustered model algorithm. Then the entire
data base is subjecting to classification mode under multi class svm sigmoid
classifier. This generates a descent output of 96 % accurate results using various
texture features they are contrast, energy, area of the tumour detecting by the cluster
model and entropy. These parameters helps in identifying the tumour detection
from brain MRI, CT scanned images.

Keywords Image segmentation � MRI � CTSCAN � SVM � Sigmoid

1 Introduction

Contour extraction and edge detection is performed using Kohonen self organising
map which is a neural network process. Kohonen algorithm is applied on medical
images in this process to prove the convergence of the algorithm in [1, 11] i.e.,
limiting in the computational calculation and amount of neurons for the network.
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These implementations were done by using (1) and (2) and the extraction can be
explained using Fig. 1.

x tð Þ � mc tð Þk k ¼ min
i

x tð Þ � mi tð Þk k ð1Þ

mi tþ 1ð Þ ¼ mi tð Þþ / tð Þ x tð Þ � mi tð Þ½ �i 2 Ne

mi tþ 1ð Þ ¼ mi tð Þi 62 Ne; ð2Þ

where, for time t: x is the input, mi is any node, mc is the winner, α is the gain
sequence and Ne is the neighbourhood of the winner.

The color image segmentation is followed in the proposed work of [2–4] is SOM
K-means clustering in combination of saliency mapped and helps the image seg-
mented output and compared with brain image data base. Figure 2 indicates the
flow chart with saliency mapped output.

The brain images were subjected to the fusion process to increase the entropy
and psnr values of the image, which are the texture feature values. Entropy is
defined as the total information present in the data. PSNR indicates the ratio
between received signal and noise in the signal. A wavelet fusion process is
approached for fusion technique which improves the texture values of the image
and the results were shown and explained in the Table 2. The entire process is
explained in the block diagram of schematic. The fusion is done on the same image.

PSNR ¼ 20 log10
I � I0
MSE

ð3Þ

ENTROPY Hð Þ ¼ log2 2
N ð4Þ

Fig. 1 Output of a 20 × 20
network, a and b different
distributions of neurons
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A hybridised multi objective optimization for feature selection is introduced in
[3, 7, 10, 11]. Due to this the average metric values obtained were 0.32, 0.75 and
0.69.

A mind mri will be those examine of the head which aides for picture test. Mri is
those short structure for attractive reverberation imaging.

The MRI image consists of three modes of views shown in Fig. 3 [4]: a Saggital
view, b Pivotal view and c Coronol view

The organised sectional flow in rest of the paper is as follows: Wavelets fusion,
SOM, Multi SVM classifier, Work flow and Conclusion.

Fig. 2 Flow chart SOM–K means cluster along with saliency map module
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Picture combination is blending those gray-level high-positioning panchromatic
picture and the colored low-determination multispectral picture. It need been dis-
covered that those standard combination techniques perform great spatially Be that
as generally present ghastly twisting. With beat this problem, various multiscale
convert built combination schemes have been recommended. In this paper, we
concentrate on those combination strategies dependent upon those discrete wavelet
convert (DWT).

2 Proposed Scheme

2.1 SOM

Self Arranging guide may be a unsupervised non-parametric relapse transform that
speaks to nonlinear, high-dimensional information ahead low-dimensional yield.
The data information focuses would mapped will som units Typically around a
absolute alternately two-dimensional grid. The mapping may be used to gain from
those preparation information tests Toward An straightforward stochastic Taking in
process, the place the som units need aid balanced Toward utilizing little steps to
get those characteristic vectors that were concentrated from the information
Furthermore exhibited one after an alternate (in a irregular order). Starting with
mathematical statement (1) Also comparison (2) som will conveyed crazy. Figure 4
clarifies the pictorial representational of som and may be begun and Johnson had
proceeded Eventually Tom’s perusing som calculation (Table 1).

Fig. 3 [4]: a Saggital view, b Pivotal view and c Coronol view
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ALGORITHM FOR SOM

SOM ALGORITHM
Step 1: Select the extent Furthermore kind of the map. The shape camwood make 

hexagon alternately square, relying upon the state of the hubs Concerning illustration 
for every your prerequisite. Typically, hexagon grids would favored since every hub 
need 6 quick neighbours. 

Step 2: Initialize the sum hub weighted vectors haphazardly. 

Step 3: Decide irregular information focuses starting with preparation dataset Also 
submit it of the som. 

Step 4: “Best matching Unit” (BMU) 

-It is a comparative hub similitude is ascertained eventually Tom's perusing 
utilizing EDF (Euclidean separation formula). 

Step 5: Focus the hubs inside the “neighborhood” of the BMU. 

-The extent of the neighborhood diminished for each cycle. 

STEP 6: Alter weights from claiming hubs in the BMU neighborhood towards the 
decided information point. 

-The Taking in rate declines for each cycle. 

-The extent of the conformity is proportional of the vicinity of the hub of the BMU. 

STEP 7: Repeatable 2-5 steps for n iterations.

2.2 Multi SVM Classifier

The SVM will be characterizes Likewise those paradigm on be gazed for a choice
surface that might have been maximally a wide margin from any information point
inside the information set. This separation from choice surface of the closest
information point starting with information set draws those edge of the classifier.
This system for development edge by that choice capacity to an SVM will be

Fig. 4 Standard IHS fusion scheme
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completely specified by that little subset of information that characterizes those
positions of the separator. These focuses would alluded with make the help vectors
for a vector space, a perspective cam wood make considered perfect Similarly as An
vector between the sources toward that perspective [9].

SVM classifier relies looking into an expansive edge around the choice limit.
Contrasted with an unequivocal hyperplane What’s more should spot a even sep-
arator between classes with fewer decisions for the place it could a chance to be
held. Concerning illustration an aftereffect for this, the memory limit of the model
need been decreased, What’s more Consequently its capacity should effectively
sum up the test information may be expanded.

To examine SVM classifier part capacities were utilized. Assuming that the
portion capacities need aid not furnished At that point the order portion is known as
SVM classifier mode. SVM classifier utilizing part capacities are LINEAR,
POLYNOMIAL, RBF What’s more SIGMOID (Figs. 5, 6, 7).

Linear : Kðxi; xjÞ¼ xi � xj ð5Þ

Polynomial : Kðxi; xjÞ¼ ðcxi � xi þCÞa ð6Þ

RBF : Kðxi; xjÞ = exp ( - c xi � xj
�� ��2Þ ð7Þ

SIGMOID : Kðxi; xjÞ = tanh (cxi � xj þCÞ ð8Þ

Table 1 Summary of other sources

Author Description Application

Shirsagar and
Jagruti Panchal
[5]

4 diverse sorts arrangement features
encoding spatial anatolian dialect data

Segmenting brain tumours
using alignment

Selvakumar,
Lakshmi and
Arivoli [6]

Identifying cerebrum tumor utilizing
K-mean grouping division Furthermore
arranged by fluffy C-means calculation

Cerebrum tumor division
What’s more Its ae figuring
clinched alongside mind mr
pictures utilizing K-Mean
grouping What’s more fluffy
C-mean algorithm

Pham and
Hopkins [7]

With distinguish edges of tissues
Previously, cerebrum pictures fluffy
C-means utilizing an destination
capacity

Unsupervised tissue
arrangement On therapeutic
pictures utilizing edge versatile
grouping

Kavith [8] Utilizing both bolster ahead neural
system RBF neural system with altered
developing

An productive methodology to
cerebrum tumor identification
dependent upon changed area
developing and neural system
over mri pictures
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ALGORITHM FOR MULTICLASS SVM

Fig. 5 Support vectors with margin classifiers for machine training

Fig. 6 Support vector Machine: a 2-D space linear support vector machine and b 2-D space
non-linear support vector machine

MULTI CLASS SVM PROCEDURE
INPUT Parameters 
Initialize
Loop:
1. Choose an example ‘p’.
2. Calculate the constants for the reduced problem:
• Ap = 

• 
3. Set to be the solution of the reduced problem

Output: 
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3 Results

See Fig. 7 and Table 2.

Fig. 7 MRI cross sectional images: a input image, b SOM segmented image, c Energy band
graph, d K-means cluster and e Tumour extracted image

Table 2 Different parametric values

Fused image

RMS 0.013559 0.095143 0.046042 0.012235

Entropy 6.8372 5.9159 7.0816 6.4666

Co-coeff 0.99947 0.99928 0.99895 0.99971

PSNR 85.4861 68.5632 74.8676 86.3784

STD DEV 0.2148 0.2204 0.3092 0.2789

Spatial frequency 0.0372 0.0306 0.1253 0.0371

Median frequency 0.1478 0.0175 0.0984 0.0578
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4 Conclusion

Segmentation using SOM-K means cluster identifies the tumour part along with
separating the tumour part from the image and the elevation of tumour part is shown
in the results section, 3d view of energy elements is also showcased in the results.
This helps most effectively and easily identifying the tumour in MRI images,
tumour detection from the images and the area of spreading tumour in the MRI
images or CT images, this will also provide at what stage the tumour is in and
classification process helps whether the image is tumour or non-tumour image. This
technology helps in identifying tumour and reduces the time for classification and
detection of tumour spread area. Various texture features studied here are Energy,
Contrast and area of the tumour that helps in the classification mode. The cluster
model helps in detecting the area of the tumour. This provides the best accurate
results of 96 % and this position of NEURAL NETWORKS with Multi class SVM
classification is a novel idea to deal with.
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Non-Linear Classification using Higher
Order Pi-Sigma Neural Network
and Improved Particle Swarm
Optimization: An Experimental Analysis

D.P. Kanungo, Janmenjoy Nayak, Bighnaraj Naik and H.S. Behera

Abstract In this paper, a higher order neural network called Pi-Sigma neural
network with an improved Particle swarm optimization has been proposed for data
classification. The proposed method is compared with some of the other classifiers
like PSO-PSNN, GA-PSNN and only PSNN. Simulation results reveal that, the
proposed IPSO-PSNN outperforms others and has better classification accuracy.
The result of the proposed method is tested with the ANOVA statistical tool, which
proves that the method is statistically valid.

Keywords Higher order neural network � Classification � PSO � Pi-Sigma neural
network

1 Introduction

Introduced towards the end of 1980s, higher order neural network or popularly
known as HONN, is the answer to the snowballing of complexity within the tra-
ditional Neural Networks. Outshining traditional Neural Networks, HONNs are
found to be successfully performing a wide variety of Data Mining tasks such as
classification, pattern recognition, prediction, optimization, etc. predominantly for
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non-linear systems in a spectrum of application areas such as communication
channel equalization, real time intelligent control and intrusion detection. HONNs
are founded on correlators which are interconnected arrays with known relation-
ships amongst them. They provide a higher edge to the Neural Networks by the
introduction of interactions between the data as an input to the Neural Network
model. HONNs are known to have built a niche for themselves owing to the fact
that they have excellent capabilities not only in the terms of computation and
storage but also in learning. The ability of customization of the order or structure of
HONNs according to the order or structure of the problem is the reason behind this.
Moreover, due to their property that the knowledge does not have to be learned,
HONNs are effective and hence popular in solving problems which utilize this
knowledge.

Particle Swarm Optimization or PSO is a very popular stochastic optimization
technique developed by Kennedy and Eberhart in 1995 [1] which is based upon the
social behaviour of flocking birds. Due to the fact that there are very few parameters
to be set in PSO and also, it is faster and economical, PSO has found its application
in a variety of scientific and research areas spanning across diversified fields. Merits
notwithstanding, PSO is found to be lagging in a few scenarios. Inadequate in fine
tuning solutions and a very slow searching around the global optimum are some of
the limitations of PSO [2]. This led to the development of various refined versions
of PSO like Improved PSO (IPSO), Modified PSO (MPSO), etc. In this paper, an
improved version of PSO (IPSO) has been used to solve the classification problem
in data mining. Simulation results reveal that classification accuracy in case of IPSO
is found to be better than only PSO and GA.

The rest of the paper is divided as follows—Sect. 2 outlines some related lit-
erature survey. Some basic preliminaries like Pi-Sigma Neural Network, PSO and
IPSO have been described in Sect. 3. Section 4 depicts the proposed methodology.
Experimental setup and result analysis have been realized in Sect. 5. Section 6
constitutes the statistical analysis. Section 7 deals with the conclusion and future
work.

2 Literature Survey

Wang and Cao [3] have investigated the exponential stability of stochastic reaction–
diffusion Bi-directional Associative Memory (BAM) neural networks. The new
formulated model is more general than the BAM neural networks investigated in
previous works. Sermpinis et al. [4] have used HONNs for forecasting and trading
the 21-day-ahead realized volatility of the FTSE 100 futures index. They have done
this by benchmarking their results with those of the multi-layer perceptron
(MLP) and the recurrent neural network (RNN), along with a traditional technique,
Risk Metrics. Nayak et al. [5] have proposed a Firefly based higher order neural for
data classification for maintaining fast learning and avoids the exponential increase
of processing units. Also, the performance of the proposed method has been tested
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with various benchmark datasets from UCI machine learning repository and com-
pared with the performance of other established models. Mehrabi et al. [6] have used
an FCM-based neuro-fuzzy inference system and genetic algorithm-polynomial
neural network as well as experimental data, to propose two models in order to
forecast the thermal conductivity ratio of Alumina–water nano fluids. Jiang and Guo
[7] have extended the permutation invariant polynomial-neural network (PIP-NN)
method for constructing highly accurate potential energy surfaces (PESs) for gas
phase molecules to molecule-surface interaction PESs. Oh et al. [8] have designed a
polynomial-based radial basis function neural networks (P-RBF NNs) based on a
fuzzy inference mechanism whose essential design parameters are optimized by
means of PSO.

Panda et al. [9] have used Chou’s pseudo amino acid composition along with
amphiphillic correlation factor and the spectral characteristics of the protein has
been used to represent protein data. They have used FLANN for the structural class
prediction. With the use of hybrid gradient descent learning, Naik et al. [10] have
used FLANN with hybrid PSO and GA for nonlinear data classification. They
found that the proposed method works better as compared to their other considered
methods. A honey bee based FLANN classifier has been proposed by Naik et al.
[11] to classify real world data. They have made the comparison of the proposed
method with some other classifier’s performance like PSO, GA and only FLANN.
Naik et al. [12] have proposed another hybrid FLANN with the use of the opti-
mization algorithm harmony search for classification of real world data. Nayak et al.
[13] have proposed Pi-Sigma neural network with the hybridization of a number of
evolutionary algorithm like GA, PSO for effective data classification. They have
also proposed a hybrid method [14] of both GA and PSO combined with Pi-Sigma
neural network for classification of real world data. An improved version of
Pi-Sigma neural network called Jordan Pi-Sigma neural network [15] have been
combined with the most popularly used evolutionary algorithm such as GA to solve
the classification problem of data mining.

Inspired from the above cited literature, in this paper an attempt have been made
to use a combined approach of P-sigma neural network with an improved particle
swarm optimization for efficient data classification.

3 Preliminaries

3.1 Particle Swarm Optimization (PSO)

Drawing inspiration from flocking of birds and schooling of fishes, Kennedy and
Eberhart developed Particle Swarm Optimization—one of the most popular meta-
heuristic used till date. The birds in a flock travel in search of food to a great
distance without colliding with each other by communicating necessary information
with each other. Few of the advantages of PSO over other optimization algorithms
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are easy to use, faster results and less parameter adjustment. Due to these merits,
PSO has found its usage in application areas spreading across research, scientific
and engineering domains. Each particle in the swarm is assigned a random initial
velocity and position. The PSO consists of particles which make movements in the
search space using the earlier experience of their best position as well as the best
position of the entire swarm. The strategy is to update the position of each particle
based on its velocity, the best known global position in the problem space and the
best position known to a particle. Both the velocity and position are updated by
using the Eqs. (1) and (2).

V ðtþ 1Þ
i ¼ V ðtÞ

i þ c1 � randð1Þ � ðlðtÞbesti � XðtÞ
i Þþ c2 � randð1Þ � ðgðtÞbest � XðtÞ

i Þ ð1Þ

Xðtþ 1Þ
i ¼ XðtÞ

i þV ðtþ 1Þ
i ð2Þ

The cognition and social behavior of particles are controlled by Eq. 1 whereas
the next position of the particles is updated using Eq. 2. Vi (t) and Vi(t+1) are the
velocity of ith particle at time t and t+1 in the swarm respectively, c1 and c2 are
acceleration coefficient usually set between 0 to 2 (may be same), Xi(t) is the
position of ith particle and lbesti(t) and gbest(t) represent the local best particle of
ith particle and global best particle respectively among local bests at time t, rand(1)
generates a random value between 0 and 1.

3.2 Improved Particle Swarm Optimization (IPSO)

Although popular, PSO has some limitations like accuracy heavily depends upon
the selection of parameters, the parameters are constant irrespective of the model or
problem [16], inadequacy in fine tuning solutions, slow searching capability in
search space, etc. Hence, the need of an improvised version of PSO raised, leading
to the development of Improved Particle Swarm Optimization (IPSO). In IPSO, an
inertia vector (k) is introduced to control the global and local search behavior of the
particle in a swarm. More inertia ensures a more effective global search of particles;
lesser inertia weight means a more efficient local search. The value of k has to be
decreased at a faster rate initially and may be reduced gradually during subsequent
iterations. The updated velocity and position can be obtained by using Eqs. (3)
and (4).

V ðtþ 1Þ
i ¼ k � V ðtÞ

i þ c1 � randð1Þ � ðlðtÞbesti � XðtÞ
i Þþ c2 � randð1Þ � ðgðtÞbest � XðtÞ

i Þ
ð3Þ

Xðtþ 1Þ
i ¼ XðtÞ

i þV ðtþ 1Þ
i ð4Þ
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3.3 Pi-Sigma Neural Network

Shin and Ghosh [17] developed the Pi-sigma Neural Network in the year 1992. In
contrast to traditional neural networks, PSNN has multiple neurons in the output
layer and has a simple structure with faster convergence speed. Here, the weights
from the hidden layer to output layer are set to unity. As a result of this, the time
required for training is reduced drastically [18, 19]. The hidden layer consists of
summation units and the output layer consists of the product units. Each unit in
hidden layer is connected to only one unit in the output layer. However, we have to
assume a linear activation for the hidden units. PSNN is widely applied in various
domains of research due to its simple structure and good convergence speed.

Fig. 1 shows the architecture of Pi-Sigma neural network. where x1, x2 … xn
denotes the input vectors. The output at the hidden layer hj and output layer O can
be computed by Eqs. (5) and (6) respectively.

hj ¼ Bj þ
X

wjixi ð5Þ

Here B is the bias, the weight components are wij0, wij1, wij2, … wijn, where
i=1 … k and k is the order of the network.

O ¼ f
Yk
j¼1

hj

 !
ð6Þ

where f(∙) is an suitable activation function. Here, it should be noted that the weight
from the hidden layer to output layer is fixed to 1.

Fig. 1 Pi-sigma neural network architecture
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4 Proposed Method

In this section, the proposed IPSO-PSNN has been explained with its learning
strategy. The algorithm starts with the population of weight sets. The fitness of each
of the individual weight sets is calculated and a local best solution is computed from
the population by comparing the current and the previous best solutions. The fitness
of each weight set is computed based upon the RMSE (Eq. 7) values.

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

ðOi � ÔiÞ2

n

vuuut ð7Þ

In the Pi-Sigma network, a set of input is given and the aim is to compute the
output in terms of a target vector. While calculating the output, the target output is
compared with the expected output and the error term is computed by using Eq. (8).

Ej tð Þ ¼ dj tð Þ � Oj tð Þ ð8Þ

Where dj(t) is the expected output at time (t − 1) and Oj(t) is the calculated output.
The proposed IPSO-PSNN algorithm to solve the classification problem is
described in Algorithm 1. The standard back propagation gradient descent learning
(BP-GDL) [20] has been used to train the PSNN. The change in weight-set has been
illustrated in Eq. (9).

Dwj ¼ g
Ym
j6¼1

hji

 !
xk ð9Þ

where hji the output of summing is layer and g is the rate of learning.
The weight-set updation is computed by using the Eq. (10).

wi ¼ wi þDwi ð10Þ

To accelerate convergence of error, the momentum term a is added which can be
realized in Eq. (11).

wi ¼ wi þ aDwi ð11Þ

In Algorithm 1, the input to the algorithm is the initial population of weight sets
‘P’ with the bias ‘B’ and the data set having the target vector ‘t’. The output is the
weight sets of the neural network ‘w’. Algorithm 2 describes the Fitness From
Training (FFT) algorithm to compute the fitness.

512 D.P. Kanungo et al.



5 Experimental Setup and Result Analysis

The experiment has been carried out on a MATLAB 9.0 system with an Intel Core
Duo CPU T5800, 2GHz processor, 2 GB RAM and Microsoft Windows-2007 OS.
Five no. of standard bench mark data sets (Table 1) has been considered and those
are prepared using fivefolds cross validation (Table 2) out of which fourfolds are
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used for training and onefold is used for testing. The confusion matrix for classi-
fication accuracy is calculated by using Eq. (12). If cm is the confusion matrix then
accuracy of classification is computed as:

Accuracy ¼

Pn
i¼1

Pm
j ¼ 1;
i ¼¼ j

cmi;j

Pn
i¼1

Pm
j ¼ 1 cmi;j

� 100 ð12Þ

For data normalization, Min-Max normalization technique is used, which can be
realized in Eq. (13).

v
0 ¼ v�minA

maxA �minA
new maxA � new minAð Þþ new minA ð13Þ

The proposed IPSO-PSNN method has been designed for performing the clas-
sification task on various benchmark datasets like PIMA, BALANCE, HEART,
VEHICLE, and ECOLI from the University of California at Irvine (UCI) machine
learning repository [21]. The classification accuracies in average for all the clas-
sifiers have been presented in Table 3.

Table 1 Data set information

Dataset Number of pattern Number of attributes Number of classes

PIMA 768 09 02

BALANCE 625 04 03

HEART 256 14 02

VEHICLE 846 18 04

ECOLI 336 07 08

Table 2 Fivefold cross validated Pima dataset

Dataset Data files Number
of pattern

Task Number of
pattern in
class-1

Number of
pattern in
class-2

Number of
pattern in
class-3

Pima Pima -5-5trn.dat 278 Training 174 104 –

Pima -5-1tst.dat 154 Testing 100 54 –

Pima -5-2trn.dat 277 Training 171 106 –

Pima -5-2tst.dat 154 Testing 100 54 –

Pima -5-3trn.dat 278 Training 171 107 –

Pima -5-3tst.dat 154 Testing 100 54 –

Pima -5-4trn.dat 278 Training 167 111 –

Pima -5-4tst.dat 153 Testing 100 53 –

Pima -5-5trn.dat 277 Training 169 108 –

Pima -5-5tst.dat 154 Testing 100 54 –
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In both training and testing case, the proposed IPSO-PSNN performs better than
the other classifiers like PSO-PSNN, GA-PSNN and PSNN.

The results of average value for each dataset after performing the fivefold cross
validation [22] of the proposed IPSO-PSNN model clearly indicates that the clas-
sification accuracy of the proposed model is quite better than others in both training
and testing.

6 Statistical Analysis

This section deals with a statistical test called one-way ANOVA test [23] which
signifies for the obtained results statistically. ANOVA test divides the sum vari-
ability into the classifier’s variability and the data sets as well as the residual (error)
variability. The test being carried out using one-way ANOVA in Duncan multiple
test range, with 95 % confidence interval, 0.05 significant level and linear poly-
nomial contrast. The results are shown in Figs. 2, 3 and 4.

Table 3 Comparison of average performance of all classifiers

Dataset Classification accuracy in average (%)

IPSO-PSNN PSO-PSNN GA-PSNN PSNN

Train Test Train Test Train Test Train Test

Pima 91.832 91.766 91.273 91.315 90.244 89.382 88.214 87.508

Balance 96.003 95.861 95.206 95.094 94.129 93.795 89.131 88.905

Heart 91.184 91.096 90.231 91.148 89.203 90.128 87.295 88.288

Vehicle 91.882 91.900 91.607 91.552 90.333 90.398 88.006 87.100

Ecoli 92.004 91.846 91.003 91.018 90.365 90.333 88.001 88.101

Fig. 2 One way ANOVA statistical results
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7 Conclusion and Future Work

Particle swarm optimization has been a frequent area of interest among all types of
researchers due to its simple steps in execution of the algorithm. But, in case of
some large data sets, PSO suffers from premature convergence because of rapid

Fig. 3 Tukey and Dunnett test

Fig. 4 Homogeneous test results
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trailing of diversity. So in this paper, an attempt has been focused on the perfor-
mance of a higher order neural network with optimization of its weights through an
improved particle swarm optimization algorithm. The result of the proposed method
has been compared with the results of some other evolutionary techniques like PSO,
GA and also with only Pi-Sigma network. Simulation results reveal that the pro-
posed IPSO-PSNN obtains better classification accuracy as compared to others. In
case of all the considered five benchmark data sets, it performs better in terms of
classification accuracy. Future work may comprise obtaining better accuracy. Also,
a deep watch is required to reduce the time and computational complexity of the
algorithm, for which the network may able to produce better results in an effective
manner.
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