
Least Square Mean Optimization-Based
Real Object Detection and Tracking

Sanjay Rao, Deepak Jhanwar, Diwakar Gautam
and Anand Choudhary

Abstract In this paper, automatic real-time object detection and tracking is
implemented via means of Kalman filter in which the system output is actually
tracking the input canceling out any variation due to input and output noises. This
paper can be used to develop a surveillance system of static camera and robotic
automation visual systems. Whenever a new object comes in camera frame, system
uses the concepts of frame subtraction then threshold image by Otsu’s method, and
later Kalman filtering is being processed to estimate the next following coordinates
of its movement. The work presented here is extended to work at video processing
stage. And finally, least square mean optimization technique is used to evaluate the
set of system parameters for perfect tracking of forthcoming new objects, and once
that parameter is evaluated it be can used to execute tracking process perfectly.

Keywords Kalman filter � Object detection � Otsu’s method � Least square mean
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1 Introduction

The real-time object detection and tracking has been a great field of research since
emergence of field of Computer Vision and Image Processing. Earlier, many great
contributions had been done by various scholars in this field. The video surveillance
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systems can be classified under two broad categories: static camera systems and
moving camera systems. The work presented here is majorly concentrated on static
systems while the presented concepts can be extended to moving camera systems
by timely varying their reference frames. Background subtraction technique has
been used a lot in previous works. But as technology develops, the processing time
of new algorithms continues to shrink, here is too proposed a new method that is
fast in processing with a fine result. Object detection can be done by two methods:
(a) automatic systems and (b) manual systems. The manual system requires some
human interference to locate any figure on the foreign object [1, 2], while in
automated systems once the parameters have got set it can detect new foreign object
by itself. In modern systems, this system can be implemented too by using color or
texture information [3] of foreign objects in the frame. In previous approach, there
has been a use of reference coordinates in the system to identify new objects; these
coordinates can be obtained by taking edges of fixed bodies in the reference frames
that restrict to perform within a certain class of surveillance systems. In advance-
ment to that, this paper works on single- or multi-object detection by using mor-
phological operations in the field of signal processing. The work presented here can
be subdivided into various sections. Section A deals with object detection via
averaging out histogram differences. Section B works with thresholding which is
implemented using Otsu’s threshold [4], but different methods can be used too for
the same. Once the object is extracted from background, then morphological
operations are used to detect number of new objects. Section C works on Kalman
filter to estimate the next coordinates of object motion [5].

2 Otsu’S Threshold and Class Separability

Histogram is probability representation of different gray levels in a given plane of
three-dimensional images. Thus, thresholding is subdividing the whole system into
two parts: foreground object and background object. There must be clear-cut valley
in the histogram to easily evaluate the threshold value of gray level to subdivide our
images. But this may not be the case for always, as many a times noise degrades the
deep valley. In such a case, Otsu’s method can be used to extract object in the
image. In this method, the procedure followed in such a way that for every possible
value of threshold, histogram is subdivided into classes. Then, total image variance,
within the class variance and between the class variance, is used to evaluate the
most exact value of threshold. This test is basically a measure of class separability.
The gray image is converted into binary image using global threshold technique of
Otsu’s threshold [1]. If input is RGB image, result of Otsu’s threshold in each plane
is concatenated.
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3 Object Detection and Extraction

The histogram display of subsequent image sequences is frequency component,
low-pass filtering will eliminate it, and result will be a more fine view of foreign
labeling information of number of objects, which can be used as basic parameter to
initiate Kalman filtering approach discussed later on. The detection of the foreign
frames in consecutive frames is shown in Fig. 1, subtracted consecutively, and
averaged out. The resultant peak at certain region of gray level indicates that the
newcoming foreign object has gray scale in that particular range. The threshold
image either from RGB plane or from single gray plane is first of all converted into
a binary image. Then, morphological operations of image labeling are used to detect
the number of objects in the image; prior to this operation, the extracted object is
filtered with a low-pass filter to eliminate any noise in the image, as noise is high.

4 Discrete Kalman Filter

In order to track the moving objects, discrete version of Kalman filter is used.
Kalman filter is basically estimator to follow system response irrespective of input
or output and any other inherent system noises discussed later on. The detection of
the foreign frames in consecutive frames is shown in the figure.

The filter predicts the next movement of object depending upon the parameters
of previous and present state. Then, it measures variation of the observed value
from predicted one. Thus, Kalman filter can be understood to work in two steps:
(a) predictive stage and (b) measurement or correction stage analysis. As a paper is
mostly concentrated on motion analysis, this paper is based on two types of error
estimates: priory state estimates and posterior state estimates. Priory estimate is the
prediction of next state parameters using the information of previous state, before
the actual process is going to be occurred. Posterior estimate refers to state

Fig. 1 Object detection by
averaging out histogram
differences
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estimation once the actual process or measurement has got completed. The com-
plete module of the proposed technique is shown in the figure below:

xk ¼ Axk�1 þwk ð1Þ

xk ¼ x; y;
dx
dt

;
dy
dt

� �0
ð2Þ

where A is state transition matrix relating the present state of process to its previous
state and xk represents system state at kth instance.

The state of system is represented via four important state variables: (a) x coor-
dinate, (b) y coordinate, (c) directional velocity in x coordinate, and (d) directional
velocity in y coordinate; thus, A can be represented in matrix notation as follows:

A ¼
1 0 dt 0
0 1 0 dt
0 0 1 0
0 0 0 1

2
664

3
775 ð3Þ

where dt represents the time duration between consecutive frames. The measure-
ment process of system response can be represented as follows:

The system inherent and measurement noise parameters are w and v, respec-
tively. These are white noise independent of each other possessing normal proba-
bility distribution p(w) N(0, Q) and p(v) N(0, R). Q is variance of process inherent
noise and R is that of measurement noise (error in measurement). Zk presents the
measurement at kth instance of system process. As it seems not an easy task to
measure state variables, so as to convert these state variables into measurable
quantities, H matrix is denoted as follows:

H ¼ 1 0 0 0
0 1 0 1

� �
ð4Þ

In case if the effect of noises is very small, then residual signal is too small, so xk
is equal to �xk , while this may not happen under significant effect of noises. In order
to work under such circumstances, a priory state of xk needs to be utilized repre-
sented as x̂�k . Thus, in priory state, the system and measurement equations during the
priory state of xk are expressed as x̂�k, and similarly whole system equations are
represented as follows:

x̂�k ¼ A x̂�k�1 ð6Þ

Ẑk ¼ Hx̂�k ð7Þ
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Similarly, the posterior state represents the ideal value of state variable
neglecting any noise responses, xk is represented as x̂�k and, respectively, others.
Then, the priory and posterior error estimates are expressed as follows:

e�k ¼ xk � x̂�k ð8Þ

ek ¼ xk � x̂�k ð9Þ

Associated with these errors is a mean square error, or error variance can be
related as

P�k ¼ E e�ke
T
�k

� �
Pk ¼ E eke

T
k

� � ð10Þ

As the system at a given state depends upon elements of previous state, it is vital
to initialize system with some default parameters. Thus, initialization recommends
null vector as starting state variables and first state covariance matrix as zero matrix.
From Fig. 2, it is easy to notify that at every iteration of filtering, Kalman gain Kk

varies and also error covariances Q and R (measurement noise variance). Finally,
the combined function of updating and measurement can be regrouped as follows:

P�k ¼ APk�1 þQ ð11Þ

Kk ¼ P�kH
T HP�kH

T þR
� ��1 ð12Þ

x̂k ¼ x̂�k þKk Zk � Hx̂�kð Þ ð13Þ

Pk ¼ 1� KkHð ÞP�k ð14Þ

Fig. 2 Discrete Kalman filter
model
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The above equations are iterated for consecutive frames to exactly track up
coordinates of moving objects. The noise variance R can be evaluated from static
frames representing the noise variance executed in the measurement of the object
coordinates. Thus, conclusions of Kalman filtering process can be described as
follows (Fig. 3):

(a) If the a priory error is very small, Kk is correspondingly very small, so our
correction is also very small. In other words, we will ignore the current mea-
surement and simply use past estimates to develop new estimate.

(b) If the a priory error is very large, then in effect it tells to throw out the priory
estimate and use the current (measured) value of the output to estimate the state.

5 Optimization of Frame Occurrence Timing

In actual practice, the frame extraction rate from general video sequence is 25 frames
per second. But in this processing environment, it is very difficult to exactly define the
time difference between consecutive frames due to above-specified conclusions of
Kalman filtering process. The least mean square optimization or minimum deviation
technique is implemented to evaluate the average frame occurrence rate, so that the
system can track exactly moving objects, i.e., there must be a complete overlap
among object centroid and tracking coordinates. One may use different notation of
distance measurement such as absolute difference or Euclidean measurement to
evaluate frame timing parameter by calculating mean square error between estimated
measurement and actual measurement. Optimization result is figured as below.

Thus, it can be said that at higher values of frame occurrence rate, there tends to
be minimum deviation between estimated and observed values.

Fig. 3 Object tracking for
lower values of frame
occurrence rate dt = 1

996 S. Rao et al.



6 Results and Conclusion

After applying the above-proposed technique on a practical video file, it seems very
deterministic to detect new foreign object in image sequences or in a video file, the
Red Cross represents the centroid of foreign object, and Green Square represents its
Kalman filter estimated coordinates of its position at current state of system pro-
gress. The important point to be noted here is in Figs. 4 and 5, the variation in
system parameter of frame occurrence timing, and Fig. 4 represents the result of
unoptimized parameter and shows no overlap means moving object is not tracked
perfectly while optimized result is shown in Fig. 5 where dt parameter is evaluated
from whole system performance showing most perfect object tracking. Once this
parameter is evaluated, it can be wholly utilized for the best result for any video or
image sequences for this system. From Fig. 6, it is clearly visible that our
approximation precisely matches the actual position of the object, giving us the
authentication of the algorithm.

Fig. 4 Object tracking for
optimized frame occurrence
rate dt = 100

Fig. 5 Optimization of frame
occurrence timing
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Image 
sequence

Frame rate(dt =1) Frame rate (dt=100)

1.

2.

3.

4.

Fig. 6 Image sequences of real-time object tracking
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