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Preface

Overview and Goals

Machine learning and signal processing have been prevalent in every other research
challenge. Today, various acquisition devices collect and generate massive amounts
of data. Processing and analyzing such data is usually beyond our mental capacities.
We resort to automated processing and analysis techniques to retrieve information
from this data deluge. Several researchers across the globe from academics,
industry and government agencies are working in signal processing and machine
learning related problems. It is therefore important to understand the state-of-the-art
approaches in related research areas. The primary goal of this book is to present
some recent advances in these areas.

Organization and Features

The book includes four invited chapters from Dr. Ajay Kumar, Dr. Vidit Jain,
Dr. Amit Kale, and Dr. Girish Chandra along with 10 chapters on different
problems of machine intelligence and signal processing from researchers across the
world. The four invited chapters are from the speakers of the First Winter School on
Machine Intelligence and Signal Processing and the 10 chapters are peer-reviewed
and selected papers of the workshop. The chapters cover theoretical aspects such as
the chapter on Greedy Algorithms for Non-linear Sparse Recovery by Kavya Gupta
and Angshul Majumdar. It also includes application studies in different application
areas such as the chapters on retinal blood vessel classification by Rajan, Ballerini,
Truccco and MacGillivray, and SMS classification by Goswami, Singh and Vatsa.
The authors who have contributed in this book are from academia and corporates of
different countries including Hong Kong, India, Italy, and the United Kingdom.
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Target Audiences

The target audience of this book are individuals who are interested in advancements
in different areas of machine intelligence and signal processing. Researchers in both
industry and academia should find it useful for its breadth of topics and applica-
tions, such as medical image analysis, biometrics, and text classification.
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Advancing Cross-Spectral Iris Recognition
Research Using Bi-Spectral Imaging

N. Pattabhi Ramaiah and Ajay Kumar

Abstract Iris images are increasingly employed in national ID programs and large-
scale iris databases have been developed. Conventional iris images for the biometrics
databases are acquired from close distances under near infrared wavelengths. How-
ever the surveillance data is often acquired under visible wavelengths. Therefore,
applications like watch-list identification and surveillance at-a-distance require
accurate iris matching capability for images acquired under different wavelengths. In
this context, simultaneously acquired visible iris images should be matched with the
iris images acquired under near infrared illumination to ascertain cross-spectral iris
recognition accuracy. This paper describes the need for such cross-spectral iris recog-
nition capability and proposes the development of bi-spectral iris image database to
advance the much needed research in this area.

1 Introduction

Various government sectors in theworld provide public services andwelfare schemes
for the benefit of people in the society. Iris recognition is increasingly employed for
large-scale applications, especially in the government supported projects globally.
Recent survey on the biometrics market [1] indicates that funding for government
biometric-based projects such as National ID Program, Biometric Drivers license,
Biometric Passports & Visas, is expected to be about 21.9 billion US$ by 2020.
Almost all of the currently deployed iris recognition systems [2, 3] use the data
acquired at near infrared (NIR) wavelengths. These systems are believed to be more
accurate amongall the existingbiometric recognition systems.There havebeen recent
efforts to develop visible wavelength-based iris recognition techniques in order to
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2 N.P. Ramaiah and A. Kumar

eliminate the NIR radiation hazards and the limitations of existing iris recognition
systems. In this context, iris pigmentation [4] plays an important role while acquiring
images under visible wavelengths. The concentration of melanin pigment is more
in dark colored irises which can be acquired with greater texture details under near
infrared illumination. The color of the iris can be determined by considering the
variable proportions of the two molecules, namely enumelanin (brown/black) and
pheomelanin (red/yellow). The appearance of dark colored iris is not very clear
under visible illumination since it has more enumelanin molecules which absorb
the visible illumination deeply. In order to ensure enhanced texture details under
visible wavelengths, the power of visible illumination should be increased which
can be uncomfortable to the users. Also, the external environmental illumination can
add more noise to the visible iris images in terms of shadows, specular and diffuse
reflections. These factors should be considered before selecting an image acquisition
setup especially under visible wavelengths.

There have been several promising attempts to acquire the iris images under visible
wavelengths. Proenca et al. [6, 7] released UBIRIS database in two different versions
in which the iris data was collected in visible wavelengths by considering noise
artifacts and unconstrained acquisition conditions (at-a-distance and on-the-move).
Dobes et al. [8] released UPOL iris database which is captured using TOPCON
TRC50IA optical device in fully constrained acquisition conditions under visible
wavelengths. Tajbakhsh et al. [9] explored a new approach for iris recognition by
considering the fusion of iris extracted features captured under both near infrared and
visible wavelengths, but not simultaneously. Reference [10] describes a framework
for accurately segmenting the iris images from face images acquired at-a-distance
under near infrared or visible illuminations.

Very few efforts have beenmade to analyzemulti-spectral iris imaging. Ross et al.
[11] proposed the enhanced iris recognition system by considering the fusion of mul-
tiple spectrum beyond wavelengths of 900nm. Recently, cross-spectral periocular
matching has been explored in [12] using trained neural network with interesting
results. An approach for cross-spectral iris matching [13] was proposed using the
predictive NIR image. Even though the cross-spectral verification accuracy [13] was
very close to the accuracy of NIR cross-comparisons, it is far from being practi-
cal because prediction is different from reality. An overview of various related iris
recognition methods for different cross-comparisons is explained in Table1. To the
best of our knowledge, there is no publicly available database to address the exact
problem of cross-spectral iris recognition. The solution to cross-spectral iris recog-
nition is required to authenticate iris images acquired under visible wavelengths with
large-scale iris databases in which the data is acquired in near infrared wavelengths.

The rest of the paper is organized as follows: In Sect. 2, the proposed image
acquisition setup is presented in order to acquire the cross-spectral iris images.
Experimental results for cross-spectral iris recognition are discussed in Sect. 3. Key
conclusions and need for future research efforts are discussed in Sect. 4.
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Table 1 Summary of related work on different cross-domain iris matching

Reference Method Iris comparisons Database

[11] Score level fusion is used for iris
images acquired beyond wavelengths
of 900nm to improve the matching
performance

Multi-spectral WVU Multi-spectral iris
database

[13] A predictive NIR iris image is used
from the color image

Cross-spectral WVU Multi-spectral iris
database

[9] Comparisons are made based on the
feature fusion of both near infrared
and visible iris images

Cross-spectral UTIRIS iris database

[14] A sensor adaptation algorithm is
proposed for cross-sensor iris
recognition using kernel
transformation learning

Cross-sensor BTAS 2012
Cross-sensor Iris
Competition database
(ND Dataset)

[15] An optimization model of coupled
feature selection is proposed for
comparing cross-sensor iris data

Cross-sensor BTAS 2012
Cross-sensor Iris
Competition database
(ND Dataset)

2 Acquiring Bi-Spectral Images for Cross-Spectral Iris
Recognition

In order to meet the requirement, a GigE compliant multi-spectral camera [18] is
selected which utilizes dichroic prism (see Fig. 1), one for visible imaging and the
other for near infrared imaging. The precise separation of the visible and near infrared
regions of the spectrum is illustrated in Fig. 2. In order to adjust both the focal points
optimally, it is advisable to use any lens specially designed for 3CCD cameras. The
image acquisition setup is illustrated in Fig. 3. Communication between the camera
and the computer is through dual NIC, one NIC is for visible and the other is for near
infrared channel. The captured visible and near infrared images have dimensions of
image size, 640× 480 pixels. Choosing illumination sources for both the spectrums is
more significant while capturing the images since there is always a trade-off between
the quality of visible and near infrared images. In order to acquire good quality iris
images, factors like exposure, gain, and illumination intensity are independently
considered for both the channels.

The camera specifies that the exposure limits (δe) range from 0 to 792 and the
gain limits (δg) range from −89 to 593. After analyzing different exposure and
gain combinations, the settings for both the channels are finalized empirically as
shown in Table2. In visible channel, the exposure and gain settings are fixed as
150 and 75, respectively. The illumination source used for the visible channel is a
professional video light (VL-S04) whose illumination intensity is 1450 lx and the
illumination angle is 45 degrees. In a similar way, the exposure and gain parameters
were fixed as 15 and −80, respectively, for the near infrared channel. The near
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Fig. 1 Simultaneous iris imaging using dichroic prism optics

Fig. 2 Focal points for visible and near infrared illuminations

Fig. 3 Image acquisition setup for bi-spectral iris imaging
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Table 2 Imaging parameters for the visible and near infrared channels

Variable Near infrared channel Visible channel

Exposure limit value (δe) 15 150

Gain limit value (δg) −80 75

Illumination intensity (EIR) (W/m2) 2.6 2.123

Illumination angle (degrees) 60 45

infrared illumination can cause damage to the eye if its intensity exceeds some limit.
In order to alleviate near infrared radiation hazard, a ring illuminator is specifically
designed which is suitable for the proposed acquisition environment. The total IR
illumination intensity of 2.6W is used at a distance of 10cm from ring illuminator
to the eye. The maximum acceptable IR radiation [19], EIR, can be defined in the
wavelength range 780–3000nm as

EIR =
λ=3000∑

λ=780

Eλ • �λ ≤ 18000 • t−0.75 [W • m−2], for t ≤ 1000 s,

=
λ=3000∑

λ=780

Eλ • �λ ≤ 100 [W • m−2], for t > 1000 s, (1)

where Eλ is the spectral irradiance,�λ is the spectral bandwidth source in nm and t is
the exposure time. The setup captures the iris images in both channels simultaneously
and saves the images aswell the sequence of different images at an interval of 0.5 s for
further investigation. The sample iris images acquired using the proposed acquisition
setup are illustrated in Fig. 4.

Fig. 4 Sample iris images simultaneously acquired under near infrared and visible wavelengths
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Fig. 5 Preprocessing steps for cross-spectral iris recognition

3 Experiments and Results

Our key objective is to ascertain true cross-spectral matching capability from the
simultaneously acquired iris under two popular spectrums. The matching accu-
racy for cross-spectral iris matching is ascertained from the equal error rate and
the decidability index, in addition to the receiver operating curve. The decidability
index (d

′
) can be defined as

d
′ = |μA − μI |√

1
2 (σ

2
A + σ 2

I )

(2)
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whereμA andμI are themeans of authentic and impostor distance score distributions
and σA and σI are the standard deviations of the two distributions. We develop a true
cross-spectral iris image database using the proposed iris acquisition setup. The
database consists of a total of 400 iris images (10 × 2 × 2 × 10) that are acquired in
10 instances from 10 subjects of both eyes simultaneously in both near infrared and
visible channels. The iris segmentation, normalization, and template extraction are
performed for both NIR and VIS images (see Fig. 5) using the algorithm in [20]. A
standard 1-D log-Gabor filter was convolved with the normalized iris image of size,
20×240, in order to create a binarized iris codeof size, 20×240× 2.Thenormalized
hamming distance measure is used to compute the dissimilarity between iris codes.
The performance measures are shown in Table3 for three different types of cross-
comparisons, namely near infrared to near infrared (NIR-to-NIR), visible to visible
(VIS-to-VIS), and infrared to visible (NIR-to-VIS) comparisons. The decidability
index (d

′
) and equal error rate (EER) for cross-spectral iris comparisons (NIR-to-

VIS) are 0.9253 and 34.019, respectively. From Figs. 6 and 7, it can be observed
that even though the cross-comparisons in near infrared and visible channels are
independently quite accurate, the performance of cross-spectral iris matching has
significantly degraded. Therefore, there is need to develop large-scale cross-spectral
iris database and advanced algorithms to accurately match such images.

Table 3 Results of three cross-comparisons (NIR-to-NIR, VIS-to-VIS and NIR-to-VIS)

Cross-comparison μA μI σA σI d
′

EER

NIR-to-NIR 0.2463 0.4590 0.0875 0.0136 3.3949 2.9447

VIS-to-VIS 0.2704 0.4428 0.0898 0.0200 2.6503 7.2337

NIR-to-VIS (cross spectral) 0.4400 0.4613 0.0298 0.0133 0.9253 34.019

Fig. 6 The ROC curves for
cross-spectral iris
recognition (N2N:
NIR-to-NIR; V2V:
VIS-to-VIS and N2V:
NIR-to-VIS comparison
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Fig. 7 Normalized
histograms plots of genuine
and impostor distance scores
for NIR-to-NIR, VIS-to-VIS
and NIR-to-VIS comparisons

Table 4 Performance degradation for cross-sensor iris matching: EER and DI on ND dataset

Comparisons Pillai et al. Lihu Xiao et al. Lihu Xiao et al.

EER (%) [14] EER (%) [15] d
′
(%) [15]

LG2200 6.06 1.84 4.1169

LG4000 5.22 0.31 5.0545

Cross-sensor 7.19 3.38 3.6546

Improved cross-sensor 6.09 0.91 5.3070

4 Conclusions and Future Work

Accurate cross-spectral iris capability requires iris image database which is simul-
taneously acquired under two different spectrums. Lack of such database in public
domain is a key limitation to advanced research in this area. This paper has described
the development of a benchmark cross-spectral iris database in which the iris images
were acquired simultaneously under near infrared and visible regions of electromag-
netic spectrum. To the best of our knowledge, there is no standard cross-spectral iris
database to address the limitations in cross-spectral iris recognition. The performance
of cross-sensor iris recognition [14, 15] is summarized in Table4 for the entire ND
dataset. The extent of performance degradation for cross-sensor iris matching can be
observed from this table. Considering our results, particularly on a smaller database,
it is reasonable to argue that cross-spectral iris matching seriously degrades the iris
matching accuracy than the cross-sensor iris matching accuracy.
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Our observations from fully registered true cross-spectral iris matching illustrate
serious degradation in matching accuracy. This can be explained by the fact that
the information revealed under visible and near infrared spectrum is expected to be
significantly different but have some correlation compared to those observed from
different sensors operating under the same near infrared spectrum. The extent of
such cross-spectral correlation and difference need to be carefully investigated in the
future work. In this context, the cross-sensor framework in [14] can be explored on
registered cross-spectral data. Development of such cross-spectral iris recognition
using advanced machine learning algorithms is part of our ongoing research in this
area.
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Fast 3D Salient Region Detection
in Medical Images Using GPUs
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Abstract Automated detection of visually salient regions is an active area of
research in computer vision. Salient regions can serve as inputs for object detectors as
well as inputs for region-based registration algorithms. In this paper, we consider the
problem of speeding up computationally intensive bottom-up salient region detection
in 3D medical volumes. The method uses the Kadir–Brady formulation of saliency.
We show that in the vicinity of a salient region, entropy is a monotonically increasing
function of the degree of overlap of a candidate window with the salient region. This
allows us to initialize a sparse seed point grid as the set of tentative salient region
centers and iteratively converge to the local entropy maxima, thereby reducing the
computation complexity compared to the Kadir–Brady approach of performing this
computation at every point in the image. We propose two different approaches for
achieving this. The first approach involves evaluating entropy in the four quadrants
around the seed point and iteratively moving in the direction that increases entropy.
The second approach we propose makes use of mean shift tracking framework to
affect entropy maximizing moves. Specifically, we propose the use of uniform pmf
as the target distribution to seek high entropy regions. We demonstrate the use of our
algorithm on medical volumes for left ventricle detection in PET images and tumor
localization in brain MR sequences.
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1 Introduction

Images contain great amounts of information at multiple frequencies, scales, and
spatial locations. Perceiving this information in its entirety is a hard task. The human
brain has evolved neurological processes that selectively focus attention [1] at one
salient frequency, scale, or image location at a time. In order to enable processing of
large amounts of data, it is natural to automate these neurological processes. This has
led to the development of automated visual saliency detection algorithms that esti-
mate salient features in images [2, 3]. Frintrop et al. in [4] showed the higher repeata-
bility and discriminative power of salient regions as compared to ensemble-based
detections, leading to more accurate matching across different scenes for registra-
tion or 3D scene estimation. Object detection and recognition accuracies have been
improved by applying saliency filter as the front end followed by specific descriptors
like SIFT [5] trained on the object class.

Visual saliency, can be thought of as a combination of bottom-up and top-down
attention [6, 7]. Top-down uses the prior knowledge, models, and abstractions [8].
Judd et al. [9] used a combination of low-level local features and semantic infor-
mation from high-level detectors for faces and people. Such top-down approaches
try to predict the way humans perceive the visual world. It is difficult to translate
such an approach to domains like medical image analysis where human attention is
task-dependent. Hence, we primarily concentrate on bottom-up saliency, which pre-
dominantly depends on the conspicuity emerging from contrasting/distinguishing
local image features. For instance, Mahadevan and Vasconselos [10] proposed an
architecture where saliency is proportional to the discriminability of a set of features
that classify center from surround, at that location. They set the size of the center
window to a value comparable to the size of the display items and the surround win-
dow six times the size. This ratio is motivated from the neurological evidences on
natural images. However, such an assumption does not hold in medical images where
the lesions and organs can take diverse range of sizes. Itti and Koch [2] deal with this
problem by estimating the size of salient region by applying difference of Gaussians
on the imagepyramidusingdifferent combinations of standard deviations that capture
different center–surround ratios. This adds an extra dimension of complexity leading
to high compute expense. Le Ngo et al. [11] estimated the conditional entropy of the
center given its surrounds using kd-tree to reduce computation. This method assumes
fixed size windows for defining center and surround region making it intractable for
medical imaging where anatomies could be of various sizes. Also their method is
not scalable for finding salient regions in three-dimensional volumes. Considering
the above-mentioned shortcomings, we adopt the saliency definition proposed by
Kadir and Brady [12]. Specifically, their framework considers different-sized neigh-
borhoods of every point in an image. The maximum of the product of the local
entropy and the rate of the pdf as a function of scale of the neighborhood is then
computed. If this maxima exceeds a pre-decided threshold the point is designated
as a salient point. Subsequently, Expectation–Maximization (EM) based clustering
is employed to coalesce nearby detections. These steps of computing entropy and
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differential pdf at every point in the image at multiple scales are computationally
intensive, especially when considering 3D volumetric imagery common in medical
imaging.

In this paper, we propose an approach for fast salient region detection in 3D
imagery based on the Kadir–Brady approach.We show that in the vicinity of a salient
region, entropy is a monotonically increasing function of the degree of overlap of a
candidate window with the salient region. This allows us to initialize a sparse seed
point grid as the set of tentative salient region centers and iteratively converge to the
local entropy maxima. This reduces the computation considerably compared to the
Kadir–Brady approach of performing this computation at every point in the image.
We propose two different approaches for achieving this. The first approach involves
evaluating entropy in the four quadrants around the seed point and iteratively mov-
ing in the direction that increases entropy. In particular, the effective displacement is
calculated as the summation of four quadrant displacementsweighted by correspond-
ing normalized entropies. The second approach we propose makes use of pixel-level
information in a mean shift tracking framework to effect entropy maximizing moves.
Specifically, we propose the use of uniform pmf as the target distribution to seek high
entropy regions. We also extend this Saliency shift algorithm to capture 3D salient
regions in medical volumes by estimating orientation using 3D extension of ABM-
SOD algorithm [13]. We develop an optimized GPU implementation of the saliency
seek algorithm to enable and accelerate the detection of salient regions. We demon-
strate results for left ventricle detection in PET and for the tumor map in brain MR
sequence.

2 Technical Details

2.1 Motivation

As discussed before, the Kadir–Brady approach considers different-sized neighbor-
hoods of every point in an image. The maximum of the product of the local entropy
and the rate of the pdf as a function of scale of the neighborhood is then computed.
If this maxima exceeds a pre-decided threshold the point is designated as a salient
point. Subsequently, Expectation–Maximization (EM) based clustering is employed
to coalesce nearby detections. The key problem with this approach is the need to
perform this computation at every point in the image which as we show can be quite
unnecessary. To motivate this, consider a toy example consisting of a single salient
region as shown in the Fig. 1.

We assume that the intensity distribution f in the salient region follows a uniform
distribution and the background distribution g follows a delta distribution. Specif-
ically, f ∼ U [0, M] and g ∼ δ(k − l). The choice of these distributions captures
the fact that salient regions have higher entropy as compared to their background in
an exaggerated sense. Now consider a candidate window with an overlap fraction α
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Fig. 1 Toy example to
demonstrate monotonicity of
entropy against percentage
overlap with the salient
region. The figure shows a
target object with a uniform
range of intensities in a
homogeneous background
region. The candidate
window partially overlaps
with the target with the
fraction of overlap given
by α

with the salient region. It is easy to see that the intensity distribution of this window
will be a mixture distribution α f + (1−α)g. The entropy of this mixture distribution
is given by:

H(α) = −
M∑

k=0

(α f + (1 − α)g) log (α f + (1 − α)g) (1)

Substituting the distributions for f and g from above, the entropy evaluates to

H(α) = −(
α

M
+ 1 − α) log (

α

M
+ 1 − α) − α

M − 1

M
log

α

M
(2)

The rate of change of this entropy as a function of α is given by Eq.3

d

dα
(H(α)) = M − 1

M
log

α + M(1 − α)

α
(3)

Note that for α = 0 H(α) = 0 and for α = 1, H(α) = log(M). Also, it can be
seen that the above expression in Eq.3 for the derivative of the entropy is positive, for
α ranging between 0 and 1. This shows that for the simple toy example that we have
considered, that entropy increases monotonically as a function of overlap percentage
in the vicinity of the salient object. In turn, this relationship suggests that, in the
neighborhood of a salient region, an iterative algorithm that increases entropy of the
enclosed region, will increase the overlap percentage. This would result in moving
the candidate window closer to the salient object, obviating the need to perform an
exhaustive entropy computation at every point.

In the following sections, we describe two approaches which use the above idea
to detect salient regions starting from a sparse set of initial seed points. The first
approach involves evaluating entropy in the four quadrants centered around the seed
point and iteratively moving in the direction that increases entropy. In particular, the
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effective displacement is calculated as the summation of four quadrant displacements
weighted by corresponding normalized entropies. The second approach we propose
makes use of mean shift tracking framework to effect entropy maximizing moves.
Specifically, we propose the use of uniform pmf as the target distribution to seek
high entropy regions. We would like to note here that while the above assumptions
made regarding the distributions of the salient region and its background do not
strictly hold for real-world problems, the proposed entropy maximizing algorithms,
nevertheless succeed in converging to the salient regions.

2.2 Quadrant Method

In this algorithm, we initialize a uniformly sampled grid of points on the image. In
order to capture all the entropy maxima, we assume that each salient region has at
least one grid point within its vicinity. Let us denote the locations of these initial
grid points with P̄0

i where the subscript represents the index of the i th point and
the superscript denotes the iteration. Each of the points in the grid represents the
tentative center of a salient region for the corresponding iteration. At every step,
direction of increasing entropy has to be calculated. This is achieved by dividing
the neighborhood of the point considered into four quadrants as shown in the figure
below. In each of the quadrants we take windows W jk(Pt

i ) of all scales in a range
varying over k and compute respective entropies. For each quadrant, the window at
the scale that gives maximum entropy is selected. The effective shift vector ¯δedi is
calculated as the summation of the displacement vectors corresponding to the optimal
scales weighted by their normalized entropies. For more details, see Algorithm 1 and
Fig. 2a.

(a) (b)

Fig. 2 a The figure shows the 4 quadrants for a seed point. It shows the range of scales for entropy
calculation for one of the quadrants. The optimum scales for each of the quadrants are shown in
red with dotted lines representing the displacement vectors. b A sample result obtained using the
quadrant method on a synthetic image figure. As can be seen, the four quadrants localize the target
salient object.
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Once entropy maxima are found we calculate the change in pdf about the optimal
scale. Salient regions are obtained by filtering out the high entropy noise by applying
a lower bound on the pdf difference. A sample result of this approach is shown in
Fig. 2b. The quadrant approach considers variable-sized neighborhoods of a test point
andmakes an entropy-weighted move toward the salient region. The entropy weights
are coarse, however, in the sense that they are computed for each quadrant rather than
pixel level. In the next section, we propose a more fine-grained approach to make
more precise shifts to higher entropy regions. While the idea of using quadrants is
feasible for 2D problems, its extension to 3D volumes is computationally intensive.
Furthermore, it cannot deal with anisotropic salient regions as described in the next
section.

2.3 Saliency Shift

Mean shift tracking [14] is a popular approach for nonrigid object tracking based on
maximizing the Bhattacharyya coefficient between histogram of the target and the
candidate window in successive frames. This maximization is achieved by an itera-
tive procedure which involves computing a weight map over the candidate window
that reflects the likelihood of a pixel belonging to the target histogram. A shift vector
pointing to the centroid of the weight map is then computed and the procedure is
repeated till convergence. We adapt this concept for maximizing entropy. One prob-
lem with this is that unlike the visual tracking problem where the target histogram
refers to a fixed template, we do not have a specific target histogram to work with
for the entropy problem. This can be addressed as follows: We note that among all

Algorithm 1 Quadrant Method
Uniformly sampling the image with an initial grid of points P0

i
Initialize magnitude effective displacement vector ¯δedi to η

for each point Pi do
while ‖ ¯δedi ‖ ≤ η do

for each quadrant j centered at Pi do
for each scale k in the range of scales do

Calculate the entropy εi jk in window W jk centered at point Pt
i

end for
εi j = maxkεi jk � Find the maximum entropy for each quadrant across the range

of scales
kopt i j = argmaxkεi jk � Find the corresponding scale maximizing the entropy

end for
nεi j = εi j∑

j εi j
� Find the normalized entropy for each quadrant

di j = √
2k_opti j � Displacement in each quadrant direction

¯δedi = ∑
j nεi j d̄i j � Calculate effective displacement for the point

t = t + 1
P̄ t+1

i = P̄ t
i + ¯δedi � Change location of point

end while
end for
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discrete distributions, the uniform distribution has highest entropy. In order to adapt
the mean shift tracking procedure to seek entropy maxima, a simple solution is to use
the uniform distribution as the target histogram. We now describe the procedure in
detail. A sparse set of seed points is distributed throughout the image. A search win-
dow Wx is centered around each candidate point x and candidate feature distribution
p of the the window is calculated by aggregating the weighted kernel responses over
all the pixels in it.

pb(Wx ) = CH

∑

s∈W

|H |−1/2K (d(x, s))δ[β(s) − b] (4)

where b is the histogram bin index, β(s) is the bin number in which pixel s lies,
CH is the normalization constant, H denotes the bandwidth matrix, δ is the discrete
Kronecker delta function, and d is the Euclidean distance. As mentioned above, to
move toward higher entropy regions, we define the target distribution to be uni-
form q ∼ U [0, M]. The algorithm estimates the shift by maximizing the similar-
ity between the candidate distribution and uniform pdf, measured in terms of the
Bhattacharyya coefficient given by ρ(x) = ∑M

b=1
√

pb(Wx )qb. Each pixel in the
candidate window is assigned weights given by Eq.5

w(s) =
M∑

1

√
qb/pb(x)δ[β(s) − b] (5)

which in effect assigns higher importance to the candidate pixels belonging to the
target distribution. At each iteration, the next position x of the seed point is calculated
by a kernel K weighted mean of the candidate window pixels.

x =
∑

s∈S −K ′
H (x − s)w(s)s∑

s∈S −K ′
H (x − s)w(s)

(6)

The algorithm increasing the Bhattacharyya coefficient with the uniform distrib-
ution effectively moves the candidate in a higher entropy direction till the maximum
is achieved. All maxima with entropy values above a certain predefined thresh-
old are selected and the change in pdf is calculated at the specified scale. Regions
with high rate of change of pdf are considered to be salient at that scale. We use
above-mentioned framework for identifying 3D salient regions in medical volumes.
Specifically, we use cuboid search windows that are initially distributed randomly
throughout the medical volume. Each of these windows has a scale parameter gen-
erated uniformly in a range constrained by the size of the volume. The size of the
window does not change across iterations, i.e., the bandwidth matrix H remains
the same throughout the mean shift procedure. We use the identity function as our
kernel K (x) = x . This approach worked well for isotropic salient regions as well
as for anisotropic regions aligned with the coordinate axes. However for salient
regions which are anisotropic and oblique, the cuboids lack the flexibility to pre-
cisely encapsulate the salient region resulting in a higher fraction of the background
pixels contributing to the candidate histogram thus reducing its entropy and resulting
in a missed detection as can be seen in Fig. 3.
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Fig. 3 The image on the left shows a 2Dprojection of the output for the saliency detection algorithm
using the conventional mean shift framework, whereas the right image shows the same volume slice
using the ABMSOD framework. The cheek bones are not detected using conventional mean shift
because of the anisotropy

To address this problem,we useAdaptiveBandwidthMean shift forObject Detec-
tion (ABMSOD) algorithm [13]. ABMSOD is a mean shift-based iterative algorithm
used for 2D object detection in computer vision. It simultaneously estimates the
position, scale, and orientation of the target object. The initialization step involves
randomly scattering elliptical candidate windows with varying sizes throughout the
volume. The iterative step of the algorithm consists of two parts. In the first part, new
estimate of the candidate location is calculated using the conventional mean shift
framework. In the second part, we estimate the scale and orientation parameters that
are encoded within the bandwidth matrix of the candidate window. For details of the
implementation see Algorithm2. The optimal bandwidth corresponds to the scale
and orientation that maximizes the Bhattacharyya coefficient at the current posi-
tion. Chen et al. [15] derive the expression for estimating the optimum bandwidth
matrix H .

H =
∑

s∈S(x − s)(x − s)T w(s)∑
s∈S w(s)

(7)

Vaswani et al. [16] validate the expression Eq.7 for higher dimensions and use
the ABMSOD framework for localizing 3D structures in medical volumes. For this,
the feature histogram of the anatomy to be localized is used as the target distribution.
We adopt the same framework for maximizing the entropy using uniform pdf as the
target distribution. However, the algorithm described in Algorithm2 is computation-
ally expensive and is amenable to parallelization using GPUs. The scheme used for
parallelization of our algorithm is described in the next subsection.
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Algorithm 2 Adaptive Bandwidth Mean shift
HQ is the target histogram
for each candidate ellipsoid Wi centered at Pi with a bandwidth matrix Hi do � Perform

iterative search
i ter_cnt ← 1
bhatc f ← 0 � Initialize Bhattacharyya coefficient
max_bhatc f ← 0 � Maximum Bhattacharaya coefficient across all iterations
delta_bhat ← T H RE SH O L D
xopt ← Pi
Hopt ← Hi
while (delta_bhatc f ≤ T H RE SH O L D and i ter_cnt < M AX_I T E R AT I O N S) do �

Termination criteria for the meanshift search
for each voxel v ∈ Wi do

H P(bv) ← H P(β(v)) + c exp −dv

2 � H P is the candidate histogram local to each
thread, β(v) is the bin index for voxel v, and dv is the distance of voxel v from the
center of the ellipsoid

end for
for each voxel v ∈ Wi do

wv ←
√

H Q(β(v))
H Pβ(v)

� Weight is computed for each voxel as the ratio of the bin heights
of the candidate and target histograms.

δxv ← −K ′ H(v)wvsv � δxv denotes the contribution of the voxel v having position
sv to the change in the position of the ellipsoid

xnew ←
∑

∀v δxv∑
∀v −K ′ H(v)wv

� xnew is the new position of candidate ellipsoid and is
computed according to Eq.6

for each voxel v ∈ Wi do
Repeat Steps 11 to Step 14 for the candidate ellipsoid Wi centered at xnew
δHv ← (xnew − sv)(xnew − sv)

T wv � δHv denotes contribution of a voxel to the H
matrix

end for
Hnew ←

∑
∀v δHv∑
∀v wv

� Hnew is the optimum H matrix at the new position of the
candidate ellipsoid and is calculated using Eq.7

bhatc f ← √
(H Q)(H P)

delta_bhatc f ← max_bhatc f − bhatc f
if bhatc f > max_bhatc f then

max_bhatc f ← bhatc f
xopt ← xnew
Hopt ← Hnew

end if
i ter_cnt ← inter_cnt + 1

end for
end while
Pi_opt ← xnew
Hi_opt ← Hnew

end for
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2.4 Parallelization Using GPUs

In this subsection, we describe the scheme used to parallelize the ABMSOD algo-
rithm on a GPU. A similar scheme is used to accelerate the conventional mean shift
algorithm. The GPU is a data-parallel computing device consisting of a set of mul-
tiprocessing units (SM), each of which is a set of SIMD (single instruction multiple
data) processing cores. Each SM has a fixed number of registers and a fast on-chip
memory that is shared among its SIMD cores. The different SMs share a slower off-
chip device memory. Constant memory and texture memory are read-only regions
of the device memory and accesses to these regions are cached. Local and global
memory refers to read–write regions of the device memory and its accesses are not
cached. In the CUDA context, the GPU is called device, whereas the CPU is called
host. Kernel refers to an application that is executed on the GPU. A CUDA ker-
nel is launched on the GPU as a grid of thread blocks. A thread block contains a
fixed number of threads. A thread block is executed on one of the multiprocessors
and multiple thread blocks can be run on the same multiprocessor (For details on
GPU architecture see [17]). The independent exploration of different search paths
originating from each initial random point is distributed amongst thread blocks. In
addition, using the finer level of parallelism offered by threads within a thread block,
we further parallelize operations within each search iteration. We make the threads
in a thread block handle computations for a subset of the voxels from the window.
Computations such as the application of the kernel function, construction of the can-
didate histogram, weight assignment to the voxels, H matrix computation, etc. are
all done in parallel where each thread is responsible for a set of voxels. Summa-
tion of values across threads is performed through parallel reduction. To reduce the
synchronization operations among threads during histogram computation, we allow
each thread to construct a local histogram of the voxels handled by that thread. These
histograms are stored in shared memory for fast access. After all local histograms
are constructed, the histograms are binwise aggregated by the threads in parallel
to form the global candidate histogram. The volume is stored in a 3D texture and
the access to the volume is ensured to be in a way that maximizes spatial locality
and efficiently utilizes the texture cache. Constant variables that target the histogram
are stored in constant memory to utilize the constant cache. Data shared by threads
within a block like the local histograms, etc. are stored in shared memory for fast
retrieval through the broadcast mechanism supported by CUDA. Enough number of
threads are launched to keep all the cores of each streaming multiprocessor (SM)
busy. We try and maximize the occupancy for each SM. The occupancy is, however,
limited by the amount of shared memory and the number of registers available per
SM. We also ensure that there is no register spilling and uncoalesced global memory
accesses.
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3 Experiments

We consider the usage of fast salient region detection in order to speed up medical
workflows. Specifically, we demonstrate the efficacy of our algorithm in estimating
the location and size of left ventricle inmyocardial perfusion imaging and quantifying
brain tumor in MR images acquired by Fluid Attenuated Inversion Recovery Pulse
Sequence (FLAIR).

3.1 LV Detection in Myocardial Perfusion Imaging

Myocardial perfusion imaging is a nuclear medicine procedure that illustrates
the function of the heart muscle (myocardium). The patient is typically adminis-
tered FDG—fluorodeoxyglucose—which has radioactive isotope fluorine that emits
imagable positrons. This technique captures the functional information of the body
as against structural information from CT because the glucose part in the radiophar-
maceutical rushes to regions in the body such as the myocardium which have high
metabolic activity. Physicians require the myocardium dataset in a standard orienta-
tion and scale. Current techniques that estimate cardiac orientation [18] need a good
initial mask around the myocardium otherwise, liver and other nearby organs having
high uptake contribute to a biased estimate of the orientation and size.

Detection of Left ventricle in amedical volume of size 128×128×34 using object
appearance-based classifier at all possible locations and scales [18] is extremely
compute-intensive. Myocardium in PET has increased uptake value because of high
metabolic activity. One way to solve the problem of high computation is using this
high uptake principle. Setting a high SUV threshold gives a rough initial estimate
of the heart location. But we also observed large number of false positives due to
noise, liver, and other organs Table1. Also, such a simple threshold does not give any
estimate of the size in each dimension. Exploring alternatives, we observed that left
ventricular region can be considered salient because of the high entropy and unique-
ness of its pixel intensity distribution compared to its immediate surroundings. In
order to leverage that property, we propose to use 3D saliency seek as a preprocessing
step to identify tentative candidates having left ventricle. The candidates would then
be further processed for location and cardiac orientation estimation. This two-step
approach eliminates false positives, effectively improving the accuracy and reducing

Table 1 Comparison of saliency seek versus intensity-based thresholding

Method Recall Rate (for 20 detections) Final precision (using Hu moments)

Threshold 15/32 = 46% N.A∗

Saliency Seek 29/32 = 91% 25/32

*The intensity thresholding method does not give scale information so it cannot be used for further
Hu-based detection
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compute time. We apply the saliency seek algorithm on an initial sparse seed point
grid distributed uniformly across the volume at multiple initial scales. Once these
points converge to local saliency maxima, we pick the top 20 having high pdf dif-
ference w.r.t surrounding. We observed that one of the top 20 detections is a true
positive in 29 of the 32 volumes dataset giving us a recall rate of 91%.

In order to increase the precision, i.e., to identify the true positives among the
tentative candidates, we used Hu moments [19]. These central moments have been
carefully designed to be invariant to translation, rotation, scale and so they serve as a
good choice for describing local appearance. We evaluated the set of seven invariant
Hu moments on the center slice of a heart template forming a seven-dimensional
training feature vector. For each test volume, we then compute the seven-dimensional
Hu-moment test vectors on five slices about the central slice for each detection. The
detection which minimizes the average Euclidean distance with the template across
the five slices is chosen as the most accurate estimate for that volume. We used a test
dataset of 32 PET volumes having a combination of “rest” and “stress” acquisitions,
each of size 128×128×34. The number of initial seed points was chosen to be 400.
Also the average number of iterations for convergence was 10. We are able to detect
the left ventricle by minimizing the distance in 25 volumes accurately. The average
Jaccard index between ground truths and successful detections is as high as 41.36%.
See Fig. 4. Since we have to search for the ventricle structure throughout the PET

Fig. 4 Results for LV detection on PET volumes. The figures show 2D axial slices for 16 PET
volumes along with the final ellipsoids. The LV is correctly detected in all but two cases
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volume, the algorithm is computationally intensive. To detect the left ventricle in a
reasonable amount of time, we use the Nvidia Tesla C2050 GPU as an accelerator to
speed up the saliency seek algorithm. This GPU has 14 multiprocessors each having
32 cuda cores, resulting in a total of 448 cuda cores. The cores are clocked at 1.15
GHz. Each multiprocessor has 48 KB of shared memory and 32k registers. The GPU
device has 3 GB of device memory. With the parallelization scheme as described in
the previous section, the saliency seek algorithm is able to detect the left ventricle in
4.1 s which is 10 times faster as compared to a sequential implementation.

3.2 Brain Tumor Quantification in MR

In this section, we introduce the concept of user-defined saliency and demonstrate
its accuracy in localizing brain tumor in MR volumes. In brain MRI, the accurate
location of tumor and edema is essential for minimizing the damage to healthy tissue.
In Fluid Attenuated Inversion Recovery (FLAIR) sequences, even subtle lesions
stand out against attenuated csf fluids making this modality conducive for tumor
detection, i.e., lesions can be distinguished based on intensity values alone and can
be considered salient at the right window-level setting. Medical images like CT,
MR, and PET have high dynamic ranges and different tissue types in the body lie in
mutually exclusive intensity ranges [20, 21]. For example in CT, lung tissue ranges
between −400 and −600 hounsfield units, fat tissue between −60 and −100, soft
tissue lies between 40 and 80 HU, and bone from 400 to 1000 [22]. In such cases,
the range of intensities defined by the window-level setting to be used is determined
by anatomy of interest and the application at hand. We consulted a few clinical
experts and found out the specific window-level setting used in FLAIR sequences
to illustrate malignant lesions. Entropy evaluated over complete dynamic range of
MR gave us unwanted regions straddling bone–tissue and air–tissue boundaries. We
noticed much more relevant entropy values when the entropy is computed on the
constrained intensity range coming from tumor specific window level. This new
entropy quantifies the variation in the distribution of pixels falling in the relevant
window level (Fig. 5).

We use the proposed saliency seek algorithm to locate tumors present in suchMR
volumes. However, we incorporated the new entropy evaluation as discussed above,
using only a constrained intensity range. We found empirical evidence showing this
idea of application specific saliency improving the detection accuracy significantly.
We present the preliminary results of our evaluation of this concept on MR datasets.
Brain tumor image data used in this work were obtained from [23]. The challenge
database [23] contains fully anonymized imageswithmanually labeled tumor ground
truth. This dataset consists volumes of size 256 × 256 × 176. We used the saliency
seek algorithm in 15 such volumes and were able to successfully localize the tumor
in all the 15 volumes with an average Jaccard index of 31.66%.
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Fig. 5 The four views (from top to bottom, left to right) represent the 3D, axial, coronal, and
sagittal views of the PET volumes with LV ventricle detected by the final ellipsoid

In order to compare our results with the state of the art, we chose to apply a
modified version of the Itti–Koch approach on axial 2D projections of the brain MR
images. The modified algorithm considers only pixels in the constrained intensity
range in constructing the saliencymaps. In Fig. 6 the first row shows 2D slices from 3
MR volumes with a tumor. The second row isolates the tumor in each of the volume.
The third row consists of the saliency maps obtained using the modified Itti–Koch
algorithm. The fourth row consists of the set of detections obtained from the saliency
seek algorithm. As can be seen from the figure, the Itti–Koch algorithm is not able to
identify the tumor as a salient region in all the cases,whereas saliency seek employing
the metrics of entropy and pdf difference is successfully able to localize the tumor.
Since saliency seek in this case consists of searching for the tumor from numerous
seed points scattered in a large-sized MR volume, the acceleration due to GPUs
becomes important for detection in a reasonable amount of time. The number of
initial seed points in this case was 700 with the average number of iterations 12.
We use the Tesla C2050 GPU as described in Sect. 3.1 and are able to successfully
localize the tumor in 7.8 s. We obtain a speedup of around 80x over the sequential
CPU implementation.
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Fig. 6 The first row shows
2D slices from 3 MR
volumes with a tumor. The
second row isolates the
tumor in each of the volume.
Third row shows the output
of modified Itti–Koch
algorithm. The fourth row
consists of the set of
detections obtained from the
saliency seek algorithm

4 Conclusion

In this paper, we showed that in the vicinity of a salient region, entropy is a monoton-
ically increasing function of the degree of overlap of a candidate window with the
salient region and proposed two iterative approaches to locate salient regions from
a sparse grid of seed points. The first used a four-quadrant approach to find entropy
maximizing moves. The second used mean shift tracking framework using a uniform
target distribution inmean shift iterations for seeking high entropy regions.We devel-
oped an efficient GPU implementation of the proposed algorithm for quickly detect-
ing salient regions in 3D and showed promising results for Myocardium detection in
PET volumes and tumor quantification in brain MR sequences. The framework can
be easily extended for visual tracking by using the converged salient regions from
previous frames. Also incorporating target specific feature information within the
saliency shift iterations would be another interesting extension.
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Missing Data Interpolation Using
Compressive Sensing: An Application
for Sales Data Gathering

S. Spoorthy, Sandhyasree Thaskani, Adithya Sood, M. Girish Chandra
and P. Balamuralidhar

Abstract Tasks like survey analysis involve collection of large amounts of data
from different sources. However, there are several situations where exhaustive data
collection could be quite cumbersome or infeasible. In this paper, we propose a
novel Compressive Sensing (CS)-based framework to recover the original data from
less number of collected data points in the case of market or survey research. We
utilize the historical data to establish sparsity of data, and further introduce the
concept of logical proximity for better recovery results. Additionally, we also present
a conceptual idea toward adaptive sampling using data stream sketching, which
suggests whether the collected data measurements are sufficient or not. The proposed
CS-basedmethodology is testedwith toy-sized examples and the results are presented
to demonstrate its utility.

1 Introduction

Analysis of data for a particular trend or feature requires collection of huge volumes
of data from different sources. In domains like survey research and market research,
data collection plays an important role in further data analysis. Often exhaustive
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data collection in these domains is hindered by the inability to collect data from
all possible sources, due to reasons like non-availability of manpower or difficulty
in reaching out to all sources. As data from all possible sources is necessary for
subsequent analysis in such domains, it is necessary to obtain the details of missing
data either through estimation or interpolation.

Statisticalmethods likeMaximumLikelihood (ML) estimation andBayesianMul-
tiple Imputation (MI) are popularly used methods for the estimation of missing data.
ML estimation using Expectation Maximization (EM) algorithm has been widely
used to estimate unobservable quantities from the collected data (latent data analy-
sis) while imputation methods were alternatives to ML estimates in filling missing
data. These methods have performed well in a range of survey analysis tasks [1, 2].

In this paper, we focus on the problemof obtaining details of uncollected data from
a set of collected measurements. We present an alternative novel data-independent
generic framework based on the Compressive Sensing (CS) paradigm. Compressive
Sensing (or Compressed Sensing) (CS) is a sampling theory which recovers the
original signal with the help of few non-adaptive linear measurements of the signal.
The theory states that a few linear measurements obtained from data with a sparse or
compressible representation in its native domain or in any transform, using a random
sensing matrix, are sufficient to recover the original data using basis pursuit or other
greedy algorithms [8].

The CS framework was used in imaging and communication theory applications
to collect, retrieve, and transmit huge amounts of discrete data using fewer compres-
sive sensingmeasurements. It demonstrated reasonable success in areas ranging from
hyperspectral image recovery [7] to reliable data transmission [4]. The compressive
sensing flavor helped in providing an altogether different perspective, be it for data
collection or for data transmission. In this paper, we use the CS paradigm to recover
missing data in a survey or market research. For this, we articulate the problem as
follows: Let us assume that the original data consists of data from all data sources of
interest. The collected or available data is assumed to be a subset of this original data
obtained through randomized selection process. By this, we mean that the collected
data is treated as compressive sensing measurements obtained from the original
data through a randomized sampling procedure. We demonstrate that the original
data of interest can be obtained to a good accuracy subjecting the collected data to
l1-minimization algorithm. By exploiting the linearity of the CS framework, we sug-
gest how to achieve uniform random sampling, which is essential for good recon-
struction accuracy. The design of the randomized sampling matrix is the pivot upon
which the compressive sensing paradigm is established as data recovery procedure
for missing data problems.We also place an additional and crucial premise of logical
proximity on top of the data sparsity concept of CS theory to improve the sparseness
of the data in the transform domain. By this concept, we imply that data sources
with logical data patterns can be grouped together to introduce greater sparsity in
the sparse domain. In the whole process, we visualize the sales data of a particular
product as an image frame (2D matrix) and the data for different products as a group
of frames. We also cross-check the sufficiency of the number of measurements by
utilizing data stream sketch; if the number of measurements happens to be less, then
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additional data can be collected in an “adaptive” way. To further aid the analysis, we
visualize the data collected from every source at regular periods as a 2-Dmatrix. This
paper, being based on our earlier patent [10], spell out the aforementioned aspects,
which to the best of our knowledge are novel.

The rest of the paper is organized as follows: In Sect. 2, a brief description of CS
theory is provided. In Sect. 3, compressive sensing framework for survey or market
research is described. We further describe the concepts of exploiting historical data
for sparsity and logical proximity in Sects. 4 and 4.1. Later, we focus on sketch-
ing methods to find out the sufficiency of measurements required for efficient data
recovery in Sect. 5. Some discussion and results are provided in Sects. 6 and 7. The
conclusions are provided in the final section.

2 Compressive Sensing

Consider a real signal x such that x ∈ RN and let us assume it is k-sparse (or
k-compressible) in a known domain Ψ , so that it is represented by the following
equation:

x = Ψ s (1)

The domain Ψ can be the signal’s native domain or some transform domain. Here,
s is the representation of x in the domain Ψ . This means that x can be represented
using k coefficients (or k largest coefficients, in case of compressible signals) of s in
Ψ domain.

According to CS theory, a few linear non-adaptive measurements, y, obtained
from the native signal x using a random sensing matrix Φ as

y = Φx = ΦΨ s (2)

are sufficient to recover the original signal with near-optimal accuracy. Gaussian ran-
dom or the Bernoulli randommatrices are popularly used random sensingmatrices in
the CS literature. These random sensing matrices need to satisfy ‘Incoherence’ prop-
erty and ‘Restricted Isometry Property (RIP)’ for successful recovery of the original
signal x from the collected measurements y. With these random measurements, the
factor A = ΦΨ also satisfy the above-mentioned properties. When the above con-
ditions are satisfied, the original signal x can then be recovered by subjecting the
measurements y to basis pursuit or any other pursuit algorithm, together with the
appropriate basis.

3 Compressive Sensing for Surveying

We assume that for a certain survey or market research, data needs to be collected
from N sources, say, N shops for a given product. This data can be straightforwardly
arranged in an N × 1 vector, represented by x. Let us now suppose that a small
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number of these sources have been visited for data collection due to geographical or
manpower constraints. We arrange these sources in an M ′ × 1 vector, represented
by y′. We can suppose that the measurement vector y is obtained from x due to
semi-random sampling. This can be written as

y′ = ϕx (3)

It is to be noted thatwe are using differentϕ inEq. (3) compared to (2) to signify the
fact that due to practical limitations and nature of the problemwe are considering this
matrix that need not be random in the sense of providing uniform random samples.
By exploiting the linearity framework of the CS, we can obtain improvised random
samples by operating y′ with a random matrix of dimension M × M ′ to arrive at the
“final” measurement vector,

y = Θ (ϕ) .x = ΦΨ s (4)

It is important to note that this operation by Θ on y′ is being carried out at the
reconstruction end, before feeding it to a pursuit algorithm. This process is really
useful since more “effective” randomness in the measurements at the reconstruction
side lead to better results. This obviously implies having more measurements to start
with; however, keeping with the practicality of data collection mechanism, this still
provides a neat way of utilizing the CS framework.

With the mapping to the CS framework being spelt out before applying the CS
techniques, we reiterate that it is convenient to visualize and handle the data as
image and sequences of images. In this context, we can visualize the data vector
x in terms of a data matrix of size L × L , where N = L2. This facilitates arriv-
ing at the sparsifying basis with ease and also to work out the “logical proximity,”
which is elaborated in the next section. Further, when we consider the data for dif-
ferent products, we can treat the data for each product as a frame and collectively
consider the “Group of Images” to exploit the correlation among the sales of the
products, to finally reduce the amount of data collected. Operating the image matrix
with the CSmodel can also be carried out as suggested in [3, 4]. The reader is referred
to Sect. 6 for additional details. Headings should be capitalized (i.e., nouns, verbs,
and all other words except articles, prepositions, and conjunctions should be set with
an initial capital) and should, with the exception of the title, be aligned to the left.
Words joined by a hyphen are subject to a special rule. If the first word can stand
alone, the second word should be capitalized.

4 Sparsity Basis and Logical Proximity

Once the measurement (data) is collected, we can randomize it by Θ and feed it to
CS reconstruction algorithms. These algorithms also require the basis in which the
data is sparse to carry out the reconstruction. Since we have data model as images,



Missing Data Interpolation Using Compressive Sensing … 31

we can try Discrete Cosine Transform (DCT) or DiscreteWavelet Transform (DWT)
matrices. Of course, if some historical or similar data is available, one can also
establish the appropriate sparsifying basis, by analyzing the data as well.

4.1 Logical Proximity for Efficient Data Recovery

With the historical data available, one can try grouping the data with similar sales pat-
terns as nearby pixels in the image frame, rather than lexicographical arrangement.
This results in better intra-frame correlation, and hence better sparsity. This can be
either exploited to give better reconstruction accuracy for a given number of mea-
surements or reduced number of measurements for a given accuracy. A combination
trade off is also possible.

5 Thoughts on Obtaining Requisite Measurements
Using Data Stream Sketching

With the historical data suggesting a guidance on logical proximity and sparsity, we
can arrive at the number of measurements using the CS theory. But it is to be noted
that the sales data gathering scenario is dynamic, which can disturb the sparsity over

Fig. 1 Sketching method
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time. One cannot be sure that the number of measurements sufficient previously is
enough now also, or if it is required to collect more data in the changed circumstance.
In order to arrive at the latter decision, it is required to compare the CS reconstructed
results with the “correct” results. In the large-scale scenario, which is typical of sales
data gathering, let us hypothesize thatwe can create a summary of the entire sales data
and have access to that summary alone. One way to create this summary is through
data stream sketching. The reader is referred to [5, 6]. The analyst or firm interested
in validating the data gathering through CS can download the sketch and compare the
requisite number of query results with CS reconstruction results as depicted in Fig. 1.
If there is considerable discrepancy, one can collect more data, leading to adaptive
sampling within our scenario. Furthermore, sketches and the associated results can
also guide us in reworking the logical proximity in an “evolutionary” fashion.

6 Discussion

6.1 Extension of the Case to Multiple Products

In Sects. 3 and 4, we proposed the CS model for data recovery for a single product
for a large set of shops, given data from few shops. In this section, we extend the
logic to sales data recovery in the case that data corresponds to the sales of multiple
products. In such a case, as was mentioned earlier, we propose to visualize the
data corresponding to different products from the shops of interest as a set of frames,
akin to the concept of image sequences in a video. That is to say, each of the product’s
sales is arranged in a 2-D matrix, and therefore, if a total number of products are
S, then S such images are obtained. Now, we try to exploit the correlation between
the sales of different products as thus, the purchase of product A may be related
to the purchase of product B since product B may complement the purchase of
A. Exploiting the correlation or inter-frame redundancy as thus, we observe that
collecting sales data from a few shops can help in relating to the sales of other
products too. If M measurements are needed to recover a particular class of data,
then S products would ideally result in the collection of S × M measurements per
shop. However, exploiting correlation between the purchases of products results in
collection of M̃ � SM measurements. Therefore, using the compressive sensing
paradigm results in significant reduction of computation in the case of data recovery
using multiple products.

Thereafter, video compression-based methods such as provided by [12] can then
be used to recover the multiple products from the available measurements or data.
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Fig. 2 Recovery of sales data in the case where logical proximity is not considered

7 Results

We substantiate the working of the proposed model in Sect. 3, with the help of toy-
sized simulation results for the sales data recovery. We consider data collection from
M shops, where the sampling matrix ϕ is semi-random. To simulate this scenario, we
forced an intentional choice of a few shops say P , where P < M , and selected rest
of the shops in a random manner. Due to the forced choice of few shops, ϕ had to be
subjected to two stages of randomization in order to achieve the final measurement
matrix, described in (2). Therefore, we find that the randomization operator Θ given
by (4) is the product of a two-stage randomization process here. The sparse domain
for this data was DCT domain. In this paper, we present the results for sales data
recovery in the case of a single product. We present the results of two cases: one
without logical proximity consideration and the other considering logical proximity.

In the first case, similar sales patterns are not considered for the arrangement of
sales data. Figure2 provides the results of this case. The simulation provided in Fig. 3
is for the case where logical proximity or sales data pattern is considered for data
recovery. We find that logical proximity induces a higher degree of sparsity into the
data, and therefore provides for near-optimal recovery.

In both illustrations, DCT domain was the sparse domain. For the purpose of
illustration, we considered an original data matrix which is a set of 16384 shops,
arranged in a 128× 128 matrix. We assumed that only 5504 shops have been visited
for data collection. Therefore, the measurement matrix is a 43 × 128 matrix.

Based on the proposition in Sect. 3 and simulations performed to illustrate this
proposition (Figs. 2 and 3), we observe that data recovery, inmost practical situations,
may not be optimal owing to two reasons:
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Fig. 3 Recovery of sales data in the case where logical proximity is considered

1. Firstly, it may not possible to establish strict sparsity for the data under consid-
eration, that is, the insignificant transform-domain coefficients may have small
amplitudes, but are not zero.

2. Secondly, in the case of semi-random sampling given by Eq. (3), small amount
of uniformity of selection may persist in the final measurement matrix, after the
process given by (4) is carried out. This factor may also contribute to sub-optimal
solutions.

8 Conclusions

In this paper,wepresented anovel frameworkof obtainingmissingdata froma limited
set of measurements using compressive sensing paradigm, in the case of single and
multiple products for survey or market research. Towards this end, we present a
novel methodology to obtain or collect samples using semi-random sampling matrix
and to further improve the “effectiveness” of this matrix at the receiver’s end with
the help of a randomization operator. We further demonstrated the use of logical
proximity concept, with the help of toy-sized examples, in improving the efficiency
of data recovery. Moreover, we presented an adaptive sampling scheme to check the
sufficiency of collected measurements during data updations, using the data stream
sketching method. Thus, this methodology along with the proposed CS technique
ensures smooth data collection for near-optimal recovery of data despite changes or
updates in the data. We have demonstrated the working of the framework and the
included methodology with the help of toy-sized examples for single-product data
collection case. In summary, the proposed CS methodology is sure to provide an
excellent framework to deal with large data recovery problems in survey or market
research, due to the flexibility it provides at data collection and updation stages.
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Domain Adaptation for Face Detection

Vidit Jain

Abstract Face detection has been an active area of research for several decades. As
a result, efficient algorithms and implementations have been developed for several
practical applications. These advancements have led to significant increase in the
scope of face detection research. Adapting existing detectors to different yet related
domains is one such extension over the traditional scope. In this setup, the adaptation
is performed when only one or a few images are available from the target domain,
whereas none of the images from the source domain are available. This chapter
discusses two of the recent algorithms that address this problem.

Keywords Face detection · Domain adaptation

1 Introduction

Face detection refers to the problem of determining the location and extent of all of
the faces present in an image. Also, no assumption is made about the number of faces
present in the given image. In single-image face detection, this image is analyzed
in isolation, and is not assumed to be a part of a sequence (or collection) of images
or a video. The discussion below focuses on single-image face detection. Hence,
it ignores solutions that exploit the continuity in the location, size, and appearance
of face regions in consecutive images in a sequence. In the absence of such struc-
tured information, detecting faces in single image is likely to be more difficult than
detecting faces in sequence of images.

Detecting faces in single image is useful in a variety of real-world applications. For
instance, face detection systems are used for automatically controlling the focus and
exposure in digital cameras [1], and for categorizing and filtering retrieved images by
commercial image search engines such as Google and Bing. These widespread appli-
cations have led to significant developments in the different aspects of performance
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Fig. 1 Typical failure cases. Most of the automated face detectors work well only on faces of
persons from similar race and age groups as those included in the training examples. The detected
faces are outlined by green rectangles in these images

of the face detection systems. Some algorithms focused on increasing the speed
of detection [2], whereas others reduced the time taken for training the detector [3].
There has also been somework on increasing the range of detectable variations in face
appearance (e.g., across poses [4]). The resulting face detectors perform extremely
well within its pre-defined scope of acceptable appearances. However, they fail mis-
erably in unconstrained environments (e.g., see Fig. 1). The low performance of most
of these face detectors is perhaps due to the fact that they perform the face versus non-
face classification independently for each candidate image region. Learning a precise
model of this distinction between face and non-face regions requires a large number
of accurately labeled examples of face regions to capture the diverse variations in
appearances with different expressions, poses, occlusions, and illumination patterns.
The huge cost (both time and effort) incurred in obtaining these labeled examples
becomes the bottleneck in expanding the scope of the learnedmodels. On one hand, it
is infeasible to collect labeled examples for every domain of face appearances; hence,
effective detectors cannot be trained separately for each domain. On the other hand,
the trained detectors fail to perform well even on face regions whose appearance is
slightly different from those in the domain spanned by the training instances.

Humans are extremely good at detecting human faces in an image. Studies suggest
that human brain uses context to solve difficult cases of detection (see Jain’s thesis for
a detailed discussion [5]). However, the automated systems typically focus only on
a given image region, ignoring any kind of information external to the appearance of
this image region. As a result, these systems are trying to solve face detection prob-
lems without using any scene context. In other words, they are solving a problem that
may be more difficult than necessary. This chapter discusses two recent approaches
that are inspired by this observation and employ the context about the image or the
different image regions to improve the performance of a pre-trained detector in a
new domain. Section3 presents an approach that considers every image as a new
domain and performs adaptation on-the-fly without any labeled examples. Section4
presents a one-time adaptation of a pre-trained detector to build a detector for a
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new, related domain for which only a few labeled examples are available. The next
section describes a common approach for implementing face detection algorithms
and provides the necessary background for the above two approaches.

2 A Common Approach

One common approach for implementing face detection algorithm follows three
steps: (illustrated in Fig. 2):

1. Sample candidate regions from the given image,
2. Classify each of these image regions as a face or non-face region, and
3. Post-process the detected face regions to merge overlapping detections and

remove spurious detections.

Modeling the dependencies among these three steps is avoided mostly due to
the high computational cost associated with them. The discussion below focuses on
developing better alternatives for the second step i.e., face classification. For other
two steps, the reader is advised to follow standard techniques [6].

Fig. 2 A common implementation of a face detector
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2.1 Face Versus Non-face Classification

Avariety of statistical techniques have been explored for the binary classification task
of determining whether a given image region is a face region. A few face detectors
that represent key progress in this area of research are summarized below. The reader
is referred to Zhang and Zhang [7] for detailed survey of face detection research. In
particular, three approaches are discussed that achieved very impressive results, and
provided useful baselines for evaluating other face detection algorithms.

• Neural networks. Rowley et al. [8] trained several multi-layer perceptrons with
different receptive fields to predict the classification label for a given image region.
An arbitration perceptron is trained to combine the output of all of these trained
neural networks for generating the final prediction.While they achieved impressive
results on the images from the MIT + CMU dataset, it remains unclear how to
determine a good set of parameters (e.g., number of layers and hidden units) for
their neural network to perform well on a new image collection.

• Parts-based model. Schneiderman and Kanade [9] formulated the problem of
face detection as the determination of the maximum a posteriori estimate of the
presence of a face given the observed image patch. In their model, an image
region is represented as an ordered set of multiple subregions. Intuitively, these
subregions correspond to different parts of a face such as the eyes and the nose. This
model inspired much of the later work on parts-based representation for general
object detection as well. They also showed impressive face detection results on
the MIT + CMU dataset, but this approach is computationally expensive.

• A cascade of AdaBoost classifiers. The Viola–Jones detector [6] is considered a
significant advancement in face detection. It not only achieved a high level of true
positive rate with very low number of false positives, but it was also one of the first
real-time face detector with a processing speed of about 15 frames per second.
The high performance of this detector is attributed to the following: (1) the use of
an integral-image representation for quickly evaluating feature responses; (2) an
AdaBoost-based learning framework for building strong classifiers from multiple
weak classifiers; and (3) the use of a cascade of these classifiers for early rejection
of non-face regions. Figure3 shows a schematic diagram of this classification
cascade.Being apopular implementation choice, the domain adaptation techniques
presented in this chapter are described in detail for this architecture. Further details
of the Viola–Jones detector are not relevant to the discussion below and can be
found in their original paper [6].

All of the above approaches are supervised learning techniques and rely strongly
on the assumption of similarity between the distribution of training and test domains.
In practical settings, there are often significant differences between these distribu-
tions. These differences arise due to the cost (or infeasibility) of collecting labeled
examples that include the test domain, that is, it may be infeasible to collect training
data for the enormous variety of domains in which the detector may be applied. The
next section considers each test image as a new domain and presents an algorithm
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Fig. 3 The classification cascade of the Viola–Jones face detector. Given an image patch R, the
Viola–Jones face detector uses n binary classifiers to define a cascade that instantaneously rejects
a patch that is rejected by any of the n classifier. As a result, an image region is classified as a face
region if and only if it is accepted by all the classifiers in the cascade

to adapt a pre-trained classifier to improve its performance on the given image.
The underlying principle could be applied to any choice of face classifier, although
the details are presented for adapting the classification cascade of the Viola–Jones
detector.

3 Single-Image Adaptation

The faces appearing in a single image have a lot of similarity in their appearance
because they often share a common geometric structure, illumination sources, and
other properties of the scene. For instance, all of the face regions in Fig. 4 have similar
shadow patterns. Due to the difference in the pose and position of these faces relative
to the camera, some faces have weaker shadows compared to the other faces. An
automated detector is likely to fail on the face of the person sitting in the left-bottom
corner because of the shadowon the left half of his face. Since the shadow is relatively
small on two faces in the right half of the image, a good detector may successfully

Fig. 4 Easy-to-detect faces could help identify hard-to-detect faces. There is a shadow in the left
half of all the four faces. The shadow is stronger on the two faces on the left, making them more
difficult to detect than the other two faces. A detector that could learn the shadow pattern from the
easy-to-detect faces could normalize the other faces to reduce their difficulty of detection
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detect these faces. These two “easy-to-detect” faces may subsequently be used to
infer common structure in the appearance of all of the faces in this image, allowing
us to normalize the “difficult-to-detect” candidate face regions and ultimately classify
them correctly. This same logicmay be applied to background patches, reducing both
false negatives and false positives. In otherwords, this approachperforms a adaptation
of the detector to the appearance domain manifested in the “easy-to-detect” faces.

In this domain adaptation setting, no labeled data is available for the target domain
(i.e., a single image). Also, the data used for training the original classifier (i.e., from
the source domain) is also unavailable during adaptation. These two constraints make
most of the work on domain adaptation [10–14] not relevant in this setting. These
approaches assume that a small number of labeled examples are available from the
target domain in addition to the labeled data from the source domain. A discussion
of these approaches is deferred to Sect. 5.1.

One naïve way to implement the above intuition is to scan the image for high-
confidence faces, and then adapt the detectionmodel according to the high-confidence
face and non-face regions. This two-step process has two problems. First, it can lead
to overfitting the first step’s predictions. Second, it represents a substantial increase in
computation. Both of these problems can be addressed by formulating face detection
as a regression problem and using an efficient Bayesian model with a strong prior.

A regression-based formulation. The appearance quality of a face region in an
image depends on several factors including the pose of the person, the distance of
the face from the camera, and the occlusion of the face from other objects present in
the scene. For instance, in Fig. 5, the resolution of the faces of people in the audience is
much lower than the resolution of the faces of the players. It is likely that there is little
commonality in the structure of appearance between these two classes of faces in this
image. In a different image, there may be more of such modes in the distribution of
face appearances present in a single scene. The presence of these unknown numbers
of different modes of appearance and the potential (gradual) transition among them

Fig. 5 Multiple modes in appearance quality of face regions. The resolution of the faces of people
in the audience is much lower than the resolution of the faces of the players. Thus, it is likely that
there is little commonality in the structure of appearance between these two classes of faces in this
image
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makes it challenging to learn the desired adaptation of a face detector in the traditional
classification setting. Moreover, the number of confident face and non-face regions
in an image may be too small to learn an effective nearest-neighbor based classifier.

A regression-based formulation is useful in this setting. In this formulation, image
regions with similar appearance receive similar detection scores (after adaptation).
In other words, the detection scores for the faces in the audience are encouraged to
be similar to each other but may be different from the detection scores for the face
regions corresponding to the players.A similar effect can be achievedusing an ensem-
ble of classification models, although specifying a strong prior—to avoid overfitting
to the new observations from the “easy-to-detect” faces—becomes computationally
prohibitive for them. In the regression setting, a Gaussian process prior [15] pro-
vides a straightforward way to implement the corresponding Bayesian model. The
mathematical overview of this adaptation is detailed below.

3.1 Online Domain-Adaptation

Let x ∈ X denote the feature representation of a data instance (i.e., an image region,
in this discussion) and S denote a classifier based on the sign of the prediction value
from a function f (·), i.e.,

S(x| f ) � sgn( f (x)). (1)

Assume the probability of error of f to be monotonically non-increasing with the
absolute value of f (x), i.e., | f (x)|. In other words, the large prediction values (both
positive and negative) are more likely to be correct than the small prediction values.
This assumption also suggests that the classification label obtained by the classifier
S for the points near the classification boundary (i.e., 0) may not be reliable. For
the face detection problem, this assumption suggests that the pre-trained classifier
can confidently accept unoccluded, in-focus, or “easy-to-detect” faces, and reject
several non-face regions from a given image. This classifier is assumed to generate
high prediction values for these easy acceptances and rejections. Consequently, the
decision for the faces with low prediction values is assumed to be more difficult
compared to the decision for the regions with high prediction values.

For the data instances with low prediction values from the pre-trained classifier,
new prediction values are computed that encourage consistency among all of the
prediction values. In other words, if two data points x1, x2 ∈ X are similar to each
other, then the corresponding predictions f ′(x1) and f ′(x1) should also be similar to
each other. To this end, a small margin around the classification boundary is defined.
The data pointswith prediction values outside thismargin are used to learn aGaussian
process regression (GPR) model, which is used to update the prediction values of
the data points with prediction values lying inside the margin. Figure6 illustrates the
intuition for this classifier adaptation, and the formal description is included below.
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Fig. 6 An illustration of online domain adaptation. f (x) denotes the output of a score predictor on
a data point x . Consider an ε margin (green dotted line) around the classification boundary (black
solid line). For points lying in the margin, the classifier is not very certain about the predictive label.
The proposed method updates the scores for the points in this margin based on their similarity to
the other points for which the classifier is relatively more confident about the classification label.
The original classification output is shown using blue ‘+,’ whereas the updated output (obtained
using Eq.4) is shown using red ‘o’

Given ε > 0, the in-margin set Xm ⊆ X is defined as

Xm � {x ∈ X s.t. | f (x)| < ε}. (2)

Similarly, the out-of-margin set Xo ⊆ X is defined as

Xo � X \ Xm . (3)

Jain et al. [16] learned a Gaussian process regression model using the instances in
the out-of-margin set Xo. The mean and variance functions of the learned model are
used to compute the update function f ′(·) as

f ′(x) =
{

f (x) if x ∈ Xo

μ(x, Xo, Φ(Xo)) − cσ(x, Xo) otherwise.
(4)

The final updated classifier is defined as

S′(x| f, ε) � sgn( f ′(x)). (5)

3.2 Cascade of Adapted Classifiers

As discussed in Sect. 2.1, Viola–Jones cascade of classifiers (Fig. 3) is an effective
architecture for implementing a face detector. Algorithm 1 describes the update
mechanism for such a cascade of classifiers using the above method of adapting a
pre-trained classifier. For this algorithm, the input X refers to the set of candidate
image regions to be evaluated by the cascade. The margin parameter ε is chosen by
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Fig. 7 The adapted cascade. The stage classifiers from the original cascade are denoted by the
blue circles, whereas the score update functions are denoted by the green circles. Each stage in the
adapted cascade corresponds to a pair of a blue and a green circle. At each stage, the scores from
the original stage classifier are used to learn a score update function. The updated scores are then
used to make the decision to reject the candidate image regions

maximizing the true positive rate at the observed number of false detections equal to
10% of the total number of true faces on a held-out dataset.1 The resulting cascade
is referred to as a cascade of adapted classifiers (Fig. 7).

Algorithm 1 Cascade of adapted classifiers.
Require: input X , classifier cascade {S}1...n , margin ε ≥ 0

1: for n = 1 to N do
2: Let the stage classifier Sn := sgn( fn(x))

3: Xm ← {x ∈ X | | fn(x)| < ε}
4: Xo ← X \ Xm
5: Yo ← fn(Xo)

6: train a GPR model using Xo, Yo
7: ∀x ∈ Xo, f ′

n(x) ← fn(x)

8: ∀x ∈ Xm , compute f ′
n(x) using Eq.4.

9: X ← {x ∈ X | f ′
n(x) > 0 }

10: end for

3.3 Observations

Despite the maturity of face detection research, it has been challenging to compare
different algorithms for face detection. The traditional datasets (e.g., theMIT+CMU
dataset) provided good sets of images for training and testing but did not pro-
vide a well-defined strict protocol. Also over time, several competing algorithms
achieved extremely high performance on this dataset. To address these problems, Jain
and Learned-Miller develop the face detection dataset and benchmark, commonly
known as FDDB [17]. This dataset included challenging images from real-world

1This strategy is similar to the suggestion made by Viola and Jones [6] for selecting certain model
parameters.
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Fig. 8 A comparison of
different face detectors based
on the FDDB discrete score

scenes, set a strict protocol for reporting performance, and also maintained a web-
page of performance curves of different algorithms. Jain and Learned-Miller [16]
reported their observation of single-image adaptation using the EXP-2 experimental
setup of the FDDB benchmark. They used the OpenCV2 version 1.0 implementa-
tion of the Viola–Jones frontal-face detector as the original, pre-trained cascade.
Figure8 presents the performance curves for Viola–Jones detector, Mikolajczyk
et al.’s face detector [18] and the above adapted cascade-based face detector. The
above-mentioned adaptation is performed on the Viola–Jones detector and Gaussian
process regression is used for re-computation of detection scores; therefore, the
adapted cascade-based detector is referred to as VJ GPR. Figure9 shows the com-
parison of face detection results obtained by theViola–Jones detector and the adapted
detector with parameter settings such that they obtain same false positive rates on
FDDB.

No post-processing of the detected regions was performed in these experiments
to improve the absolute performance of these detectors. The focus was on the fun-
damental improvements in face detection approaches, and similar optimization for
multiple poses was also ignored. These results show that a simple, online adapta-
tion of a black-box classifier substantially improves its performance on a new target
domain. It would be interesting to evaluate semi-supervisedmethods in this scenario,
but they require the access to the original training data for the Viola–Jones detector.
This constraint makes the above approach even more appealing for online domain
adaptation.

2https://www.sourceforge.net/projects/opencvlibrary/.

https://www.sourceforge.net/projects/opencvlibrary/
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Fig. 9 Detections obtained
by two face detectors on
some images from
FDDB.The detections are
denoted by green rectangles,
whereas the matched
ground-truth face
annotations are denoted by
red ellipses. These face
detection results are obtained
using systems with identical
false positive rate

Viola-Jones detector The adapted detector

4 Detection in New Domains

The previous section described an approach for performing the adaptation using a
single image and with no labeled examples. There are several other practical settings
where this assumption of extreme lack of resources is not necessary. A few hundred
images may be available for domain adaptation and some human annotation effort
maybe affordable. This section considers this setting of limited availability of training
data in a new domain. This setting is relevant not only for face detection but also for
several other rare-event classification problems such as intrusion detection. Similar to
the earlier discussion, this section presents the adaptation for the pre-trained Viola–
Jones cascade.
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Fig. 10 Narrow range of detections. In both of these images, a standard face detector correctly
identified the adult faces but failed to detect the faces of the babies

4.1 Cascade Adaptation

Consider the problem of domain adaptation for a cascade of classifiers when the
available positive examples from the target class are not sufficient to train cascade
from scratch. Also, it is assumed that only the pre-trained cascade is available, and
not the data used for training it.3 This pre-trained cascade fails to perform well
on images with variations in appearances that may not be captured in the training
examples, even when the variations are minor (in their semantics). For instance, a
cascade trained on the images of adult-human faces fails to detect faces of babies
(see Fig. 10). This limited generalization of a cascade classifier severely restricts the
data domains for which it can be used effectively. A common approach to address
this limitation is to train a new cascade of classifiers from scratch for each of the
new domains. Due to the requirement of a large collection of labeled examples, this
approach becomes infeasible as the number of new target domains increases.

This lack of robustness to variations in appearances can be attributed to an over-
fitting done by the different classifiers in the cascade. A deeper analysis of this
overfitting requires a functional understanding of the classifiers in the different parts
of this cascade. Formally, a cascade F is a classifier that is composed of m stage
classifiers {S1, . . . , Sm} that are applied in a sequential manner. As detailed below,
the first stages {S1, . . . , Sh} (head) perform an easy rejection of negative examples,
whereas the last stages {St+1, . . . , Sm} (tail) perform a more holistic verification of
positive examples; the middle stages (torso) perform the classification of different
structural components of the face at a different scale and scope. This phase-wise
split is illustrated in Fig. 11. Each of these three phases requires a different method
of adaptation.

Head adaptation. These early stage classifiers are expected to eliminate only the
easy-to-reject instances, and therefore they can be trained effectively from scratch
even with a few training examples from the new domain. The acceptable hit rate

3While it is common to make a pre-trained classification cascade available, it is often not feasible
to retain the examples used for training it due to operational and copyright issues.
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Fig. 11 Phase-wise split of a cascade of classifiers

and false alarm rate are set similar to the training objective for the original Viola–
Jones cascade. The computational efficiency of the original cascade is maintained by
considering the same family of classification functions to learn stage classifiers for
the new cascade. The stage classifiers from this new cascade replace the {S1, . . . , Sh}
stage classifiers.

Torso adaptation. The torso of the cascade is composed of an ordered set of stage
classifiers {Sh+1, . . . , St } of increasing complexity. If any of these stage classifiers
reject a given image patch, the patch is immediately discarded, otherwise it is evalu-
ated by the next stage classifier. The complexity of the subsequent classifiers increases
because the acceptable false alarmandhit rate for the trained classifier become stricter
for subsequent stages. This phase captures different structures ofmedium complexity
in the appearance of the source domain. If the target domain is similar to the source
domain, some of these structures are expected to be shared across the two domains.
For instance, the presence of a pair of eyes would be shared in faces of adult humans
and babies. By selecting only the stage classifiers that capture these shared structures,
a new classification cascade is constructed for the target domain. The stages that cap-
ture structures which differ between the two domains are removed. For example, the
relative ratio of the distance between two eyes to the distance between eyes and lips
is expected to be different between adult humans and babies. The stage classifier that
examines this ratio should be ignored while adapting the cascade to detect faces of
babies. Jain and Farfade [19] implemented this stage selection as follows. For each
stage, in this cascade, they introduced a binary selection variable θ that specifies
whether the evaluation of this stage is useful for the target domain. They learned the
instantiation of these binary variables using the few labeled examples from the target
domain. This model of stage selection is illustrated in Fig. 12. The reader is referred
to Jain and Farfade [19] for the details of the parameter estimation for this model.

Tail adaptation. The tail stage classifiers, i.e., {St+1, . . . , Sm}, of the cascade are per-
forming a validation of the hypothesized detection through amatching of the detailed
structures present in the instances of the given object class. This functionality can
alternatively be obtained using a generative modeling of the appearances of the given
class instances. This generative model should learn effective parameters from only a
few examples and should require similar (or less) computational effort as the tail of
the original cascade. Jain and Farfade [19] proposed the use of a nearest-neighbor-
based probabilistic model in a projection space for this purpose. In particular, they
computed the projection space using the non-negative matrix factorization [20] of
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Fig. 12 Classification cascade with stage selection. Each of the stage classifiers (blue) has a binary
selection variable (red) associated with it. These selection variables share the relaxation parameters
(green)

the training images X from the target domain. In this learned subspace, they employ
a non-parametric density estimator using k nearest neighbors for each of the training
examples to compute the validation probability of the hypothesized detection.

4.2 Observations

One relevant application of this adaptation setting is manifested in image search on
the Internet.When a newmovie or a video game is released, there is a rapid increase in
the queries for its characters, scenes, and wallpapers on images search. For instance,
when the Avengers movie was released, a large number of queries were issued for
characters from this movie (e.g., Iron Man and the Incredible Hulk). Many image
search engines employ the presence of faces to re-rank the retrieved images to better
serve such queries. These systems need to be generic enough to be able to detect
faces across huge variations—some of which may be non-human.4 On one hand, it is
challenging to build a single system that can detect these different human-like faces
with such diverse appearances. On the other hand, it is infeasible to employ separate
detectors for individual characters due to the large number of labeled examples and
the large computation time required to train these detectors.

In addition to evaluate the proposed cascade adaptation technique on the images of
faces of babies, Jain and Farfade [19] considered the images for different movie char-
acters that are “human like.” This Human-like dataset is collected by retrieving the
top 1000 results for appropriate queries to the Bing image search engine. Figure13
shows the detection results on images from these datasets. The respective perfor-
mance curves show a clear improvement in performance obtained using the adapted
cascade. A cascade trained from scratch using the training examples correspond to

4In fact, the main characters in six of the top 10 highest-grossing hollywood movies of the year
2012 are non-human characters that have appearances with strong similarity to humans.
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Fig. 13 (Cols 1–2) Ground truth (red) and the output of our detector (green) are shown. Perform-
ing at the same false positive rate, the original cascade did not detect any of these face regions.
(Col 3) Performance curves using the FDDB discrete matching score [17]: original cascade (black),
original + validation (magenta), original + adaptation (blue), and original + adaptation + vali-
dation (green). The standard techniques for post-processing will improve the performance curves
further uniformly for all of these approaches. However, since the objective is to study the effective-
ness of the adaptation techniques, the focus is only on the algorithmic improvement in performance.
a Baby photos. b Davy Jones (pirates of the carribean)

the first few stages of the cascade. Since these stages only serve the purpose of easy
rejection, tens of thousands of false positives were observed for this cascade; the
true positive rates are close to zero for <5K false positives. These observations val-
idate the efficacy of the above technique for adapting a pre-trained classifier to work
well in a new domain. Moreover, this approach constructed an effective detector for
this domain in a short period of time, whereas training similar detector from scratch
would typically require several days of effort for annotation and model training.

5 Discussion

This chapter shows that simple adaptation techniques can substantially improve the
performance of a black-box classifier in a new domain. Since both of the discussed
approaches are computationally efficient, they are relevant to several new domains
and applications. The settings for these new applications (particularly those relevant
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to mobile phones and wearable devices) are often more challenging than the tradi-
tional settings for face detection. The challenges posed by these new applications
are inspiring solutions that borrow concepts from different research areas. There has
been significantwork in the areas of domain adaptation and face detection, separately.
The approaches discussed in this chapter lie at a rather unexplored intersection of
these areas.

5.1 Other Related Work

Semi-supervised learning refers to the problem of learning from both labeled and
unlabeled data. One common approach for handling unlabeled data is to construct
a graph using pairwise similarities between both labeled and unlabeled training
instances. The nodes corresponding to the labeled instances are annotated with the
original labels, and label propagation [14] is performed to estimate the labels for unla-
beled instances. Another related line of research uses the unlabeled data to estimate
the underlying data density and move the classification boundary out of regions with
high data density. For example, Lawrence and Jordan [13] presented a null-category
noise model to push the unlabeled data out of the margin; and Szummer et al. [21]
included a regularization term based on a local estimate of the mutual information
between the data and the label distributions tomove the classification boundary out of
the high-density data regions. The latter approach of information regularization was
extended by Corduneanu et al. [11] for semi-supervised learning. The first approach
presented in this chapter uses the similarity between the data points to update the
detection score of the data points for which the predicted score from the pre-trained
detector is near the classification boundary. This update effectively makes the data
distribution sparse around the original classification boundary. While the intuition
behind this procedure is similar to those of the above-mentioned methods, these
semi-supervised learning approaches assume that both of the labeled and unlabeled
data are sampled from an identical underlying distribution. This assumption does not
hold true for several practical settings.

The problem formulations used in this chapter are also similar to the work in
domain adaptation. In domain adaptation, labeled data from one ormultiple “source”
domains is used to train models to perform well on a different yet related “target”
domain. Daumé and Marcu [12] approach this problem by modeling the data dis-
tribution for each of these domains as a mixture of a global- and a domain-specific
component. This global component is inferred from the data of the source domain(s)
and applied to the data of the target domain. Most of the works in domain adaptation
suggest minimizing a convex combination of source and target empirical risk [10].
Thus the classifier needs to be re-trained (repeatedly) from scratch for every new
domain. For face detection, the distribution of face appearances may vary signifi-
cantly from one image to another or across similar domains. For single-image adap-
tation, the existing techniques for domain adaptation are prohibitively slow. Also,
these techniques are not optimized for cascades of classifiers.
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Both of the discussed adaptation methods could also be interpreted as regulariz-
ing the output of a face detection algorithm on the data manifold. Belkin et al. [22]
proposed smoothing the discriminative function by controlling the complexity of the
learned classifier through the normof the desired function in the corresponding repro-
ducing kernel Hilbert spaces. They further showed that this manifold regularization
framework generalizes a large set of learning algorithms including ridge regression
and support vector machines. This framework provides useful insights into the rela-
tion between the hypotheses for the original detector and the adapted detector, but
there is a significant cost associated with re-training the classifier for a new domain.
A similar argument holds true for the relevance of the previous work related to the
analysis of covariate shift [23].
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Genetically Modified Logistic Regression
with Radial Basis Function for Robust
Software Effort Prediction

Manas Gaur

Abstract Existing logistic regression technique applies log-based function on the
dataset and provides the necessary result for analysis. It has been for years for pre-
diction analytics. This project develops a genetically modified evolutionary logistic
regression technique using radial basis functions (GLR-RBF). This methodology
employs three crucial stages. First stage is an evolutionary stage employing two fit-
ness functions. Initially, the dataset obtained from the repository is modified using
Genetic Algorithm (GA), followed by creation and simulation of radial basis neural
network (RBFNN). The RBFNN is iteratively trained and simulated. The weight
matrix generated in each stage is tested with a fitness function, which define the rule
for selection of the best individual that will be appended to the dataset. The process of
appending the weight matric to the dataset marks the second stage. In the third stage,
the new set of covariates is fed into logistic regression operator which classifies the
attributes based on effort response variable. This method has been tested in field of
remote sensing image classification and other large dataset. This project also tests
this technique for software effort prediction, which is regarded as the crucial activity
before the commencement of the software development cycle. The model GLR-RBF
was found be competitivewhen comparedwith similar standardmodels. Themeasure
obtained from AUC indicates that GLR-RBF has reached the state-of-the-art.

Keywords Artificial neural network · Radial basis functions · Range-based clas-
sification · Logistic regression · Genetic algorithm · Decision tree and Bayesian
classifier · Attribute reduction
1 Introduction

During the last few years [1], there has been tremendous rise in areas where pat-
tern classification algorithms are applied. Examples of application come from med-
ical diagnosis, handwritten character recognition, dynamic signature verification or
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satellite image analysis and in many regards, classification is the most important
statistical problem around.

To effectively design the software, we need accurate and precise estimation of the
software resources. Machine learning is a concept of artificial intelligence applied
to field of software engineering to enhance the estimation process of the software.
In machine learning, trends in software project and correlation in data are identi-
fied, and there is identification of important attributes that majorly affect the soft-
ware cost and effort. This work presents a competitive study of multiclass learning
which combines statistical logistic regressionwith radial basis kernel using evolution-
ary method to optimize the input parameters for effective software cost estimation.
Radial basis function is a non-linear method used to solve a non-linear problem set
that is the software effort data. Before applying the approach, the dataset is refined
using Genetic Algorithm (GA) which sorts out the attributes that have strong influ-
ence on the response variable. The approach GLR-RBF uses three-step process:
firstly, the attributes GA is applied on the attribute to calculate influence parameter,
followed by training of RBFNN and finally statistical logistic regression which gen-
erates confusion matrix which defines the efficiency of the approach. The approach
of binomial logistic regression is not new [1, 2], and it has been applied to the training
of radial basis function neural network [3]. However, it is not usually employed in
machine learning literature. The method of logistic regression poses problems which
applied to real classification problems, where we cannot assume that covariates will
be additive and purely linear. Our approach overcome these difficulties by augment-
ing the input vector with new RBF variables. The work is carried out on the dataset
from UCI, PROMISE software engineering repository.

The results obtained were compared with that of linear regression and Bayesian
classification which are regarded as the traditional statistical approaches to pattern
recognition. The main approach of GLR-RBF in multiclass learning is combining
different statistical and soft computing elements such as Binomial Logistic regres-
sion, radial basis function and genetic algorithm [6]. The methodology is a step
towards application of hybrid algorithms which works on the rule of detection of
correlation in the dataset and reduction of dataset to enhance the basic statistical
algorithm efficiency.

2 Literature Survey

This section presents an overviewof some research related to themodel created in this
project. A perfect implementation of RBFNN depends on the number of neurons,
spread values and proper fitness function to evaluate the weight in each iteration.
There have been many learning algorithms modifying RBFNN in various ways. The
first category simply places one RBF at each sample [10]. If all training samples are
selected as hidden neurons, then the resultant RBF provides poor analytics and many
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noised samples will be created and resultant confusion matrix provides poor results.
Other attempt in creation of RBFNN focuses on reducing the number of RBFs in
the model [11]. The impact of creating a RBF network on the basis of number of
neurons is to improve the efficiency of the learning process. Many approaches exist
to determine the hidden neurons. For instance, the number and position of the RBFs
may be fixed ad defined a priori [12], or differ by the clustering algorithm employed:
k-means clustering and fuzzy k-means clustering [12].

An interesting alternative is to evolve RBFNN using evolutionary algorithms
(EAs).Avery complete state-of-the-art of the different approaches and characteristics
of a wide range of EA and RBFNN combination is given in [13]. RBF network can be
improved by the change in centres and width using genetic algorithm. This has been
stated and defined in [5] and proved that it lower the prediction error by 0.05–0.07.
The approach of software cost estimation using neural network has been addressed
in [9] and modifies using input sensitivity analysis spread factor.

The application of Logistic Regression (LR) technique employed in this project
mainly focuses on predicting faults in software quality as stated in [13], testing the
efficiency of test cases and improving the test cases and finally categorizing the
outcomes of the test cases that have to be studied and testing in [4, 12]. LR finds its
application in categorizing the projects based on their cost. This has been successful
using historical data of past project which have trained LR model that has been
described in [6]. The existence of these applications hasmotivatedus to create amodel
using evolutionary algorithm to train RBFNN using minimum set of hidden neurons
and also create close range so that better classification can be done. An attribute
reduction method is proposed based on GA with heuristic information. It separates
approximate core attributes from the whole attributes set, and then represents the rest
attributeswith a group of genetic chromosomes using binary encoding. This improves
the local searching ability of GA in the process of global optimizing. Furthermore,
the method designs the fitness function that prefers finding shorter range which
increases the classification accuracy on new data. Experiments of reduction and
classification with developed method are conducted [4]. A dataset consists of a large
number of attributes which are irrelevant and redundant with respect to classification.
The presence of such attributes hinders the accuracy of the classifier, and therefore
it is necessary to remove these attributes before passing them into the classifier.
Paper puts forward amethod which determine the influence of independent attributes
on dependent attribute by GA. This process increases convergence rate and also
improves the accuracy of the classifier.

Radial-based functions have been used in various patterns of recognition and
function approximation problems. The spread coefficient is the most important
parameter of the radial basis learning and can speed up the curve fitting process [10].
Logistic regression in software cost estimation provides realistic interval predictions
where the cost will lie. Log-likelihood function is more convenient to work with as
it is a monotonically increasing function, and the logarithm of a function achieves its
maximum value at the same points as the function itself. Finding the maximum of a
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function often involved taking the derivative of a function and solving for the para-
meter being maximized and this is often easier when the function is log-likelihood
[13]. The statistical techniques like decision tree and logistic regression are much
similar in their process to analyse the dataset. The techniques find its application in
various estimation problems like acute cardiac ischemia. Other techniques behaving
in similar manner are Bayesian network in clinical practices.

3 Background

This section describes about the simple logistic regression technique which provided
themotivation to develop and test the new evolutionary learning algorithmGLR-RBF
which has been explained in subsequent subsection.

3.1 Logistic Regression (LR)

Logistic Regression is a mathematical modelling approach in which the best fitting,
yet least restrictive model, is desired to describe the relationship between several
independent explanatory variables and a dependent dichotomous response variable.
A straight line can be represented by only two parameters the slope (m) and the
intercept (c). However, an S-shaped curve is much more complex and representing it
parametrically is not so easy. It turns out that we transform the Y’s to the logarithm
of the odds of Y, then the transformed target variable is linearly related to X. If Y is
an event and p is the probability of the event happening and 1 − p is the probability
of not happening, then

odds = p

1 − p
(1)

And it turns out that linear predictors = log( p
1−p ). We can write the model as

log

(
p

1 − p

)
= m X + c (2)

From the data given, we know that X can compute p for each value of X. After this,
the problem is essentially similar to linear regression. For the sigmoid curve, the
variable needs to be transformed from the p-space to the Y-space.
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3.2 GLR-RBF Learning Algorithm

The promising function in this algorithm is the RBFNN, which generates appropriate
weights of attributes using non-linear radial basis function. The dataset is refined
using GA so that the result through RBFNN is achieved with minimum error and
minimum number of neurons. The application of two EA’s in this approach makes
it far better in terms of classification and prediction than linear regression, decision
tree and Bayesian network. The algorithm for the approach is defined below.

1. After retrieving the dataset from the repository and dividing it into training,
validation and test dataset, we apply GA for attribute reduction.

2. The fitness function defined for the dataset tries to show the impact of attribute
on the response variable. This fitness function easily maps to the sigmoid curve
which appositely represent the problem domain. The response variable is the
effort (dependent variable), and attributes are the independent variable with 0.01
representing the constant for convergence.

Fitness function value (Fval) is given as follows:

Fval = log (attribute) − 0.01

response variable
(3)

3. The best individual attributes along with their values form the training set for
RBFNN.

4. The algorithm iteration is set to 1000, with changing spread parameter, which
defines the sensitivity of the trained network.

5. The creation and simulation of radial basis network require creation of target
vectors. The target vector is defined as T= {0, 1}. The target vector has length
equal to training dataset.

6. The weights in the network are generated using

B (x, w) = e

(
(||x−c||)2

r2

)

(4)

where B(x, w) = {B1(x, w1), B2(x, w2), B3(x, w3), B4(x, w4), B5(x, w5)……….
Bm(x, wm)}, and C is the weight of the connection between the I th input node
and J th RBF.

7. The weight matrix W is estimated by means of evolutionary NN algorithm that
optimizes the error function given by

L (W ) = − 1

N

∑N

n=1
log p(yn|xn, W ) (5)
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8. Above equation defines odds ratio for a given attribute with its weight vector. It
can be expanded as

L (W ) = 1

N

N∑

n=1

⎡

⎣−
j−1∑

l=1

yn ∗ f (xn, Wl) + log
j−1∑

l=1

e f (xn,Wl)

⎤

⎦ (6)

where n defines the number of attributes or features in the dataset and ldefines
the number of radial basis neurons in the hidden layer of the RBFNN. Yn defines
the response variable which is transformed into binomial form that is 1 and 0. 1
defines the true value and 0 defines the false value.

9. If the dataset can be concretely classified as 1 and 0, then we can say that binom-
inal classification can be done in logistic regression. If we cannot concretely
classify that data into 1’s and 0’s, then we can surely create range-based classes
on the response attribute.

10. After each iteration, the weights are generated using (4). These weights test (6)
with the sole motive to minimize the value. The process of iteratively training
the weights using RBFNN is stopped when the change in value of (6) is minute
or maximum iterations have been achieved.

11. After this process, we take the UNION of the weight metric and initial covariates
to form a bet set of data sample (covariates).

12. These sets of newcovariates are fed into theLRoperator alongwithGA-modified
dataset. The result is demonstrated using confusion matrix.

3.3 Characteristic Features of the Algorithm

1. Representation of the individuals: The algorithm evolves architecture and con-
nection weights simultaneously, each individual being a fully specified RBFNN.
Each connection is specified by a binary value, indicating whether the connection
exists and a real value representing its weight.

2. Error and Fitness Functions: We consider (6) as a measure of fitness of weights in
each iteration by RBFNN.We see g(x, β, W) as the function of weights in hidden
layer and the bias on the output node.

3. Initialization of the population: the initial population is generated by trying to
obtain RBFNN with the maximum possible fitness value. The initial sets of pop-
ulation are also weights generated with spread as large at 4.0.

4. Step-wise Improvement: the process of improving the weights of the attributes is
by slow change in spread value which also improves the convergence rate.

5. Effect of Union Operation: The union operation improves the classification by
generating a new set of covariates where the pattern recognition process is more
enhanced and is observed via high accuracy rate achieved from logistic regression
classifier.
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Table 1 Influence (fitness
function) of the attributes on
the dataset response variable
effort

S.no Attributes Fitness function value

1. ACAP 8.649

2. AEXP 10.872

3. MODP 7.914

4. TOOL 7.712

5. VEXP 10.098

6. LEXP 9.346

7. SCED 12.373

8. STOR 10.675

9. DATA 9.332

10. TIME 9.332

11. TURN 9.332

12. VIRT 9.654

13. CPLX 9.654

14. RELY 8.875

15. LOC 1.362

16. PCAP 8.134

Fig. 1 Flow chart of GLR-RBF
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(a)

(b)

Fig. 2 Performance graph generated when spread gradient (a) 0.01 and (b) 0.001. Goal 0.01 is the
Mean square error taken when training the dataset

Fig. 3 AUC Statistics
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4 Results and Analysis

This section provides tabular comparative results when the developed technique is
tested against other known statistical algorithms using real-time software data. The
dataset used COCOMO81 to derive effort from multipliers. This dataset has 16
independent attributes and 1 dependent attribute (response variable), that is, effort.
The standard machine learning techniques put to test in this work are Bayesian
Classifier and Decision Tree.

Fitness function value in Table1 is calculated using (3). In this process, each
attribute’s impact on the class label attribute effort is calculated, and a suitable con-
straint is applied to select the best attributes that have strong influence on the effort.
The fitness values in the range of 9.3–11 are selected as attributes of high influence, as
Log (base 10) values in these ranges are close to 10 and provide classification result
similar to that obtained by the attributes in the original dataset. Original dataset has
16 attributes, but GA-modified dataset has 10 attributes.

Figure2 clearly defines the essence of sensitivity in the creation and simulation
of radial basis function. The small change in the spread value, the better train the
RBFNN network. The weight matrix generated by the RBF network is tested using
(6). If the generated value in (6) is less than previous, then an update of weight
matrix is done. This process is repeated till the stopping criteria is met as explained
in GLR-RBF learning algorithm and Fig. 1.

Table 2 Result—Simple Logistic Regression on standard dataset (LR)

True range1 (0, 241.5] True range2 (241.5, ∞) Class precision

Predict range1 5 4 55.56%

Predict range2 5 5 50%

Class recall 50% 55.56%

Table 3 Result—Simple Logistic Regression on Genetically modified dataset (G-LR)

True range1 (0, 241.5] True range2 (241.5, ∞) Class precision

Predict range1 5 5 50%

Predict range2 5 4 44.44%

Class recall 50% 44.44%

Table 4 Result—Decision Tree Classifier on Standard dataset (DT)

True range1 (0, 241.5] True range2 (241.5, ∞) Class precision

Predict range1 8 3 72.73%

Predict range2 2 6 75%

Class recall 80% 66.67%
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Table 5 Result—Bayesian classifier on standard dataset (BC)

True range1 (0, 241.5] True range2 (241.5, ∞) Class precision

Predict range1 4 2 66.67%

Predict range2 6 7 53.85%

Class recall 40% 77.78%

Table 6 Result—Logistic Regression-RBF on standard dataset (LR-RBF)

True range1 (0, 241.5] True range2 (241.5, ∞) Class precision

Predict range1 10 1 90.91%

Predict range2 0 8 100%

Class recall 100% 88.89%

Table 7 Result—GLR-RBF on GA-modified dataset (GLR-RBF)

True range1 (0, 0.967] True range2 (0.967, ∞) Class precision

Predict range1 10 1 91%

Predict range2 0 9 100%

Class recall 100% 91%

Table 8 Performance
metric-based comparison of
GLR-RBF with machine
learning models

S.no Model Accuracy (%) AUC Stats

1. LR 50 0.450

2. G-LR 45 0.500

3. DT 70 0.500

4. BC 55 0.600

5. LR-RBF 95 0.989

6. GLR-RBF 96 1.000

The quantitative results shown by confusion matrix from Tables2, 3, 4, 5, 6, 7
and 8 prove that the technique GLR-RBF is much more robust and efficient in terms
of binomial classification, especially in problem domain where the response variable
can be easily be categorized into range-based classes. It can be further be proved from
the study of Fig. 3, in which AUC statistics curve defines that accuracy of prediction
and area under receiver operating characteristic curve (AUROC) of GLR-RBF is best
when compared with DT, LR, and LR-RBF. The prediction percentage of 80% and
AUROC =1of GLR-RBF states that the transformation of application of GLR-RBF
from remote sensing domain to software testing domain has reached state of the
art. The performance metric table describes GLR-RBF as perfect classifier based on
AUC statistics and accuracy in classification (Fig. 3 and Table8).
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5 Conclusion and Future Work

This project combines three powerful domains in machine learning and statistic
research: Logistic Regression, Evolutionary Algorithms and Radial Basis Neural
Network. The approach carries out an adequate combination of the three elements
to solve multiclass problems. Specifically, this new approach consists of binomial
logistic regression model build on the union of initial covariate and Gaussian RBFs
for the predictor function. The process is carried out in three stages: firstly, dataset
retrieved from the repository was genetically modified and fed into RBFNN, which
is trained and validated, after which the new set of RBF and weight matrices is
generated using activation function (sigmoid). Weight matrix is tested using a fitness
function and reiterated with performance constraint if not met or maximum iteration
count is not achieved. In the final stage, the weight matrix is appended with the
initial covariates (GAmodified) to form a new set of covariates with different ranges.
This new dataset is provided as input to logistic regression operator. The results are
obtained in the form of confusion matrix and AUC values. The results described in
Sect. 4 define that GLR-RBF is a competitive method and has reached the state-of-
the-art.

ThisGLR-RBF technique can be applied to different fields in software engineering
for prediction, classification, improving the test suite, software refactoring andpattern
recognition.
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Recovering Partially Sampled EEG Signals
Using Learned Dictionaries

Arpita Gang, Janki Mehta and Angshul Majumdar

Abstract Prior studies have proposedmethods to recover multi-channel EEG signal
ensembles from their partially sampled entries. These techniques are only limited
to multi-channel scenarios, especially when the number of channels is very large.
Most biomedical signals (apart from EEG) are acquired from a single channel or
from very few channels. Existing techniques cannot be employed to recover such
signals from their partial samples. In this work, we propose a dictionary learning-
based technique to overcome the problem. A sparsifying dictionary is learnt from the
training examples; the trained dictionary is then used as a sparsifying transform in
compressed sensing settings to recover the partially sampled test signal.Our proposed
dictionary learning-based technique shows significant improvement in recovery over
fixed sparsifying basis.

Keywords Dictionary learning ·Compressed sensing ·Wireless body area network

1 Introduction

Recently, Wireless Body Area Networks (WBAN) are being used for monitoring the
health of individuals remotely (at base station). Various types of health indicating
signals such as EEG, ECG, Pulse Plethysmograph, etc. can be monitored thus. In
this work, we are particularly interested in the acquisition and transmission of EEG
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signals over WBAN. EEG signals are useful for detecting epileptic seizures and
strokes.

Themain problem in anywireless sensor network (includingWBAN) is its limited
energy resources. Themain computational power for any sensor network is expended
in sampling, processing and transmitting. The transmission stage is the most power
consuming, followed by sampling. The cost of processing is small compared to the
other two operations. To save on transmission power, the signal must be compressed.

In traditional source coding (for compression), the encoder is complex and the
decoder is simple. However, in this scenario, the requirement is exactly the opposite.
The encoder needs to be simple (less power consuming) since this operation is carried
out at the nodes. The decoder is at the base station where there is no constraint on
computational resources.

Compressed Sensing (CS)-based encoder–decoder is ideal for this scenario. CS
uses random projections (from higher to lower dimensions) for encoding; this oper-
ation is computationally cheap. Compression enables saving of transmission power.
CS decoding is computationally expensive and requires solving a non-linear opti-
mization problem. However, as mentioned before, this poses no issue since there are
powerful computers at the base station. Such CS-based encoding–decoding was first
proposed in [1] and has been subsequently used in [2–6].

Some recent studies have devised techniques to reduce the acquisition power
by subsampling the signal [7, 8]. Here, the multi-channel EEG signal ensemble
is recovered using sparse and low-rank techniques. Partial sampling can drastically
reduce the power consumption for data acquisition and processing. It has been shown
in [7, 8] that for 20% under-sampling, the overall (acquisition + processing +
transmission) energy saving is over 50 and for 40% under-sampling, it is over 30%.

Existing CS-based single-channel recovery techniques [1–6] cannot be used to
recover partially sampled signals. Blind Compressed Sensing (BCS) [7] and low-
rank [8]-based methods can only recover partially sampled signals for multi-channel
ensembles, especially when the number of channels is high. This is practical for EEG
signals since they are typically collected over 32 or more channels, but not for other
biomedical signals like ECG or Pulse Plethysmograph.

In this work, we propose a new technique that can recover partially sampled bio-
medical signals that are acquired by single channel. Themain challenge in employing
CS-based recovery techniques is to satisfy the incoherence condition, and the spar-
sifying dictionary needs to be maximally incoherent with the Dirac sampling basis.
None of the commonly used sparsifying transforms (wavelet, DCT, Gabor, etc.)
satisfy this condition [9]; hence, CS recovery results using these transforms are poor.

We propose to circumvent this issue by learning the sparsifying dictionary empir-
ically. K-SVD [12] is used to train the sparsifying dictionary from training data; the
learned dictionary is used to recover subsampled signals. The rest of the paper is
organized into several sections. Prior art is reviewed in Sect. 2. The proposed tech-
nique is described in Sect. 3. The basic tenets of dictionary learning are discussed in
Sect. 3.1. We discuss the experimental results in Sect. 4. Finally, the conclusions of
this work and scope of further research are discussed in Sect. 5.
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2 Literature Review

One of the earliest works that applied CS for EEG signal compression and transmis-
sion is [1]. It projected the EEG signal onto an IID Gaussian basis for compression
and used CS to recover the EEG signal by exploiting the signals sparsity in the Gabor
domain. Thework [1] employed a synthesis prior formulation for sparse signal recov-
ery using Gabor as a sparsifying basis. Synthesis prior only works for orthogonal and
tight-frame sparsifying transforms such as DCT, wavelets, curvelets, etc. Unfortu-
nately, Gabor is not an orthogonal or tight-frame transform; therefore, their proposal
to recover EEG signals, thus, is theoretically incorrect. Also, the said paper uses
a Gaussian matrix for compression; for practical reasons, a Gaussian compression
basis is not very suitable since the matrix is dense, and therefore is neither memory
efficient nor easy to operate with.

In [2], different sparsifying transforms were compared wavelets, Gabor, and
splines; it was reported that Gabor yielded the best reconstruction results. How-
ever, this paper is fraught with the same issue as [1]; they pose EEG reconstruction
as a synthesis prior problem using the Gabor basis albeit incorrectly.

The possibility of exploiting inter-channel correlation in order to improve EEG
signal reconstruction was mentioned in [1], but there was no concrete idea regarding
how to model it. This problem is partially addressed in [3]. They do not explicitly
model the inter-channel correlation, but frame a joint reconstruction problem where
the signals from all the channels are reconstructed simultaneously. This work uses
wavelets as the sparsifying basis and a binary matrix of randomly positioned 1’s and
0’s as the compression basis. Such a binary compression matrix is easy to store and
operate with.

A more recent work model assumes a block structure of the EEG signals [4] in
a transform domain (DCT or wavelet). However, there is no theoretical or physi-
cal intuition behind this assumption; but it was shown in [8] that a Block Sparse
Bayesian Learning (BSBL) algorithm yields good recovery results. This work too
uses a random binary matrix for projection.

Studies like [1, 2] posed EEG recovery as a synthesis prior problem albeit incor-
rectly. This issue is corrected in [4] by posing reconstruction as an analysis prior
problem.

The work [3] claims to exploit inter-channel correlations for EEG signal recovery,
but in essence does not. It only uses the sparsity of the EEG signals in the wavelet
domain and such unstructured sparse recovery problems do not exploit inter-channel
correlations. In [4], it was shown for the first time that inter-channel correlations can
be cast as a group-sparse recovery problem.

The studies discussed so far [1–6] compressed the EEG signal after full sampling.
This reduces the transmission energy only. In [7, 8], it was shown that howacquisition
and processing energy can be reduced by partially subsampling the EEG signals;
the reconstruction was carried out by exploiting the intra-channel and inter-channel
correlations. In [7], the recoverywas posed as a low-rankmatrix completion problem.
In [8], the Blind Compressed Sensing (BCS) framework was used to solve the multi-
channel EEG recovery problem.
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3 Proposed Formulation

EEG signals are almost always acquired via multiple channels. Therefore, the solu-
tions proposed in [7, 8] suffice. However, for most other biomedical signals, ECG,
Pulse Plethysmograph, etc., the acquisition is via a single channel or very few chan-
nels. In such cases, the solutions proposed in [7, 8] are not applicable. But there is still
a need to recover these signals from their partially sampled entries. The subsampling
operation is expressed as

b = Rx + η (1)

Here, x is the underlying signal, b is the partially sampled signal, R is the sampling
operator, and the noise η is assumed to be Gaussian.

Synthesis prior to CS techniques will employ wavelets or DCT to sparsify the
signal and propose recovery via

min
α

‖ b − RΦT α ‖22 + λ‖ α ‖1 : x = Φα (2)

where Φ is the wavelet/DCT operator and α are the sparse transform coefficients.
Analysis prior techniques would use Gabor as the sparsifying basis and propose

recovery as
min

x
‖ b − Rx ‖22 + ‖ H x ‖1 (3)

where H is the Gabor basis.
Both of these formulations suffer froma fundamental limitation. SuchCS recovery

techniques require that the incoherence between the measurement basis (in our case
Dirac) and the sparsifying transform (in our case wavelet/DCT/Gabor) should be
high [9]; otherwise, the recovery will be poor. Unfortunately, this condition is not
satisfied in the present scenario. Commonly used sparsifying transforms likewavelet,
DCT, or Gabor are not very incoherent with the Dirac sampling basis; therefore, the
recovery results using these bases are unsatisfactory.

To overcome this issue, we propose to learn the sparsifying dictionary empirically.
Previously, such learned dictionaries have been used for signal denoising [10] and
signal classification [11]. For the first time, in this work, we realize the need for
learning empirical sparsifying dictionaries for signal reconstruction. We employ the
learned dictionary to recover the signal using the synthesis prior formulation.

3.1 K-SVD Dictionary Learning [12]

K-SVD aims at finding the best dictionary that sparsifies the set of signals in Y =
{yi }N

i=1 by solving
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min
D,X

‖ Y − DX ‖2F subject to ∀i, ‖ xi ‖0 ≤ T0 (4)

Sparse coding stage involves solving N optimization problems given by equation
below using any pursuit algorithm for a fixed initial dictionary D(0) ∈ R

n×K with l2

normalized columns:

min
xi

‖ yi − Dxi ‖22 subject to ‖ xi ‖0 ≤ T0 (5)

for ∀i = 1, 2, . . . , N .
Next is the Dictionary Update Stage: Here, only one column of the dictionary is

updated at a time keeping X fixed. For this, we rewrite the cost function as follows:

‖ Y − DX ‖2F =
∥∥∥∥∥∥

Y −
K∑

j=1

d j xT
j

∥∥∥∥∥∥

2

F

=
∥∥∥∥∥∥

(
Y −

∑

j �=k

d j xT
j

)
− dk xT

k

∥∥∥∥∥∥

2

F

= ‖ Ek − dk xT
k ‖2F

(6)

where xT
k is kth row of X . The matrix Ek represents the error matrix for all the N

signals when the kth atom is removed.
Now, xT

k is not necessarily sparse as the sparsity constraint is not applied. So we
define

ωk = {i |1 ≤ i ≤ N , xT
k (i) �= 0} (7)

These indices are such that signals {yi } use atom dk and so only they are significant
while minimizing above cost function. Thus, we restrict our error matrix Ek to the
columns corresponding to ωk , to get ER

k .
The SVD decomposition gives ER

k = UΔVT . Now dk is updated to the first
column of U and x R

k is updated to the Δ(1, 1) times the first column of V. Taking
these values ensures that dk x R

k is the closest rank-1 matrix to ER
k , thus minimizing

the cost function.
By this way, entire dictionary D is updated and then iteratively X and D are

updated till a stopping criterion (usually number of iterations) is met.

4 Experimental Evaluation

The experiments are carried out on the BCI Competition III dataset 1 [13]. During
the BCI experiment, a subject had to perform imagined movements of either the
left small finger or the tongue. The time series of the electrical brain activity was



72 A. Gang et al.

Fig. 1 Overlaid K-SVD DL reconstruction on fully sampled ground truth (Channel 1)

Fig. 2 Overlaid wavelet reconstruction on fully sampled ground truth (Channel 1)

picked up during these trials using a 8× 8 ECoG platinum electrode grid which was
placed on the contralateral (right) motor cortex. The grid was assumed to cover the
right motor cortex completely, but due to its size (approx. 8× 8cm), it partly covered
also surrounding cortex areas. All recordings were performed with a sampling rate of
1000Hz.After amplification, the recorded potentials were stored asmicrovolt values.
Every trial consisted of either an imagined tongue or an imagined finger movement
and was recorded for 3 s duration. To avoid visually evoked potentials being reflected
by the data, the recording intervals started 0.5 s after the visual cue had ended.

The labeled training data consists of the brain activity during 278 trials. The test
data consists of 100 trials. Since we are interested in single-channel reconstruc-
tion, we selected one channel and used the training set for that channel to learn the
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Fig. 3 Overlaid K-SVD DL reconstruction on fully sampled ground truth (Channel 8)

Fig. 4 Overlaid wavelet reconstruction on fully sampled ground truth (Channel 8)

dictionary. The dictionary was learnt for signals of length 128 with a redundancy
(over-completeness) of 2.

For evaluating the reconstruction results from partial sampling, the test dataset
was used. The test signals were partially sampled with a sampling ratio of 50%. We
used the synthesis prior formulation for reconstructing the subsampled signals using
the learned dictionary. We compare the learned dictionary with a wavelet dictionary
(Daubechies wavelet, four vanishing moments, and five levels of decomposition).
The normalized mean squared error between wavelet reconstruction and the ground
truth is 0.2739, and for our proposed dictionary learning approach, it is 0.1308.
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Fig. 5 Overlaid K-SVD DL reconstruction on fully sampled ground truth (Channel 20)

Fig. 6 Overlaid wavelet reconstruction on fully sampled ground truth (Channel 20)

The results clearly show that the empirical dictionary yields significantly better
results than the wavelet transform. For visual clarity, the reconstructed and the orig-
inal signals are overlaid in the figures. Figures1 and 2 show the difference in results
of wavelet and learned dictionary for a signal from channel 1. Similarly, Figs. 3 and
4 show the reconstruction for channel 8, and Figs. 5 and 6 reflect the reconstruction
for channel 20. The reconstruction from K-SVD dictionary learning almost matches
the fully sampled ground truth. But the reconstruction from wavelet shows severe
artifacts.
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5 Conclusion

This work addresses the problem of recovering single-channel biomedical signals
from their partial samples. Standard CS-based techniques based on fixed sparsify-
ing dictionaries fail in this scenario (as shown in the experiments). To ameliorate
this issue, we propose learning the sparsifying transform. We show that a simple
K-SVD-based dictionary learning can improve the reconstruction results signifi-
cantly and produce near-perfect recovery.

This work is a proof-of-concept. We argued that standard fixed dictionaries like
wavelet, DCT, andGabor are not incoherent with theDirac sampling basis, and hence
we need to learn the dictionary. We were fortunate that a dictionary learned using
K-SVDyielded good results, but that need not be the case. K-SVD does not explicitly
learn dictionaries that are incoherent with the measurement basis. However, there
are more sophisticated dictionary learning techniques that can learn dictionaries with
incoherence constraints [14, 15]. In the future, we will employ these techniques to
solve our problem and expect to improve the results even further.
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Retinal Vessel Classification Based
on Maximization of Squared-Loss Mutual
Information

D. Relan, L. Ballerini, E. Trucco and T. MacGillivray

Abstract The classification of retinal vessels into arterioles and venules is impor-
tant for any automated system for the detection of vascular changes in the retina and
for the discovery of biomarkers associated with systemic diseases such as diabetes,
hypertension, and cardiovascular disease. We introduce Squared-loss Mutual Infor-
mation clustering (SMIC) for classifying arterioles and venules in retinal images for
the first time (to the best of our knowledge). We classified vessels from 70 fundus
camera images using only 4 colour features in zoneB (802 vessels) and in an extended
zone (1,207 vessels).We achieved an accuracy of 90.67 and 87.66% in zoneB and the
extended zone, respectively. We further validated our algorithm by classifying ves-
sels in zone B from two publically available datasets—INSPIRE-AVR (483 vessels
from 40 images) and DRIVE (171 vessels from 20 test images). The classification
rates obtained on INSPIRE-AVR and DRIVE dataset were 87.6 and 86.2%, respec-
tively. We also present a technique to sort the unclassified vessels which remained
unlabeled by the SMIC algorithm.
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1 Introduction

The retina is the only location in the human body where blood vessels can be directly
visualized non-invasively in vivo. Many important eye diseases as well as systemic
diseases such as diabetes and hypertension manifest themselves in the retina [1].
Quantitative structural analysis of the retinal vasculature helps in the diagnosis of
retinopathies as well as providing candidate biomarkers of systemic diseases. The
vascular changes during the onset of a systemic disease can affect very differently
arteries and veins. For example, one of the early signs of retinopathy is generalized
arteriolar narrowing [2], i.e. a decrease in the ratio between arteriolar and venular
diameters (AVR). There is also mounting evidence that narrowed retinal arterioles
are associated with long-term risk of hypertension, while AVR is a well-established
predictor of stroke and other cardiovascular events [3, 4]. In order to realize an auto-
matic tool such as VAMPIRE (Vasculature Assessment and Measurement Platform
for Images of the REtina) [5] for vasculature characterization, it is highly desirable
to automatically distinguish vessels as arterioles and venules.

Conventionally, AVR and other measurements of retinal vascular parameters are
measured from zone B—an annulus 0.5 to 1 optic disc (OD) diameter from the
OD boundary [2–4] and this region has been used for the investigation of retinal
biomarkers in several studies [2, 4, 6]. However, measurements from outside this
zone might also lead to candidate biomarkers of disease. For instance, Cheung et al.
studied the association of blood pressure with retinal vascular caliber measured over
the standard zone B and an extended zone of the fundus images [7]. They found that
the reliability of retinal vascular caliber measurements was high for the extended
zone.

We propose an automatic unsupervised retinal vessel clustering method based on
Squared-loss Mutual Information (SMIC) [8] for the first time (to the best of our
knowledge). We tested this on vessels in zone B and an extended zone using 4 fixed
features frequently chosen or selected automatically as discriminative features for
vessel classification [9].

Supervised vessel classification has previously been proposed in many studies
[10–12], but this generally requires large volumes of clinical annotations on images.
Therefore we attempt to classify vessels in unsupervised manner removing this bur-
den. In our previous work [13], we proposed an unsupervised vessel classification
method using aGaussianMixtureModel with an Expectation-Maximization (GMM-
EM) classifier. We demonstrated 92% classification with 13.5% unclassified vessels
using a quadrant pair wise approach and 4 fixed features on 406 vessels from 35
images in zone B. We repeated the experiment on a further 35 images giving 70
images in total with 802 vessels and resulting in 90.45% correct classification and
with 13.8% unclassified. The limitation of method was that it gave us a high percent-
age of unclassified vessels. In another study [14] we presented supervised a Least
Square-Support Vector Machine (LS-SVM) classifier to label vessels automatically.
The performance of our system was very promising and it only required a small
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set of training images. But like other supervised method our LS-SVM classification
framework needs new training data for every new image set.

In [15], vessel classification was performed on 58 images using K-Means cluster-
ing between two concentric circumferences around the OD. In their study quadrants
were rotated in steps of 20◦ to include at least one artery and one vein in each quad-
rant. They reported 87 and 90.08% correct classification before and after applying
their proposed tracking method in [16]. In [17], quadrant-wise vessel classification
was performed using fuzzy a C-Mean clustering method in a concentric zone around
the OD on 443 vessels from 35 images. Their proposed method resulted in 87.6%
correct classification. In [18], fuzzy C-Mean clustering was applied on 15 images
for vessel classification with 88.28% classification accuracy.

In many of the previous studies the INSPIRE-AVR [10] and DRIVE [19] datasets
were used to test supervised classifiers. The authors in [10] tested on the INSPIRE-
AVRdataset to classify vessels in zone Bwith 27 features, and their proposedmethod
gave the best result with LinearDiscriminantAnalysis (LDA) (area under ROC0.84).
Mirsharif et al. [11] evaluated the performance of their supervised classification
methodon twodifferent datasets viz.DRIVE (40 retinal images) and their owndataset
(13 retinal images) resulting in 90.2 and 88.2% accuracy, respectively. Dashtbozorg
et al. in [12] presented a combination of graph-based classification with feature
selection using LDA to classify all vessel pixels in entire images. Their method
resulted in accuracy values of 88.3, 87.4 and 89.8%with INSPIRE-AVR (40 images),
DRIVE (20 images) and VICAVR (58 images) dataset, respectively.

In order to validate the performance of our system we therefore selected to test
our algorithm on the INSPIRE-AVR and DRIVE datasets.

2 Methodology

2.1 Material

70 colour fundus images were selected at random from a large database of non-
mydriatic fundus images (Orkney Complex Disease Study—ORCADES). These
images with resolution 2048 × 3072 pixels were captured with a Canon CR-DGi
non- mydriatic retinal camera having 45o field of view. 802 vessels in zone B and
1,207 vessels in the extended zone were classified computationally. We also tested
our algorithm on 171 vessels from 40 INSPIRE-AVR images and 483 vessels from
20 test DRIVE images.

Ground truth for the 70 ORCADES images was generated by two observers
(authors DR and TM who were individually and independently trained by expe-
rienced clinicians in the identification of the retinal vessel type) by manual labelling
vessels as arteriole or venule. Observer 1 (DR) is a doctoral student (less experienced,
∼2.5 year); observer 2 (TM) is an imaging scientist and specialist of retinal image
analysis (more experienced, >12 years).
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2.2 Image Pre-processing

The hue channel was pre-processed to improve the contrast of vessels against back-
ground by mapping the original intensity values such that values between 0.01 and
0.8 map to values between 0 and 1. We then compensated for background illumina-
tion in red, green and re-mapped hue channels using Chrástek’s method [20] as the
presence of inter- and intra-image contrast, luminosity and colour variability affect
classification performance.

2.3 Vessels and Features Extraction

Centerline pixels of vessels in zone B were extracted as previously reported [13],
and vessels in the extended zone were extracted as reported in [14]. The image was
divided into four quadrants by locating the OD and its diameter. Once the centerline
pixels were found in each quadrant, four colour features—mean of red (MR), mean
of green (MG), mean of hue (MH) and variance of red (VR)—were extracted from
the illuminated corrected channels and from a circular neighborhood around each
centerline pixel, with diameter 60% of the mean vessel diameter.

After feature extraction, we have four sets of feature vectors Fq , q = 1, . . . , 4,
for each pair of quadrant—i.e. for pairs (I, II), (II, III), (III, IV) and (IV, I). Each set
of colour features (Fq) of pixels were classified using the SMIC classifier. The
classification was performed by working separately on two quadrants at a time
in a clockwise direction, i.e. classification of vessels from quadrant combinations
(I, II), (II, III), (III, IV) and (IV, I). The classifier labels each pixel as either arteriole
or venule. Thereafter, labelswere polled for all pixels in a vessel, and thewinning vote
used to assign the vessel status. If the vote was tied the vessel was marked unclassi-
fied. Vessels fromORCADES andDRIVE images were classified using four features
(MR, MG, VR and MH) whereas INSPIRE-AVR images were classified using MR,
MG and VR due to poor hue channel quality (see Fig. 1).

Fig. 1 Poor hue channel of
image from INSPIRE-AVR
dataset (image40.jpg)
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2.4 Reducing Unclassified Vessels

In order to reduce the number of unclassified vessels the colour features of unclassi-
fied vessels were compared quadrant pair wise with that of classified arterioles and
venules. Let each image have n vessels, i.e. S = V1k, V2k, . . . , Vnk , where Vik is i th
vessel in kth quadrant. Each vessel is represented by a set of m centerline pixels:
Vik = p1k , p2k, . . . , pmk . On each centerline pixel of unclassified and classified ves-
sels, MR and MG were extracted because MR and MG are dominating features to
distinguish arterioles and venules [9]. The average ofMR andMG from all centerline
pixels of each of the vessel V ik in all four quadrants (k = 1, . . . , 4) were calculated
separately for unclassified vessels (u), arteries (a) and veins (v). This gives [MGu
MRu], [MGa MRa] and [MGvMRv]. Then, [MGuMRu] was compared with [MGa
MRa] and [MGv MRv] quadrant pair wise in order to assign a label to the unlabeled
vessel. For instance, first [MGu MRu] was compared with [MGa MRa] and [MGv
MRv] in quadrant pair (I, II). If the absolute difference between [MGu, MRu] and
[MGa, MRa], respectively is less than the absolute difference with [MGv, MRv], a
soft label of arteriole was assigned. Alternatively if the absolute difference between
[MGu, MRu] and [MGv, MRv] respectively is less than the absolute difference with
[MGa, MRa], a soft label of venule was assigned. Likewise the color features of
unclassified vessels were compared with that of classified arterioles and venules in
remaining quadrant pairs (II, III), (III, IV) and (IV, I) assigning one more soft labels.
Finally, each unclassified vessel was assigned a deciding label based on the polling
of soft labels. If the vote was tied the vessel remained unclassified.

3 Results

Table1 summarizes the results (where C is the percentage of correctly classified
vessels and Un stands for the unclassified vessels, both w.r.t observer 1). The clas-
sification rates obtained with SMIC and GMM-EM were almost the same but the
percentage of unclassified vessels with GMM-EM is higher compared to SMIC in
zone B. Results were slightly higher as compared with observer 2. The classification
rates obtained with SMIC in the extended zone were higher and unclassified vessels
were lower as compared to GMM-EM.

Table2 summarizes the classification results when we applied our algorithm to
images from INSPIRE-AVR and DRIVE. SMIC outperforms GMM-EM in terms

Table 1 Classification rate on ORCADES dataset

Classifier Zone B C/Un (%) Extended zone C/Un (%)

SMIC [8] 90.67/6.48 87.66/5.89

GMM-EM [13] 90.45/13.8 84.74/13.44
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Table 2 Classification rate on publically available dataset in Zone B

Classifier INSPIRE-AVR C/Un (%) DRIVE C/Un (%)

SMIC [8] 87.6/3.83 86.2/7

GMM-EM [13] 83.67/14 78.1/38.6

Table 3 Classification rate after applying method of reducing unclassified vessels

Classifier Zone B C/Un (%) Extended zone C/Un (%)

SMIC [8] 90.62/2.99 87.78/2.23

GMM-EM [13] 90.8/4.98 85.95/4.47

Fig. 2 Image showing
vessel classification: ‘v’ and
‘a’ indicates ground truth of
‘venule’ and ‘arterioles’
respectively. Vessels marked
with ‘Vein’ and ‘Artery’ is
the classification outcome.
‘Noise’ are vessel that
remain unlabeled. Vessels
marked ‘Noise’ were
assigned label ‘arteriole’ and
‘venule’ marked in red and
blue respectively after
applying our technique for
classifying unlabeled vessels

of classification rate and percentage of unclassified vessels. Table3 shows the result
obtained after attempting to reduce the number of unclassified vessels. Figure2 shows
the classification result. There are two vessels which remain unlabeled by the SMIC
algorithm and are marked ‘Noise’ in an image (see Fig. 2). Vessels marked in red and
blue in Fig. 2 are ‘arteriole’ and ‘venule’ labels respectively assigned to unlabeled
‘Noise’ vessels after applying our technique for classifying unlabeled vessels.

4 Discussion and Conclusion

We have proposed a Squared-loss Mutual Information clustering (SMIC) method to
cluster retinal vessels into arterioles and venules for the first time (to the best of our
knowledge), using only four color features. The results were very promising in both
zone B and in the extended zone. The performance of SMIC was better than that of
the GMM-EM unsupervised classifier [13] both in terms of classification rate and
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unclassified vessels for our dataset as well as publically available datasets. SMIC
method clusters the data analytically via kernel eigenvalue decomposition and
has advantage of finding the optimal solution. Unlike the previous information-
maximization clustering methods, SMIC does not suffer from the problem of local
optima. The classification percentage obtained by our system was higher than those
reported in [15–18]. We analyzed 70 color fundus images compared to 58, 35 and
15 images analyzed in [16–18], respectively. The resolution of our images was
2048 × 3072 which is higher than 768 × 576, 1300 × 1000 and 800 × 1000 as
used in [16–18], respectively. Therefore classification accuracy obtained by our sys-
tem may differ with a different datasets. Moreover the classification rate is highly
dependent on segmentation results (for extracting centerline pixels) and choice of
retinal zone, classifier and framework. We validated the performance of our system
on INSPIRE-AVR and DRIVE with classification rates of 87.6 and 86.2%, respec-
tively, which is higher than that obtained with GMM-EM. Our system resulted in
a higher classification rate on INSPIRE-AVR when compared to [10] and close to
that of [12]. On the DRIVE images the results obtained by our method was close
to that of [12] and lower than that of [11]. However, it should be noted that the
results in [10–12] are from supervised techniques and our method is unsupervised.
Our method of reducing the unclassified vessels reduces the unlabeled vessels and
increased the classification rate.

We conclude that our system performance is very promising. Further tests with
much larger datasets are needed to declare suitability to support retinal vessel clas-
sification in biomarker research.
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Automated Spam Detection in Short Text
Messages

Gaurav Goswami, Richa Singh and Mayank Vatsa

Abstract Increase in the popularity and reach of short text messages has led to
their usage in propagating unsolicited advertising, promotional offers, and other
unwarrantedmaterial to users. This has led to a high influx of such spam messages. In
order to protect the interests of the user, several countermeasures have been deployed
by telecommunication companies to hinder the volume of such spam.However, some
volume of spam messages still manage to avoid these measures and cause varying
degree of annoyance to users. In this chapter, an automated spam detection algorithm
is proposed to deal with the particular problem of short text message spam. The
proposed algorithm performs the two class (spam, ham) classification using stylistic
and text features specific to short text messages. The algorithm is evaluated on three
databases belonging to diverse demographic settings. Experimental results indicate
that the proposed algorithm is highly accurate in detecting spam in short messages
and can be utilized by a wide variety of users to reduce the volume of spammessages.

1 Introduction

Spam is defined as an unsolicited and possibly vexatious piece of cost-effective and
fast communication which is generally sent in bulk to fulfill promotional needs.
The problem of spam detection and classification is one of the staple problems in
the machine learning research community. Due to its low cost and ease-of-use for
bulk-broadcast of spam messages, e-mail is one of the first communication media
to get severely affected by spam. The proliferation of e-mail spam instigated the
initial interest in this area of research and a considerable amount of literature deals
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with the problem of identifying and filtering spam e-mail messages. In recent past,
spammers have found an even more accessible and increasingly popular medium of
communication, Short Message Service (SMS). The popularity of SMS as a mode
of communication has increased over the years and is now widely used for quick
communication via text messages. With 20–30% spam in SMS traffic, it is a major
problem in several Middle Eastern and Asian countries including Europe.

SMS spam can sometimes be more annoying than e-mail spam due to its realtime
and urgent nature. While e-mails are read leisurely and provide a subject line that
helps users identify spam very quickly and ignore such messages, the same does
not hold true for SMS spam. Users tend to disrupt their current task in order to
read a message as it arrives and makes the notification sound. Around 95% text
messages received are opened and read within minutes. If there are multiple such
instances in short periods of time, it can become a nuisance. Moreover, sometimes
such messages arrive at odd hours and cause further annoyances. If an automated
algorithm can be built which can detect incoming spam messages accurately and
notify the user only for non-spam messages, then the user can be relieved of the
problem of SMS spam. The smartphone market has been steadily moving towards
providingmany conveniences to the users with features such as gesture-based control
and automatic turning off of screen becoming sufficiently significant to become the
unique selling points of devices. Protection against spam is another in the list of such
conveniences that can be attractive to a user and therefore, there is high motivation
to design such an algorithm.

There exist several challenges in designing an algorithm to detect short message
spam when compared to e-mail spam. First, these messages are short and mostly
below 160 characters. Many messages can be far below this limit, less than even
hundred characters. Therefore, the lack of content available for analysis and feature
extraction is a challenge on its own. Second, short messages are written using short-
hand versions of long words which may vary from user to user. For example, users
might abbreviate the word ‘communication’ as communicatn, commn, or comnctn.
There can be many different variants of a single word that can be found in such
messages. This heterogeneity makes it difficult to trace these abbreviations back to
the original word and introduces problems if the words are used as features. Third, in
a multi-lingual country like India, a single SMS can be comprised of words belong-
ing to different languages written in the English script. For example, a typical SMS
can begin with a ‘Hi’ in English, and then the rest of the content can be written in
Hindi (‘kya kar rha hai?’ i.e., what are you doing?). Also, when adapting a language
based on a script other than English to its alphabet, various forms of the same word
are introduced, e.g., the Hindi word for ‘yes’ can be written as haa, haan, han, ha,
etc. depending on the user’s judgment. This again causes similar problems when
different users use different abbreviations. These situations create challenges for a
tokenization-based approach. A tokenization-based approach operates by extracting
the words in the SMS as tokens. The frequency of particular tokens is characterized
in order to classify messages as not-spam or spam. In addition, low amount of tokens
can lead to a decision influenced by just one or two tokens. This can lead to a decision
below the confidence threshold of a classifier, and therefore the prediction cannot be
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utilized. Besides these problems, there is a fundamental issue with the availability
of labeled SMS data for training the classifiers.

In this research, a collection of stylistic features are utilized for SMS spam clas-
sification. These features are not influenced by the content itself but by the style and
composition of the message content. The proposed spam detection algorithm uti-
lizes a combination of classification models based on both stylistic and text features.
Classification results using these features are presented on three demographically
diverse datasets. The experimental results indicate that the proposed algorithm accu-
rately identifies both ham and spam messages.

2 Literature Review

Most of the existing research in spam detection has focused in the context of e-mail
messages. However, there have been some publications in the domain of short text
messages as well. Cormack et al. [3] deal with three kinds of short messages: blog
comments, e-mail summaries, and mobile SMS communications. They have used
various classification models with character level features such as bigrams, trigrams,
and sparse word bigrams for classification. They have alsomentioned the use of a few
stylistic features but have not provided the entire details of which stylistic features
are chosen in the experiments. The dataset size used for mobile SMS communication
has 1002 legitimate messages and 322 spam messages. Xiang et al. [16], Healy et al.
[4], and Hidalgo et al. [6] have adapted automatic text classification to the problem of
SMS spam filtering. They conclude that Support Vector Machines (SVMs) perform
the best among the evaluated classifiers. Longzhen et al. [10] propose a k-nearest
neighbor algorithm (k-NN)-based multi-level filtering approach that is evaluated on
550 spam and 200 ham messages. Liu et al. [9] propose a simple index ensemble
model based on the lexical analysis. Junaid et al. [8] discuss the application of evolu-
tionary classifiers for SMS spam filtering and compare supervised approaches with
evolutionary approaches but find that the performance of supervised approaches is
comparable and faster. Almeida et al. [1] compare a variety of supervised approaches
and also report that SVM performs the best on the spam classification problem.

Besides the server-based solutions, a few client-based approaches have also been
proposed. Deng et al. [5] propose a Naive Bayes-based filtering system that utilizes
user feedback to improve over time with central server-based retraining. Among
recent works, Rafique et al. [14] utilize a byte-level representation of the messages
to train first-order Hidden Markov Models (HMMs) to estimate the probabilities of
byte sequences in spam and ham messages. Yadav et al. [17] propose a total of 20
stylistic features for representing short messages in order to reduce the computation
time for classification so that the program can run on the mobile devices as a client-
side application. The top 10 stylistic features sorted by their F scores have been
reported in the paper. They achieve 93% ham (not-spam) and 86% spam accuracy
while using the stylistic features with SVM learning, and 97% and 72.5% when



88 G. Goswami et al.

Fig. 1 The steps involved in
the SMS Spam Detection
Algorithm

using themwith Bayesian learning. The size of the dataset used in this work contains
2195 ham and 2123 spam messages (Fig. 1).

A few solutions also operate at cellular operator level. Recent research has inves-
tigated spam filtering in this manner and evaluated the approaches on the basis of
datasets provided by cellular companies. Xu et al. [13] propose a number of statis-
tics such as message length, response ratio, and number of messages, and temporal
features such as messages per day, messages during a particular hour of day, and
average number of recipients for a week to characterize cellular service users as
spammers/legitimate users. Jiang et al. [7] propose a method based on characterizing
users on the basis of a multitude of features including text analysis of sent mes-
sages, usage patterns, and device characteristics. Murynets et al. [11] analyze data
provided by a tier-1 cellular operator in the United States with features similar to
those proposed in [13].

3 Proposed Spam Detection Algorithm

Figure3 presents an overview of the proposed algorithm. During training, features
are extracted from the labeled dataset and a classification model is created. During
testing, each new short text message is classified on the basis of features extracted
from it and the trained classification model. The short messages are classified into
two categories: spam and ham (not-spam). The following sections describe the var-
ious features utilized by the proposed approach and provide further insight into its
functionality.
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3.1 Preprocessing

The content of the text messages is usedwithout any preprocessing for feature extrac-
tion. The scope of preprocessing in a short text message is very limited as the content
itself is short: 160 characters in a single message. Most spam messages are tailored
to be one screen page long only as messages are charged on a per page basis. Some-
times, ham messages can be less than even half of this character limit. Since most of
the terms are going to be ‘common,’ we chose not to use stop word removal. At the
best, stop word removal serves the purpose of trimming down the possible features,
thereby reducing the dimensionality of the feature space and also reducing the size
of the vocabulary. We choose to ignore this storage advantage as it does not have
a major practical impact on the usability of the system. Another popular technique
of preprocessing text data before classification is stemming, whereby the words are
reduced to their root forms (e.g. clarification, clarifying, clarified → clarif). Since
the text messages are written using short forms of the words, these may not be con-
sistent across senders and long words are infrequent. Therefore, we choose to avoid
stemming as well.

3.2 Stylistic Features

As discussed previously, text features are prone tomany challengeswhen considering
the problem of short text messages. On the other hand, stylistic features are based on
the prior knowledge that personal messages labeled as ham are written differently
when compared to advertising (spam) messages. These features exploit the basic
stylistic differences in order to provide features for classification. Since these features
are not dependent directly on the text of the message but on overall statistics of the
content, these tend to be robust towards language variations.Moreover, these features
are faster to extract, easier to store, and also lead to faster classification due to lesser
dimensionality of feature vectors. In the proposed algorithm, the following stylistic
features are utilized:

1. Caps Count (count of uppercase characters): Spam messages generally tend to
have high uppercase content in order to highlight terms such as “LIMITEDTIME
OFFER,” “HURRY,” and “DISCOUNT,” whereas in a general ham message, the
user tends to type in all lowercase characters (default mode inmajority of phones).

2. CapsOnlyWordCount (count ofwords that are composed of uppercase characters
only): Some phones automatically capitalize the first character of the first word
of a sentence. Therefore, there is bound to be some uppercase content in the ham
messages as well. This feature is designed to account for this situation.

3. Digit Count (count of digits in the message body): Spam messages include a
phone number to call, some figures (such as prices and timings). Therefore, it is
intuitive to check for the presence of digits in the message.
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4. Digit OnlyWord Count (count of words entirely composed of digits): This feature
detects the presence of a full phone number, price, etc. Sometimes users use
numbers in abbreviations of common words (before -¿ b4, etc.). This feature
takes care of such scenarios in case of ham messages.

5. Emoticon Count (count of emoticons in themessage): Spammessages rarely have
emoticons such as :), :(, and :-). In fact, in the datasets used for this work, no spam
message contained an emoticon. Therefore, this feature is a very strong indicator
of a message being spam or not.

6. Special Character Count (count of special characters in the message): This set
of special characters is based on contextual knowledge about spam messages.
Characters found in URLs (/,:), in percentages (%), and in prices (Rs., $, etc.)
are included in special character set. Ham messages tend to have a really small
amount of special characters, if any.

7. Single Character Word Count (count of words comprising a single character):
These words are mostly present in ham messages (are-¿r, you-¿u, we-¿v, etc.).
Therefore, this feature can also be used in the stylistic attribute set.

Some of the proposed features are in previous works such as [17]. However, there
are two major differences in the proposed set:

1. The proposed feature set is a very concise set of only seven features.
2. These features are also normalized by dividing the counts by the total number of

words in the message. Another scheme that is also evaluated is to normalize the
character counts by the number of characters and the word counts by the number
of words in the message. However, during experimentation, the former strategy
is found to perform better.

3.3 Text Features

In addition to stylistic features, text features are also included in the proposed
algorithm. Text features have been explored extensively for e-mail spam detection.
Besides providing valuable data for performance comparison, text features provide
an additional source of feature information. Text features are explored in two ways:
terms as features and character level n-grams. Actual terms are used as featureswhich
may provide some discriminability. On the other hand, character level n-grams are
chosen since they are comparatively more robust to the challenges discussed pre-
viously compared to directly using terms. Even though different abbreviations of
a word are different, these still may have some n-grams in common. For example,
attention and attn both share the two grams ‘at’ and ‘tt.’
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3.4 Classification

In order to utilize the stylistic features for classification, first the values of the fea-
tures are computed. Then, these feature values are arranged in a pre-determined
manner in order to create a feature vector for the message. These feature vectors can
be generated for both existing and new messages, and hence classification can be
performed using any vector classification algorithm. In case of text features, each
text message can be converted to a feature vector using the popular tf-idf approach.
Once these feature vectors are generated, two Support Vector Machines (SVMs) [2]
are trained on the stylistic features and the text features. The decisions of these two
classifiers are combined such that a test message is considered spam if and only if
both the classifiers classify it as spam. Otherwise, the message is considered to be
ham. This methodology ensures that the approach prioritizes correct classification
of ham messages.

4 Database and Experimental Protocol

Three datasets are used in this research. Dataset 1 is the dataset used in [17] with
some mislabeled data removed. This dataset consists of 2,024 ham messages and
2,113 spam messages. It has words in both English and Hindi (written using English
alphabet) as are generally used in the Indian context. Dataset 2 is the SMS Spam
Collection v.1 [15] which comprises 747 spam messages and 4,827 ham messages.
This dataset comprises only English words. Dataset 3 is prepared by the authors of
[12] and contains 1450 tagged messages (730 ham and 721 spam) and a test set of
700 messages.

In order to highlight the differences and similarities between the message content
in these different demographic settings, we utilize word clouds. The word cloud
is a method to visualize text data in which the most frequently occurring words are
presented in an image format, as shown in Fig. 2. The size of eachword is proportional
to its relative frequency in the text. It can be seen that themost prominent words in the
ham word clouds are common words that are used in daily communication. Besides,
the word cloud from dataset 1 has a large number of non-English words written using
the English alphabet, whereas datasets 2 and 3 have only English words. In contrast
to the ham word clouds, these clouds contain more common words such as ‘call’
and ‘free.’ Compared to the word distribution of the ham messages which are quite
different, there are noticeable similarities in case of spam messages even in different
demographic settings. There are words related to limited time offers, free prizes, and
some brand names. Some of these words are also common in both word clouds. In
our experiments, 40% of each dataset is utilized for training and the remaining 60%
is used for testing. Since it is important to not misclassify ham messages as spam,
the parameters of all algorithms are tuned to prioritize ham accuracy. The reported
results for each approach report the spam accuracy achieved at the respective ham
accuracy.
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Fig. 2 Word clouds for all three datasets. The right column contains the spam word clouds and the
left column contains the ham word clouds

5 Results

The mean values of the stylistic features for the datasets are reported in Table 1.
These values have been calculated using all the data points in the individual datasets.
The feature values are normalized by either the number of words in the message
or the message length (number of characters in the message). The normalization
varies from feature to feature and the exact type has been indicated in the table. The
results in this table illustrate the distribution of the values of these features for the
two classes (spam and ham) across the three datasets. This distribution indicates that
the values of these features vary according to the class and therefore can be useful for
classification. The relatively low variance of the values coupled together with high
difference in the mean values for these features for the other class ensure high inter-
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Table 2 Correlation between all stylistic features

Caps
count

Caps
only
word
count

Digit
count

Digit
only
word
count

Emoticon
count

Single
char
word
count

Special
char
count

Caps count 0.884 0.287 0.244 –0.052 0.014 0.167

Caps only word count 0.191 0.183 –0.083 –0.005 0.106

Digit count 0.814 0.042 –0.138 0.4007

Digit only word count 0.024 –0.126 0.353

Emoticon count 0.143 –0.049

Single char word count 0.0019

class variation and low intra-class variation which is a prerequisite for discriminative
features.

Table 2 provides the correlation between the features. In order to compute the
correlation values, the feature values from the datasets are combined. A correla-
tion value close to 1 indicates a strong positive relationship, whereas a value close
to −1 indicates a strong negative relationship between the two concerned features.
A value close to 0 indicates that the features are independent of each other. Inde-
pendent features are important for the purposes of classification since they provide
more information to the classifier. As expected, the only highly correlated feature
pairs are (1) Caps Count and Caps Only Word Count and (2) Digit Count and Digit
Only Word Count, since these are supposed to be directly related to each other. The
other feature pairs have low correlation and therefore the overall feature set is suited
for classification. Moreover, to visualize the separability of the features in feature
space, we have also analyzed the scatter plots. The best three feature pairs (lowest
correlation) are selected to generate scatter plots in order to visualize the effective-
ness of the stylistic features. Figures 3, 4, and 5 illustrate the scatter plots of the
ham and spam data against the corresponding feature sets: (Special Character Word

Fig. 3 Scatter of ham and
spam data points against
Special Character Count and
Single Character Word
Count
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Fig. 4 Scatter of ham and
spam data points against
Special Character Count and
Emoticon Count

Fig. 5 Scatter of ham and
spam data points against
Single Character Word
Count and Caps Only Word
Count

Count vs. Single Character Word Count), (Special Character Count vs. Emoticon
Count), and (Single Character Word Count vs. Caps Only Word Count). The data
points are highly separable in the first two cases and moderately separable in the
third case. On the basis of these scatter plots, it can be inferred that these features
in conjunction with a classifier can be used to distinguish between ham and spam
messages. Moreover, it is evident from Figs. 3 and 4 that when the values of the
counts are non-zero, it is easier to distinguish between ham and spam. However, it
is challenging to distinguish when one or more of these counts are zero. Therefore,
all the features are utilized in conjunction to perform the classification so that even
if some counts are zero (provide no information) the other features can be used to
perform classification. Furthermore, these plots also indicate that ham and spam are
not linearly separable, and hence a non-linear decision boundary might be required
to distinguish effectively between the two.

Table 3 summarizes the results, providing mean and standard deviation for ham
and spam accuracies over 10 times random subsampling-based cross validation. The
results indicate that the proposed stylistic features yield high accuracy in detecting
SMS spam messages. In addition to the proposed algorithm, the performances of
other classifiers are also evaluated. The proposed approach, utilizing a combination
of stylistic- and text-based features, achieves the best performance across all the
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three datasets. Due to the lack of standard training testing partitions (protocol) and
unavailability of their implementations (or open source), it is difficult to directly
compare accuracies with previous results on these databases. However, [12] provides
a standard test set of around 300 spam and 400 ham messages in which the proposed
algorithm is as good as the current state-of-the-art. Computationally, the proposed
algorithm is very fast and under C# programming environment on an Intel Core i7
machine @ 2.1GHz, it requires around 10ms to classify one SMS message.

6 Conclusion and Future Work

This paper presents a computationally efficient SMS spam detection algorithmwhich
utilizes stylistic and text features in conjunction with SVM classifier. This research
shows that the spam detection problem can be addressed reliably even without using
direct content clues such as n-grams and words. The experiments suggest that the
methods which characterize the way in which a message is written can also be used
for discriminating spam from ham messages. The proposed algorithm yields state-
of-the-art results on three SMS spam–ham databases. The future research in this
area might focus on expanding and further strengthening the language-independent
stylistic feature set.

Acknowledgments The authors would like to thank the authors of [17] for providing the SMS
dataset.
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Greedy Algorithms for Non-linear Sparse
Recovery

Kavya Gupta and Angshul Majumdar

Abstract In this work we propose two greedy algorithms to solve the underdeter-
mined nonlinear sparse recovery problem. There are hardly any algorithms to solve
such problems. Our algorithm is based on the OMP (Orthogonal Matching Pursuit)
and the CoSaMP (Compressive SamplingMatching Pursuit), two popular techniques
for solving the linear problem.We empirically test the success rates of our algorithms
on exponential and logarithmic functions. The success rates follow a pattern similar
to the one we observe for linear recovery problems.

Keywords Compressed sensing · EEG · WBAN

1 Introduction

In the last decade, there has been a lot of interest in solving linear inverse prob-
lems where the solution is known to be sparse (1), especially when the problem is
underdetermined.

ym×1 = Am×n xn×1 (1)

It is assumed that the solution x is k-sparse, i.e., has only k nonzero elements.
If one has an oracle, and thereby knows the positions of the nonzero indices, the

problem becomes trivial. One only needs to solve the linear problem on the reduced
set, i.e.,

y = AΩ xΩ (2)
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Assuming Ω as the oracle set of indices, solving (2) is trivial via least squares. One
thus gets the nonzero values in x; the rest n − Ω , positions in x are filled by zeroes.

Unfortunately for all practical problems, the positions of the nonzero indices are
not known a priori. In such a case, the only way to solve (1) is via exhaustive search,
i.e., evaluate all nCk possible combinations and solve (2) for each of these until one
finds the solution. As can be seen, this is a combinatorial problem and therefore
cannot be solved in practice.

In his seminal work, Donoho [1] showed that sparse solutions are necessarily
unique, i.e., there cannot be two k-sparse solutions or there cannot be two solutions
that are k-sparse and k + 1 sparse. Therefore instead of trying to find a k-sparse
solution, one may as well find the sparsest solution to (1). This is expressed as:

min
x

‖ x ‖0 s.t.y = Ax (3)

This is still a combinatorial problem.
There are two approaches to solve the sparse recovery problem. The first approach

is to relax the NP hard l0-norm by its nearest convex surrogate the l1-norm:

min
x

‖ x ‖1 s.t.y = Ax (4)

Such l1-norm minimization problems can be solved using linear programming. The
l1-norm minimization is very popular in applied Compressed Sensing (CS).

There is another approach to solve the sparse recovery problem (1) greedy al-
gorithms. The greedy techniques are based on iteratively populating the index set
(Ω) via some heuristic and solving for the corresponding nonzero values. Orthogo-
nal Matching Pursuit (OMP) [2] and CoSaMP [3] are the two most popular greedy
recovery algorithms.

In this work, our interest is in solving nonlinear sparse recovery problems of the
form:

y = f (x), f : Rn → R
m (5)

In a previous study [4], a nonlinear l1-norm minimization problem was proposed
to solve (5). The problem with such an approach is its slow convergence. Greedy
algorithms have always triumphed over l1-norm minimization when speed was con-
cerned, e.g., OMP converges in exactly k iterations. We will discuss more about
convergence issues of l1-norm minimization in a later section.

To overcome the limitations of speed, we propose greedy algorithms based on
the modifications to OMP and CoSaMP algorithms to solve the nonlinear sparse
recovery problem (5). But before going into our proposed technique, we will discuss
a practical motivation of such nonlinear sparse recovery problems in the next section.
Prior art on nonlinear sparse recovery is discussed in Sect. 3. The proposed techniques
are described in Sect. 4. The experimental results are shown in Sect. 5. Finally, the
conclusions of our work are discussed in Sect. 6.
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2 A Practical Motivation

There are several areas that benefit from nonlinear sparse recovery problem, but
owing to limitations in space, we will discuss a pertinent from Magnetic Resonance
Imaging (MRI). Image intensity for a T1 weighted image is given as follows:

x = ρ(1 − exp−TR/t ) (6)

Here ρ is the proton density, TR is the repetition time, and t is the T1 value for the
tissue. In quantitative MRI, the interest is in estimating the proton density and the
T1 values from x.

The proton density map is estimated by applying a large repetition time, so as
to eliminate the effects of T1 weighting, so that x = ρ under such a circumstance.
Once the proton density is known, the interest is in estimating the T1 values, i.e.,
estimating t.

The T1 map for the entire field of view, is sparse in a transform domain-like
wavelet (W), i.e., t = Wx is sparse. Incorporating this sparsity into (6) leads to:

x = ρ(1 − exp−TR/W T α) (7)

The sparse coefficient of the T1 map can be solved by:

min
α

‖ α ‖1 s.t.x = ρ(1 − exp−TR/W T α) (8)

This is a typical candidate for nonlinear sparse recovery. There are other examples
of similar nature. The interested reader can peruse [4].

3 Literature Review

Literature on nonlinear sparse recovery is itself sparse. There are two studies [5,
6] of theoretical nature that explores the conditions under which such recovery is
possible. They do not propose practical algorithms for solving such problems. To
the best of our knowledge, there is only a single work [3] from 2008 that claimed to
propose a greedy algorithm to solve the nonlinear sparse recovery problem.However,
in essence they proposed an algorithm to recover a sparse solution to a linear problem
where the cost function is not Euclidean.

The only algorithmic work on solving nonlinear sparse recovery problems is [4].
There the authors proposed an l1-norm minimization approach; the recovery was
posed as:

min
x

‖ x ‖1 s.t.‖ y − f (x) ‖22 ≤ ε (9)
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Solving (9) yields the solution for (5), for a very small value of epsilon. The algorithm
in [4] is based on the Iterative Soft thresholding Algorithm. It is a two-step algorithm.
The first step is gradient descent that partially solves the nonlinear least squares
problem:

b = xk−1 − σ �x ‖ y − f (x) ‖22|x=xk−1

where sigma is the step size. The second step is to threshold b in order to project it
on the l1-ball, thereby yielding a sparse solution:

xk = soft Th(b, τ )

The problem with such an optimization-based approach is that it is not nonpara-
metric. For the linear case, it is easy to find the step size and the threshold τ ; but for
nonlinear cases it is not. In [4], the step size was determined by the inverse of the
Lipchitz bound of the cost function. But it is a very pessimistic (small) step size and
the algorithm has very slow (linear) convergence rate.

We find two issues with the previous optimization-based approach for nonlinear
sparse recovery,

1. The method is parametric
2. Analytical estimates of the parameters lead to very slow convergence.

To overcome these limitations we propose greedy algorithms to solve the nonlinear
sparse recovery problem. Unlike the previous study [7], our algorithm will be able
to solve nonlinear problems.

4 Proposed Greedy Algorithm

Before discussing the nonlinear extensions, let us discuss the greedy algorithms
for linear sparse recovery. The most commonly used algorithm for the purpose is
Orthogonal Matching Pursuit (OMP). The algorithm is as follows:

OMP Algorithm:-
Initialize: Index set - Ω=∅,x=0
Repeat for k iterations
Compute correlation - c=abs(AT (y − Ax))

Select the index - i=argmax
i

ci

Update support - Ω=Ω ∪ i
Estimate nonzero values - xΩ=min

x
‖ y − AΩ x ‖

Finally, impute other indices in x with zeroes.

There are two issues with the OMP algorithm. First, it only selects one index in
every iteration. This is slow, there are simple techniques to accelerate OMP, notably
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Stagewise OMP [8]. However, slow selection is not the most pressing problem. The
bigger problem is that an index once selected remains there; OMP does not have the
scope of pruning an incorrectly selected index at a later iteration. To overcome both
these issues, the CoSaMP algorithm was proposed.

CoSaMP Algorithm:-
Initialize: Index set - Ω=∅,x=0
Repeat until convergence
Compute correlation - c=abs(AT (y − Ax))

Select the top 2K support from c - ω
Update support - Ω=Ω ∪ ω
Perform least squares estimate- bΩ=min

x
‖ y − AΩ x ‖

Update x by pruning b and keeping top K values.
Finally, impute other indices in x with zeroes.

CoSaMP allows for selection of multiple indices in every iteration (top 2k) and it
allows for pruning (by keeping top k).

Let us look at the computing of correlation for both the algorithms. It is computed
as (AT (y − Ax)); this is the negative gradient of the cost function ‖ y − Ax ‖22. In
OMP, we want to solve the linear sparse recovery problem, i.e.,

x : y = Ax s.t.‖ x ‖0 = k (10)

The equality (y = Ax) holds only at convergence, for all other iterations (in OMP
and CoSaMP) one finds x by minimizing the Euclidean distance ‖ y − Ax ‖22.

Our idea for nonlinear sparse recovery is based on the same approach. For our
problem, the Euclidean cost function is ‖ y − f (x) ‖22. We would like to solve the
nonlinear sparse recovery problem:

x : y = f (x) s.t.‖ x ‖0 = k (11)

Therefore, our correlation should be defined as

c = − �x ‖ y − f (x) ‖22 (12)

The rest of the OMP and the CoSaMP algorithms remains as it is except for the least
squares step. Previously, one needed to solve a linear least squares problem.We need
to solve a nonlinear least squares problem. But solving nonlinear least squares is a
well-studied area and there is no dearth of efficient algorithms.
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Nonlinear OMP Algorithm:-
Initialize: Index set - Ω=∅,x=0
Repeat for k iterations
Compute correlation - c=abs(�x‖ y − f (x) ‖22)
Select the index - i=argmax

i
ci

Update support - Ω=Ω ∪ i
Estimate nonzero values - xΩ=min

x
‖ y − fΩ(x) ‖

Finally, impute other indices in x with zeroes.

Nonlinear CoSaMP Algorithm:-
Initialize: Index set -Ω=∅,x=0
Repeat until convergence
Compute correlation - c=abs(�x‖ y − f (x) ‖22)
Select the top 2K support from c - ω
Update support - Ω=Ω ∪ ω
Perform least squares estimate- bΩ=min

x
‖ y − fΩ(x) ‖

Update x by pruning b and keeping top K values.
Finally, impute other indices in x with zeroes.

We believe in reproducible research. MATLAB implementations of both the
algorithms are available at the authors MATLAB Central account [9] free for use.

5 Experimental Evaluation

We test our nonlinear sparse recovery algorithms on two functions exponential (Ax)
and logarithmic (A(c+ x)). The Figs. 1 and 2 show the convergence of our modified
OMP and CoSaMP algorithms for exponential and logarithmic functions, respec-
tively, with 60% sampling ratio and number of nonzeroes as 5. We want to study
the variation of success rate with change in the number of nonzero values for a fixed
number of measurements. An experiment is defined to be a success when the NMSE
is below 10−3. Such definition of success rate is popular in CS literature [2, 3].
We keep the number of measurements (number of rows) fixed. The length of the
signal x is 100, but the number of nonzero entries are now varied from 5 to 20 in
steps of 5. The variation of success rate with varying number of nonzero values are
shown in Figs. 3, 4, 5, and 6; Figs. 3 and 4 show the variation for exponential and
logarithmic functions with 40 measurements and Figs. 5 and 6 show variations for
60 measurements.
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Fig. 1 Convergence results
for exponential function with
60% sampling ratio and No.
of nonzero as 5

Fig. 2 Convergence results
for logarithmic function with
60% sampling ratio and No.
of nonzero as 5

To compute the empirical success rate each of the configurations are repeated 100
times and the average Normalized Mean Squared Error (NMSE = ‖original−reconstructed‖2‖original‖2 )

is reported.
There is hardly any work for nonlinear sparse recovery. Therefore, we do not

have algorithms to benchmark against. In this work, we have used some standard
evaluation criterions employed in CS to empirically study our algorithm.We find that
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Fig. 3 Empirical success
rates for exponential function
with 40% sampling ratio

Fig. 4 Empirical success
rates for logarithmic function
with 40% sampling ratio

the OMP algorithm performs very well for the exponential function. The CoSaMP
performs very well for the logarithmic function for higher sampling ratios; but the
success rate drops down to zero when the number of nonzero values increase.
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Fig. 5 Empirical success
rates for exponential function
with 60% sampling ratio

Fig. 6 Empirical success
rates for logarithmic function
with 60% sampling ratio

6 Conclusion

In this work, we modify two popular greedy sparse recovery algorithms to solve
nonlinear problems. We use standard tests to evaluate the algorithms. We observed
that the success rates are functions of the exit criteria for both the algorithms, espe-
cially the CoSaMP. In this work, we have used 2k iterations as the limiting number
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of CoSaMP and k iterations as the limiting number for OMP (k is the number of
nonzeroes in the solution). For CoSaMP, we observed that by increasing the number
of iterations, the success rate can be improved at the expense of larger run-times.

The success rate forOMPdecreases if the number of iterations is increased beyond
k. This behavior can be attributed to the fact that OMP does not allow pruning, i.e.,
the selected index stays forever; there is no way to remove a wrongly selected index.
It selected whatever correct index it can in the first k iterations, after that it selects
incorrect indices that reduce the success rate.

CoSaMPon the other hand allowspruning.The increase in the number of iterations
allows CoSaMP to correct wrongly selected indices in previous passes; this in turn
improves recovery accuracy. Basically, by allowing more and more iterations, we are
asking CoSaMP to solve the exact NP hard problem.
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Reducing Inter-Scanner Variability
in Multi-site fMRI Activations
Using Correction Functions:
A Preliminary Study

Anoop Jacob Thomas and Deepti Bathula

Abstract In the past decade, there has been an exponential growth in brain map-
ping studies using Functional MRI (fMRI). The need for more data to increase the
statistical power of brain mapping studies made the researchers look at multi-center
studies. But a major limitation in pooling data from multiple sites is the diversity
in acquisition and analysis methods that effect the imaging results. This preliminary
study aims at finding correcting functions to reduce the variability of activation maps
produced using fMRI for a particular task at different sites. Having explored cor-
rections based on ordinary least squares (OLS) and robust estimation methods, we
found that even simple linear correction functions produced reasonable reduction in
variability of activation maps across sites.

Keywords Multi-center ·Multi-site · fMRI · Inter-scanner ·Variability ·Correction
functions

1 Introduction

Functional Magnetic Resonance Imaging (fMRI) is a relatively safe medical imag-
ing technique. fMRI measures the blood oxygenation levels during a scan period
producing BOLD (Blood Oxygenation Level Dependent) time series data for the
individual voxels of the brain. In clinical application, fMRI is used for brain function
mapping, used for detecting neuro-degenerative diseases and for identifying neuro-
logical disorders. Data from different demographics is required such that the study is
not biased by a population sample, thus data pooling becomes an important aspect in
fMRI studies. Since fMRI is a relatively new technique and due to the cost associated
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Fig. 1 Activation map showing the functionally activated regions for sensorimotor task of a single
subject at three different scanners (rows). The activation regions are overlaid on high-resolution
anatomical images for better visualization

with the scans, diverse data from different population samples is not available and
thus it poses a problem in functional brain mapping. Brain is a complex organ, and
thus it is not possible to conclude on the brain function based on a single scan from a
single subject. Data from multiple subjects and multiple scanners can be combined
to increase the statistical confidence of the brain mapping studies [1, 7]. But, adding
to the complexity of the organ under study, the scanner hardware heterogeneity and
scanner software heterogeneity also affect the data. fMRI data thus acquired at dif-
ferent scanners for the same subject performing the same activity is not exactly the
same, and thus the activationmaps also look different (Fig. 1). Reducing inter-scanner
variability in multi-center fMRI data thus becomes an important consideration for
the purpose of data pooling. In this paper, we explore the use of correction functions
to reduce the inter-scanner variability of fMRI data.

2 Related Work

Data pooling is possible only if the between-site reliability of the multi-site fMRI
data is high. Classically, reliability is assessed with ICC [5] (intra-class correlation
coefficient) which is estimated using the variance components. One way to pool the
multi-site fMRI data would be to consider the data originated from a single site and
perform the analysis, but accept the result if and only if the reliability of the fMRI
data between sites is high (site is considered a variable). In a similar study, Friedman
et al. [5] point out the low between-site reliability, due to a strong contribution from
site and site-by-subject variance.
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Using methods to increase the between-site reliability of fMRI data is another
way to achieve pooling. Friedman et al. in two of their studies try to reduce the inter-
scanner variability in multi-center fMRI data, one investigating the role of smooth-
ness equalization [3], and another by controlling for the SFNR (signal-to-fluctuation-
noise ratio) [4]. Smoothness equalization requires the dataset to be smoothed to
the smoothest data. In the paper on controlling SFNR, the PVAF (Percent of Vari-
ance Accounted For) maps showed marked scanner effects and variance components
analyses revealed significant reductions in variance due to scanner.

Structural MR imaging is also affected by the scanner-to-scanner variation. Kele-
men et al. [8] explored the use of correction functions to reduce the differences of
structural MR images frommulti-centerMRI studies. It was shown that the between-
scanner differences were higher than the between-subject variance. Inspired by the
idea of using correction functions, we explore the use of correction functions for
multi-center fMRI data.

3 Materials and Methods

3.1 Data

This study uses fBIRNPhase I Traveling Subjects dataset. Five healthy, right-handed,
and English-speaking male subjects were imaged at least on two visits on ten (nine
sites) different scanners (vendors, field strength) located in geographically diverse
locations within the United States. Each subject visited every site at least twice,
with few subjects visiting few of the sites four times. During each of the visits on
consecutive days, the subjects were scanned formultiple tasks, and the tasks included
resting state fMRI scan, breath-hold task, working memory task, attention task, and
four runs of sensorimotor task per visit. Along with BOLD-based functional image
acquisitions, high-resolution 3D anatomical images (T2-weighted, fast spin-echo,
turbo factor = 12 or 13, orientation: parallel to the AC-PC line, number of slices
= 35, slice thickness= 4mm, no gap, TR= 4000ms, TE= approximately 68, FOV
= 22cm, matrix = 256× 192, voxel dimensions = 0.86mm × 0.86mm × 4mm)
were also acquired during every visit for mapping the functional activity.

The functional data were collected using echo-planar (EPI) trajectories (7 scan-
ners) or spiral trajectories (3 scanners) (orientation: parallel to the AC-PC line, num-
ber of slices = 35, thickness = 4mm, no gap, TR = 3000ms, TE = 30ms on the 3
and 4T scanners, 40ms on the 1.5T scanners, FOV= 22cm,matrix= 64× 64, voxel
dimensions = 3.4375mm × 3.4375mm × 4mm). One of the 3T scanners employs
a double echo EPI sequence. The scanners were from GE, Siemens, and Picker, with
one 4-T scanner, four 3-T scanners, and five 1.5-T scanners, with similar scanning
protocols.
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3.2 Sensorimotor Task

The sensorimotor taskwas designed as a block design,with 15s of rest block followed
by 15s of sensorimotor activity block, with a total of eight such cycles followed by
15s of rest. The task measured a total of 85 time points with a TR of 3 s (4.25min).
Task included stimulation of the auditory, visual, and sensorimotor regions of the
brain. During the sensorimotor activity block, the subjects were shown a 3Hz flash-
ing checkerboard, a 3Hz midi-tone simultaneously, and the subjects were asked to
perform alternating finger tapping (index, middle, ring, little, little, ring, middle,
index, index…) (not using thumb) according to the simultaneous audio and visual
stimulus. During the rest block, the subjects were asked to stare at a fixation cross.
Due to pre-processing related issues and missing data, our study uses a total of eight
scanners and four subjects, with one 4-T scanner, three 3-T scanners, and four 1.5-T
scanners.

3.3 Methods

Individual sensorimotor runs for each of the subjects for each of the visits to different
scanners were first subjected to six different pre-processing steps, and then three
different levels of subject-wise analysis (refer Fig. 2). The pre-processing steps are

Fig. 2 Schematic diagram of the fMRI processing
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required to correct for acquisition related artifacts, physiological noise, system related
noise, and assumptions about data.

Each sensorimotor run undergoes a series of pre-processing steps in the order,
despiking, motion correction, slice-time correction, detrending with a second-order
polynomial, temporal high-pass filtering and smoothing with a 7× 7× 7 kernel. The
pre-processing steps were decided based on the studies by Friedman et al. [3, 4],
which used the same dataset.

The pre-processing pipeline was implemented using Nipype [6], using different
modules from different fMRI processing softwares. Despiking is accomplished using
AFNI [2]. Motion correction is done using SPM8 [10], motion correcting the func-
tional scans to amean functional image constructed for each subject, so as to spatially
align the scans of each subject. Slice-time correction is done using SPM8. Detrend-
ing is carried out with a second-order polynomial using AFNI. Temporal high-pass
filtering is accomplished using FSL [9], using a lower cut-off frequency of 0.02Hz
to remove the physiological noise like cardiac and respiration. Finally, the data is
smoothed using a 7× 7× 7mm kernel using SPM8 to increase the signal-to-noise
ratio (SNR).

Three levels of analysis are performed as part of combining the data to increase
the statistical confidence. After pre-processing, each individual run is subjected to a
level 1 fMRI analysis using GLM (General Linear Model), in which the block design
is convolved with a double gamma function to form the first predictor in the design
matrix and a univariate analysis is done for each of the individual voxel time series.
The level 1 data from each visit for each of the subjects to a scanner is combined
using fixed-effects model in level 2 analysis, combining the four runs of a single
visit, producing visit-wise fMRI activation maps per subject per visit to scanner.
Each subject has at least two visit activation maps per scanner and utmost four visit
activation maps. In level 3 analysis, the data from the visits of a subject to a scanner
is combined using the random-effects model, forming one activation map per subject
per scanner.

Level 1, level 2, and level 3 analyses were accomplished using FMRISTAT soft-
ware by Keith J Worsley [11]. The analysis produced t-stat images which were used
to estimate the correction functions.

4 Estimating the Correction Functions

For estimating the corrections, it is very important to select a reference image towhich
an image from another scanner can be corrected to. In this study, we use the highest
field strength scanner, the 4-T scanner, as the reference image and try to correct the
images from the 3-T scanners and the 1.5-T scanners to the 4-T scanner. Zou et al. [12]
showed that higher field strength magnets have better reproducibility of activations
across sites and significantly better results than 1.5-T imaging reproducibility; the
lowest field strength magnet in the study was 1.5-T.
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Fig. 3 A sample scatter plot
showing the density
ellipse-based robust
estimation with standard
deviation of 4.5

The correction functions were estimated using the voxels from the brain region.
The mask for the whole brain region is created by making binary image from skull-
stripped mean functional image for each subject. The corrections were estimated
using scatter plots from uncorrected image t-statistics value and reference image
t-statistic values. The uncorrected and reference images were arranged in abscissa
and ordinate, with the t-statistic values arranged into a vector according to spatial
correspondence. The relationship was estimated using ordinary least squares (OLS)
and robust estimation methods.

Two different robust estimations were tried: density ellipse-based outlier elim-
ination (refer Fig. 3) and an in-house method (named EOEL, experimental outlier
elimination), which marks points outside a certain aggregate standard deviation as
outliers. The final threshold points for EOEL are found by fitting a degree two curve
through the end points selected at a distance of a definite standard deviation from
mean. The EOEL method removes less outliers as compared to the density ellipse
method.

5 Results and Discussion

The correction with OLS increases the sensitivity at a false positive rate of 20–
25%, and the sensitivity increases from 40% to 75–80% (refer Fig. 4). But the
between-subject differences seem to play an effect. We also tried robust estimation
methods to estimate the corrections by removing the outliers. But we observe that
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Fig. 4 (1-Specificity) versus
Sensitivity plot of Site 3
(1.5-T) scanner corrected to
4-T scanner, showing an
average profile of before
correction (BC in black
color) and after corrections
with various correction
functions

the robust estimation methods do not provide any significant improvement over OLS
estimation. The outliers from the robust estimations were observed toward the tissue
boundaries and it could be attributed to brain pulsations due to cerebral bloodflowand
partial volume effects due to lower spatial resolution in fMRI. The outlier elimination
methods mark 1–2% of the points as outliers.

The mean square error shows marked improvement after correction (refer Fig. 5).
Although the robust estimation methods also show a relatively good improvement
in mean square error after the correction, the (1-Specificity) versus Sensitivity (FPR
versus TPR) shows that the OLS performs better than the robust methods. Figure6
shows the activation maps after correction, thresholded at p < 0.05, with 4T map as
the ground truth, marking true positives (in blue color), false positives (in red color),
and false negatives (in green color).

We explored the possibility of higher order correction functions upto degree eight
but no significant improvement over linear corrections has been observed. The good-
ness of fit of the linear estimates is low (~0.05–0.25), and thus we can further explore
more complicated corrections using neural networks to uncover the underlying struc-
ture of the data.Wecan also opt for data reduction techniques to reduce the complexity
of the data by reducing the number of points from which the corrections are to be
estimated.



116 A.J. Thomas and D. Bathula

Fig. 5 Mean square error before correction (BC in black color) and after correction, with each
block representing a scanner corrected to 4T reference scanner

Fig. 6 A sample activation map (sub 106) showing the true positives in the blue color, the false
positives in red, and the false negatives in green with respect to the 4T activation map. The rows
are Site 3 (4T), Site 6 (3T), Site 5 (3T), Site 11 (3T), Site 3 (1.5T), Site 10 (1.5T), Site 9 (1.5T),
and Site 8 (1.5T)
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Comparative Study of Preprocessing
and Classification Methods
in Character Recognition of Natural
Scene Images

Yash Sinha, Prateek Jain and Nirant Kasliwal

Abstract This paper presents an approach to character recognition in natural scene
images. Recognizing such text is a challenging problem in the field of Computer
Vision, more than the recognition of scanned documents due to several reasons.
We propose a classification technique for classifying characters based on a pipeline
of image processing operations and ensemble machine learning techniques. This
pipeline tackles problems where Optical Character Recognition (OCR) fails. We
present a framework that comprises a sequence of operations such as resizing, grey
scaling, thresholding, morphological opening and median filtering on the images
to handle background clutter, noise, multi-sized and multi-oriented characters and
variance in illumination. We used image pixels and HOG (Histogram of Oriented
Gradients) as features to train three different models based on Nearest-Neighbour,
Random Forest and Extra Tree classifiers. When the input images were pre-processed,
HOG features were extracted and fed into extra tree classifier, and the model classified
the characters with maximum accuracy, among the other models that we tested. The
proposed steps have been experimentally proven to yield better accuracy than the
present state-of-the-art classification techniques on the Chars74k dataset. In addition,
the paper includes a comparative study elaborating on various image processing
operations, feature extraction methods and classification techniques.

Keywords Camera-based character recognition ·Histogram of oriented gradients ·
Feature extraction · Scene text recognition · Ensemble classifiers

1 Introduction

We focus on recognition of individual characters from natural scene images. It is
a field of active research with high utility and potentially on high-impact applica-
tions. Unlike scanned greyscale images, natural scene images have characters with
additional colour information and noise.

Y. Sinha (B) · P. Jain · N. Kasliwal
Department of Computer Science and Information Systems,
Birla Institute of Technology and Science, Pilani 333031, India
e-mail: mail.yash.sinha@gmail.com

© Springer India 2016
R. Singh et al. (eds.), Machine Intelligence and Signal Processing,
Advances in Intelligent Systems and Computing 390,
DOI 10.1007/978-81-322-2625-3_11

119



120 Y. Sinha et al.

The challenge arises due to variation in fonts, styling, formatting, background clut-
ter, size and orientation of characters in addition to background noise and occlusion.
Additionally, low resolution, uneven illumination, glare, gloss and artistic format
make the classification error prone. These are the reasons that commercial OCR
engines have dismal performance on natural scene images.

Our proposed methodology tackles these challenges by binarization, morpholog-
ical opening and feature extraction. The extracted features are used as input for the
classification models. The 62 classes into which the images can be categorized are
0–9, a–z and A–Z.

The performance and accuracy achieved are far better than optical character recog-
nition systems. This yielded better accuracy than the present state-of-the-art tech-
nique. [1]

2 Related Work

Recent papers on character recognition in natural scenes have proposed multiple
techniques of image processing, feature extraction and classification models. The
problem lies on the common intersection of computer vision and machine learning.
Campos et al. [2] introduced Chars74k dataset of characters collected from natural
scene images. The work highlighted that commercial OCR engines do not provide
satisfactory results for natural scene character images. Their experiment was based on
methods of Multiple Kernel Learning, Nearest-Neighbour Classification and Support
Vector Machines. Sheshadri et al. [3] proposed the exemplar-based multi-layered
classification approach to recognize characters. They proposed a methodology using
SVM to classify images on features from Histogram of Oriented Gradients (HOG) [4]
on resized and warped images. Fraz et al. [1] have recently proposed a pipeline of
image processing operations for the identification of characters. Zhang et al. [5]
used a mixed dataset of natural scene images, handwritten characters and digital
text images to benchmark performance for parametric nearest-neighbour technique.
They explored efficacy of colour information and variation for the identification
of characters from an image to give accuracy of 72 % for 49 classes. Kumar et
al. [6] applied Discrete Cosine Transform (DCT) for character recognition after
binarization to remove noise for English and Kannada character recognition. kNN
was used as the classification model. Neumann et al. [7] achieved a word recognition
rate of 72 % using graph-based approaches in Maximally Stable Extremal Regions
(MSER). Machine learning model used was a SVM with RBF. Proposed methods
focus on individual character recognition with techniques for image processing,
feature extraction and machine learning techniques on the images.
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Fig. 1 Examples of images
from dataset

3 Dataset

The data is taken from the Chars74K dataset [8], which consists of images of char-
acters selected from Google Street View images (EngImg), as shown in Fig. 1. Street
view images consist of English characters taken in natural contexts such as street
signs, house names and numbers, shop signboards and so on. The dataset differenti-
ates between digits, uppercase and lowercase characters to give a total of 62 classes.
Individual characters were manually segmented from these images. Our dataset has
12,503 characters, of which 6283 (50.25 %) are randomly sampled for training, while
rest 6220 (49.75 %) are used as test data. There is significant variation in thickness,
size, alignment, orientation and position of characters both within the class and across
the classes. Handwritten and synthetic images were not used.

4 Experiments and Results

Proposed Methodology: The proposed methodology consists of four steps:

1. Image processing—tackles background clutter, fonts and illumination of images:
This step includes converting all images to a common standard size, binarization
using Otsu’s Thresholding followed by Morphological opening and median filter
for removing salt and pepper noise.

2. Feature extraction—addresses variation in character size and orientation: His-
togram of Oriented Gradients is used as a method of feature extraction. The value
of used cell size is calibrated experimentally to an optimal value. It also reduces
the number of features in comparison to using direct pixel values.

3. Training the classifier—does the learning for classifier models and classifies test
images into classes: kNN, random forest and extra tree classifier are tested and
compared. The number of estimators is determined experimentally to an optimal
value. The input parameters HOG features and pixel values both are tested and
compared.
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4. Performance testing—compares various classifications and feature extraction
techniques: Cross validation is performed and the classification model is tested
on the test dataset. Accuracy obtained from both the methods is mentioned.

MATLAB [9] and Python’s scikit-learn library [10] are used for the above explo-
ration and experimentation.

4.1 Image Processing

Resizing and Grey scaling To have a consistent feature set, all the images were
greyscaled and resized to 75× 75 pixels.

The work of Fraz demonstrated that processing colour information is an additional
challenge. In order to tackle this, images were greyscaled using a weighted sum of
the R, G and B components.

The images were enlarged using bi-cubic interpolation, where the output pixel
value is a weighted average of pixels in the nearest 4-by-4 neighbourhood. Enlarging
the image led to extraneous edge detection. Accuracy was improved because more
features increased variability in the data.

The size of images was reduced using antialiasing. Visual inspection showed that
reducing the image size led to noise suppression in ensuing edge detection.

Thresholding Otsu’s method for thresholding [11] is an image processing technique
for image segmentation. The algorithm calculates the optimum threshold separating
the two classes (foreground/object and background) so that their combined spread is
minimal. Separating the foreground and background pixels is necessary due to high
variance and noise in the data set.

We tried basic thresholding, average thresholding and Otsu thresholding tech-
niques (Fig. 2). In comparison with average thresholding, we observed that Otsu
retains much more information about local changes in the pixel values.

Morphological Operations Morphological operations rely only on the relative
ordering of pixel values and are especially suited to the processing of binary images.

The image was opened [12] using a disc of 1 pixel radius. In our particular case,
this removed the salt and pepper noise in addition to smoothing the edge and filling
the gaps within the character strokes (leaving the holes unfilled) (Fig. 3).

Fig. 2 Comparison of thresholding techniques: No thresholding, Average thresholding, Otsu
thresholding
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Fig. 3 Comparison of morphological operations: Original image, Average thresholding, Morpho-
logical Opening

Noise Reduction Median filter showed better results than the averaging filter, as
expected [13] for noise reduction. Median filter yields enhanced performance because
it preserves edge details better than mean filter. It allows high spatial frequency detail
to pass while remaining very effective at removing noise [14].

4.2 Feature Extraction

Image Pixels We represented the 2D image matrix as single-dimensional vector with
pixels as features for classification. This gave 5625 features.

Histogram of Oriented Gradients HOG creates histograms of edge orientation to
compute the gradients of the edges from patches of the image. HOG as feature extrac-
tion technique is independent of variation in orientation, and hence is advantageous.

HOG is an iterative process, where a cell of n × n pixels is extracted from the
image and algorithm is applied to calculate the histogram of oriented gradients. These
gradient values are used as features of the image.

A series of values for n were applied. In HOG, with increasing value of n, there
is a decrease in the number of features in the image (Fig. 4). To capture large-scale
spatial information, we increased the cell size. However, for n > 12, there was loss

CellSize = [4 4]
Feature length = 10404

CellSize = [8 8]
Feature length = 2304

CellSize = [12 12]
Feature length = 900

Fig. 4 Visualization of HOG features
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of small-scale detail rather than extraction of useful features, due to submerging of
features derived from larger cells. Smaller values of n make the classifier susceptible
to noise. Experimentally, n = 12 stood out to be an optimal value to use.

Smaller block size helps to capture the significance of local pixels and suppress
illumination changes of HOG features. Hence, a block of size 2× 2 was used.

To ensure adequate contrast normalization, an overlap of at least half the block
size: 1× 1 was selected. Large overlap values can capture more information, but they
produce larger feature vector size.

To achieve a trade-off between finer orientation details and size of the feature
vector, the number of orientation histogram bins was selected as 9. This gave 900
features.

4.3 Classification Techniques

K-Nearest Neighbour (kNN) Taking the one-dimensional n bit vector image as a
point in n-dimensional hyperspace, we applied kNN [15] for classification using
neighbours sub-module of Python’s scikit-learn library [16]. Value of k was varied
from 1 to 9 to select appropriate k value.

The kNN model used for both HOG and Image pixels used Euclidean distance to
calculate distance. The weight for all k obtained points in kNN had uniform weights.

Random Forest Classifier It is a meta-estimator [17] based on subsampling which
controls overfitting well. The ensemble sub-module of Python’s scikit-learn library
was used [18].

The model computed 1025 trees (estimators), using GINI criterion for splitting
tree nodes and applied ensemble technique to make final prediction. The value for
number of estimators was obtained using grid search [19]. It was fed with both HOG
and Image pixels and prediction accuracy was computed.

Extra Tree Classifier An estimator [20] fits a number of randomized decision trees
(a.k.a. extra trees) on various subsamples of the dataset and uses averaging to improve
the accuracy and control overfitting.

This classifier gave the best results over others. It is a part of the ensemble sub-
module [21] of Python’s scikit-learn library. The model used 1025 trees (estimators).
The value for number of estimators was obtained using grid search algorithm [19]. In
extra tree classifier, a set of attributes was selected randomly and GINI criterion was
used for splitting nodes. It was fed with both HOG and Image pixels and prediction
accuracy was computed.
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4.4 Performance Testing

The Chars74k dataset was partitioned into two sets. The model was trained over
50.25 % of the dataset. The rest of the images were used to test the model and calculate
the estimator performance. We performed 10-fold cross validation on training set to
improve on training efficiency.

4.5 Results

We fed the features obtained from HOG (preceded by other processing) into extra
tree classifier and tested our model using tenfold cross validation and test data. Our
proposed pipeline accurately classified 73.167 % (Table 2) of the character images
in the test dataset, which beats the current state-of-the-art technique [5] as shown in
Table 1. On cross validation, 73.022 % accuracy was obtained as shown in Table 3.

Table 1 Accuracy comparison with other methods

Method Accuracy (%) Dataset Classes

Proposed method 73.167 Chars74K 62

Fraz et al. [1] 72 Chars74K-15 49

Shi et al. [22] 69.9 Chars74K-15 62

Newell et al. [23] 66.5 Chars74K-15 62

Campos et al. [2] 55.26 Chars74k 62

Table 2 Accuracy across different features and classifiers on test data

Features kNN(k = 4) (%) Random forest (%) Extra tree (%)

HOG features 69.549 71.575 73.167

Image pixels 55.659 62.636 64.244

Table 3 Cross validation scores across different features and classifiers

Features kNN(k = 4) (%) Random forest (%) Extra tree (%)

HOG features 69.220 71.590 73.022

Image pixels 55.120 62.013 63.570
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5 Observations and Trends

A Comparative Study:
A comparative study elaborating on various image processing operations, feature

extraction methods and classification techniques is presented here. Certain trends of
the exploration have been discussed.

5.1 Image Pixels as Feature Set Versus HOG Features

Edge orientations of images give better features to the training model as compared
to image pixels. HOG features help reduce variations arising from orientation and
size despite sensitivity to non-random noise. While using HOG features with extra
tree classifier, the accuracy increased by 10 % on 10-fold cross validation scores and
9 % for test data (Fig. 5).

5.2 Average Thresholding Versus Otsu Thresholding

Different thresholding algorithms approach noise removal in images differently.
Otsu’s thresholding improved the accuracy in comparison to average thresholding
by retaining more information in high noise environments (Fig. 6).

5.3 K-Nearest Neighbours (1NN–9NN)

The graph shows scores of K-Nearest Neighbours classifier with different values of
k on test data. Clearly, 1NN and 4NN outperform other k values (Figs. 7 and 8).

Fig. 5 Image Pixels as
feature set Versus HOG
features
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Fig. 6 Thresholding trends on image pixels and HOG features as feature set
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Fig. 7 K-Nearest Neighbours with different values of k on Image Pixels as feature set
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Fig. 8 K-Nearest Neighbours with different values of k on HOG features
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Fig. 9 Comparison of
accuracies of different
classification techniques (on
both feature inputs)
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5.4 K-Nearest Neighbours Versus Random Forest
Versus Extra Tree

Ensemble methods outperform K-Nearest Neighbours significantly. Extra tree clas-
sifiers usually have trees with greater height than random forest. This implies that
extra tree can generalize better but is computationally more expensive in comparison.
In our case, extra tree classifier gives a noteworthy improvement over random forest
classifier (Fig. 9).

6 Conclusion and Future Prospects

In summary, we have proposed an effective method to recognize scene characters.
Factors like background clutter, noise, multi-sized and multi-oriented characters and
variance in illumination make character recognition from scene images a challenging
task. Our model incorporates operations in the pipeline in an order which is crucial
to account for these factors.

Our results show that scene text characters can be recognized with a good accuracy
in natural images, although there is scope for improvement.

Variations in thickness, illumination, geometric distortions arising from cam-
era angles as well as writing variations, occlusion and non-random noise reduce
effectiveness of feature extraction of proposed method. Kernel Regression for Image
Processing and Reconstruction is less investigated, yet intriguing idea. Shape context
can be possibly used for better feature extraction. In the machine learning pipeline,
boosting and dimensionality reduction can be applied to improve accuracy. Convo-
lutional neural networks are also a promising alternative.

This work can further help in building vision systems, which can solve higher
level semantic tasks, such as word recognition and scene interpretation.
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Adaptive Skin Color Model to Improve
Video Face Detection

Shrey Jairath, Samarth Bharadwaj, Mayank Vatsa and Richa Singh

Abstract Face detection is a challenging problem having a wide range of security
and surveillance-based applications. Skin color can be an important differentiator and
used to augment the performance of automatic face detection. However, obtaining
skin color consistency across illumination, different camera settings, and diverse eth-
nicity is a challenging task. Static skin color models that rely on image preprocessing
are able to bring only limited consistency. Their performance in terms of accuracy and
computation time degrades severely in real-world videos. In this paper, we study the
dynamics of different color models on a database of five videos containing more than
93,000 manually annotated face images. Further, we propose an adaptive skin color
model to reduce the false accept cases of Adaboost face detector. Since the face color
distribution model is regularly updated using previous Adaboost responses, we find
the system to be more effective to real-world environmental covariates. Importantly,
the adaptive nature of the skin classifier does not significantly affect the computa-
tion time.

1 Introduction

Accurate face detection is a major challenge in real-time face recognition appli-
cations. Since recognition is a computationally expensive task, the onus is on the
face segmentation module to provide detected faces from video frames in real time,
with high confidence and low false accepts. In video face detection applications,
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face detection algorithms with low false accept rate are more desirable since videos
present plenty of opportunities to capture a face image.Adaboost face detector [7] has
shown enduring performance in several applications. However, there is an important
trade-off between face detection performance and false accepts ofAdaboost.We have
observed that the Adaboost face detector’s overall performance can be significantly
improved by separately pruning the number of false accepts. It is our hypothesis that
adaptive (rather than static) skin color models, which are computationally cheap yet
powerful classifiers can enhance the detection performance while maintaining low
computation time.

1.1 Literature Review

Skin color models are studied to a considerable extent in literature. It is well
established that the static color models are excellent cues for applications such
as image content understanding and content aware compression [6]. Moreover,
Kakumamu et al. [2] have presented a comprehensive review of skin-based face
detection algorithms and analyzed the performance of following skin models:

• Basic color models (RGB, normalized RGB)
• Perceptual color models (HIS, HSV)
• Perceptual uniform color models (CIE-Lab, CIE-Luv)
• Orthogonal color models (YCbCr, YIQ)

It is observed that YCbCr color model, particularly Cb and Cr channels, is most
suitable in skin detection. This is because it is an orthogonal color space with reduced
redundancy among channels, and lower statistical correlation among them.

Yang and Ahuja [9] used a single Gaussian model to determine Mahalanobis dis-
tance between color pixels and static skin thresholds. Other advanced techniques
used in the literature to learn skin and non-skin labels are Naive Bayes classifier,
variants of artificial neural networks and maximum entropy classifiers [2, 10]. How-
ever, these techniques are computationally expensive, require large training images
and usually require image preprocessing to highlight color differences. Since, skin
threshold does not necessarily encompass the appropriate color space, skin models
alone for face detection leads to large false positives.

In video face detection and surveillance applications, particularly for videos that
are affected by significant illumination variance, different camera settings and large
ethnic bias, face detection is a major challenge. In recent literature, adaptive skin
models have shown more promise in such challenging environments. Soriano et al.
[4] propose a histogram back projection technique to trace the locus of the skin color
in the color space in different camera settings. This technique has shown promis-
ing results to track face in web-camera feeds. Stern et al. [5] swap between differ-
ent uncorrelated color spaces to improve skin detection in tracking. Despite some
promise, the use of skin models alone is not a reliable solution to video face detection
in surveillance applications.
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Viola and Jones [7] proposed Adaboost face detection algorithm that is based on
classifying Haar like features using a cascade of weak classifiers. This technique
is found to be robust in various real-world applications of face detection. Further,
several enhancements using skin models have been proposed. Wu et al. [1] use static
parameterized skin model to create a candidate set of faces to improve Adaboost face
detection. While the reduced search space had improved computation time, the fixed
skin color threshold failed to detect skin inmany occasions. Similarly,Ho et al. [8] use
static heuristic thresholds as skin classifiers. Experimentally, we observed that such
approaches do not substantially improve performance in challenging environments.
This is predominantly due to the limitations of static color models. Also, in both
[1, 8], results are showcased on a generated database that is not available to the
research community.

1.2 Research Contributions

In this research, a novel adaptive framework is proposed that integrates skin color
classification with Adaboost to improve the face detection performance. The major
contributions of this research work can be summarized as follows:

• A framework to utilize an adaptive skin classifier in real time to prune out the
false accepts of Adaboost face detector is presented. We observe that the pruning
is more effective than using skin models as a weak classifier in the Adaboost face
detector. Further, the adaptive nature of the skin model and a fast update process
provides more versatility to the system. Depending on the exact application, a
large percentage of false accepts can be pruned at a small cost of reduction in
genuine accepts. Details of the algorithm are presented in Sect. 2 and experiments
are discussed in Sect. 3.

• This research also provides a database of videos containing over 93,000 manu-
ally labeled frames/images for face detection. These videos range from normal to
very challenging scenarios. A detailed description of the database is provided in
Sect. 3.1 which will be made public for research purposes.

2 Adaptive Skin Model for Improving Adaboost
Face Detection

Previous research has focused on enhancing Adaboost face detector by combining
it with different static skin color models. However, as mentioned previously, we
have observed that existing static models do not necessarily improve Adaboost face
detection results. The proposed algorithm (that is, tailored toward video surveil-
lance applications), under Gaussian assumption, frequently updates the color model
for wider reception to current environmental conditions. The proposed algorithm is
shown in Fig. 1 and explained below.
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Fig. 1 Block diagram of the proposed adaptive face detection approach

2.1 Skin Color Model as Gaussian Distribution

Using the manually annotated face regions, we plot color histograms of Cb and Cr
color channels of only the face regions. Figures2, and 3 illustrates the histograms
of these channels across all the videos in the database. While we concede that this
data does not pass the Lilliefors test at 5% significance, the color distribution can be
approximated to Gaussian based on the bell shape of the histograms.

As discussed previously, under some specified illumination and environmental
conditions, skin color occupies a certain region in the color space. Using, a relatively
small and representative training set, this region can be modeled through a Gaussian
probability distribution given by

Fig. 2 Histogram of Cb
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Fig. 3 Histogram of Cr
color channel pertaining to
face regions in all the videos
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/
2σ 2

(1)

whereμ is the mean skin color in the training set and σ is the standard deviation. The
experiments suggest that an adaptive skin model using Cb or Cr from YCbCr color
model yields better results compared to RGB and HSV color channels. Furthermore,
a color channel modeled through a single Gaussian is fast and requires small storage
space. The model can be therefore quickly retrained using a small training set with
negligible time delay.

2.2 Proposed Approach for Face Detection

The proposed method described in Fig. 1 is as follows:

• Step 1: Adaboost face detector is first used to detect faces in the video frame and
multiple faces may be detected. Adaboost may also detect regions that are false
accepts.

• Step 2: To prune falsely accepted face detects, we use the Cb, Cr color model.
The mean color of each bounding box, that Adaboost has classified as face, is
computed. The Adaboost label is said to be correct if the computed mean lies
within a given confidence interval of the color model.

• Step 3: Mean of the bounding box of every Adaboost face is stored in the “training
face container.”

• Steps 1, 2, and 3 are repeated for subsequent video frames until the number of
rejected Adaboost faces exceeds a tolerance T .

• Tolerance (T ) is defined as the number of detected faces by Adaboost that the skin
color model can reject before it is updated.

• After updating, the rejected candidate count is re-initialized to zero and the training
face container is reset to empty for the new skin model. Subsequent frames are
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then processed through Steps 1, 2, and 3 using the new skin model until it also
expires. This dynamic update process is repeated for all the video frames.

• In the update stage, training samples in the “training face container” are used to
find face color subspace. It is given as [μ − k ∗ σ,μ + k ∗ σ ], whereμ is themean
color and σ is the standard deviation of the training face container.

• Here, k is defined as the confidence interval of the color model. This represents the
confidence of correct face detection by Adaboost classifier for a given application.
Based on the 3-sigma rule of Gaussian distribution [3], k can have three values.

– k = 1 indicates a 68.26%or 1 in 3 chance of a correct classification byAdaboost
– k = 1.5 indicates a 86.64% or 1 in 7 chance of correct classification and
– k = 2 indicates a 95.44% or 1 in 22 chance of correct classification

• This approach creates dynamic color model of only the detected face rather than
the entire color space. The values of T and K are provided based on the confidence
on Adaboost classifier and the tolerance that characterizes a particular application.

For better understanding and reproducibility, we present the pseudo code of the
algorithm as follows:
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Table 1 Details of the annotated video database used for evaluation

Video ID Video description Duration (in minutes) Number of faces

V1 Multiple faces in a
frame, wide range of
illumination levels and
backgrounds

21 minutes each 22193

V2 31505

V3 23834

V4 High illumination
variation

12 7698

V5 Constant face with
background variation

15 8875

3 Experiments and Results

This section describes the database used, experiments, and the inferences drawn.

3.1 Annotated Video Database

To the best of our knowledge, there is no publicly available annotated surveillance
video database with multiple subjects in different illumination conditions. There-
fore, an annotated video database of five videos (termed as V1, V2, V3, V4, and
V5) each with 24 frames/second is prepared. Three videos V1, V2, and V3 are of
television shows while videos V4 and V5 are prepared from movie clips. Detail
characteristics of these videos are described in Table1. Using an annotation tool, the
videos are manually annotated (frame by frame) for the ground truth of true face
locations. The videos are chosen such that the proposed algorithm can be evaluated
with illumination, ethnicity, and background variations.1

3.2 Experimental Results

Performance of the proposed algorithm is evaluated with respect to the improve-
ment it makes to Adaboost face detector.2 We first compute the performance when
static/fixed RGB, HSV, and YCbCr models are used with Adaboost, similar to the

1We will make the annotated database, an OpenCV implementation of the annotation tool, and
proposed algorithm publicly available for the researchers. To maintain anonymity, we have not
included download details.
2The experiments were conducted on Pentium Core 2 Duo, 2.66 GHz with 4 GB RAM in real time.
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Table 2 Results on the static CbCr skin color models (results are reported as percentage reduction
in GA/percentage reduction in false accept)

Video ID Results

V1 0.9/1.0

V2 0.7/1.0

V3 0.9/3

V4 5.1/50

V5 0/1.1

proposed approach. We also evaluate various combinations and observed CbCr as
the best static model. However, these results suggest that static approaches are only
marginally improving the performance as described in Table2. In case of CbCr
color model, Table2 shows the percentage decrease in Genuine Accept (GA) cor-
responding to the percentage decrease in the number of False Accepts (FA) of the
overall face detection system. We next compute the results of the proposed adap-
tive algorithm. For this experiment, the results are reported for both Cb and Cr
color channels across k = [1, 1.5, 2] and T = [1, 2 . . . 10]. Figure4 summarizes the
results of this experiment in tabular form whereas Fig. 5 shows sample frames with
detection output.

3.3 Interpretation of Results

From the OpenCV implementation of the algorithm, it can be visually inferred that
the overall performance of Adaboost face detector has been considerably improved.
This can also be verified by viewing some visual examples in Fig. 4. In the interest of
interpretation and proper analysis, we compared the output of the proposed algorithm
with those obtained from Adaboost alone in the following manner.

• The number of genuine acceptance (GA) and false acceptance (FA) are computed
for each video using Adaboost alone. This process is repeated for the proposed
framework for a range of confidence (K) and tolerance (T).

• The trade-off is the percentage decrease in false accepts (FA) for a percentage
decrease in genuine accepts (GA). The best values are dependent entirely on the
practitioners and the specific application.

The trade-off of accuracy and false accepts in Adaboost is governed by it’s parame-
ters, namely, scale factor, initial window size, and minimum neighboring windows.
It should be noted that in using Adaboost for the proposed framework, it is not nec-
essary that competing performance be achieved with these same parameters. Hence,
in Fig. 4, the results are represented in tabular format. Further, the highest decrease
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Fig. 5 Results of the proposed and Adaboost face detectors. These results are computed at T = 10
and k = 1.5

in face rejects for each video are emphasized. It can also be inferred that since, in
all cases, the percentage reduction in GA is lower than percentage reduction in FA,
for all values of k and T, pruning has successfully taken place.

3.4 Analysis

Key inferences of the results are as follows:

• At the confidence interval of k = 1, V 1, V 2, V 3 (TV serial videos) show around
42% decrease in false accepts for an average of 19% loss in genuine accepts in
comparison to Adaboost face detector.

• Similarly, at k = 1.5, V 1, V 2, V 3, show a decrease of about 18% false accepts
for an average of 4.5% decrease in genuine accepts.

• The proposed algorithm yields good performance even on challenging videos. For
video V 5 at k = 1.5 and T = 8, false accept reduces by 9% for a decrease in
genuine accept rate of 1%.

• The exact values of parameters k and T for optimal performance of the system are
dependent on the application, type, genre, and quality of the videos. In surveillance
applications such as banks, the illumination variation is gradual and hence, k can
be larger.
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• As k is increased, the percentage reduction in Genuine accepts and False accepts
decreases. Therefore, the value of k is chosen based on the appetite for loss of
genuine accepts and need for reduction of false accepts.

• Though some loss in genuine accept rates occur in comparison to Adaboost in
reducing the false accepts, one must remember that this represents the number of
face detects and not the actual subjects. The maximum tolerance value is 10 which
is considerably less than the number of face detects that can occur in one second
of a video.

• Since all videos in this experiment run at 24 frames per second and if a subject
produces a detectable face for only half a second, it still implies 12 chances to get
a good capture. Correspondingly, the reduction in false accepts will save compu-
tation time and unnecessary allocation of resources in real-time applications. In
our experiment, we observe that the algorithm has detected each individual in the
video but not necessarily all images of the same person. Therefore, the detection
approach is effective for face recognition applications.

• In Fig. 5, first two columns show that the proposed algorithm reduces the false
accepts obtained by Adaboost. In the third frame of last two columns, there is a
false reject by the proposed algorithm, but this lead to updating skin model and
subsequently the face is detected (fourth frame in last two columns).

• We also observe that the proposed algorithm provides better results than existing
skin color-based approaches.

4 Conclusion

The paper presents an adaptive color model that learns from Adaboost face classifier
to enhance the performance by pruning the false accepts. Unlike previous research,
the proposed algorithm is invariant to illumination, background, and ethnicity bias
since the face color model is continuously updated. This method is fast to implement
and has several benefits in real-time video surveillance applications. In future, we
plan to extend the algorithm by using advance machine learning approaches like
active learning to update the color models.
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Improving Rating Predictions by Baseline
Estimation and Single Pass Low-Rank
Approximation

Shisagnee Banerjee and Angshul Majumdar

Abstract In this work, we propose a single pass low-rank matrix approximation
technique for collaborative filtering. The unknown values in the partially filled rat-
ings’ matrix is imputed by robust baseline prediction. The resulting matrix is not
low-rank; but it is known from latent semantic analysis that the ratings matrix should
be so since the number of factors guiding the users’ choice of items is limited. Follow-
ing this analysis, we compute a low-rank approximation of the filled ratings matrix.
This is a simple technique that requires computing the SVD only once—unlike more
sophisticated matrix completion techniques. We compared our proposed method
with state-of-the-art matrix completion and matrix factorization-based collaborative
filtering approaches and found that our proposed method yields significantly better
results. The mean absolute error (MAE) from competing techniques is around 78%
where as ours is around 74%.

Keywords Compressed sensing · EEG · WBAN

1 Introduction

Today recommender systemsfindabundant applications inBusiness-To-Client (B2C)
eCommerce portals, e.g., Amazon, Netflix, eBay, Hulu, etc. give us personalized rec-
ommendations. The workhorse behind recommender systems is collaborative filter-
ing. Collaborative filtering recommends items based on two types of data—explicit
and implicit ratings.

Explicit ratings are sometimes collected by these portals, e.g., with questions like
‘How I would rate the movie on a five point scale’, ‘If I would like or dislike a video
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(in Youtube)’ or ‘What would I rate a book’, etc. The explicit ratings are harder to
collect (since users are not always enthusiastic about providing this information), but
are reliable.

The problem of explicit ratings is the sparsity—since users typically rate a handful
of items (less than 10%). This issue is ameliorated if instead of using such ratings,
predictions are based on implicit data such as user’s buying pattern or browsing
history. Such information is called implicit ratings. Implicit ratings are easier to
collect, but are not very reliable. For example, in a family computer, the father, the
mother as well as the children may log in and look for different types of goods and
services. If collaborative filtering tries to use such data of such diverse interests to
predict products, the prediction is not likely to be correct for either of the users.

The term collaborative filtering means that the recommendation for a particular
user is not only dependent on the past history of the user but also on the choices of
other users on similar products/items. The basic problem in collaborative filtering is
to predict the user’s rating on an item. Assuming that the rating is correct, the system
decides whether or not to recommend the item to the user (it recommends only if
the predicted rating is high). There are two classes of algorithms falling under the
purview of collaborative filtering.

In the initial days, collaborative filtering automated real-life scenarios. To predict
the rating of a user on an item, the system searched the ratings database for similar
users. Collaborative filtering interpolated the rating on the particular item by linearly
weighting the ratings of the similar items on the item; users with higher similarities
were given larger weights. Such an approach is called user-based recommendation
[1]. The same can be done from the item’s perspective. To find the user’s rating on an
item, similar items can be searched for and the unknown rating can be interpolated
by weighing the ratings of the user on similar items. Such an approach is called item-
based recommendation [2].Both approaches fall under the category of neighborhood-
based or memory-based systems.

These simple techniques were easy to interpret and analyze. The user’s knew why
the item was predicted; many a time the system mentioned the reason behind the
recommendation, e.g., some TV show recommendation system explicitly mentions
‘we are recommending you these shows because you rated highly some other show’.
But these simple techniques had poor prediction accuracy. This was not good for
the eCommerce portal. Bad recommendations mean that the user will not buy/rent
the suggested items—this will reflect poorly on revenue. On the other hand, the user
will also lose faith in the recommendation system and in the future may not follow
its suggestions. Such negative vibe will also affect the portal adversely. Therefore,
the primary interest of these portals is to improve recommendation accuracy. The
Netflix prize is well known in this respect. They offered one million dollar prize
to anyone who could reduce prediction error by 10% compared to the benchmark
(such memory based methods). This prize catapulted collaborative filtering to the
popularity it enjoys today.

The second approach to collaborative filtering is based on the latent factor model
[3]. To understand thismodel one needs to take a step back fromcollaborative filtering
and be aware of the basic premises of content-based filtering. Content-based filtering
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tried modeling the user and the items under various topics. For example, for book
recommendation these topics could be author, genre, subject, publisher, etc. The item
(book) was characterized based on these topics—this was trivial. For the user, the
same topics needed to be learnt from data (this was difficult) to build the user profile.
Once the profiles were built, template matching between the user and the items
were carried out to suggest recommendations (based on good match). Content-based
filtering failed in recommendation systems; we do not want to discuss those reasons
here.

Latent factor model abstracts content-based filtering. It only assumes that the
user’s rating on an item is guided by only a few factors. Latent factor model does not
need to know these factors (unlike content-based filtering)–hence, the term ‘latent.’
It assumes that both the user and the item are characterized by the same factors. The
items’ possess these factors and the users have affinity toward these factors.

The users’ ratings on items can be structured into a matrix with users along
the rows and items along the columns. The ratings matrix is sparsely populated
since users typically rate a handful of items. The problem is to predict the missing
ratings. Latent factor models assume that the matrix is low-rank, this is because the
number of factors guiding the ratings are very few—typically around 20 for movie
recommendation even though the number of items and users may be in 1000s or
more. In latent factor models, the missing ratings are predicted by exploiting the
low-rank nature of the matrix.

Usually the latent factors for the users and the items are computed from the avail-
able ratings. These are matrix factorization techniques. The problem with such an
approach is that, it is a bi-linear nonconvex problemwith no global convergence guar-
antees. To overcome this issue modern techniques propose to direct fill up the ratings
matrix (without the need for estimating the latent factors). The ensuing problem is
convex with known convergence and recovery guarantees.

Unfortunately, either of these techniques are time consuming since they require
solving complex optimization problems. This is the main deterrent behind wide-
spread application of these techniques in commercial recommender systems—the
simple memory-based techniques are still preferred in practice. In this work, we
propose a simple solution that does not require solving such difficult problems but
still keeps the essence of latent factor modeling. Our solution is fast and only takes
a fraction of the time required by the more sophisticated counterparts; but without
degradation of prediction accuracy. In fact our method is significantly better than the
more sophisticated counterparts both in terms of speed and accuracy.

In the following section, we review the relevant studies pertinent to our work.
Section3 describes our proposed approach. The experimental results are shown in
Sect. 4. Finally in Sect. 5, the conclusions of the work are drawn.
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2 Literature Review

2.1 Bias Prediction

A rating consists of two parts, a baseline and an interaction.

ri, j = bi, j + zi, j (1)

Here, i denotes the user and j denotes the item; bi, j is the baseline consisting of
the user’s and the item’s biases and zi, j is the interaction between the users and the
items. The memory-based methods or the latent factor analysis are used to model
the interaction. So far, we have not discussed about biases and baseline.

There are some users who are overtly critical and rate everything on the lower
side of the scale. There are some items, for example, Booker winning books or Oscar
winning movies—these are naturally hyped and enjoy a positive bias from all users.
In the first case, the user’s bias is negative and the second, the item’s bias is positive.
Such biases are independent of the interaction between the users and the items and
are individualistic. Baseline is modeled using the biases as:

bi, j = μ + bi + b j (2)

Here μ is the global mean. The user’s bias bi is the deviation of the user from the
mean, if it is negative the implication is that the user is critical and rates everything
on the bottom half of the scale. Similarly, the item bias models the popularity of the
product.

The biases need to be estimated from the data. There are two techniques or bias
estimation. Koren and Bell popularized [4] the data fitting-based approach. They pro-
posed a technique that estimated the biases such that the squared mismatch between
the baseline and the ratings is minimized.

min
bi ,b j

∥∥ri, j − (μ + bi + b j )
∥∥2
2 + λ

(
‖bi‖22 + ∥∥b j

∥∥2
2

)
(3)

The data mismatch term tries to minimize the error between the baseline and
the rating. But it should be remembered that there is also the interaction (1). Since
the interaction is not accounted for in (3), the regularization parameter λ prevents
over-fitting. Usually, stochastic gradient descent is used to estimate the user and item
biases.

There is a simpler way to estimate the baselines. This is the Potter estimation.
The formula is given by:

bi =

∑
j∈R(i)

(ri, j − μ)

λ + |R(i)| , b j =

∑
i∈R( j)

(ri, j − μ − bi )

λ + |R( j)| (4)
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Here R(i) and R(j) denotes the neighborhood of the user and the item. |.| denotes
the cardinality of the set.

The Potter estimation is a simple one shot method. It may seem that the first
technique (3) is more mathematically appealing, but in practice both of them yield
very similar results.

2.2 Latent Factor Model

The latent factor model characterizes the users and items by vectors of latent factors.
For the i th user the latent factor vector is represented as:

ui = [u1
i , u2

i , . . . , u f
i ]T (5)

Similarly the item factor vector is represented as:

v j = [v1i , v2i , . . . , v
f

i ]T (6)

When these factors match, the user likes the item and rates it high. This is simple
to model, the interaction between the user i and the item j is expressed as an inner
product between the user’s and the item’s latent factors.

zi, j = uT
i v j (7)

Themodel can be extended for the full ratingsmatrix. The user latent factormatrix
constitutes the latent factors of all the users; this is expressed as:

U =
⎡

⎣
uT
1

...

uT
M

⎤

⎦ (8)

Similarly the items’ latent factor matrix is constructed as:

V = [v1 | ... | vN ] (9)

Therefore, the interaction matrix for all the users and the items is modeled as a
product of the users’ and the items’ latent factor matrices.

Z = U V (10)

Since the ratings matrix is not fully observed, the data model using the latent
factor analysis is expressed as follows:
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Y = R � Z = R � U V (11)

where R is the subsampling mask consisting of 1’s at the positions where the rat-
ings are observed and 0’s elsewhere; Y is the available interaction data (after bias
correction).

Matrix factorization methods are used to recover U and V . Usually, a regularized
matrix factorization method is used.

min
U,V

‖Z − R � U V ‖2F + λ
(
‖U‖2F + ‖V ‖2F

)
(12)

The problem of matrix factorization is that, it is a bi-linear problem and hence
nonconvex. Consequently, there is no global convergence guarantee. Moreover, in
practice one does not require estimating the latent factormatrices—the goal is predict
the missing interactions. Both these issues can be solved simultaneously by moving
away from the factorization approach to a completion approach.

The matrix Z is low-rank—the rank is f (number of factors) whatever be the
number of users (M) and items (N ). Under such conditions, the task is to find a
low-rank approximation of Z . The straightforward solution is:

min
Z

rank(Z) such that Y = R � Z (13)

Unfortunately, rank minimization is an NP hard problem with doubly exponential
complexity.Mathematicians have showed that it is possible to relax theNP hard norm
minimization problem to its nearest convex surrogate—the nuclear norm, and still
be able to get results equivalent to (13). Nuclear norm minimization is expressed as,

min
Z

‖Z‖NN such that Y = R � Z (14)

The nuclear norm is defined as the sum of singular values.
The aforesaid problem (14) is convex and can be solved via semi-definite pro-

gramming. The solution has convergence guarantees, and the recovery guarantees
via (14) has been proven [5].

Unfortunately, solving (14) is computationally challenging. It requires the com-
puting the SVD in every iteration. The complexity of SVD is O(n3). Solving the
matrix factorization problems, although cheaper than nuclear norm minimization
are time consuming nonetheless. In this work, we propose a technique to solve the
collaborative filtering problem in a computationally cheap fashion.

3 Proposed Approach

A simple and efficient approach to solve the collaborative filtering problem was
proposed in [6]. In the first step, it imputes missing values in the ratings matrix by
the corresponding column averages. Then, the row averages are subtracted to get a
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centered matrix. From latent factor models, it is known that the ratings matrix should
be low-rank. But, after such missing value imputations, the resulting matrix is not
so. Therefore in [6], a low-rank approximation of the resulting matrix is computed.
This is done by computing the SVD and keeping the top ‘f’ singular values and
corresponding singular vectors.

This is a naïve approach. The column averages do not represent the ratings in any
fashion. In this work, we propose to improve upon it by imputing the missing values
not from arbitrary column / row averages but by robust baseline prediction. The steps
of our proposed approach are the following:

1. Impute the missing values in the ratings matrix R by baseline prediction. The
baseline is predicted using (2). The user and item biases are computed using
simple Potter estimation (4).

2. Compute the SVD of the filled matrix (say A): A = U SV T

3. Compute a low-rank approximation of R by keeping the top ‘f’ singular values
and the corresponding singular vectors: R̂ = U (1 : f)S(1 : f)V(1 : f)T

The cost of computing the SVD is O(n3). In our proposed approach we need
to compute the SVD only once. The cost of computing the biases is only O(n)

and is negligibly small compared to the cost of computing the SVD. Unlike matrix
factorization methods our technique does not require solving least squares problems
in every iteration. The cost of solving a least squares problem is O(n3); it needs
to be solved twice every iteration for many iterations. For matrix completion-based
techniques one needs to compute SVD is every iteration; These techniques also need
many iterations to converge.

4 Experimental Evaluation

Experiments were carried out on a standard movie ratings database. MovieLens
data sets were collected by the GroupLens Research Project at the University of
Minnesota. The 100K data set consists of 100,000 ratings (1–5) from 943 users and
1682 items. Each user has rated at least 20movies. The datawas collected through the
MovieLensweb site(movielens.umn.edu) during the 7-month period fromSeptember
19th, 1997 through April 22nd, 1998. This data has been cleaned up—users who had
less than 20 ratings were removed from this data set.

We compare our technique with state-of-the-art techniques in matrix completion
(MC) [7] and matrix factorization (MF) [8]. The split Bregman technique for matrix
completion [7] has been empirically shown to outperform other matrix completion
techniques for general matrix completion problems. The bayesian matrix factoriza-
tion (BMF)method [8] has shown to yield very good results for collaborative filtering.
The MC and the MF techniques are directly applied on the ratings matrix without
bias correction.
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Table 1 Comparison of MAE

# factors (f) MC [7] BMF [8] Proposed SVD-CF [6]

20 0.7803 0.7803 0.7369 0.7911

30 0.7803 0.7785 0.7387 0.7934

40 0.7803 0.7769 0.7409 0.7922

50 0.7803 0.7798 0.7424 0.7941

In the following table, we show themean absolute error (MAE) from our proposed
approach vis-à-visMCandMF for varying number of factors (not applicable forMC).
We also compare the results with the naïve SVD-CF method [6] (Table1).

We observe that our proposed simple approach triumphs over its more sophisti-
cated counterparts. The results are significantly better. In the spirit of reproducible
research we have made our implementation available at [9].

Although experiments were carried out on a Intel Core i7 with 4GB of RAM
running on Windows 7. The matrix completion technique takes 101s to run; the
run-times for the BMF is 135s. The run-time for our proposed approach (including
baseline prediction) is 5 s. The SVD-CF technique is slightly faster as it does not
require computing biases; it takes 3 s on an average. Our algorithm is more than an
order of magnitude faster than MC and BMF.

5 Conclusion

In this work, we propose a simple technique for rating prediction. Our approach is
grounded in the latent factor model. But instead of using computationally complex
low-rankmatrix factorization andmatrix completion techniques, we propose a single
pass low-rank approximation method with baseline prediction. The technique yields
significantly better results (in termsofMAE)over itsmore sophisticated counterparts.
We reduce the error by around 4%. Moreover, our method is more than an order of
magnitude faster compared to these techniques. This is because, ours is a single pass
method which requires computing the SVD only once.
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Retinal Blood Vessel Extraction and Optic
Disc Removal Using Curvelet Transform
and Morphological Operation

Sudeshna Sil Kar and Santi P. Maity

Abstract This paper proposes an algorithm for automatic blood vessel extraction
and optic disc removal on retinal images using curvelet transform andmorphological
operation. Since the curvelet transform represents the lines, the edges, the curvatures,
the missing and the imprecise boundary details compactly, i.e., by smaller number
of coefficients, they can be tuned suitably to enhance the image details. To remove
the optic disc, the edge enhanced image is first opened by a disc-shaped structuring
element which is then subtracted from the inverted histogram equalized image. Next,
the poor dynamic range of the subtracted image is enhanced followed by multi-
structure opening with linear structuring element to extract the vessel structures
and remove the spurious components. Extensive simulations on publicly available
DRIVE database show that the present work outperforms the existing works for
various types of vessels extraction and the optic disc removal.

Keywords Retinal image segmentation · Vessel detection · Curvelet transform ·
Morphology

1 Introduction

Automatic and accurate extraction of retinal blood vessels play an important role
for the diagnosis of different ophthalmologic diseases including glaucoma, diabetic
retinopathy (DR), etc. [10]. For example, the abnormal narrowing of retinal blood
vesselsmay indicate the earlier stages of glaucoma.DR is characterized by the growth
of new tiny, thin, fragile, and abnormal vascular nets (neovascularization) which
cause frequent minor bleeding that may lead to permanent vision loss also. The poor
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contrast between the background and the vessels, the disconnected andunsharp vessel
boundariesmakemost of the narrowvessels almost inseparable from the background.
Since the vessels emerge from the optic disc (OD), to extract the complete vessel
structure particularly those vessels that lie in the OD region, suppression of the OD
is very much essential prior to vessel segmentation. Otherwise, it may hamper the
further medical investigation process.

For vessel extraction, the methods available in the literature may broadly be clas-
sified as pattern recognition techniques [5], matched filtering [2], vessel tracking/
tracing [1], mathematical morphology [3], etc. A detailed description of these meth-
ods can be found in [4]. Among them, matched filtering using Gaussian kernel is
widely used due to its optimal performance in detecting vessels which also have
Gaussian cross-sectional profile. However, matched filtering not only extracts the
vessels accurately but also detects the OD boundary due to its high matched filter
response which in turn increases the false detection rate. Suppression of the OD
is therefore necessary prior to matched filtering which has been addressed in the
literature by morphological operation. Morphological operations on the other hand
can remove the OD efficiently and extract the thick and the long vessels accurately
but fails to extract the tiny and the weak vessels since they are inseparable from the
background. The extraction of the thin, the weak and the faint vessels using mor-
phology needs some sort of preprocessing operation in the form of contrast/edge
enhancement prior to vessel extraction.

In this paper, curvelet transform is used for edge enhancement since it is verymuch
efficient in identifying curves, contours,missing and imprecise edges, curvatures, and
other boundary information. Moreover, being a member of wavelet family, it offers
multiresolution, space-frequency localization ability, very high directional sensitivity
and anisotropy in frequency domain. The edge enhanced image is then opened by a
disc-shaped structuring element (SE) and is subtracted from the inverted histogram
equalized image. Next, the poor dynamic range of the subtracted image is enhanced
followed by multi-structure opening with linear SE to extract the vessel structures
and remove the spurious components.

The rest of the paper is organized as follows. Section2 describes the proposed
method of vessel detection. Section3 reports the simulation results while conclusions
and future works are highlighted in Sect. 4.

2 Proposed Method

The proposed method is shown diagrammatically in Fig. 1. It consists of two main
modules: the upper one does edge enhancement while the lower one serves the vessel
extraction. The steps for blood vessel extraction using the proposed method are as
follows:

Step 1: Green Channel Extraction—This paper uses the green color plane for vessel
extraction due to the maximum contrast between the blood vessels and the back-
ground for the green channel retinal image [7].
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Fig. 1 Schematic diagram of proposed method for retinal vessel detection
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Step 2: Curvelet based Edge Enhancement—To enhance the vessel edges, first the
image is decomposed into a number of subbands using curvelet transform with dif-
ferent scales and orientations. Next the approximate subband, i.e., the coefficients
corresponding to the coarse approximation of the image are set to zero and the detailed
subbands are intensifiedmultiplying by proper amplification factor ‘α’. After that the
inverse curvelet transform on the background suppressed image is done and is super-
imposed on the original image. Thus, using curvelet transform both the strongest
and the finest edges in the retinal image are enhanced which has been highlighted
in Fig. 2. It may be observed from Fig. 2 that some of the tiny and the thin vessels
which are not enhanced (visible) by these methods are very well sharpened by the
proposed approach and easily distinguishable from the background.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 2 Simulation results. aOriginal retinal image.bGreen channel image. Results of (c) histogram
equalization, d local normalization, e unsharp masking, f wavelet, g contourlet, and h curvelet used
in [7], respectively. i Curvelet-based edge enhanced image by proposed method
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Step 3: OD Removal—Since the vessels emerge from the OD, OD removal is essen-
tial prior to vessel segmentation to extract the vessels that lie in the OD region. To
accomplish this, the curvelet-based edge enhanced image is improved by contrast
limited adaptive histogram equalization (CLAHE) and the corresponding inverted
image is computed which is then opened using a disc-shaped structuring element
(SE) with proper radius. This highlights the OD, eliminates the objects smaller in
size than the SE and also smooths the background. The opened image is then sub-
tracted from the inverted CLAHE image. In addition to OD elimination, the objects
which were removed by morphological opening may also be retained back by this
subtraction operation. To increase the poor dynamic range of the subtracted image,
the lower intensity values between 0 and 0.2 are transformed into higher intensity
values between 0 and 1 through contrast stretching by the ‘gamma’ (γ) function with
γ = 1.

Step 4: Vessel Extraction using multi-structure Morphology—The two edges of
a vessel are assumed to be parallel to each other and may be approximated as piece-
wise linear segments of finite width [2]. Therefore, opening the output image using
linear SE of appropriate length will eradicate the objects whose length is smaller
than the length of the SE. This is implemented in this paper by rotating the linear SE
between 0◦–180◦ at steps of 15◦ increment that produces a set of 12 opened images.
Now these 12 images are combined by logical OR operation to get the complete
vascular tree.

3 Simulation Results

This section presents the performance of the proposed method tested on all the
images of the publicly available DRIVE database [12]. The values of ‘α’, the radius
of the disc SE and the length of the SE are 2, 6, and 16, respectively and show good
performance for identifying the different types of vessels obtained through multiple
simulations over the DRIVE database.

The original images from theDRIVEdatabase, the curvelet based enhanced image
and the vessel structure extracted by the proposed method are shown in the 1st, 2nd,
and 3rd row of Fig. 3, respectively. The extracted vessel map by different state-of-
the-art methods and the hand labeled ground truth are presented in the 5th and 6th
row of Fig. 3, respectively. Comparing the results of the 3rd and 4th rows with the
manually segmented images, it is observed that the existing methods fail to extract
many thin andweak vessels from the original imagewhile the currentmethod extracts
the diverse types of vessel structures efficiently.

Performance of the proposed method and [7] which also uses curvelet transform
for contrast enhancement followed by multi-structure morphology are compared for
in Fig. 4 The thin vessels which are enhanced and are detected in the final segmenta-
tion result by the proposedmethod aremarked by red boxes in Fig. 4c, e, respectively.
This demonstrates the results that whereas the proposed method outperforms to find
the diverse types of vessels, [7] fails to extract a number of weak and thin vessels.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

Fig. 3 Simulation results. a–c Original retinal image. d–f Curvelet-based edge enhanced image.
g–i Extracted vessel map by the proposed method. Vessel extraction results of (j) [11] and (k), (l)
[9], respectively. m–o Manually segmented images
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(a) (b) (c)

(d) (e) (f)

Fig. 4 Simulation Results. a Green channel image. b Curvelet-based image enhancement by Miri
et al. [7]. c Enhanced image by proposed method. d Vessel extraction results of [7]. e Extracted
vessel map by the proposed method. f Manually segmented image

The metrices used to measure the performance of the proposed algorithm include
(1) Detection Accuracy (ACC), (2) True Positive Rate (TPR) and (3) False Positive
Rate (FPR). The Receiver Operator Characteristics (ROC) curve is shown in Fig. 5.
The area under the curve (AUC) is 0.9706. This ensures high detection accuracy of
the proposed method in comparison with the other methods. The slope of the ROC

Fig. 5 Comparative study of the ROC curves
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Table 1 Comparison of vessel extraction results

Sl. No Method TPR FPR Average ACC AUC

1 Chaudhuri et al. [2] 0.6168 0.0259 0.9284 NA

2 Ricci and Perfetti [10] NA NA 0.9595 0.9633

3 Niemeijer et al. [8] 0.6898 0.0304 0.9417 NA

4 Staal [12] 0.7194 0.0227 0.9442 0.9520

5 Miri et al. [7] 0.7352 0.0205 0.9458 NA

6 Marin et al. [6] 0.7067 0.0199 0.9452 0.9588

7 Gonzalez et al. [11] 0.7512 0.0316 0.9412 NA

8 Proposed Method 0.7633 0.0191 0.9654 0.9706

curve is sharp as compared to the existing methods which indicates that the present
method yields high TPR values for low values of FPR.

Table1 presents the values of TPR, FPR, average ACC and AUC for the proposed
method and the existing works on the test set of DRIVE database. The average
values of TPR, FPR and ACC obtained for the DRIVE database are 0.7633, 0.0191
and 0.9654, respectively. Numerical results show that the average values of TPR and
ACC are the highest and the value of FPR is the lowest for the present method

4 Conclusions and Future Directions

This paper proposes OD removal and blood vessel extraction for retinal images using
curvelet transformwithmorphological image processing.Curvelet transformextracts
the blood vessels of different structures and orientations with clear boundaries and
curvatures. The OD is removed by morphological opening using disc-shaped SE
followed by multistructure opening with linear SEs to detect blood vessel edges
efficiently. TheAUC and average ACC value indicate the fact that the present method
outperforms the existing methods in extracting thick and long as well as tiny and
thin vascular nets.
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