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Abstract Facial image analysis is an important and profound research in the field
of computer vision. The prime issue of the face recognition is to develop the robust
descriptors that discriminate facial features. In recent years, the local binary pattern
(LBP) has attained a big attention of the biometric researchers, for facial image
analysis due to its robustness shown for the challenging databases. This paper
presents a novel method for facial image representation using local binary pattern,
called augmented local binary pattern (A-LBP) which works on the consolidation of
the principle of locality of uniform and non-uniform patterns. It replaces the non-
uniform patterns with the mod value of the uniform patterns that are consolidated
with the neighboring uniform patterns and extract pertinent information from
the local descriptors. The experimental results prove the efficacy of the proposed
method over LBP on the publicly available face databases, such as AT & T-ORL,
extended Yale B, and Yale A.

Keywords Face recognition � Local binary pattern � Histogram � Descriptor

1 Introduction

Computer vision and Biometric systems have illustrated the significant improve-
ment in recognizing and verifying faces in digital images. The face recognition
methods that are performing well in constrained environments, includes principal
component analysis [1], linear discriminant analysis [2], Fisherface [3], etc. In
many applications, including facial image analysis, visual inspection, remote
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sensing, biometrics, motion analysis, etc. Mostly, these environments are not
constrained. Therefore, we aim to develop an efficient method that accurately
recognizes the individual from their unconstrained facial images.

In literature, the methods that work in unconstrained face images are mainly
based on the texture descriptions. The local feature-based or multimodal approaches
to face recognition have achieved attention in the scientific world [4, 5]. These local
feature-based and multimodal methods are less sensitive to variations in pose and
illumination than the traditional methods. In unconstrained environments, the local
binary pattern (LBP) is one of the popular methods of face recognition. The intu-
ition behind using the LBP operator for face description is that the face can be seen
as a composition of various micro-patterns; and it is insensitive to variations, such
as pose and illumination. Global description of the face image is obtained by
consolidating these micro-patterns [6].

In literature, plenty of methods have been proposed to improve the robustness of
the LBP operator in unconstrained face recognition. For example, Liao et al. [7]
proposed dominant LBPs which make use of the frequently occurred patterns of
LBP. Center-symmetric local binary pattern is used to replace the gradient operator
used by the SIFT operator [8]. Multi-block LBP, replaces intensity values in the
computation of LBP with the mean intensity value of image blocks [9]. Local
ternary pattern (LTP) was initiated by Tan and Triggs [10], to add resistance to
noise. However, LTP representation is still limited due to its hard and fixed
quantization. Three-patch LBP and four-patch LBP utilize novel multi-patch
sampling patterns to add sparse local structure into a composite LBP descriptor
[11].

The prime issues of the LBP are that insensitive to the monotonic transformation
of the gray-scale, they are still susceptible by illumination variations that generate
non-monotonic gray-scale changes, such as self shadowing [4]. LBP may not work
properly for noisy images or on flat image areas of constant graylevel. This is due to
the thresholding scheme of the operator [12]. The remainder of the paper is orga-
nized as follows: Sect. 2, proposes the novel method for face recognition.
Evaluation of the proposed method and their comparison with LBPs are presented
in Sect. 3. Finally, the conclusions are outlined in the last section.

2 Proposed Method

In this section, we present a novel method that acts on the LBP, called augmented
local binary pattern. Earlier work on the LBP have not given too much attention on
the use of non-uniform patterns. They are either treated as noise and discarded
during texture representation, or used in consolidation with the uniform patterns.
The proposed method considers the non-uniform patterns and extract the discrim-
inatory information available to them so as to prove their usefulness. They are used
in consolidation to the neighboring uniform patterns and extract invaluable infor-
mation regarding the local descriptors.
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The proposed method uses a grid-based regions. However, instead of directly
putting all non-uniform patterns into 59th bin, it replaces all non-uniform patterns
with the mod of neighboring uniform patterns. For this, we have taken a kernel of
size 3 × 3 that is moved on the entire LBP generated surface texture. In this filtering
process, the central pixel’s value ðcpÞ is replaced with the mode of a set in case of
the non-uniformity of the central pixel. This set contains 8-closet neighbors of
central pixel, in which non-uniform neighbors are substituted with 255. Here 255 is
the highest uniform value.

The lookup table containing decimal values of 8-bit uniform patterns are
U = {0, 1, 2, 3, 4, 6, 7, 8, 12, 14, 15, 16, 24, 28, 30, 31, 32, 48, 56, 60, 62, 63, 64,
96, 112, 120, 124, 126, 127, 128, 129, 131, 135, 143, 159, 191, 192, 193, 195, 199,
207, 223, 224, 225, 227, 231, 239, 240, 241, 243, 247, 248, 249, 251, 252, 253,
254, 255} [13]. The basics of filtering process is explained in Fig. 1.

The classification performance of the proposed method is evaluated with Chi
square (v2) distance measure which are formally defined as follows:

v2ðp; qÞ ¼
XN

i¼1

ðpi � qiÞ2
ðpi þ qiÞ ð1Þ

whereN is the dimensionality of the spatially enhanced histograms, p is the histogram
of the probe image, q is the histogram of the gallery image, i represents the bin number
and pi, qi are the values of the ith bin in the histograms p and q to be compared.

The schematic of the proposed A-LBP method is shown in Fig. 2.

Fig. 2 Schematic of a A-LBP face recognition system [14]

Fig. 1 a Neighboring non-uniform patterns are replaced with highest uniform pattern 255, b the
central non-uniform pattern 36, replaced with mode value of 32, and c the next central pattern 64 is
found to be uniform, therefore remains unchanged

Analysis of Local Descriptors for Human Face Recognition 265



3 Experimental Results

The efficiency of the proposed method is tested on the publicly available face
databases, such as AT & T-ORL [15], extended Yale B [16], and Yale A [17].
These databases differ in the degree of variation in pose (p), illumination (i),
expression (e) and eye glasses (eg) present in their facial images. The face recog-
nition accuracy of the proposed A-LBP method is compared to the LBP method on
the different face databases (see Table 1). The performance of the proposed A-LBP
method is analyzed using equal error rate, which is an error, where the likelihood of
acceptance assumed the same value to the likelihood of rejection of people who
should be correctly verified. The performance of the proposed method is also
confirmed by the receiver operating characteristic (ROC) curves. The ROC curve is
a measure of classification performance that plots the genuine acceptance rate
(GAR) against the false acceptance rate (FAR).

The face recognition accuracy of the proposed A-LBP method is compared to
the LBP method on different face databases. The experimental results show that the
A-LBP performs better than the LBP. For AT & T-ORL database, the A-LBP
achieves a recognition accuracy of 95 %, whereas LBP reports an accuracy of
92.5 %. Similar trends are also observed for extended Yale B and Yale A databases.
For extended Yale B database, proposed method performs better than LBP such as
the accuracy values are reported to 81.22 % and 74.11 %, respectively. For Yale A
database, the proposed method reported the better accuracy value of 73.33 % in
comparison to LBP accuracy value of 61.19 % (see Table 1).

The ROC curve for AT & T-ORL database is plotted and shown in Fig. 3a. It
shows that the GAR is found highest for the proposed A-LBP method and reported
value of 78 %; when the FAR is strictly nil. As FAR increases, the GAR value is
also increased. For example, the GAR is found 93 % for LBP, 96 % for A-LBP at
5 % of the FAR. The GAR is found maximum 100 % of 32 % FAR. The ROC
curve for extended Yale B database is plotted and shown in Fig. 3b. It shows that
the GAR is found highest for A-LBP method and reported value of 32 %; when the
FAR is strictly nil. As FAR increases, the GAR value is also increased for all
methods accordingly. For example, the GAR is found 62 % for LBP, 82 % for
A-LBP of 20 % FAR. The GAR is found maximum 100 % at 83 % of FAR for LBP

Table 1 Face recognition accuracies of methods on different face databases

Databases #Subjects #Images (size) Accuracy (%) Degree of variation

LBP A-LBP

AT & T-ORL [15] 40 400 (49 × 60) 92.50 95.00 p, e, eg

Extended Yale B [16] 38 2470 (53 × 60) 74.11 81.22 i

Yale A [17] 15 165 (79 × 60) 61.19 73.33 e, eg, i
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and 78 % of FAR for A-LBP. The A-LBP method achieves better recognition
accuracy, because it is insensitive to changes such as illumination.

The ROC curve for Yale A database is plotted and shown in Fig. 3c. It shows
that the GAR is found highest for A-LBP method and reported value of 20 %; when
the FAR is strictly nil. As FAR increases, the GAR value is also increased for all
methods accordingly. For example, the GAR is found 50 % for LBP, 69 % for
A-LBP at 20 % of the FAR. The GAR is found maximum 100 % at 90 % of FAR
for LBP and 82 % of FAR for A-LBP. The A-LBP method achieves better rec-
ognition accuracy, because it is insensitive to changes such as illumination.

The histogram representation of recognition performance achieved by the LBP
and proposed A-LBP methods using different face databases, such as Yale A,
extended Yale B, and AT & T-ORL is shown in Fig. 4.

Fig. 3 ROC curves representing the performance of different face recognition methods on the
databases: a AT & T-ORL, b extended Yale B, and c Yale A

Analysis of Local Descriptors for Human Face Recognition 267



4 Conclusion

This paper presents a novel method of face recognition under unconstrained
environments. The proposed method namely, A-LBP has efficiently recognized the
faces from challenging databases. A-LBP work on the consolidation of the principle
of locality of uniform and non-uniform patterns where non-uniform patterns are
replaced with the mod value of the uniform patterns. It consolidates the neighboring
uniform patterns that extract more discriminatory information from local descrip-
tors. The experimental results, have shown that the performance of the A-LBP
method improved substantially with respect to LBP on different face databases. The
accuracy values of LBP and A-LBP vary considerably with training databases and
the distance metrics preferred. When there are more variations in illumination of
facial images in the databases, the A-LBP has shown promising recognition
accuracy than the LBP. Similar trends are also observed for the databases that have
variations in pose and expressions.

Acknowledgment The authors acknowledge the Institute of Engineering and Technology (IET),
Lucknow, Uttar Pradesh Technical University (UPTU), Lucknow for their financial support to
carry out this research under the Technical Education Quality Improvement Programme
(TEQIP-II) grant.

References

1. Turk, M.A., Pentland, A.P.: Eigenfaces for recognition. J. Cogn. Neurosci. 3(1), 71–86 (1991)
2. Lu, J., Kostantinos, N.P., Anastasios, N.V.: Face recognition using LDA-based algorithms.

IEEE Trans. Neural Networks 14(1), 195–200 (2003)
3. Belhumeur, P.N., Hespanha, J.P., Kiregman, D.J.: Eigenfaces vs. Fisherfaces: recognition

using class specific linear projection. IEEE Trans. Pattern Anal. Mach. Intell. 19(7), 711–720
(1997)

Fig. 4 Histogram of equal error rate (EER) of different databases

268 R. Shyam and Y.N. Singh



4. Shyam, R., Singh, Y.N.: Evaluation of Eigenfaces and Fisherfaces using Bray Curtis
Dissimilarity Metric. In: Proceedings of 9th IEEE International Conference on Industrial and
Information Systems (ICIIS 2014), pp. 1–6 (2014)

5. Shyam, R., Singh, Y.N.: Identifying individuals using multimodal face recognition techniques.
In: Proceedings of International Conference on Intelligent Computing, Communication &
Convergence (ICCC-2014). TBA, Elsevier (2014)

6. Shyam, R., Singh, Y.N.: A taxonomy of 2D and 3D face recognition methods. In: Proceedings
of 1st International Conference on Signal Processing and Integrated Networks (SPIN 2014),
pp. 749–754. IEEE (2014)

7. Liao, S., Law, M.W.K., Chung, A.C.S.: Dominant local binary patterns for texture
classification. IEEE Trans. Image Process. 18(5), 1107–1118 (2009)

8. Heikkila, M., Pietikainen, M., Schmid, C.: Description of interest regions with local binary
patterns. Pattern Recogn. 42(3), 425–436 (2009)

9. Zhang, L., Chu, R., Xiang, S., Liao, S., Li, S.: Face detection based on multiblock LBP
representation. In: Proceedings of International Conference on Biometrics. (2007)

10. Tan, X., Triggs, B.: Enhanced local texture feature sets for face recognition under difficult
lighting conditions. In: Proceedings of 3rd International Workshop on Analysis and Modelling
of Faces and Gestures. Lecture Notes in Computer Science (LNCS), vol. 4778, pp. 168–182.
Springer (2007)

11. Wolf, L., Hassner, T., Taigman, Y.: Descriptor based methods in the wild. In: Proceedings of
Workshop Faces in Real-Life Images: Detection, Alignment, and Recognition, Marseille,
France (2008). https://hal.inria.fr/inria-00326729

12. Pietikainen, M., Hadid, A., Zaho, G., Ahonen, T.: Computer vision using local binary patterns.
In: Proceedings of Computational Imaging and Vision vol. 40, pp. 13–43. Springer (2011).
http://dx.doi.org/10.1007/978-0-85729-748-8_2

13. Shyam, R., Singh, Y.N.: Face recognition using augmented local binary patterns in
unconstrained environments. In: Proceedings of 8th IAPR/IEEE International Conference on
Biometrics (ICB 2015). TBA, Phuket, Thailand (2015)

14. Shyam, R., Singh, Y.N.: Face recognition using augmented local binary patterns and bray
curtis dissimilarity metric. In: Proceedings of 2nd International Conference on Signal
Processing and Integrated Networks (SPIN 2015). TBA, IEEE (2015)

15. Samaria, F., Harter, A.: Parameterisation of a stochastic model for human face identification.
In: Proceedings of 2nd IEEE Workshop on Applications of Computer Vision, Sarasota, FL
(1994)

16. Lee, K.C., Ho, J., Kriegman, D.: Acquiring linear subspaces for face recognition under
variable lighting. IEEE Trans. Pattern Anal. Mach. Intell. 27(5), 684–698 (2005)

17. UCSD: Yale. http://vision.ucsd.edu/content/yale-face-database

Analysis of Local Descriptors for Human Face Recognition 269

https://hal.inria.fr/inria-00326729
http://dx.doi.org/10.1007/978-0-85729-748-8_2
http://vision.ucsd.edu/content/yale-face-database

	27 Analysis of Local Descriptors for Human Face Recognition
	Abstract
	1 Introduction
	2 Proposed Method
	3 Experimental Results
	4 Conclusion
	Acknowledgment
	References


