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Preface

It is indeed a pleasure to receive overwhelming response from researchers of
premier institutes of the country and abroad for participating in the 3rd International
Conference on Advanced Computing, Networking, and Informatics (ICACNI
2015), which makes our endeavor successful. The conference organized by School
of Computer Engineering, KIIT University, India during 23-25 June 2015 certainly
marks a success toward bringing researchers, academicians, and practitioners in the
same platform. We have received more than 550 articles and very stringently have
selected through peer review 132 best articles for presentation and publication. We
could not accommodate many promising works as we tried to ensure the quality.
We are thankful to have the advice of dedicated academicians and experts from
industry to organize the conference in good shape. We thank all people partici-
pating and submitting their works and having continued interest in our conference
for the third year. The articles presented in the two volumes of the proceedings
discuss the cutting edge technologies and recent advances in the domain of the
conference.

We conclude with our heartiest thanks to everyone associated with the confer-
ence and seeking their support to organize the 4th ICACNI 2016.
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Fuzzy Logic Based UPFC Controller
for Voltage Stability and Reactive Control
of a Stand-Alone Hybrid System

Asit Mohanty, Meera Viswavandya, Sthitapragyan Mohanty
and Dillip Mishra

Abstract This paper is mainly focused on the implementation of fuzzy logic based
UPFC controller in the isolated wind-diesel-micro hydro system for management of
reactive power and enhancement of voltage stability. For better analysis a linearised
small signal transfer function system is considered for different load inputs. The
fuzzy based UPFC controller has been tunned to improve the reactive power of the
off grid system. Simulation in MATLAB environment has been carried out and the
effectiveness of fuzzy tuned controller is established..

Keywords Reactive power compensation - Standalone wind-diesel-micro hydro
system - UPFC

1 Introduction

Renewable energy sources by nature are intermittent and non predictable though
they are plentily available in the nature. Hybrid energy sources combining multiple
energy sources mitigate this problem to a great extent as because shortfall due to
one source is replenished by other. Generally standalone hybrid models exist near
the place of consumption and can be connected to the main grid. One or more
renewable sources are combined to form a Hybrid system where the inadequacy of
generation of power because of one source is met by the other source [1, 2]. Wind
Diesel Micro hydro system is quite popular choice of combined energy source
where a combined network of wind, micro hydro and diesel system work to provide
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continuous power supply to the load, Turbines used in this particular model are
Induction generators and they use the Synchronous generator based Diesel engine
as back up [3-5]. Turbines having Induction generators have some operational
difficulties as they require reactive energy for its smooth working. The much needed
reactive energy is provided by the Synchronous machine to a small extent but the
real compensation is impossible without the FACTS devices who not only manages
the reactive power but enhances the overall stability of the system.

Capacitor banks [6-8] which is mentioned in many articles fail to assist in the
compensation of reactive energy and improve voltage stability. Its because the wind
is intermittent and load change is unavoidable. The voltage problem and reactive
power mismatch are mitigated by the FACTS devices [9-11].

UPFC is one of the important member of FACTS devices which has been
utilized like SVC and STACOM for compensation of reactive power. UPFC acts as
a better compensator and increases the voltage stability and angle stability.
Management of reactive energy is extremely essential as shortfall of reactive power.
makes the system voltage varying. The importance of reactive power can be
accessed from the fact that the shortfall of reactive power makes the whole system
unstable. UPFC like other FACTS members has proven its ability in compensating
reactive energy and improving the stability margin. Furthermore a Fuzzy logic
controller can be added to the UPFC Controller to tune the parameters and improve
the stability status of the system to a great extent.

A simulink based Fuzzy logic tuned wind diesel micro hydro system is discussed
with reactive power compensator like UPFC with step change in load, for better
transient stability. For better analysis the mathematical model has been derived. The
proportional and integral constants are finely tuned by the Fuzzy controller.

2 System Configuration and Its Mathematical Modeling

The wind-diesel-micro hydro hybrid system essentially takes the generating devices
like wind turbine and micro hydro turbine to supply power to the loads. The backup
is provided by the Diesel generator. The synchronous based Diesel genset also
helps the system in improvement of reactive power. The single line system block
with UPFC controller is shown in Fig. 1. The system parameter table is shown in
this paper and is mentioned as Table 3 (Fig. 2).

The balanced equation of Reactive power of (SG, UPFC, IG, and LOAD) is
expressed as [13].

The reactive power balance equation of the system for uncertain load AQy is

AQsg + AQuprc = AQL + AQig + AQign (1)
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Using SVC as compensator

AQsve (s) = K. AV(s) + Kg ABg(s) (4)

2.1 UPFC Controller

The work of UPFC is to compensate Reactive power as well as Active Power by
supply of AC Voltage. It may act in series with the amplitude and phase angle with
that of Transmission network. In this case one Inverter either supplies or absorbs
real power and the second Inverter also sends or gets reactive power. In this way
shunt compensation has been done. The supplied powers completely rely on the
injected voltages and bus voltages. The injected reactive energy by the UPFC
Controller depends on V,, and angle  (Figs. 3 and 4). So the small change in
reactive power is equal to

Fig. 3 Shunt controller Ve max
‘/dcrqf' &M (4
SO

‘/tl(' min

Fig. 4 Series controller Vde max
of K
V dere Kror K2 | Vo
0 5
]
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1+5Tmo

Ve { Oi



Fuzzy Logic Based UPFC Controller for Voltage Stability ... 7

3 Fuzzy Logic Controller (FLC)

A fuzzy set has much more generalised approach than the ordinary sets. The
proposed self tuned Fuzzy controller operates in 3 stages i.e. Fuzzification inference
engine and defuzzification. These three stages with the help of membership func-
tions tune the parameters of UPFC controller (Fig. 5).

3.1 Self-Tuning Fuzzy PI Controller

As power system is non linear a self tuned Fuzzy controller is designed to tune the
proportional and integral controllers.of the PI controller. A PI controller can be
explained as U(s) = KpE(s) + Ki J E (s) and E*Kp + Ki * [ E = U. The design of
Fuzzy controller is such that the inputs and outputs are taken into account. Kp and
Ki of the PI controller are tuned by the inference engine of FLC. For this Fuzzy
controller error and change in error work as inputs and the output as proportional
and integral constants.

HPi = min (W(E), p(AE)), pli= min (L(E), n(AE))

The fuzzy controller uses seven linguistic variables so that there are 49 rules and
it uses triangular membership function for tuning the Kp and Ki. An auto tuned
fuzzy controller has input membership functions as error (E) and change in error
(Del E) and in the output it gives tuned values of Kp and Ki (Tables 1 and 2).

Fig. 5 Fuzzy PI controller E_ FUzzy
block LOGIC
AE PULSE
1/2
K K
£ P [
R
Pl — SYSTEM Y,
+ - Controller

Table 1 Fuzzy rule for Kp E/AE NL NM NS 7 PS PM PL

NL VL VL VB VB MB |M M
NM VL VL VB MB |MB |M MS
NS VB VB VB MB |M M MS

PS MB |MB MS MS VS VS
PM VB MB MS VS VS V4
PL M MS VS VS VS z z

Z[RE
&
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NL Z V4 VS VS MS M M
NM Z V4 VS MS MS M M
NS zZ VS MS MS M MB MB

PS MS M MB MB VB VL

PL

4 Simulation Results

From the simulation based on UPFC controller with fuzzy logic performances of
different parameters are noticed. The wind diesel micro hydro hybrid power system
is simulated in MATLAB/Simulink environment. With a step load change of (1-
5) % and variable input parameters like wind and hydro energy, Variation of all
existing system parameters are noticed and plotted as shown (Fig. 6). During
observation it is found that UPFC provides good performance with increase size of
synchronous generator than induction generator. Vital parameters such as settling
time and peak overshoot are found reduced in case of fuzzy controller with respect
to traditional PI Controller. The Control signal is noticed after fuzzification, rules
creation and defuzzification. It provides good damping but it has some Negatives
like creation of membership function, making of rules and suitability of scaling
factors which is done by trial and error method (Fig. 7).

O
2 =
1 |—UPFC(PI)
o T N ] ' ' ! j . ' ' ' ' " 7UPFC(Fu)u sy T
0.5 -0.01
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Fig. 6 Comparative results of wind diesel micro hydro hybrid system
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Fig. 7 Settling time of different parameters

5 Conclusion
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B PI
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Contro
ller

This work has described a fuzzy logic tuned UPSC controller in the DG based
hybrid system and discusses its impact in the management of reactive power and
voltage stability. The parameters of the wind-diesel-micro hydro system perform in
a better manner after proper tuning of the PI controller is done by Fuzzy controller.
The simulated results show less settling duration and better overshoots. This par-
ticular hybrid system after the inclusion UPFC controller with soft computing
approach performs robustly and takes the entire model to a more stable level.

Appendix

Table 3 Parameters of wind-diesel system
System Parameter WindDieselSystem
Wind (IG)Capacity (Kilowatt) 100 KW
Diesel(SG) Capacity 100 KW
Load Capacity 200 KW
Base Power in KVA 200KVA

Psg- 0.4in KW Pig- 0.6 in Kilowatts Pypu)= 1.0 in KW
Qsg =0.2in KW Qg pu=0.189 in KVAR Qi (pu)=0.75 in KVAR
T 40 =5.044

Eypu) =1.113 P puin Kilowatts =0.75 o in Radian=2.44
X4=0.3

E; (pu) = 0.96 rl=r2(pu)=0.19 Xy pu)=1.0

V(pu)= 1.0

X1=X2(pu) = 0.56  Tgs=5 Tu(S)=0.05
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APSO Based Weighting Matrices
Selection of LQR Applied to Tracking
Control of SIMO System

S. Karthick, Jovitha Jerome, E. Vinodh Kumar and G. Raaja

Abstract This paper employs an adaptive particle swarm optimization (APSO)
algorithm to solve the weighting matrices selection problem of linear quadratic
regulator (LQR). One of the important challenges in the design of LQR for real time
applications is the optimal choice state and input weighting matrices (Q and R),
which play a vital role in determining the performance and optimality of the con-
troller. Commonly, trial and error approach is employed for selecting the weighting
matrices, which not only burdens the design but also results in non-optimal
response. Hence, to choose the elements of Q and R matrices optimally, an APSO
algorithm is formulated and applied for tracking control of inverted pendulum. One
of the notable changes introduced in the APSO over conventional PSO is that an
adaptive inertia weight parameter (AIWP) is incorporated in the velocity update
equation of PSO to increase the convergence rate of PSO. The efficacy of the APSO
tuned LQR is compared with that of the PSO tuned LQR. Statistical measures
computed for the optimization algorithms to assess the consistency and accuracy
prove that the precision and repeatability of APSO is better than those of the
conventional PSO.

Keywords APSO - LQR - Inverted pendulum - Riccati equation - Tracking
control
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1 Introduction

Linear Quadratic Regulator, a corner stone of modern optimal control, has attracted
considerable attention in the recent years due to its inherent robustness and stability
properties [1]. A minimum phase margin of (—60°, 60°) and a gain margin of
(=6, 00) db provided by LQR enable the system to yield satisfactory response even
during the small perturbations. Moreover, by minimizing a quadratic cost function
which consists of two penalty matrices, namely Q and R matrices, LQR yields an
optimal response between the control input and speed of response. Hence, the LQR
techniques have been successfully applied to a large number of complex systems
such as vibration control system [2], fuel cell systems [3] and aircraft [4].
Nevertheless, one of the major issues of LQR design for real time applications is the
choice of Q and R weighting matrices. Even though, the performance of LQR is
highly dependent on the elements of Q and R matrices, conventionally the matrices
have been tuned either based on the designer’s experience or via trial and error
approach. Such approach is not only tedious but also time consuming. Hence, in
this paper the conventional LQR design problem is reformulated as an optimization
problem and solved using particle swarm optimization algorithm.

In literature, several results have been reported on PSO based state feedback
controller design. For instance, in [5] selection of weighting matrices of LQR
controller for tracking control of inverted pendulum has been solved using PSO. In
[6] the performances of GA and PSO for FACTS based controller design have been
assessed and reported that both the convergence and time consumption of PSO are
less than those of the GA based feedback controller design. PSO based variable
feedback gain control design for automatic fighter tracking problems have been
investigated in [7] and it has been reported that PSO based LQR design yields better
tracking response than the LMI based methods. However, the standard PSO has two
important undesirable dynamical properties that degrade its exploration abilities.
One of the most important problems is the premature convergence. Due to the rapid
convergence and diversity loss of the swarm, the particles tend to be trapped in the
local optima solution when solving multimodal tasks. The second problem is the
ability of the PSO to balance between global exploration and local search exploi-
tation. Overemphasize of the global exploration prevents the convergence speed of
swarm, while too much search exploitation causes the premature convergence of
swarm. These limitations have imposed constraints on the wider applications of the
PSO to real world problems [8]. Hence, to better the convergence rate and speed of
conventional PSO, we propose an adaptive PSO, whose inertia weight is varied
adaptively according to the particle’s success rate. The key aspect of the proposed
APSO is that an adaptive inertia weight parameter (AIWP), whose weights are
varied adaptively according to the nearness of the particles towards the optimal
solution, is introduced in the velocity update equation of conventional PSO to
accelerate the convergence of the algorithm. To assess the performance of the
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APSO based LQR control strategy, simulation studies have been carried out on a
benchmark inverted pendulum, which is a typical single input multi output system
(input: motor voltage, output: cart position and pendulum angle).

2 Problem Formulation

Consider a linear time invariant (LTI) multivariable system,

X(1) = AX(1) + Bu(r) (1)
Y(1) = CX(t) + Dult) )

The conventional LQR design problem is to compute the optimal control input u*
by minimizing the following quadratic cost function.

1
J(u") = 3 / [XT(I)QX(I) + uT(t)Ru(t)]dt (3)
0
where Q = Q7 is a positive semi definite matrix and R = R is a positive definite
matrix. By solving the following Lagrange multiplier optimization technique, the
optimal state feedback gain matrix (K) can be computed.

K=R"'B'P (4)
where P is the solution of following ARE.
ATP+PA—PBR'B'TP+0=0 (5)

The elements of Q and R matrices play a vital role in determining the penalty on
system states and control input when the system deviates from the equilibrium
position. Normally, the Q and R matrices are chosen as diagonal matrices such that
the quadratic performance index is a weighted integral of squared error. The sizes of
Q and R matrices depend on the number of state variables and input variables
respectively. As an alternate to conventional trial and error based manual tuning of
these weighting matrices, in the following section, a bio-inspired evolutionary
algorithm, an adaptive PSO, has been incorporated in the LQR control strategy for
the optimal selection of Q and R.

3 Adaptive PSO

In the last decade, several variants of PSO have been put forward to enhance the
performance of conventional PSO. All the proposed variations are mainly to
improve the convergence and exploration-exploitation capabilities of PSO. One of
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the variations incorporated in the PSO is the use of inertia weight parameter to
accelerate the convergence of particles towards optimum value. As the inertia weight
not only determines the contribution rate of a particle’s previous velocity to its
current velocity but also yields the required momentum for the particles to move
across the solution space, it is important to control the inertia weight to strike a
balance between the global search and local exploitation. The larger value of inertia
weight concentrates more on global search, while the smaller inertia weight focuses
highly on fine tuning the current search space. A comprehensive survey on the use of
inertia weight schemes in PSO algorithms is given in [9]. In this paper, we extend the
idea of adaptive inertia weight strategy to solve the LQR optimization problem.

To implement an adaptive inertia weight strategy, it is important to evaluate the
position of the swarm during every iteration step. Hence, the success percentage
(SP) of particles is used to update the velocity adaptively. Large value of SP
indicates that the particles have reached the best value and the particles are slowly
progressing towards the optimum, whereas a small value of SP implies that the
particles are fluctuating around the optimum value with very less improvement.
Hence, the success rate can be used to modify the inertia weight adaptively. If the
fitness of the current iteration is less than that of the previous iteration the success
count (SC) is set to 1, else it is set to zero. Computing the ratio of the SC to the
number of iterations, the SP value is computed and used to arrive at the adaptive
inertia weight parameter (AIWP) as given below. Table 1 gives the pseudo code of
an adaptive PSO algorithm.

W(t) = (Wmax - Wmin)SP + Wmin (6)

Table 1 APSO pseudo code

1: Randomly initialize Particle swarm, minimum and maximum values of
inertia weight (Wmin, Wmax)

for 1 <=100
Set Success Count (SC) =0

Evaluate the fitness of particle swarm using f = ISE = [ ¢2(t)dt
fori=1 to 30

L £ <fohen,

SC=5sC+1

fpbext, —f

Xpbest; < Xi

end if

1E [ <fopes,

j;,’he.\'t, —f

Xgbest; < Xi

Wl oo | J|(lon Ul | idlW|N

[
o

[
[

=
[\S)

| e
| w

end if

=
w1

for d =1 to dimensions

=
()]

Vit + 1) = w v (t) + 1 * randy (pbest! (t) — x{ (t)) + c2 * rand, * (pbestg(t) - x‘?(t))

i

(continued)
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Table 1 (continued)

17: |+ 1) =2 (1) + v (1 + 1)
18: | end for

19: |PS =SC/100;

20: | W= (Wmax — Wmin) * SP + Wnin
21: |end for

22: |end for

4 Single Inverted Pendulum

Single inverted pendulum is used as a typical benchmark system to evaluate
effectiveness of various control schemes due to its highly nonlinear and inherently
unstable properties. It consists of a DC motor and a pendulum, which is attached to
the shaft of the motor. Two encoders are used to measure the position of the cart
and the angle of the pendulum. Figure 1 shows the schematic diagram of a single
inverted pendulum.

Two control schemes, namely swing up control and stabilization control, are
used to meet the control objective of maintaining the pendulum angle at zero degree
while the cart tracks the reference trajectory. The stabilization control is imple-
mented using LQR due to the practical limitation on control input (motor voltage)
given to the cart system. Using Euler-Lagrangian energy based approach the
nonlinear equation of motion of pendulum can be written as

(M, + M) 5.(t) + Begie(t) — (Mpl,cos(a(1)))a(t) + Myl sin(a())5*(t) = Fe(t)

and

—M, 1, cos(a(t)) %.() + (1,, + Mpz;)a(t) + Byi(r) — Mgl sin(a(t)) =0

Fig. 1 Schematic diagram of
single inverted pendulum
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To obtain the state model, four variables namely, cart position, pendulum angle,
cart velocity and pendulum velocity are taken as state variables and the state space
model is obtained by linearizing the model around the equilibrium point
(sin (a) =2 o, cos () =2 1). The following numerical state space model of inverted
pendulum system is borrowed from [10] for controller design.

-X:c 0 0 1 O -x(,‘
a| |0 0 0 1 o
|70 2.2643 —15.8866  —0.0073 Ko
G 0 27.8203  _366044  —0.0896 &
0
0
+ | 22772 | ©)
5.2470
1 o O 8 Xe
0 1 0 o
y=10 0 | o i (10)
0 0 0 1 o

5 Results and Discussion

The APSO based LQR tracking control algorithm is implemented in MATLAB
2013b. Table 2 gives the parameters used for PSO and APSO algorithms. The
dimension of the optimization algorithms are chosen to be 3 as the number of
variables to be optimized in the LQR design is 3 (qi1, 22 and r). Moreover, the
number of iterations, particle size and cognitive acceleration constants in both PSO
and APSO are same except the inertia weight. In case of conventional PSO inertia
weight is linearly varied, whereas in APSO the inertia weight is adaptively varied
according to the particle’s success rate as given in (6). According to the fitness
function ISE, the optimization algorithms are executed for the specified number of
iterations and the global best of the particles, the weights of LQR, are obtained.
Figure 2 illustrates the fitness function of both PSO and APSO algorithms.

Table 2 Parameters of PSO Parameters PSO APSO
and APSO algorithms .
No. of population (N) 30 30
No. of iterations (i) 100 100
Dimensions (d) 3 3
C 0.9 0.9
C, 1.2 1.2
Inertia weight (w) 0.9 AIWP
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Fig. 2 Fitness function of PSO and APSO

From Table 3, it can be inferred that the minimum fitness function of APSO is
less than that of the PSO, which accentuates that the accuracy of the APSO is better
than that of PSO. Moreover, the convergence speed of APSO is faster than that of
PSO. Figure 3 shows the surface plot of the optimization algorithms. It can be noted

Table 3 Statistical analysis Statistical parameter PSO APSO
of PSO and APSO
Mean (u) 0.1011 0.0316
Standard deviation (o) 0.2123 0.0367
Minimum (m,) 0.00032 0.0020
Maximum (M,) 0.6962 0.1122
Range (R) 0.6942 0.1119

3 . 8
© 100 -7 ks)
g g
(o)) 50 ()]
£ £
2 \\ :
9 100 ! o
3
= 50 =
Iterations 01 Dimensions lterations 01 Dimensions
Randomly Initialized Matrices - PSO Optimized Matrices - PSO
[} [%2]
8 100 - S
g g
o 50777 o
£ £
= =
(o)) 0 ()]
@ 100 3 k)
= =
. 01 . . . 01 . .
lterations Dimensions lterations Dimensions
Randomly Initialized Matrices - APSO Optimized Matrices -APSO

Fig. 3 Surface plots of PSO and APSO
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Table 4 Weighting matrices and state feedback controller gains of PSO and APSO

Optimization Weighting matrices Controller gain

algorithm

PSO 0 =diag[31.88 897 0 0] |K=[-82.61 14547 —53.16 18.85]
R =0.22

APSO 0 =diag[13.65 892 0 0] |K=[-82.61 14547 —53.16 18.85]
R = 0.002

that the smoothness of the convergence is significantly better in APSO compared to
PSO. Table 4 gives the corresponding Q and R matrices and controller gain of LQR
obtained using the PSO and APSO algorithms.

5.1 Trajectory Tracking Response

To assess the tracking response of the APSO tuned LQR controller framework, a
square test signal of 0.05 Hz with 40 cm (peak to peak) displacement amplitude is
given and the response is illustrated in Fig. 4.

From Table 5, which gives the time domain specifications of the cart position
response, it is worth to note that both the settling time and the dead time of the
APSO tuned LQR is better than those of PSO tuned LQR. The pendulum angle
response and its corresponding motor voltage are shown in Fig. 5. Table 6 gives the
deviation and convergence time of pendulum angular response. The convergence
time of APSO based pendulum angular response is faster than that of PSO tuned
pendulum angle response.

50 -
Desired
’g PSO
S ot ¥ K K L o APSO
£
x y : |
50 s s s s s
0 10 20 30 40 50 60
Time (sec)
5
N PSO
E | * APSO
S ] | |
L
-5 I I I I I
0 10 20 30 40 50 60
Time (sec)

Fig. 4 Cart position and tracking error for square trajectory
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Table 5 Comparison of cart position response

Optimization method Time domain parameters Performance index ISE
tq 1, %M,
PSO 0.4 35 20 0412
APSO 0.25 3 10 0.376
2
—— PSO
S T T T *- APSO
(o))
g FLY A Y ’( FEY
s ol v v
= ] | /
2 1 I I I I
0 10 20 30 40 50 60
Time (sec)
4 T
PSO
= °r L * APSO
2 I N |
=< 0 V ! 1%
> L i
-4 I \ I
0 10 20 30 40 50 60
Time (sec)

Fig. 5 Pendulum angle and motor voltage for square trajectory

Table 6 Pendulum angle response

Optimization method Angle deviation (°) Convergence time (s)
PSO 1.3 3.2
APSO 1.2 3.0

6 Conclusions

In this paper, the weight selection problem of LQR has been solved using the APSO
algorithm and the efficacy of the controller has been tested on a benchmark inverted
pendulum. To increase the convergence speed and precision of the conventional
PSO, an AIWP has been introduced in the velocity update equation of PSO.
Statistical measures calculated for the optimization algorithms prove that the
introduction of AIWP significantly increases both the accuracy and consistency of
the conventional PSO. Moreover, the trajectory tracking response of inverted
pendulum accentuate that compare to PSO tuned LQR, the APSO tuned LQR
controller framework can result in not only improved tracking response but also
reduced tracking error.
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Application of Fuzzy Soft Multi Sets
in Decision-Making Problems

Anjan Mukherjee and Ajoy Kanti Das

Abstract Alkhazaleh and Salleh presented a fuzzy soft multi set theoretic approach
to solve decision-making problems using the Roy-Maji Algorithm, which has some
limitations. In this research work, we have proposed an algorithm to solve fuzzy
soft multi set based decision making problems using the Feng’s algorithm, which is
more stable and more feasible than the Alkhazaleh—Salleh Algorithm. The feasi-
bility of our proposed algorithm in practical applications is illustrated by a
numerical example.

Keywords Decision making - Soft set - Level soft set - Fuzzy soft set - Fuzzy soft
multi set - Fuzzy soft multi set part

1 Introduction

In 1999, Molodstov [12] initiated the notion of soft set theory as a general math-
ematical tool for dealing with vagueness, uncertainties and not clearly defined
objects. Research works on the soft set theory are progressing rapidly. Some new
algebraic operations and results on soft set theory defined in [2, 10]. Adding soft
sets [12] with fuzzy sets [15], Maji et al. [9] defined fuzzy soft sets and studied their
basic properties. As a generalization of soft set, Alkhazaleh and others [1, 4-6, 14]
proposed the notion of a soft multi set and its basic algebraic and topological
structures were studied. Alkhazaleh and Salleh [3] initiated the notion of fuzzy soft
multi set theory and presented its application in decision making using Roy-Maji
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Algorithm [13]. Maji et al. [11] first proposed the application of soft sets for solving
the decision making problems and thereafter in 2007, they also presented an
application on fuzzy soft sets based decision making problems in [13]. Kong et al.
[8] mentioned that the Roy-Maji algorithm [13] was wrong and they introduced a
revised algorithm. Feng et al. [7] studied the validity of the Roy-Maji algorithm
[13] and mentioned that the Roy-Maji Algorithm [13] has some limitations. Also,
they proposed an adjustable approach to fuzzy soft sets based decision making
problems by using thresholds and choice values.

In fact, all these concepts have a good application in some real life problems.
But, it is seen that all these theories have their own difficulties that is why in this
paper, we are going to propose an algorithm to fuzzy soft multi set based decision
making problems using Feng’s algorithm, which is another one new mathematical
tool for solving some real life applications of decision making problems. The
feasibility of our proposed algorithm in practical applications is illustrated by a
numerical example.

2 Preliminary Notes

In this current section, we briefly recall some basic notions of soft sets, fuzzy soft
multi sets and level soft sets.

Definition 2.1 [12] Suppose that, U be an initial universe and E be a set of
parameters. Also, let i’(U) denotes the power set of the universe U and ACE.
A pair (F ,A) is said to be a soft set over the universe U, where F is a mapping
given by F : A — P(U).

Definition 2.2 [3] Suppose {U; : i € A} be a set of universes, such that N;cAU; =
¢ and let for each i € A, E; be a sets of decision parameters. Also, let U =
HIE/\ FS(U;) where FS(U;) is the set of all fuzzy subsets of U;, E = HleA Ey. and
ACE. A pair (F, A) is said to be a fuzzy soft multi set over the universe U, where F
is a function given by F : A—T.

Definition 2.3 [3] For any fuzzy soft multi set (F , A) where A - E and E is a set of

parameters. A pair (eU,. jr Fey,;
i

) is said to be a U—fuzzy soft multi set part of
(F,A) over U, Vey,; € a; and Fﬂuu' - I:“(A) is an approximate value set, for a; € A,

ke {1,2,3,..m},ie{1,2,3,.,n}andj € {1,2,3,..,1}.

Definition 2.4 [7] Let w = (F ,A) is a fuzzy soft set over the universe U, where
ACE and E is a set of parameters. For t € [0,1], the r-level soft set of @ is a crisp

soft set L(w;t) = (F,,A) defined by F,(e) = {u €U pp((u) > t}, Ve € A.
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Definition 2.5 [7] Suppose @ = (F,A) be a fuzzy soft set over U, where A C E and
E is the parameter set. Let /: A — [0,1] be a fuzzy set in A, which is called a
threshold fuzzy set. The level soft set of the fuzzy soft set w with respect to the

fuzzy set A is a crisp soft set L(w;A) = (F;,A) defined by F;(e)=
{u EU : pp(py(u) > /l(e)}7 Ve € A.

Definition 2.6 [7] Let @ = (F,A) is a fuzzy soft set over a finite universe U, where

ACE and E is the set of parameters. The mid-threshold of the fuzzy soft set @ define

a fuzzy set midy, : A — [0, 1] by Ve € A, midy(e) = ‘17‘ >~ Hi(e)(u) and the level
uclU

soft set of @ with respect to the mid-threshold fuzzy set mid,,, namely L(w; mid,) is
said to be mid-level soft set of @.

Definition 2.7 [7] Let w = (F 7121) be a fuzzy soft set over a finite universe U,

where ACE and E is the parameter set. The max-threshold of the fuzzy soft set @

define a fuzzy set max, : A — [0, 1] by Ve € A, max,(e) = max I (o) () and the
ue

level soft set of @ with respect to the max-threshold fuzzy set max,, namely

L(w;max,) is said to be top-level soft set of @.

3 An Adjustable Approach Based on Feng’s Algorithm

3.1 Feng’s Algorithm Using Choice Values

The details of Feng’s Algorithm [7] for solving a decision-making problem based
on a fuzzy soft set are as follows:

Algorithm 1 (Feng’s Algorithm)

1. Input the fuzzy soft set @ = (F,A)

2. Input a threshold fuzzy set 4 : A — [0, 1] (or select a threshold value 7 € [0, 1] or
select mid-level decision criterion or select top-level decision criterion) for
solving decision making problem.

3. Obtain the level soft set L(w; 4) of @ with respect to the threshold fuzzy set A (or
L(w;t) or L(w;mid) or L(w; max)).

4. Present the level soft set L(w; A) (or L(w;1); or L(w; mid); or L(w; max)) as in
tabular form and also, obtain the choice value s; of u; € U, Vi.

5. The final optimal decision to be select uy if s; = max; s;.

6. If k has more than one value, then any one of u; may be chosen.
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3.2 Application of Fuzzy Soft Multi Sets in Decision-Making
Problems

In this section, we propose an algorithm (Algorithm 2) for fuzzy soft multi sets
based decision making problems, using Feng’s Algorithm [7], as described above.
In the following, we have to show our algorithm (Algorithm 2):

Algorithm 2

(1) Input the (resultant) fuzzy soft multi set (F ,A)

(2) Apply the Algorithm 1 (Feng’s Algorithm) to the first fuzzy soft multi set part
in (F,A), to obtain the decision Sy,

(3) Modify the fuzzy soft multi set (F,A), by taking all values in each row, where
the choice value of Sk, is maximum and changing the values in the other rows
by 0 (zero), to get (F,A)l.

(4) Apply the Algorithm 1 (Feng’s Algorithm) to the second fuzzy soft multi set
part in (F,A),, to obtain the decision Sy,

(5) Modify the fuzzy soft multi set (F,A),, by taking the first two parts fixed and
apply the method as in step (3) to the next part, to get (F,A),

(6) Apply the Algorithm 1 (Feng’s Algorithm) to the third fuzzy soft multi set part
in (F,A),, to obtain the decision Sy,.

(7) Finally, we have the optimal decision for decision maker is (S, , Sk, Sk, )-

3.3 Application in Decision-Making Problems

Let us consider three universes U; = {hi, ha, h3, ha}, Ur = {c1,¢2,¢3} and U, =
{vi,v2,v3} are sets of houses, cars and hotels respectively and let Ey, =
{ev,1,ev,2.ev,3}, Ev, = {ev,1,ev,2,e0,3}, Eu, = {eu,1,eu,2.€u,3} be the
sets of respective decision parameters related to the above three universes.

Let U = [[,_, FS(U;), E = [],_, Ev, and ACE, such that

A :{‘11 = (eU1~15€U2-,17eU?~1)7a2 = (eU1.1=€U2,27eUz.1)7a3 = (KU.,2,€U2.3,KU;,1),H4 = (KU.,3,€U2.37€U;.1),

as = (ev,1,eu,1,€u,2), a6 = (ev, 1, eu,2,€u,2), @7 = (eu, 2, €v,3, €us 3), ag = (9U1.373U2‘37‘3U;,3)}-

Assume that, Mr. X wants to buy a house, a car and rent a hotel with respect to
the three sets of decision parameters as in above. Suppose the resultant fuzzy soft

multi set be (F,A) given in Table 1.
First, we apply the Algorithm 1 (Feng’s Algorithm) to the U,—fuzzy soft multi

set part in (F ,A) to obtain the decision from the first fuzzy soft multi set part U;.
Now we represent the U;—fuzzy soft multi set part in (F ,A) as in Table 2.
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Table 1 The tabular
representation of the fuzzy
soft multi-set (F,A)

h, (04 |09 108 |06 |06 |06 (09 |07

hy
hy
U, [c; |08 |08 (0.8 [05 |1 08 (0.8 |08

c |06 (08 (06 |03 (09 |08 |08 |08
c; (06 (05 (03 |01 (09 |05 |05 |05

Us vy |09 |07 |05 |05 |08 |08 |05 |0.8
v, |07 |06 |05 |03 |05 |08 (0.6 |09
v3 |09 (05 |07 (04 |04 |1 0.8 |09

0.7 108 |0 05 |07 (05 |04 |09

Table 2 Tabular
representation of U;—fuzzy

soft multi set part of (F,A)

ap ar asz a as ag az ag

h, |04 |09 (08 |06 |06 |06 |09 |0.7
h; (09 |03 |07 |01 |08 |0.7 |08 |1
hy (0.7 108 |0 05 (07 |05 |04 |09

In the Table 3, we see that the maximum choice value (sy) is s3 = 6 and scored by
h3. So we modify the fuzzy soft multi set (F ,A), by taking all values in each row
are fixed, where the choice value of h; is maximized and changing the values in
other rows by 0 (zero), to get (F,A), as in Table 4.

We apply the Algorithm 1 (Feng’s Algorithm) to the U,—fuzzy soft multi set
part in (F,A),, to obtain the decision from U,—fuzzy soft multi set part in (F,A).
Now we represent the U,—fuzzy soft multi set part in (F 7A)] as in Table 5.

In Table 6, we see that the maximum choice value (sy) is s; = 3 and scored by c;.
Therefore, we modify the fuzzy soft multi set (F ,A)l by taking all values in each
row are fixed, where the choice value of ¢; is maximized and changing the values in
other rows by 0 (zero), to get (F ,A)z (Table 7).

Similarly, we apply the Algorithm 1 (Feng’s Algorithm) to the Us—fuzzy soft
multi set part in (F, 12\)2, to obtain the decision from Us—fuzzy soft multi set part in
(F,A). Now we represent the Us—fuzzy soft multi set part in (F,A), as in Table 8.

In Table 9, we see that the maximum choice value (sy) is 2, scored by v; and v,

Thus, the final optimal decision for decision maker Mr. X is (hs,c1,v;) or
(h3,c1,v2), i.e. Mr. X may chose (h3,c1,v1) or (h3,cq,v1).

Remark 1 In the step (7) of our algorithm (Algorithm 2), if there are too many
optimal choices obtained, then decision maker may go back to the step (2) as in our
algorithm (Algorithm 2) and replace the level soft set (decision criterion) that he/she
once used to adjust the final optimal decision in the fuzzy soft multi set based
decision making problems.
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Table 3 Mid-level soft set of
the U—fuzzy soft multiset
part in (F,A), with choice
values

Table 4 The tabular
representation of the fuzzy
soft multi-set (F,A),

Table 5 Tabular
representation of the U,—
fuzzy soft multi set part in

(FvA)l

Table 6 Mid-level soft set of
the U,—fuzzy soft multi set
part in (F,A),, with choice
values

Table 7 Tabular
representation of the fuzzy
soft multi set (F ,f\)z

A. Mukherjee and A.K. Das

a; |a |a3 |a4 |as |ag | a; |ag | Choice value
(1)
U; [hy O |1 |1 |1 |0 |1 |1 |O |s;=5
h, (0 |1 |1 |1 |0 [0 |1 [0 |s;=
hy [1 |0 |1 |0 |1 |1 |1 |1 |s3=6
hy (1 |1 (O |1 |1 [0 |0 [1 |s4=5
U; a; a a3 ay as ag ay ag
U, [hy |03 |08 |1 0.8 104 |09 |1 0.8
h, 104 |09 |08 |06 |06 |06 |09 |0.7
h; 109 |03 (0.7 |0.1 |0.8 |0.7 |0.8 |1
hy 0.7 (0.8 |0 05 (0.7 |05 (04 |09
Uy |¢; (08 |0 0 0 1 0 0 0.8
¢ (06 |0 0 0 09 |0 0 0.8
c; (06 |0 0 0 09 |0 0 0.5
Us vy |09 |0 0 0 08 |0 0 0.8
v, 0.7 |0 0 0 05 |0 0 0.9
vz |09 |0 0 0 04 |0 0 0.9
ap ar az ay as ag ay ag
U, | 0.8 0 0 0 1 0 0 0.8
c, |06 |0 0 0 09 |0 0 0.8
c; |06 |0 0 0 09 |0 0 0.5
a; |a, |az |as |as |ag |a; |ag | Choice value
(1)
U, [¢p [T [O |O [O |1 [0 (O [1 |s5=3
¢ (0|0 |0 |0 |0 |0 |0 |1 |s=1
C3 0 0 0 0 0 0 0 S3 = 0
Ui ap ar asz a as ag az ag
U, |hy |03 |08 |1 08 |04 |09 |1 0.8
h, 104 |09 |08 |06 |06 |06 |09 |0.7
h; (09 |03 |07 |01 0.8 [0.7 (0.8 |1
hy 107 (0.8 |0 0.5 |07 |05 |04 |09
U, |¢; |08 |0 0 0 1 0 0 0.8
c (06 |0 0 0 09 |0 0 0.8
c; (06 |0 0 0 09 |0 0 0.5
Us |vy [09 |0 0 0 08 |0 0 0.8
v, |07 |0 0 0 05 |0 0 0.9
vz (09 |0 0 0 04 |0 0 0.9




Application of Fuzzy Soft Multi Sets ... 27

Table 8 Tabular a 2 |2 |as |as % |2 |ag

representation of Us—fuzzy

soft multi set part in (F,A), Us |vi |09 10 10O 0 108 10 0 08
v, |07 |0 0 0 05 |0 0 0.9
v |09 |0 0 0 04 |0 0 0.9

Table 9 Mid-level soft set of

values

a; |a, |az |a4 |as |ag |a; |ag | Choice value

the Us;—fuzzy soft multi set (s0)
part in (F,A),, with choice Us |v 11 10 0 0 [1 00 5 =2
Vo 0 (0 [0 |0 [0 |0 |1 |spx=1

0
vs 1 10 10 |0 |0 0 |0 |1 |s3=2

Advantages of our algorithm (Algorithm 2) are as follows:

6]

(@)

From the above illustration, we have seen that our algorithm (Algorithm 2) is
too simple and less computation than Alkhazaleh—Salleh Algorithm [3].
Because instead of computing comparison tables and calculating scores as in
Alkhazaleh—Salleh Algorithm [3], we have to consider only choice values of
objects form the level soft sets of fuzzy soft multi set parts in the fuzzy soft
multi set.

Also, our algorithm (Algorithm 2) is an adjustable algorithm, because the level
soft set (decision rule) used by decision makers, which are changeable. For
example, if we take top-level decision criterion in step (2) of our algorithm
(Algorithm 2), then we have the choice value of each object in the top-level
soft set of fuzzy soft multi set parts in the fuzzy soft multi set, if we take
another decision rule such as the mid-level decision criterion, then we have
choice values from the mid-level soft set of fuzzy soft multi set parts in the
fuzzy soft multi set.

4 Conclusion

In [8], Kong et al. mentioned that the Roy-Maji Algorithm [13] was wrong and
Feng et al. [7] mentioned that the Roy-Maji Algorithm [13] has some limitations
and Alkhazaleh and Salleh [3] presented an application of fuzzy soft multi set based
decision-making problems using Roy-Maji Algorithm [13], so Alkhazaleh—Salleh
Algorithm [3] is not sufficient to solve fuzzy soft multi set based decision making
problems. In this study, we have proposed an algorithm for fuzzy soft multi set
based decision making problems using Feng’s algorithm [7], which is more stable
and more feasible than the Alkhazaleh—Salleh Algorithm [3] for solving
decision-making problems based on fuzzy soft multi sets.
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Fuzzy kNN Adaptation to Learning
by Example in Activity Recognition
Modeling

Vijay Borges and Wilson Jeberson

Abstract Activity Recognition is a complex task of the Human Computer
Interaction (HCI) domain. k-Nearest Neighbors (kNN) a non-parametric classifier,
mimics human decision making, using experiences for segregating a new object.
Fuzzy Logic mimics human intelligence to make decisions; but suffers from
requiring domain expertise to propose novel rules. In this paper a novel technique is
proposed that comes with efficient fuzzy rules from the training data. The kNN
classifier is modified by incorporating fuzzification of the feature space by learning
from the data and not relying solely on domain experts to draw fuzzy rules.
Additional novelty is the efficient use of the Fuzzy Similarity Relations and Fuzzy
Implicators for hybridization of the kNN Classifier. The proposed hybridized fuzzy
kNN classifier is shown to perform 5.6 % better than the classical KNN counterpart.

Keywords k-Nearest neighbors - Human activity recognition - Smart environ-
ments - Ubiquitous computing - Fuzzy sets

1 Introduction

Ubiquitous Computing unobtrusively gathers data from various devices/sensors,
processes it; as to control physical processes and interact with human beings.
Environments having Ubiquitous Computing facilities are called as Smart
Environments [1]. This work focuses on Activity Recognition (AR), that would use
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the underlying smart environment to infer/reason the activities of living entities
(mostly humans) in an integrated manner. AR has varied applications like; security
surveillance, activity recognition in smart infrastructures, assisted living etc.

Human Activities are very complex, as there may be multiple ways to do the
same activity either concurrently/interleaved or in a shared fashion. The corre-
sponding data in Smart Environments is also redundant, overlapping and seldom
missing/ambiguous. kNN classifier maps a test object to the most common decision
class among its k closest neighbors. But kNN classifier suffers loss in accuracy in
the domain of human AR due to the stated complexities. Fuzzy set theory [2], is a
natural, linguistic computing paradigm attempting to characterize imperfect
data/information in a human-like form, by modeling vague (not clearly understood
or expressed) information, with a degree of belonging to a certain concept.
Extending fuzzy sets to kNN classifier, allows partial membership of an object and
shows measures of its importance (strength) to different decision classes.

It is shown here that using the hybridized kNN with fuzzy extensions, the
complex task of human Activity Recognition gives better classification accuracy
over traditional kNN classifier. The novelty is learning fuzzy memberships from the
k-nearest data samples; eliminating the need for Domain Experts to propose fuzzy
memberships to get discriminating Fuzzy Rules [2]. Another novelty is the efficient
use of fuzzy similarity relations and fuzzy implicators in the hybridization of the
kNN Classifier. This paper is organized as follows. Section 2, introduces necessary
theoretical background for fuzzy sets. In Sect. 3, the proposed hybridized Fuzzy
kNN is presented: various fuzzy similarity relations and fuzzy implicators are
shown. Experimentation is performed on the proposed hybridized Fuzzy kNN using
real-life dataset and is reported in Sect. 4. The paper concludes in Sect. 5.

2 Fuzzy Set Theory

Due to human psychoanalytical classification mechanism, traditional set theory falls
short in capturing humans vague decision boundaries. Fuzzy set theory, allows to
associate a degree of membership to the belongingness of an object to a subset. This
degree of membership allows vague decision boundaries to crop in, capturing
humans psychoanalytical classification mechanism. For example, human activities
like, sleeping, toileting, eating, cannot be aptly portrayed with crisp boundaries but
rather vague boundaries using Fuzzy Set Theory which plays a pivotal role in
decision making.

Given a universe of objects U, and a class C. An object x € U (also called input
pattern, feature vector), is said to belong to C, depending on the characteristic
function p : U — [0,1]. This characteristic function defines Fuzzy Sets; which
associates to every object x an associated degree of membership to the class C, as
Uc(x), and formally shown as {x, pi-(x)}. The advantages of fuzzy set theory is
critical to the domain of Activity Recognition, where human interactions
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(vague, overlapping) in smart environments have to be clearly classified to rec-
ognizable activities by associating human interactions to various degrees of
memberships to the activity classes.

2.1 Fuzzification of Feature Space by Learning from Data

The criticality to Fuzzy Set theory is in getting truly discriminating Fuzzy
Membership Function (FMF), so that the input feature space can be correctly
classified to appropriate output decisions/classes. The domain expert is assigned to
come with these discriminating FMF’s. Getting FMF’s have their own challenges,
like: (a) FMF’s are problem dependent, there are hardly any “one-fit-all” FMF’s for
a class of problems; (b) FMF’s deteriorates in the presence of absurd/noisy input
data; (c) for dynamic problem spaces, static FMF’s from the domain expert may be
difficult to obtain. Hence a novel model is proposed by building these FMF’s by
learning from the input data itself, and thus eliminating the need of a domain expert.
Let X = {x,,x,, .., xy} Where x; € R”, be a set of input patterns (feature vectors)
[human activity interactions in smart environment] and A = {a;,ay,..,ay}, be a
set of pre-defined output classes [human activities/activity classes]. The need is to
generate fuzzy rules using a mapping, f : {x;,..,x;} — ax. Let x;[k], with interval
range [x;[k]”,x;[k]"], be divided into three fuzzy regions, low, medium, high. The
x;[k], is then assigned a membership grade corresponding to the fuzzy region/fuzzy
set, F = {low, medium, high}, using the membership function, uy(x;[k]), where
Up(x;[k]) € [0, 1]. In this work, ug(.), is defined as a 7(x;[k], ¢, 1), and given as:

2(1= || 5[kl = e[| /A);3f 2/2< || x[k] = c || <4
n(x;[kl; ¢, 4) = (1)—2h(|| 5k —cll/A);if 0< |5k —cll <2/2 (1)
; otherwise

where 4, is the scaling factor of the function x(.), c is the central point and .||, is
the L7-norm. The Euclidean norm is used for experiments (refer Sect. 4).

To generate c, A, for the fuzzy membership function, n(.), over fuzzy regions F, for
input range x;[k], where i = 1,2,....N; k = 1,2,..., p; N: number of input patterns
(vectors) and p: features of each pattern; the following methodology is employed. Let
Fiedium = avg(x;[k]”,x,[k]"), be used to sub-divide the interval range into
[5:[5] ™, Fedium)» (Fiedium, X;[k] 7). Corresponding to the three fuzzy ranges, we define
Hm = Hminlnw =X
XK, Conedivm = Tmedivm- TO calculate Ayegim, we define two points 71 = Cpedium —
(Huaspeain — Huingein) /2 a0 1= Coedium + (Hmazyegn — Hmingeqn) /25 Which
would give Amedium = 51 — rl. We set 1, = rl, rhign = s1. Using cio = Fiow, We
next define two new points 12 = cpw — (Hmnaxy,, — Hmin,,)/2  and
52 = Clow + (Hmaxy,, — Hminy,,,)/2; which would give Aj, =2 — r2. Similarly,

,[k} s Hmaxlow = Hminh,-g;, = Vmedium» Hmaxmgd,vm = Hl11ax;,ig;, =

Mmedium
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Setting Cpjgh = Thigh, W€ next define two new points 73 = Cpign — (H,,mx,”gh —
Hminhigh)/ 2 and  $3 = cpign + (Hmaxhigh - Hminhigh)/ 2;  which  would give
Jnigh = 83 — r3. These quantities are then used in Eq. (1), to fuzzify the feature space.

3 Modified Fuzzy k-Nearest Neighbor Classifier

In the domain of Activity Recognition in smart environments, the user (actor)
interacts with the environment to do a pre-defined set of activities. An Annotator
(observer) would collect these interactions and allocate a set of these interactions
with the correct activity label (class label). These annotated collections of interac-
tions are called as the training set. In the near future whenever the user interacts with
the smart environment, the interactions are recorded and the resultant collection set
is called as the test set. It is the task of the classification algorithm to provide the
correct activity label to collections in the test set by using the training set.

A k-Nearest Neighbors (KNN) algorithm is one of the best non-parametric
classification algorithm, that assigns an activity label to an input pattern based on
the majority of the k-closest (based on distance metrics) neighbors it finds in the
training set. kNN has accuracy sometimes matching the ideal Bayes Classifier.
kNN’s limitations are; the choice of k, that either slows-down/speeds-up the clas-
sifier; it always provide a classification even to absurd input patterns; when input
pattern is vague (like in the case of human activities) kNN classifier fails to capture
the vagueness in the pattern and its accuracy dips.

Here a modified Fuzzy kNN classifier is proposed, that hybridizes the traditional
kNN, by adapting to problems where input patterns are vague, carry insufficient
knowledge and contain noisy/absurd data. To address these problems, the fuzzy
memberships functions are learnt from the training data itself. From that, fuzzy
similarity measures are defined to quantize the degree to which two input patterns
are similar for every feature in the patterns. Finally, the resultant fuzzy rules are
connected using various fuzzy residuum t-norms and implicators [3], to get reduced
and most discriminating fuzzy rules (rules with the best classification criteria).

3.1 Theory on Fuzzy Similarity and Rules Reductions
via t-Norms

From Sect. 2.1, for an input pattern x; € R”, the fuzzified feature space would be
X = [ﬂ()_(i[l L Clow )”low)7 TE(E[IL Crmedium> ;“medium)a 7'C()_Ci[1 L Chigh ;“higl1)a 7T()_Ci [2L Clow )”low)v cey
7(x;[p]; Chighs Anign)]. Traditional Fuzzy kNN classifier [4], would generally take the
test object ¢ € R” and find the FMF to the k nearest neighbors training data (say N,
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. . N ZCZI)ﬁi[”](l/l‘pQ(n)!)fi[n]).
be set of k nearest neighbors), using the formula, ZE(]) ——Zp )

n=1
where LP(.): Is the conventional L norm. The fuzzy rule to get the correct class
(activity) label would simply be: Class = argmaxy;cnZ;(j)-

The conventional Fuzzy kNN classifier is modified, by partitioning the input
feature space to determine the fuzzy equivalence classes. These fuzzy equivalence
classes are determined using fuzzy similarity relations for every feature between the
test object t and the Nearest Neighbors x, that are returned by the traditional kNN
classifier. Various fuzzy similarity relations R, over all the features a; given by
Egs. (2) and (3), are experimented with:

_ lalx) —a(t)]

|amax — Amin |

—(a(x) - a@)z)

2)

:uR“ (57 E) =1

3)

2
20,

tig, (X, 1) = exp <

To consolidate the resulting FMF’s using either Eqs. (2) and (3), over the subset
of features wCp, the following induction is used: pig (x,2) = N g (., Resulting in
W aew a\2sL

induced similarity relation over all the subset of features and is analogous to the
antecedent part of the fuzzy rule. To get the consequence part of the fuzzy rule, a
novelty is introduced. Let the consequence part [i.e. the decision class(s)/activity
label(s)], of the fuzzy rule be itself a fuzzy concept, CCA. A T-transitive fuzzy
similarity relation for a fuzzy concept C, for a given test object x, is got as:

g, c(x) = inllfJ ]I(uR (x,5), te (y)) ; where I, is the fuzzy implicator and are given in
’ ye W\ Y Y

many ways:

0;ifx=1landy=0
1; otherwise

Largest I(x,y) = { 4)

Fukasiewicz Iy, (x,y) = min(1 —x+y,1) (5)

Finally, correct decision class (fuzzy concept) C, to the test object y, is allocated
using, Class = sup fip (y)
cca T
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3.2 Proposed Algorithm of the Modified Fuzzy kNN
by Learning from Data (FNN-LD)

Algorithm 1 : Fuzzy kNN by Learning from Data (FNN-LD)

Input: The annotated training set L = {1, 12, ..., In}, where I; € RP.
K : Number of Nearest Neighbors

C': Set of decision Classes. Such that {; — Cj.

t: Test pattern without decision Class

Output: Allocate decision Class Cj for t.

BEGIN:

1: X <+ getNearestNeighbors(L, K, t) > Traditional kNN Algorithm
2: for each z; CX, z; € R? do

3: z; = [m(x;[K], Clows Mow)Z; [1], vy -] > Gives Fuzzified Regions
4: end for

5: for each a € p in fuzzified feature space z; over F' do

6: R, (z,t) =1— % > Fuzzy Similarity Relation R, a € p
7: end for

8: Ur,c(t) = 1}161511 (1r. & y), po(y)) > T-transitive relation for Class C
9: Output Class < suppr,c(t) > Allocate decision class to test pattern t

c
END

The proposed Algorithm 1, takes training set L, of human interactions in smart
environment which are correctly labeled from set C by the Annotator; and, a test
pattern z, for which the decision class is to be provided; as its inputs. At line (1), the
function X «— getNearestNeighbors(L, K, t), makes a call to the traditional Nearest
Neighbor algorithm, which returns K closest neighbors to the test pattern ¢, using
some distance metric. At line (3) the input feature space is fuzzified by using the
input data itself. The Fuzzy Similarity Relation R, is determined between the nearest
neighbors x got from line (1), and the test patten ¢, at line (6). This is innovative
because many of the human activities being vague, overlapping, concurrent etc.
(discussed in Sect. 1); are aptly captured by the fuzzy similarity relation. There are
other alternative fuzzy similarity relations in Egs. (2) and (3), either of which could
be used. At line (8), the consequence part of the Fuzzy Rule is constructed for every
decision Class C; via the T-transitive relation between the test pattern ¢ belonging to

the considered decision class (,uc (X))’ and previously found induced fuzzy simi-

larity relation at line (6). Line (9), finds the decision class to be allocated to the test
pattern ¢. Algorithm 1, has quadratic time complexity, O(Np), where N: number of
input pattern and p: features of each pattern.
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4 Experimental Results and Discussion

For testing and validating the proposed model, a publicly available Cairo dataset,
available from the Washington State Universities CASAS testbed [5] is used. This
dataset has two dementia effected senior residents and a pet, it has 27 motion
sensors (other sensors are ignored), 600 activities that were recorded for a period of
3 months. It has 10 self-explaining macro-activity labels A, that were used for
annotating the datasets by the Annotator; Breakfast, Lunch, Laundry, Dinner,
Leave_home (L_Home), Taking_medicine (R_Med), Night_wandering (N_Wand),
Go_to_Work (C_work), Bed, Bed_to_toilet (B_Toilet). This dataset was selected
since activities are vague like Breakfast, Lunch, Dinner; as all these are eating
related activities; occurring around the dining room. These vague activities happen
at different times in the day, but at exactly what time; would be of concern. This
concern is addressed by using fuzzy set theoretic concepts. The dataset has multiple
residents, having interactions which are concurrent, overlapping, sequential; these
would have to be correctly classified by the proposed Algorithm 1.

A k-fold cross validation, with k = 7, was used to validate the accuracy of the
proposed Algorithm 3.2. Fuzzy similarity relation Eq. (2), and the Lukasiewicz
Fuzzy Implicator Eq. (5), were used for the setup. The feature set used were,
SENSOR([27]: corresponding to 27 motion sensors, DOW[7]: corresponding to
7 days in a week, TOD[7]: where the time in a day was discretized to seven bins
{[0-5),[5-10),[10-12),[12-15),[15-18),[18-21),[21-0)}. The K of the kNN
Algorithm when set to K = 11, was seen to be best performing, for the Cairo
dataset. The accuracy of the proposed Algorithm 3.2 (FNN-LD) was compared to
other classifiers like Naive Bayesian(NB), Improved Naive Bayesian (INB) [6],
Traditional kNN (kNN) and the result is tabulated in Table 1. The Improved Naive
Bayesian (INB) [6], is a heuristic way of improving the Naive Bayes’, skewed data
biases, systematic and weighted magnitude errors. The FNN-LD overall accuracy
was the highest at 79.71 %; outperforming the traditional KNN by over 5.60 %, INB
by over 2.52 % and NB by 16.47 %.

Table 1 Accuracy of the proposed FNN-LD algorithm versus the naive bayesian, improved naive
bayesian, traditional kNN approaches for different validation rounds

Val.# # Test Obj. | Acc. NB (%) | Acc. INB (%) | Acc. kNN (%) | Acc. FNN-LD (%)
1 86 83.95 91.55 85.98 93.03
2 92 70.42 70.93 79.78 88.68
3 88 64.91 70.58 70.40 74.32
4 93 69.23 75.03 76.54 70.18
5 87 58.96 74.88 61.72 68.63
6 91 61.91 76.20 74.44 75.69
7 63 72.73 85.08 79.48 87.42
Avg. (%) | 100 68.44 71.75 75.48 79.71
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5 Conclusion and Future Direction

The proposed FNN-LD Algorithm, fuzzifies the input feature space by learning
from the data. This eliminates the need of a domain expert in coming with dis-
criminating fuzzy membership functions. Using these fuzzified regions, a hybrid-
ization of the traditional kNN algorithm is made possible. The proposed algorithm
was tried on a smart environment dataset that had vague, overlapping, concurrent
human activities, which had to be properly classified. The FNN-LD Algorithm gave
an improved accuracy of 79.71 % augmenting its robustness. At every round of
validation, the Algorithm 1, gets called afresh. As such the fuzzy similarity relation
R at step (6), get re-calculated from scratch. This is reflected in the validation
rounds where the accuracy of the FNN-LD varies from 93.03 % to 68.63 %. In the
future updated fuzzy similarity relation R would be used across validation rounds,
instead of re-calculating from scratch. Another limitation is the lack of experimental
results of missing and absurd data on the efficiency of the FNN-LD. The FNN-LD
can be further improved by using Fuzzy Granular Computing concepts [2], in the
future.
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Plant Leaf Recognition Using Ridge
Filter and Curvelet Transform
with Neuro-Fuzzy Classifier

Jyotismita Chaki, Ranjan Parekh and Samar Bhattacharya

Abstract The current work proposes an innovative methodology for the recognition
of plant species by using a combination of shape and texture features from leaf
images. The leaf shape is modeled using Curvelet Coefficients and Invariant
Moments while texture is modeled using a Ridge Filter and some statistical measures
derived from the filtered image. As the features are sensitive to geometric orienta-
tions of the leaf image, a pre processing step is performed to make features invariant
to geometric trans-formations. To classify images to pre-defined classes, a Neuro
fuzzy classifier is used. Experimental results show that the method achieves
acceptable recognition rates for images varying in texture, shape and orientation.

Keywords Curvelet transform - Invariant moment - Ridge filter - Neuro fuzzy

1 Introduction

Plants play a crucial role in Earth’s ecology by providing sustenance, shelter and
maintaining a healthy breathable atmosphere. Plants also have important medicinal
properties and are used for alternative energy sources like bio-fuel. Building a plant
database for quick and efficient classification and recognition is an important step
towards their conservation and preservation. This is especially significant as many
plant species are at the brink of extinction due to incessant de-forestation to pave
the way for modernization. In recent years computer vision and pattern recognition
techniques have been utilized to prepare digital plant cataloging systems. Most of
these techniques rely on extraction of visual properties from plant leaf images and
representing them as computer recognizable features using data modeling
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techniques. Properties like shape and texture [1] and shape, texture and color [2]
have been used for discrimination. Different data modeling techniques like fractal
dimensions [3], Fourier analysis [4], and wavelets [5] have been applied. The
current work proposes an innovative scheme of a plant recognition system based on
shape and texture of the leaf. Shape is modeled using Curvelet Transform and
Invariant Moments, while texture by using a Ridge Filter and some statistical
measures derived from it. Experiments using a neuro-fuzzy classifier demonstrate
acceptable recognition accuracies. The organization of the paper is as follows:
Sect. 2 outlines the proposed approach, Sect. 3 provides details of the dataset and
experimental results obtained, Sect. 4 compares the proposed approach vis-a-vis
some contemporary approaches, Sect. 5 brings up the overall conclusions and
scopes for future research.

2 Proposed Approach

As mentioned above, the proposed approach uses a combination of shape and
texture features. The feature values are however sensitive to the size and orientation
of the leaf image. To make them invariant to translation, rotation and scaling, a
pre-processing step is used to standardize these parameters before feature
calculation.

2.1 Pre-Processing (PP)

The objective of the pre-processing step is to standardize the scale and orientation
of the image before feature computation. The raw image (/) is typically a color
image oriented at a random angle and having a random size. See Fig. 1. The image
is first converted to binary (bw) and grayscale (gs) forms. To make features
rotation-invariant, the angle of the major axis of the leaf is extracted from the image
and used to rotate it so that the major axis is aligned with the horizontal line (rg and
rb). If visible, the white bounding rectangle is removed to superimpose the leaf over
a homogeneous background (cg). At this point even though the leaf is horizontal, it
can have varying translation factors with respect to the origin. To make the features
translation-invariant, the background is shrunk until the leaf just fits within the
bounding rectangle (pg and pb).

\B\ .-=

Fig. 1 PP steps of the original image I
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Table 1 Pre defined scaling dimensions mapped to segments

39

Segment R Size (M x N) Segment R Size

1 R<14 300 x 300 4 24<R<3 100 x 300
2 14<R <2 200 x 300 5 3<R<5 65 x 300
3 2<R <24 140 x 300 6 5<R<13 45 x 300

To make the features scale-invariant, the image is rescaled to standard dimen-
sions, called ‘segments’. Since the ratio of major axis to minor axis, henceforth
called ‘aspect ratio’ (R) is different for different leaf types, rescaling to a single size
will produce distortions due to non-uniform scaling. Hence a scheme is devised so
that the leaf can be scaled to one of 6 pre-determined segments based on different
values of this ratio, with no or minor distortions. The output of the pre-processing
block for each leaf image, is its segment number (s), and the grayscale and binary
versions (pg and pb). The segment number assigned to each class along with the
aspect ratio is tabulated below in Table 1. If R > 13, subsequent feature values were
found to give inconsistent results.

2.2 Curvelet Transform (CT)

Curvelets were first introduced in [6]. Subsequently a faster form was developed
called Fast Discrete Curvelet Transform (FDCT) which had two variants: unequally
spaced Fast Fourier Transforms (USFFT) and wrapping function. The current work
utilizes the wrapping function, which involves several sub-bands at different scales
consisting of different orientations and positions in the frequency domain. An image
with dimensions M x N is subjected to FDCT which generates a set of curvelet
coefficients C indexed by scale a, orientation b and spatial location parameters p
and g. Here 0 <m <M, 0<n<N and Pappag is the curvelet waveform.

MN

C(aabap’Q) = Z f(ma n)(pa,b,p,q(m7n)' (1)

m=0,n=0

2.3 Invariant Moment (IM)

For a digital image, the moment m of pixel P(x,y) is defined as: m = x.y.P(x,y).
The moment of the entire image is the summation of moments of all its pixels. More
generally the moment of order (p, g) of an image is given by
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mpq:Zprqu(x,y). (2)

Hu [7] proposed 7 moment features that can be used to describe images and are
invariant to rotation. The first of these ¢, is given by the following:

@1 = myo + mp. (3)

To make the moments invariant to translation the image is shifted such that its
centroid coincides with the origin of the coordinate system. The centroid of the
image in terms of the moments, is given by:

mio mo1
Xe = yYe = . (4)
Moo moo

Then the central moments are defined as
:upq = Z Z (X - xc)p(y - yc)qP(x, y) (5)
X y

It can be verified that

Uoo = Moo, g = 0 = pig;- (6)

To make the moments invariant to scaling, the moments are normalized by
dividing by a power of L,

Hpq P+aq
Vg = 5,0 =14+——. (7)
= (.Uoo)u 2

The normalized central Hu moments are defined by substituting m terms in
Eq. (3) by vy terms. The first normalized central invariant moment of an image / is:

My(I) = 20 + Yoo (8)

2.4 Ridge Filter (RF)

In computer vision algorithms, particularly those dealing with image analysis, edge
detection forms an important step for recognizing the shape, location and orienta-
tion of image objects. In some cases however we might be more interested in
gaining information about the nature of surfaces on such objects. Ridge detection is
a step towards understanding the corrugatory nature of these surfaces. Ridge filters
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have been mostly used to enhance the ridge and valley structures of fingerprint
images as part of minutiae extraction modules [8]. In this paper we use a ridge filter
to enhance vein structures of a leaf to model its texture content. To compute ridge
information, a grayscale image is first partitioned into a grid of non-overlapping
blocks. The standard deviation within each block is evaluated and a threshold is
used to determine whether the region is a part of the object or the background. This
generates a mask showing the pattern of ridge lines on the surface. The mask is
normalized to have zero mean and unit standard deviation. From the mask image
gradients are calculated and the local ridge orientation at each point is estimated.
The ridge frequency is obtained within each block by rotating the block using the
orientation values and finding peaks in projected grey values along the ridges. The
spatial frequency of the ridges is determined by dividing the distance between the
first and last peaks by number of peaks. The frequency and orientation values are
used to generate a ridge filter to enhance ridge lines of the original image.

2.5 Statistical Measures

A normalized histogram p is calculated from the image data using a specified
number of bins N. Three statistical measures calculated from the normalized his-
togram are uniformity (U), entropy (£) and third moment (7). If p=
[x(1),x(2),...,x(N)] depicts the histogram and p the mean of the distribution then:

N
U=> ) ©)
=1

14

2.6 Features

The binary pre-processed image (pb) is subjected to a Curvelet Transform. From all
possible coefficients C, the one with the highest energy (CC) is retained as it
contains the most significant information pertaining to the image shape. See Fig. 2.
The shape feature (FS) is formulated by computing M; from CC as per Eq. (8).
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Fig. 2 Curvelet coefficient CC and ridge structures of a leaf

FS = M,(CC) (12)

The grayscale pre-processed image (pg) is subjected to a Ridgelet Filter to
enhance the ridge structures of the leaf. See Fig. 2. Three statistical measures as
defined in Egs. (9)-(11) computed from the filtered image form the texture feature
(FT).

FT = {U,E, T} (13)

To study the joint effects of shape and texture features, a combined feature
vector F'C is used for class discrimination and recognition

FC = {FS,FT} (14)

2.7 Classification

A leaf class consists of a set of member images. Each class is characterized by a
collection of the FC vectors obtained during a training phase. A test image with its
computed vector is said to belong to a specific class if the probability of its feature
values being a member of that class is maximum. Since there is no prior mathe-
matical model based on which data samples may be classified, classification is done
solely on the basis of a number of observations which is used to train a Neuro
Fuzzy Classifier (NFC) so as to combine the advantages of a fuzzy classification
scheme and the automatic adaptation procedure of a neural network.

3 Experimentations and Results

To study validity of the proposed scheme, experimentations done using 600 images
from Flavia [9] involving 30 classes having 10 images per class for training and 10
for testing. Each image is of size 300 x 225 and in JPG format. Figure 3 shows
samples of the dataset. Overall accuracy obtained is 97 %. Details are shown in
Table 2.
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Fig. 3 Samples of the dataset

Table 2 Percentage recognition accuracies

Class | Acc (%) |Class | Acc (%) |Class | Acc (%) |Class | Acc (%) |Class | Acc (%)
1 100 7 100 13 100 19 90 25 100

2 100 8 100 14 100 20 100 26 100

3 90 9 100 15 100 21 100 27 90

4 100 10 100 16 90 22 90 28 100

5 100 11 90 17 100 23 90 29 100

6 100 12 100 18 90 24 90 30 100

4 Analysis

To put the current work in perspective with other contemporary works, their
approaches were applied to the current dataset. Color, texture and shape features in
[10] produce an accuracy of 74.3 %. Due to the large number of features, resource
overheads were also high. The LBP based method of [11] was sensitive to noise,
and different patterns of LBP were seen to produce incorrect classifications giving
an accuracy of 37 %. Color information of [12] produces incorrect classifications
due to small variations of green shades between leaves giving a 31 % accuracy.
Fourier basis functions [4] produce an accuracy of 16 % as these are sinusoidal in
nature with infinite lengths, and cannot suitably model transient signals with sharp
changes, as is often encountered along leaf contours.

5 Conclusions

This article discusses a method of characterizing plant leaves by using a ridge filter
and statistical measures to model texture information, together with Curvelet
coefficients and invariant moments to model shape. Prior to feature extraction, the
leaf image is made invariant to transformations through a pre-processing stage. To
avoid distortion for leaves having different aspect ratios, a set of 6 predefined
segments have been proposed. Classes are categorized using neuro fuzzy classifiers.
Experimental results demonstrate that the proposed approach is effective in dis-
criminating between 30 classes of leaf images having a variety of textures and
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shapes. Future work would involve research along two directions: (1) combination
of other shape, texture and color based features with the current method. (2) Using
other classifiers like k-Nearest Neighbor, Support Vector Machine etc.
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An Effective Prediction of Position
Analysis of Industrial Robot Using
Fuzzy Logic Approach

P. Kesaba, B.B. Choudhury and M.K. Muni

Abstract Industrial robots have been extensively used by many industries as well
as organizations for different applications. This paper introduces some qualitative
parameters to find out the best predictive value as per the comparison to experi-
mental value. In the fuzzy-based method, the weight of each criterion and the rating
of each alternative are described by using different membership functions and
linguistic terms. By using four techniques triangular, trapezoidal, Gaussian and
Hybrid membership functions, the effective prediction of robot angle with their
position is determined in accordance to space of Robot. This paper compares four
techniques and found that the Hybrid membership function is the effective one for
determination of effective prediction measurement as it shows a good agreement
with the experimental result. By taking help of this paper the user can easily access
to any point of the workspace locations. It is very effective one by the fuzzy logic
systems to analyze the work space.

Keywords Six axis industrial robot - Fuzzy logic - Triangular - Trapezoidal -
Gaussian + Hybrid membership function

1 Introduction

Due to high labor costs and precision in repetitive works many industries have to
rely on production automation to keep their competitive advantage. One of the most
flexible and powerful automation technologies available today is industrial robotics.
The selection of an industrial robot is a significant problem to the design engineer
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and depends on the task to be performed. Equipped with the right tool and operated
in optimum path, standardized Industrial robots can perform numerous production
tasks. Application of industrial robots are motivated by various technical and eco-
nomical reasons like increase the quality of finished products, reduce the waste,
increase degree of uniformity of quality, increase degree of operating safety etc. The
control of a robot is very difficult in varying operational conditions like manufac-
turing environment. For these industrial applications the best alternative approach
would be fuzzy logic. Fuzzy set theory provides a systematic calculus linguistically,
and it performs numerical computation by using linguistic labels based on mem-
bership functions. Fuzzy logic controller gives better results and can be used where
conventional controller is not suitable. It is evident that no detail mathematical
description is required for fuzzy logic algorithm. Fuzzy logic algorithms can be best
suited for non-accurate, subjective and uncertain source of information. It translates
qualitative and imprecise linguistic statements into precise computer statements.

2 Literature Review

A fast path planning method by optimization of a path graph for both efficiency and
accuracy is given by Hwang et al. [1]. The authors had proposed a path graph opti-
mization technique employing a compact mesh representation. Gasparetto et al. [2]
described a new method for smooth trajectory planning of robot manipulators.
Bhalerao et al. [3] proposed an efficient parallel dynamics algorithm for simulation of
large articulated robotic systems. The method presented in this paper relies on the
Divide-and-Conquer-Algorithm (DCA) and the Articulated Body Algorithm (ABA).
Srikanth et al. [4] addresses kinematic analysis of 3 D.O.F of serial robot for industrial
applications. The study of motion is divided into kinematics and dynamics.
A multi-agent approach based on fuzzy logic for a robot manipulator is given by
Kazar et al. [5] proposed the method of modeling and control of a manipulator arm
using fuzzy logic that can help the robot to join a well defined goal. The simulation
results show the effectiveness of the approach. Abd et al. [6] presented a paper to solve
a multi-objective problem in robotic flexible assembly cells. The methodology pro-
posed by the authors is based on three main steps: (1) scheduling of the RFACs using
different common rules, (2) normalization of the scheduling outcomes, and
(3) selection of the optimal scheduling rules, using a fuzzy inference system. Ahmad
et al. [7] presents a paper on investigations into the development of hybrid intelligent
control schemes for the trajectory tracking and vibration control of a flexible joint
manipulator using composite fuzzy logic control. The results are presented in time and
frequency domains. The performances like input tracking capability, level of vibra-
tion reduction and time response specifications examined and a comparative
assessment of the control techniques is presented and discussed. The simulation
results show the effectiveness of the approach. Das and Parhi [8] have developed an
methodical study on fuzzy system using some input parameters to the fuzzy mem-
bership functions for forecast of crack and relative crack depth.
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3 Methods of Solution

3.1 Forward Kinematics Equation for Six
Axis Industrial Robot

The Aristo robot has six DOF with all rotary type joints. The first three DOF are
located in the arm which allows determining the robot position and the following
three DOF are located in the end effectors to provide orientation. The present work
deals with forward kinematics analysis of the robot where the position and orien-
tation of the end effector are derived from the given joint angles and link parameters.
The homogeneous transformation matrix for the 6R robot is as follows:

Ny Ox dx Px

T—|™ 9% 4 Py (1)
n; 0; d; p;
0O 0 0 1

where
Px Ci[de(C3CsSs + S23Cs) + Sazds + a3C3 + a,C5] — S1(deS4Ss + da)
Py Si[de(C23C4Ss + S23Cs) + Cazdy + a3C3 + a2Cy] — C1(deSsSs + da)
P dg (C23Cs — $23C4Ss) + Cazdy — @383 — aSy)
where C; = cos 0;,S; = sin6; and Cyy = cos(0; + 0,), Siy = sin(6; + 6,)6; = Joint
angle, d; = Link Length

The input variables are six joint angles (A1-A6) within the given specified limits
and outputs are the position of the end-effector (world coordinates X, Y and Z). The
software used for the simulation of the robot is Aristo Version 1.4 presented in
Fig. 1. Fifty seven numbers of input variables in terms of joint angles are taken
experimentally and the output in terms of locations “X, Y and Z” are also obtained
experimentally using forward Kinematics.

3.2 Fuzzy Logic System

Fuzzy logic is an extension of classical logic and uses fuzzy sets instead of classical
sets. Fuzzy logic is a logic approximate reasoning which may be viewed as a
simplification and addition of multi valued logic. Like classical set theory is used to
develop classical logic, similarly fuzzy set theory is required to create fuzzy logic.
Figure 2 outlines a simple architecture for a fuzzy logic controller.

The fuzzy controller has been developed where there are 6 inputs and 3 outputs
parameter. The natural linguistic representation for the inputs is as follows

Industrial robot input capacity = “Input angle is 0, is A1”, “Input angle is 6, is
A2”, “Input angle is 05 is A3”, “Input angle is 04 is A4”, “Input angle is 05 is AS”
and “Input angle is 0g is A6”,
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Fig. 2 Fuzzy controller architecture

Industrial robot output capacity = “Output Location is X is O1”, “Output
Location is Y is O2” and “Output Location is Z is 037,

The natural linguistic term used for the output is

Industrial robot Location = “OutputX= O1” and “OutputY= 02" and “OutputZ=
03” Based on the above fuzzy subset the fuzzy rules are defined in a general form
as follows:

If Alis (Al); and A2 is (A2); and A3 is (A3), and A4 is (A4), and A5 is (A5)y,
and A6 is (A6)n then OI is (Ol)ijklmn and O2 is (O2)ijklmn and O3 is (03)ijklmn

where i = 1 to 9; Because of “Input angles Al to A6” are having nine mem-
bership functions. From the above expression, one set of rules are written as:

If Al is (Al)i then Output (O1) is (O1)i. The Linguistic Terms Used for Fuzzy
Membership Functions for angle Al is given in Table 1. Similarly for other angles
the linguistic terms are used accordingly.

The capacity of Robots is expressed in terms of four membership functions
like triangular, trapezoidal, Gaussian and Hybrid as input to the fuzzy controller.
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Table 1 Linguistic terms used for fuzzy membership functions

Membership functions Terms Linguistic term descriptions

Al1VL Al Very low value of angle for input angle “A1”

AlL Al, Low value of angle for input angle “A1”

AIM Alj Medium value of angle for input angle “A1”

AlG Aly Good value of angle for input angle “A1”

A1VG Als Very Good value of angle for input angle “A1”
A1VVG Alg Very very good value of angle for input angle “A1”
AlH Al High value of angle for input angle “A1”

Al1VH Alg Very high value of angle for input angle “A1”
A1VVH Alg Very very high value of angle for input angle “A1”

The triangular membership function is collection of three points forming a triangle.
These membership functions are simple and fast when compared to other mem-
bership functions. Gaussian membership functions are popular methods for speci-
fying fuzzy sets and have the advantage of being smooth. The trapezoidal
membership function has a flat top and the advantage of simplicity. Hybrid
membership function is combination of triangular, Trapezoidal as well as Gaussian
membership function. The outputs obtained from fuzzy controllers are analyzed and
compared to obtain the best effective technique for Robot selection. There are fifty
seven fuzzy rules developed to acquire the outputs and some of the fuzzy rules are
given in Table 2. The output of hybrid membership functions consists of four
triangles, three Gaussians and two trapezoidal functions. It is a combination of all
the membership functions.

Table 2 Fuzzy rules used for fuzzy inference system

SL Some of rules used in fuzzy controller
no.
1 If (ANGLEI is AIVL) and (ANGLE2 is A2VL) and (ANGLE3 is A3VL) and

(ANGLE4 is A4VL) and (ANGLES is A5VL) and (ANGLEG is AGVL) then
(OUTPUTX is O1VG)OUTPUTY is O2VVH)(OUTPUTZ is O3VVH) (1)

2 If (ANGLEI is AIVL) and (ANGLE2 is A2VL) and (ANGLE3 is A3VL) and
(ANGLE4 is A4VL) and (ANGLES is ASVL) and (ANGLEG is AGVL) then
(OUTPUTX is O1H)OUTPUTY is O2VVH)OUTPUTZ is O3VH) (1)

3 If (ANGLEI is AIL) and (ANGLE2 is A2L) and (ANGLE3 is A3L) and (ANGLE4 is
A4L) and (ANGLES is ASL) and (ANGLES is A6L) then (OUTPUTX is O1VVH)
(OUTPUTY is O2VH)Y(OUTPUTZ is O3VH) (1)

4 If (ANGLEI1 is AIM) and (ANGLE2 is A2 M) and (ANGLE3 is A3 M) and
(ANGLE4 is A4 M) and (ANGLES is A5 M) and (ANGLEG is A6 M) then
(OUTPUTX is O1VVH)(OUTPUTY is O2G)OUTPUTZ is O3H) (1)

5 If (ANGLE! is AIG) and (ANGLE2 is A2G) and (ANGLE3 is A3G) and (ANGLE4
is A4G) and (ANGLES is A5G) and (ANGLES6 is A6G) then (OUTPUTX is O1VH)
(OUTPUTY is O2L)OUTPUTZ is O3VVG) (1)
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4 Results and Discussions

With the help of experimental setup fifty seven nos. of results are taken as given in
Table 3 and in Fig. 1 and also fifty seven nos. of Fuzzy rules are developed. The
different closeness values are calculated from the different fuzzy membership
functions presented in Table 2. The six input variables and three outputs with
Hybrid Membership Function are given in Table 4 and also in Fig. 3. The fuzzy
controllers developed here for prediction of closeness with the experimental value.
The predicted result from fuzzy controllers for closeness of Robots is compared
with the experimental results and shows a very good agreement. It has been
observed that the result of Fuzzy controller using Hybrid membership function
shows more accurate result in comparison to other three controllers. So from this it
can be presumed that the developed fuzzy controller along with the technique can
be used as a robust tool for selection of Robots. Figure 4 shows the graphical
representation of Input variables (“A1-A6”") and Output (Location “O1-03”) with
Hybrid Membership Function for Capacity of the Robot. All the results of four
membership functions are developed and output values X, Y and Z of these
membership functions are compared and presented in Figs. 5, 6 and 7 respectively.

Table 3 Experimental results taken from six axis industrial robot

0, 0, 05 04 05 06 X Y z

1 [8150 |-88.88 [90.63 |8.50 8550 |8.50 8370 [298.10 | 350.00
2 |6450 |-86.63 |91.88 [2550 7650 2550 9820 [301.40 |369.30
3 (5600 |-8550 |92.50 |34.00 |72.00 |34.00 |97.65 |300.12 |357.98
4 14750 |-8438 |93.13 [4250 |67.50 4250 [159.50 |311.04 |350.08
5 13900 |-8325 |93.75 [51.00 |63.00 |51.00 |210.70 [280.90 |340.60
6 13050 |-82.13 |9438 [59.50 5850 |59.50 |383.05 [241.60 |340.40
7 1350 |-79.88 |95.63 |76.50 4950 |76.50 [389.10 |152.60 |328.70
8 500 |-7875 |96.25 [85.00 [4500 |85.00 [390.50 |101.05 |321.70
9 |-5450 |-70.88 |100.63 |144.50 |13.50 |144.50 |290.40 |-351.23 |233.39
10 |-63.00 |-69.75 |101.25 |153.00 [9.00 |153.00 |224.89 |-430.14 |216.37
11 |-71.50 |-68.63 |101.88 |161.50 |4.50 |161.50 |155.10 |-456.45 |198.95
12 |-80.00 |-67.50 |102.50 |170.00 [0.00 |170.00 |130.00 |-360.00 |190.00
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Fig. 3 Output (location “O1”) with hybrid membership function for capacity of the robot
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with hybrid membership function for capacity of the robot
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Fig. 6 Comparison of output Location "Y"
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5 Conclusion

The results obtained from all four membership function viz. triangular, Gaussian,
trapezoidal and hybrid of the fuzzy logic controller (FLC) are validated with
experimental results of six axis industrial robot. From the above results it is con-
cluded that the result obtained from hybrid membership function is very close to the
experimental results. So within a specified capacity of the robot it is easy to predict
the required position of the end-effector by using Fuzzy logic method. For future
works the authors suggest that the technique can be applied for more DOF using
Fuzzy logic and other soft computing techniques like GA, ACO etc.
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Pitch Angle Controlling of Wind Turbine
System Using Proportional-Integral/Fuzzy
Logic Controller

Rupendra Kumar Pachauri, Harish Kumar, Ankit Gupta
and Yogesh K. Chauhan

Abstract Blade pitch angle and tip speed ratio (TSR) control approaches are very
important in Wind Turbine (WT) to achieve a constant output torque for stability of
WT operation. Therefore, accurate and effective control techniques are investigated
and designed to supply constant output torque to the Permanent Magnet
Synchronous Generator (PMSG). Furthermore, two controlling approaches, i.e.
Proportional-Integral (PI) and Fuzzy Logic (FL) based blade pitch angle and TSR
control are implemented, and their performance is investigated in terms of torque
stability and response time. The complete system is modeled in MATLAB/Simulink
environment. The performance of the system with these control techniques are
investigated under variable wind speed conditions. The performance of both the
systems is found satisfactory, but system with FLC shows better performance as
compared to PI controller.
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1 Introduction

The role of electrical energy is very important for developing a country. The
shortage of fossil fuels e.g. petrol, diesel, coal and gas etc. is experienced globally
due to exponential increase in the rate of energy consumption. It is forced to explore
more sustainable energy resources [1]. In this context, the WT and photovoltaic
systems are commonly used in various applications e.g. water pumping irrigation
and rural electrification etc. Wind power technology has experienced a notable
escalation, and progressing from last three decade. Today, WT is found as one of
the best growing RE source [1].

The authors have formulated a mathematical model of WT and the mechanical
torque produced by the WT is obtained in [2]. The predefined pitch angle WT
model has been used for power generation with permanent magnet synchronous
generator (PMSG). The authors [3] analysed the dynamic model of PMSG based on
Wind Energy Conversion System (WECS). In [4], the authors proposed a wind
turbine generator system (WTGS) connected with a variable speed turbine gener-
ator. Apart from the generator, the authors also investigated that WTGS contains of
three parts i.e. wind turbine, drive train and PMSG. WT can be categorized into two
kinds based on the axis in which it rotates namely horizontal axis wind turbines
(HAWT) and vertical axis WTs (VAWT). A WT with a blade pitch angle control
using the fuzzy logic (FL) to obtain the maximum output power is designed [5].
The authors have also shown that implementation of FL based pitch angle control to
the WT is most suitable for the low level wind speed regions.

With the motivation of above literature review, the research aspect of this paper
is to investigate and comparative analysis of PI and FL controller based blade pitch
angle and TSR control for torque optimization of WT system.

2 System Description

The complete system comprises three major parts (a) Wind Turbine (b) Permanent
magnet synchronous generator (c) Blade pitch angle and Tip speed ratio controlling
schemes (i) Proportional-integral controller (ii) Fuzzy logic controller. The com-
plete system is shown in Fig. 1.

The paper is outlined as follows. In Sect. 3, the WT modeling is presented. In
Sect. 4, the mathematical modeling of PMSG is reported. In Sect. 5, the blade pitch
angle and tip speed ratio control schemes are discussed in detail. Finally, the results
are discussed in Sect. 6 and Sect. 7 concludes the paper.
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Fig. 1 Schematic diagram of o S,
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3 Mathematical Modeling of WT

The WT converts the kinetic energy of wind potential into mechanical energy.
A WT can function at a steady state speed with changeable blade pitch angle and
TSR that allows it to produce the constant power at 50 Hz, which is required for
connection with the grid [5]. The power available in the wind is equal to the amount
of energy produce per second wind power (P,;,.), power (P,) and torque (z,,)
equations of a WT are given by Eq. (1) as,

1 R
Pyina = ApV3, P, =0.5pAC, V>, 1, =05pAC, V2~

2 G M)

where, A is the swept area of rotor blades, p is the air density, V,, is wind speed, C,
is coefficient of performance, R is rotor radius, G is gear ratio and 4 is TSR. The
power coefficient characteristic is highly non-linear in nature and reflects the
aerodynamic behaviour of WT. The C, is expressed in Eq. (2) as,

C. —Cs ,
G (4, B) = C (72 —C3p — C4>6 %+ CoA,

1

1 1 0035
i A+0088 B +1

(2)

where, Cy, C,...Cg are coefficients, f is blade pitch angle and /; is initial TSR.
The TSR (1) is expressed in Eq. (3) as the ratio between the speed of the tips of the
blades of a WT and the wind speed.

V.
i=-"2— 0w R/V, (3)
Vw

where, o is the rotor angular velocity (rad/s). The coefficient of performance C,, is
expressed as the fraction of energy extracted by WT of the total energy that would
have followed through the area swept by the rotor. The coefficient of power is
expressed in Eq. (4) [6] as,



58 R.K. Pachauri et al.

116 _
C,(4) =0.5176 (T — 9.06) ¢T3 40,0068 4 (4)

4 Mathematical Modeling of PMSG

The PMSGs are utilized for various commercial purposes in wide range. The
PMSGs are commonly used to convert the mechanical power output of turbines i.e.
steam turbines, wind turbines etc. into electrical power for the intended system.
The WT and the generator rotate in synchronism with the same shaft without gear
assembly. The mathematical model of the PMSG in the state space equation form is
given by Eq. (5) [6] as,

dig _ (—Ryig + we(Lgs + Lis)ia +ug)  dia _ (—Ryig + 0e(Lys + Lis)ig + ta)

dr Lys + Lig Codr Las + Ly

(5)

where, R is the stator resistance, L, and L, are the inductances of the generator
along d and q axis and Ly is the leakage inductance of the generator. The electrical
speed (w,) (rad/s) of the generator and electromagnetic torque equation of PMSG
are expressed in Eq. (6) as,

We =PWgy,  Tem = I.SP((LdS — L[s)idiq + iql//f) (6)
where, i, and i, are the currents along d and g axis, yy is the permanent magnetic

flux, p is the number of pole pairs and z,,, is the electromagnetic torque of the
generator.

5 Blade Pitch Angle and TSR Control Strategies

For controlling the torque using blade pitch angle and TSR, following two con-
trollers namely PI and FLC are considered as,

5.1 Proportional—Integral Controller

The PI controller is a control which has feedback mechanism which is commonly
used in industrial control operations [7]. The optimum combination of proportional
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and integral gain increases the speed of the response and also to minimize the
steady state error. The PI controller equation is expressed in Eq. (7) as,

u(t) = Kpe(t) + Ki/e(t)dt (7)

where, K, and K; are proportional and integral gain, and used to control the
response of the system. The input of the PI controller is the error between 1, and
T.ema @nd the output is change in blade pitch angle or TSR [8, 9].

5.2 Fuzzy Logic Controller

Recently, FLCs are introduced for blade pitch angle control for WT. These con-
trollers are robust and advantageous as their design procedure does not require
exact model information. Their major goal is to implement human
knowledge/information in the form of a program [10, 11]. The main parts of a FLC
are fuzzification, rule base, inference and defuzzification as shown in Fig. 2,
Both the inputs i.e. error (e) and change of error (ce) are shown in Eq. (8) as,

e(k) = Trer (k) — Tacmar (k), ce(k) = e(k) —e(k — 1) (8)

The rule base for FLC are shown in Table 1 as,

For the FL controller the output is the change in pitch angle or TSR. This
generated pitch angle targets the WT to produce the optimal torque. The mem-
bership functions for both inputs and output are shown in Fig. 3a—c as,

£ . . |dpidi
ce Fu221flcat10n|—>| Inference |—>| Defuzzification |—>

Fig. 2 Block diagram of FLC

Table 1 Rule base for FLC elce NB NM NS 7E PS PM PB

NB NB NB NM NM NS NS ZE
NM NB NM NM NS NS ZE PS
NS NB NM NM NS ZE PM PM
ZE NM NS NS ZE PM PM PB
PS NS NS ZE PS PS PM PM
PM NS ZE PS PS PM PM PB
PB ZE PS PS PM PM PB PB
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Fig. 3 Membership functions of fuzzy logic controller. a Input variable “e”. b Input variable “ce”.
¢ Output variable “dp/d\”

6 Results and Discussion

The operating parameters of WT and PMSG are given in Appendix. The perfor-
mance of blade pitch angle and TSR control systems is analyzed for both PI and
FLC based controllers under desired wind speed condition using pitch angle, tur-
bine torque, TSR and PMSG stator currents, rotor speed and electromagnetic
torque.

The wind speed is varied in the range of 10-17 m/s, as shown Fig. 4. Both the
cases of step increase and decrease in wind speed from reference point are con-
sidered. This pattern of wind speed variation is applied to both the systems with PI

-
[0}

(m/s)

-
N

Wind Speed

10
Time (Sec)

Fig. 4 Variation of wind speed
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and FLC for blade pitch angle and TSR controlling. The transient response of
blade pitch angle and TSR controlling using PI and FL controllers are shown in
Figs. 5 and 6.
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Table 2 Comparison of PI

Parameters Settling time (s)
and FLC based system for PI controll FL controll
blade pitch angle and TSR controtier controtier
control Pitch TSR Pitch TSR
angle angle
Pitch 1.17 0.689 |0.039 0.03
angle/TSR
Torque 0.95 0.225 |0.059 0.02
Rotor speed 0.94 0319 |0.289 0.09
EM torque 0.87 0.369 |0.269 0.06

6.1 Transient and Comparative Analysis

The comparison of PI controller and FLC operated system is obtained on the basis
of settling time for pitch angle, TSR, torque, rotor speed and electromagnetic torque
developed. It is clear from Table 2 that FLC based system settles quickly as
compared to PI based system as,

In Figs. 5 and 6 shows the blade pitch angle and TSR control by using PI and FL.
controller for defined wind speed variation. It is observed that for obtaining constant
torque, the variation and settling time of pitch angle is less compared to variation in
TSR. As a result of blade pitch angle and TSR variation, the effects of wind speed
variation are compensated and the rotor speed, WT torque and EM torque are found
almost constant. From above transient study, it is observed that the FL based
controller has less settling time than PI controller. The comparative study of these
parameters is summarised in Table 2.

7 Conclusions

In this paper, a study of WT based wind energy conversion system has been carried
out. The real value system model of WT along with the system components are
built in MATLAB/Simulink environment. With the simulation of the complete
WECS using MATLAB/Simulink model, all the results have been obtained for PI
& FLC for both blade pitch angle and TSR control and a their comparative study is
also reported.

The simulation results shows that the reference torque is conveniently achieved
by either adjusting the blade pitch angle or by TSR control using PI & FLC. By
analyzing the output of FLC and PI, it is observed that FLC is better than PI based
controller for torque control of the WT.
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Appendix

Number of blades = 3, Blade radius (R) = 4.5 m, Gear ratio (G) = 40, Air density
(p) =12 kg/m3, Wind speed (v,,) = 10-17 m/s, Power Coefficient (C,) = 0.45,
C, = 05176, C, = 116, C3 = 4, C4 = 5, Cs = 21, Cg = 0.0068, Stator Phase
Resistance (R,) = 0.4250 Q, Inductance (L, L,) = 0.0084, 0.0084 H, Inertia
(/) = 0.001469 kg m? Friction factor (F) = 0.0003035 N m s, Pole pairs = 4,
K, =0.02, K; = 3.0.
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Recognition of Repetition
and Prolongation in Stuttered
Speech Using ANN

P.S. Savin, Pravin B. Ramteke and Shashidhar G. Koolagudi

Abstract This paper mainly focuses on repetition and prolongation detection in
stuttered speech signal. The acoustic and pitch related features like Mel-frequency
cepstral coefficients (MFCCs), formants, pitch, zero crossing rate (ZCR) and
Energy are used to test the effectiveness in recognizing repetitions and prolonga-
tions in stammered speech. Artificial Neural Networks (ANN) are used as classifier.
The results are evaluated using combination of different features. The results show
that the ANN classifier trained using MFCC features achieves an average accuracy
of 87.39 % for repetition and prolongation recognition.

Keywords ANN - Energy - Formants - MFCCs - Pitch - Zero crossing rate

1 Introduction

Stuttering is one of the serious problems in speech pathology. It is a speech disorder
in which flow of speech is disrupted by involuntary repetitions and prolongation of
syllables, words or phrases and pausing. Different types of stuttering events are
interjections, phrase repetitions, word repetitions, syllable repetitions and prolon-
gations [1, 2]. The identification and evaluation of these disfluencies have many
medical applications such as computing the severity of stammering, identification
of problems causing stuttering (psychological and articulatory), therapy to reduce
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the stuttering and so on. Speech Language Pathologists (SLPs) evaluates stuttering
by manually counting the number of disfluent speech units and types of disfluen-
cies. This process of evaluation is time intensive and requires a careful attention of
expert. Also the results of evaluation vary from expert to expert. Hence it is
inconsistent and highly prone to errors [3]. To overcome these difficulties, there is a
need of automatic assessment of stuttering disfluencies. It help SLPs in assessing
the stuttered events and improve the inter-judge agreements between the evaluation
of these events.

The repetition and prolongation are the two prominent stuttered events observed
in patient compared to the other types of disfluencies [4]. The repetition events have
similar acoustic features and prolongation of a phoneme has different features than
its normal pronunciation, therefore it is possible to automatically diagnose these
stuttering patterns. This paper mainly focuses on recognition of repetitions and
prolongations.

Rest of the paper is organized as follows. The research carried out in this area is
reviewed in Sect. 2. Methodology of the proposed approach is discussed in Sect. 3.
Results are analyzed in Sect. 4. Section 5 concludes the paper and highlight the
future scope of the work.

2 Literature Review

A considerable amount of research work has been done in recognition of different
types of stuttering events in a speech signal. This section describes the previous
works that have considered different features, the various datasets and classifiers or
approaches, used for the recognition of stuttered events.

The MFCCs are claimed to be robust in recognition of human voice as it exactly
maps the human auditory response [5]. Hence, most of the researches have con-
sidered MFCCs as a baseline features for the recognition of stuttered events with
different classifiers [6-8]. An ideal approximation to the vocal tract spectral
envelope is provided by the all-pole model of the Linear prediction coefficients
(LPC) while it is applied to the analysis of speech signals which leads to a moderate
estimation of source-vocal separation. Therefore, LPC and Linear prediction
cepstral coefficients (LPCCs) are employed for the repetition and prolongation
recognition [9, 10].

The dataset is a crucial part of the stuttering recognition system. The system
trained using proper dataset may achieve better recognition accuracy. Many
researches have used the dataset made available by University College London
Archive of Stuttered Speech (UCLASS) for the analysis [9, 11]. It includes one
sample each from 2 female and 8 male speakers ranged between 11 and 20 years,
covers a broad range of stuttering rate. In [6], the speech data of 600 stuttering
syllables is collected from 50 students in Beijing Speech Training Centre. The age
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range is from 17 to 42 years. A speech data of 7 males and 3 females collected from
students of Faculty of Electrical Engg, UTM Skudai used in [12]. The word
“Sembilan” (nine) is recorded for 20 samples of data for the normal speech and 15
samples of data for the artificially stuttered speech. In [13], the database consists
recording from 15 clients around the age group of 25 where each person’s speech
consists of 150 words from standard English passage.

Various classifiers have been used to test the effectiveness of the approaches in
recognizing stuttered events. The Support vector machine (SVM) attempts to obtain
a good separating hyper-plane between two classes in the higher dimensional space.
Hence, SVM is used for the repetition and prolongation recognition [8]. Hidden
Markov Models (HMM) are used for recognition of any kind of pattern. The
stuttered speech also consists of patterns for repetition, prolongation, etc. Hence, in
[10] HMMs are used for identification of prolongations of fricatives. In [9], Linear
discriminant analysis (LDA) and k-nearest neighbor (k-NN) algorithms used for
classification of repetitions and prolongations. Both these classifiers try to find a
linear transformation that maximizes class separability in reduced dimensional
space.

From the literature survey, it is observed that many of the researches have been
focused on stuttering event detection using MFCCs, LPC and LPCCs features. In
this work an attempt is made to recognize repetitions and prolongations using
different acoustic and pitch related features like formants, pitch, ZCR and energy
with ANN as a classifier.

3 Methodology

In this work, the process of stuttered speech analysis is divided into four stages:
segmentation, feature extraction, classification and output shown in Fig. 1. The
following subsections explain them in detail.

3.1 Segmentation

In this approach, dataset is collected from audio recording of stuttering treatment in
Hindi language. The four speakers of 25—40 years have repetition and prolongation
disfluencies with the permission of the subject and concerned doctors, their speech
has been recorded with a specific text. The speech signal is manually segmented
into repetition, prolongation and normal speech units. Total 78 segments are
obtained, out of which 32 are repetition, 18 are prolongation and 28 are normal
speech units.
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3.2 Feature Extraction

In this work, spectral and pitch related features are extracted for characterization of
repetitions and prolongations. This subsection explains the process of feature
extraction in brief.

The frequency bands of Mel frequency cepstrum follow human perception
pattern i.e. frequency bands are spaced linearly up to 1 kHz and logarithmic beyond
it [5]. Hence, MFCC features are considered to be robust for the speech recognition
tasks. The articulation mechanism of the vocal tract is same for a particular repe-
tition units and hence MFCC features are expected to be similar for those events. In
this work, 13 MFCC features are considered to develop a baseline system.

Short time energy is a significant characteristic of speech processing [14]. The
energy of the repeated speech unit is identical and it is unstable for prolongation,
hence the energy may be considered for the recognition of repetitions and pro-
longations. Formants represents the resonance of the vocal tract. The position of
formant frequencies and their corresponding magnitudes may differ depending on
the phonemes as articulation mechanism of vocal tract for each phoneme is unique
[15]. Repetition events have the same vocal tract articulation, hence may have
similar formants. In this approach, 4 formants are considered for the experimen-
tation. Pitch is an important attribute of voiced speech, refers to the fundamental
frequency Fy of vocal fold’s vibration. Variation in pitch detected by cepstral
analysis comprises of reduction in the spectrum band for cepstral analysis and
estimation of the vocal tone frequency [16]. This leads to a noticeable change in
cepstral maximum in pitch. There may be a significant change in pitch when
stuttered events occurs in a speech, hence pitch can be considered as a feature for
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the repetition and prolongation recognition. Four statistical pitch parameters min-
imum pitch, maximum pitch, average pitch, standard deviation are considered as the
features from each segment. The zero crossing rate is the rate at which the signal
changes from positive to negative or back [14]. ZCR value for repeated phonemes
will be almost same, hence it may distinguish repeated events.

3.3 Classification

A Multilayer Feed forward network using back propagation algorithm is used for
speech pattern classification because of their discrimination and input-output
mapping ability [17]. It consists of an input layer, one hidden layer and an output
layer as shown in Fig. 2. In this approach, feature vector is considered as an
input for the neural network hence size of feature vector decides the number of
neurons in the input layer. The number of output neurons is equal to the number of
output classes. The number of neurons in hidden layers is decided using Oja rule
[17]. The Oja rule is given by, H = ﬁ, where H is number of hidden layer
neurons, N is the size of the input layer, M is the size of the output layer and T is the
training set size. As the number of words used for training an ANN increases the
number of hidden layer neurons also has to be increased.

4 Results and Discussion

In this section, the results achieved using the combination of different features are
discussed. The speech database consists of 32 repetition, 18 prolongation and 28
normal speech units segmented at phoneme and word level from the speech
recordings. The features are extracted from these speech units using the frame size
of 25 ms with a shift of 10 ms. Different combinations of features have been
considered to form the feature vectors which act as input to ANN. In this work,
75 % of the segments are used for training and 25 % is considered for testing. The
number of input, output, and hidden layer neurons are chosen based on the

Fig. 2 Block diagram of
artificial neural network

Input 2

Input 23
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Table 1 Repetition and prolongation detection result using ANN

Features Repetition | Prolongation | Normal | Average
MFCC 92.64 96.12 76.31 88.29
Formant + Pitch 93.38 96.31 70.31 86.69
MFCC + ZCR + energy 92.81 96.33 74.33 87.82
MFCC + Formant 90.89 96.71 74.56 87.34
Formant + Pitch + Energy 94.52 95.75 68.72 84.31
MEFCC + Pitch + Formants + ZCR + Energy |91.18 96.82 72.87 87.39

number of input, output and number of speech segments used for training the
network.

The classifiers (ANNs) are trained using different combination of features.
13 MFCCs, 4 Formants (FO, F1, F2, F3), 4 Pitch Parameters (Maximum Pitch,
Minimum Pitch, Mean and Variance), ZCR and Energy are considered as a features
for the experimentation. Table 1 shows the recognition accuracy achieved for each
class using combination of these features. The MFCC features alone achieve better
average accuracy of 88.29 % compared to the other combination of features. The
combination of formants, pitch and energy achieves better accuracy of 94.52 % for
repetition events. Prolongation events are classified by combination of MFCC and
formants with the an accuracy of 96.71 %.

5 Summary and Conclusion

In this approach, the performance of ANN classifier in identifying the repetition and
prolongation in the stuttered speech event is evaluated using combination of dif-
ferent features. Repeated and prolonged patterns are characterized in a better way
with out MFCC features. Further, the proposed methodology can be extended to
detect the interjection, and other speech disfluencies in different regional languages.
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Primary Health Centre ATM: PHCATM
See Healthcare Differently

Priyabrata Sundaray

Abstract PHCATM is a product that can accurately and efficiently find relief for
common symptoms by interactively querying the user and providing real time
suggestions. In addition, it has the ability to connect with the nearest medical officer
with live chat whenever demanded for online health check-up. The user can discuss
problems with the medical officer, and be involved in deciding the best care
solution. Finally, the PHCATM module can dispense the prescribed medications
and print out prescriptions written electronically. Too many people in India die due
to lack of diagnosis in first place, availability of medicine in time or in affordable
cost as second.

Keywords Primary health centre - OTC drugs - Chronic diseases « Vaccination -
Online health check-up

1 Introduction

The ever increasing imbalance in economic as well as gender divergence are the
key challenges to the health status of a nation in spite of several health orientated
policies mandated by the government. More than three quarters of medical infra-
structure, work force and other resources oriented towards health are connected
with urban population which constitutes a mere 27 % of total population [1].
Mother India has manifested herself as the most inhabited nation in the world
where around 73 % of population live in rural areas. The medical setups in Indian
rural areas are mediocre. The system lacks in providing any sort of proper orga-
nizational framework in order to dispense quality health services for the 73 % of
rural Indian residents [2]. Moreover while richer section of the society in urban
areas can secure standard healthcare facilities, there is scarcely any proper medical
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care services available to poor slum community. This scenario vehemently express
the hindrances encountered by the Indian villages in terms of health care and
medical supports which they are liable to earn.

Morbidity pattern especially in rural areas is influenced by communicable dis-
eases such as protozoan infections, chicken pox, whooping cough, pneumonia and
tuberculosis or other respiratory infections & waterborne diseases like diarrhoea,
amebiasis, hepatitis infection, typhoid & worm infestations [3]. The health condi-
tion of Indians, is becoming serious, especially for those living at the rural areas.
This is evident from the life expectancy data which is only 63 years, the infant
mortality rate being 80/1000 live births and maternal mortality rate being
438/1,00,000 live births [4].

Approximately 70 % of total deaths, where transmissible diseases are the cause
of 92 % of deaths, is suffered by 20 % of the poorest population of the nation living
at the countryside [5].

It is due the fact that

e The number of doctors assigned per every village is very less and they do not
have the proper equipment to work in emergency.

e Being very far from the city they have shortage of medicines needed in much
time.

e Due to lack in proper health check-up, people in villages are prone to many
contagious diseases [6].

Most of the deaths in villages, which could have been prevented, are caused by
contagious infections, parasitic & respiratory viruses. Infectious viral disease has
more fatal effect in rural areas, having its effect on 40 % rural population as
compared to 23.5 % urban [5]. It is extremely unfortunate that while the fatality
level is twice more at rural as compared to that at urban areas, the people of village
sides are not being provided with access to proper healthcare systems, as the system
and infrastructure were constructed to serve the urban section of the society [7].

Main factors of health problems:

Lack of knowledge regarding filtering and boiling water before drinking.
Minimal sanitation (No pit latrines).

Lack of awareness about vaccination.

Unavailability of medicines in time of urgency.

Illiteracy.

Today the perceived need of the villagers for easier access to medicine is an
urgent need. The need to train traditional midwives in hygienic delivery, to make
local health workers more aware of diseases and to educate the community on
sanitation and hygiene, including the harmful effects of the unhygienic conditions is
also necessary (Fig. 1). The exponential rise of population suffering from diseases is
shown in Fig. 1.
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Fig. 1 Percentage of population suffering from diseases
1.1 Present Scenario of Primary Health Centres

Primary health centres (PHCs) started getting established after 1952. 1 PHC needs
to be operational contributing 20,000 people in tribal or hilly region and 30,000 in
case of plain region [8]. But the case is not so. Major problems faced by PHCs
being:

1. Serving large population as PHCs cater to the requirements of more than 60 %
of the population.

2. Lack in adequacy of staff and motivation among them to work for rural and
tribal people.

3. Shortage of medicines or hindrance in dispensing those on time to the needy,
has attributed to gross underutilization of the centers.

4. There is no scope for the involvement of the village people.

Thus the centerpiece idea of PHC, for a decentralized people based integrated
service, based on curative, preventive and promotive measures has been totally
undermined [9]. The concept being a person from the village community is to be
selected & to be provided with the basic essential training, so that even the village
people can cope up with emerging health problems effectively and more efficiently
[10, 11].

1.2 Background

A survey of the environment, life-style, and health status, knowledge, attitudes and
practices in the village of Chengalpattu was carried out prior to find the problems
related to the people living there. In addition to the perceived needs of the villagers
for a school, easier access to medicine and the study identified the need to train
traditional midwives in hygienic delivery, to make local health workers more aware
of diseases and to educate the community on sanitation and hygiene, including the
harmful effects of the unhygienic conditions.

A health profile was obtained from a combined population of around 200. The
profile was drawn from observation of village facilities, informal interviews with
villagers, structured interviews with the village head, and a simple observation to
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detect anemia in women and malnutrition in children. It was found that the village
is a few km walk from the nearest mud road. They had a church and weekly market
but no school. Traditional midwives, herbalists, and untrained sellers of medicines
were available, and the nearest health facility (providing basic medicines and
vaccinations once a month) was 5 km away.

Water was obtained from different sources in the rainy and wet seasons.
Sanitation was minimal (there were no pit latrines). Water was stored satisfactorily in
80 %, and the cooking areas were kept clean in 50 %. During the survey, more than
75 % of the population complained of illness (abdominal pain, scabies, respiratory
infection, bloody stool, muscle strain, fever and insects bites) since the last two
weeks. Fever in children was very common. 70 % of those who were ill sought no
treatment. All of the adults interviewed were illiterate. 15 % of the women were
anemic, and 10 % had received prenatal care at a hospital 15 km away. Only 10 % of
the children had received one or more vaccinations, 30 % were malnourished.

2 PHCATM—A Medicine Vending Machine

PHCATM is much similar to the existing ATM machine but instead of the facility
of transacting money it makes available the facilities such as medication, vacci-

nation reminders and service on demand online check-up etc.
Features of PHCATM:

e Under a common account of a family, the members will be provided with free
first aid.

e Medicines will be provided to the patient at the vending machine installed.

e Reminders about vaccinations due till date will be provided to each individual
visiting the PHCATM.

e Even the people can avail the online check-up facility at their comfort in their
village at regular intervals.

e The service will be available to the people under the “Unique ID” card which
the Government aims at providing to each and every person so that the database
of every patient can be stored.

e This database can be used for analyzing the situation in rural areas of the nation
and allocating budget in the field of health and sanitation. In case of a patient
suffering from the same disease again, the required drugs and doses can be
provided in a quick and effective manner.

e Upon integration with Global Database, the individual’s medical history could
be maintained and available as well as accessible anywhere and anytime for
future reference.

e The machine would be able to check legitimate usage which includes having a
limit on the amount of medications per person. Over-dispensing medication
could mean illegitimate use which is dangerous to the user and creates a liability
for the nation (Fig. 2 and Table 1).
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Fig. 2 Percentage of ailments most often treated with over-the-counter products

Table 1 List of most common over the counter drugs

Pain relievers Antihistamines | Decongestants | Cough medicines
a. Non-steroidal anti-inflammatory Benadryl Sudafed a. Antitussives—
drugs such as Aspirin, ibuprofen, cough

naproxen suppressants

b. Acetaminophen—relieves pain, b. Expectorants—
reduces fever Clears mucus

e The percentage of some common diseases being treated with OTC drugs is
shown in Fig. 2.
e The most commonly used OTC drugs is listed in Table 1.

2.1 Functioning of PHCATM

In case of medicine, once the embedded system decides the proper medicines for
the symptoms shown, Inventory Controller sends the information to PHCATM
authorizing the machine to dispense the medicine. Once the prescribed medicines
are dispensed, the processor prints a receipt for future assistance. The device would
also be instrumented with voice controlled instructions in order to direct the patients
on what to do next (Fig. 3).

Every PHCATM would be connected through server to the nearest medical
officer in case a person d 9 demands to avail the online check-up facility. The

medical officer would see to the situation and thus can solve the problem. In case
there is an urgent need to appear before a doctor, the officer prescribes the patient to
the nearest health center to have the treatment being prescribed by the officer.
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Fig. 3 Checkup graphical user interface

2.2 Accessibility of PHCATM

The machine has an inbuilt graphical user interface which comes as a handy for a
patient to cope up with the digital environment, doesn’t matter whether he/she is
literate or not. Problem of illiteracy of users can even be overcome by use of
properly designed GUI.

PHCATM is even accessible to blind and visually impaired people since the
keypads at PHCATMs are equipped with Braille.

PHCATM can be incorporated with Complete Blood Count Machine (CBC).
Which will result in helping Medical Officers to judge the illness better through
accurate blood reports and benefit patients.

3 Technical Specifications

PHCATM is a simple data terminal consisting of input as well as output devices
connected to it which can be accessed through UID (Aadhar Card in INDIA) which
communicates through, a host processor, either through a leased line or a dial-up
connection.
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3.1 Inventory Controller

Controlling the inventory of drugs is critical to functioning of machine. GSM link
would enable inventory controller to keep tab on inventory at regular intervals and
report it to the control rooms. That way, replenishment is easy and the tracking too.

3.2 Input

Card reader It captures the account details of the Aadhar card (UID card) holder
and provides back the past information. The host processor utilises this information
to send the request to the nearest Primary Health Center or to the nearest medical
officer.

Keypad The keypad helps the patient to let the host processor acknowledge
which service is required (First aid, Vaccination, Online health checkup etc.).

GSM Link GSM link would enable inventory controller to keep tab on
inventory at regular intervals and report it to the control rooms.

Camera Camera is important to identify symptoms of the patient or block in
case of previous offenders/black-listed user.

Microphone In case of an illiterate or disabled user, keypad and display may not
be of any use. Using microphone to analyze oral commands would be important.

3.3 Output

Speaker The speaker helps the patient with sound response when any key is pressed.
Display screen It helps the patient through every step of the medication process.
Receipt printer The receipt printer furnishes the dispensed medicine list along

with a paper receipt of the services rendered along with the prescription.
Medicine dispenser With the help of inventory controller proper required

medicines are dispensed.

COMPONENTS:

e Hardware
e Software

HARDWARE:

CPU

Magnetic/Chip reader
Display

Crypto processor
Record Printer

Vault
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SOFTWARE:

e Front end

— 082, Linux, Unix, MS Windows
— Firmware (coded in C ++/Java)

e Back end
DBMS-Oracle, MS SQL Server etc.

4 Conclusion

The PHCATM vending machine is the product which will cater to the requirements
of the rural population, since more than 60 % of patients visiting hospitals require
pathological intervention before treatment. In order to facilitate people with first
aid, medicines and vaccine reminders, PHCATM can be installed in every village.

Every PHCATM would have centers as their referral point for the village people.
Which indicates there should be 1 PHCATM for each village.

e Once this machine is installed in every village, people can rely on it even in the
time when there is no other option available to them since the service provided
would be 24 x 7.

e Since the rural people can’t afford to travel long distances to avail medical
facilities, so they stick to the traditional ways of getting cured. But once this
system is introduced it can save them from travelling such long distances and
even their time would be saved.

e At the same time they can avail much better facility at the comfort of their
homes.

This will surely change the medical facility available presently and will improve
the health conditions prevailing in the rural parts of the world.
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Hybrid Model with Fusion Approach
to Enhance the Efficiency of Keystroke
Dynamics Authentication

Ramu Thanganayagam and Arivoli Thangadurai

Abstract We propose in this paper a novel technique to enhance the performance
of keystroke dynamic authentication using hybrid model with four fusion approach.
Firstly, extract keystroke features from our database. Then generate template from
extracted features, which is compact form of keystroke feature data. Hybrid model
based on combination of Gaussian probability density function (GPDF) and
Support Vector Machine (SVM) will convert test features into scores. At last,
applied four fusion rules on hybrid model to fusing GPDF and SVM scores to
improve the final result. Experimental results show that the performance of the
proposed hybrid model can bring obvious improvement with error rate of 1.612 %.

Keywords Hybrid model - Biometric - Keystroke dynamic authentication and
fusion approach

1 Introduction

Traditional authentication system using passwords, personal cards and
PIN-numbers can easily be breached when a card is stolen or password is com-
promised. Furthermore, difficult passwords may be hard to remember by a legiti-
mate user and simple passwords are easy to guess by an impostor. The use of
biometrics offers an alternative means of identification which helps avoid the
problems associated with conventional methods. Nowadays, losses due to identity
theft is an issue of growing concern, especially considering the increased data
exposure caused by some services on the Internet. In view of this scenario, there is a
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need for enhanced authentication mechanisms, such as by the use of biometrics. In
security area, biometrics tries to recognize users by physiological or behavioral
features of the person. Among the current biometric technologies, keystroke
dynamics is a promising alternative due to several factors [1, 2]. First, it usually
does not need any additional cost with hardware, as a common keyboard is enough
to acquire keystroke data. Second, keystroke dynamics recognition may be per-
formed in background, while the user is typing an e-mail or entering a password.
Consequently, day-to-day tasks of users are not disturbed, which may contribute to
a better acceptability of this technology. Keystroke dynamic is a type of behavioral
biometrics based on the users typing rhythm, which is unique for different people.
Keystroke timing patterns are captured without users knowledge based on the
keystroke events gathered while users typing on a keyboard.

1.1 Motivation and Contribution

Password based authentication is not secure due to several drawbacks [3]:

1. Someone stolen the password

2. Brute force attack (try all possible combination of start with one digit, two digit
passwords and so on)

3. Dictionary attack (try with list of password in the dictionary instead of all
possible combination)

4. Password guessed (if someone look over while type or note it down on paper if
password is difficult to remember)

5. User shared password to others

6. Someone hacked the password.

To overcome the above drawbacks, introduced keystroke dynamic is an addi-
tional parameter to secure password authentication. Keystroke dynamic analyze the
users way of typing on keyboard that is typing pattern and it measures the time
interval between each events of user holding the key and switchover between the
key (one key to another key). Individual keystroke pattern or features are different,
so it is maintain consistency and uniqueness. We study different types of keystroke
features and analyze the performance of individual and combination of features. We
propose a Hybrid model with different fusion approach to combine the scores from
Gaussian probability density function (GPDF) and support vector machine
(SVM) with combination of feature data. The following contributions has been
done:

Created keystroke database of 100 users

Extract four types of keystroke features and analyze the performance
Keystroke feature data transform to scores using hybrid model

The efficient combination of four fusion approach

Evaluate Equal error rate (EER).
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1.2 Organization

The rest of paper is organized in the following way: Sect. 2 discussed the review of
related research in the field while Sect. 3 presents the proposed methodology, data
collection, feature extraction and template generation. Section 4 presents our pro-
posed hybrid model and Sect. 5 presents proposed fusion approach. The experi-
mental results analyzed and discussed in Sect. 6. Finally, Sect. 7 provides
conclusions.

2 Related Works

Recent years, researchers were focusing on the collection of number of users
keystroke biometric data for accurate evaluation on user database benchmark,
decreasing the evaluated result errors or improve accuracy and concentrating key-
stroke latency as feature data. Hosseinzadeh et al. [4] conducted experiment on
keystroke authentication using Gaussian Mixture Model. Training and testing data
were collected from 8 users who typed their full name consecutively ten times No
complexity pattern involved in the name characters due to smaller character length, so
it can be easily replicated. Experiment was utilized only two extracted keystroke
features and Expectation Maximization algorithm used to train the Gaussian Mixture
Model. Then, Log-likelihood test platform was performed to identify the probability
of closest data of testing and training data to confirm genuine user authentication.
Overall experiment result is 2.4 % FRR and 2.1 % FRR, this error rate is high and also
the number of users tested is not enough to conclude the final results obtained. Sang
and Shen et al. [5] authors were implemented SVM classifier in the keystroke
dynamics. Keystroke data collected from ten users. Experiment was performed on one
class SVM which is simulating genuine data and two-class SVM is used to separate
genuine and imposters’ data. The results are reliable but significant weakness is only
ten samples were collected. In [6] authors have implemented Hidden Markov Models
as classifier in keystroke recognition. Twenty people were enrolled to this experiment
with their password ten times in four different sessions. However, lower length of
eight digit password implemented. A total of 800 samples collected which is enough
for the experiment. The final result of EER is 3.6 % which is considerably higher error
rate. Guven et al. [7] proposed new classifier for keystroke authentication. New
classifier is similar to neural network structure. Keystroke raw data was collected
from sixteen users, then extracted the keystroke latency (successive key press or
down). Experiment was conducted on similar to neural network structure to calculate
the weights using statistical method. Statistical method include mean and
standard deviation of the keystroke latencies. User test sample latency value was
compared to standard deviation of reference latency, result is genuine if test latency
fall two times within the standard deviation reference latency, then assume whole
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string being considered as valid. Due to assumption, experiment produced result with
high error rate of FRR of 17 % and FAR of 26 % which was poor performance of
keystroke authentication. Azevedo et al. [8] developed hybrid system based on the
combination of stochastic optimization algorithm (Genetic algorithm) and support
vector machine (SVM) and particle swarm optimization. Hybrid system select the
keystroke features from enrolled users. Experiment was implemented on SVM uses a
Genetic algorithm and particle swarm optimization. First test was conducted on SVM
with Genetic algorithm (evolutionary algorithm) for feature selection with minimum
error rate of 5.18 % when FAR of 0.43 % and FRR of 4.75 %. Second test was carried
on particle swarm optimization with global acceleration of 1.5 gave a minimum total
error of 2.21 % with error rate of 0.41 % FRR and 2.07 % FAR. This paper, proposed
hybrid model with different fusion approach which is merge the scores produced by
the GPDF and SVM. This approach is able to considerably improve the overall result.

3 Proposed Methodology

We introduce hybrid model in this research, which are the combination of two
matching function namely the Gaussian Probability Density Function (GPDF) and
Support vector machine (SVM). Figure 1 shows proposed hybrid model with two
keystroke features combined and applied fusion rules against the combinations
performed on SVM and GPDF. Hybrid model is developed to calculate the score
between the test user templates against the reference user template (stored in
database). Then, fusion applied for both SVM and GPDF matching scores. The
function of fusion is fusing both matching scores and then fused output score is
compared with a predefined threshold before making a final decision. The decision
should be accepted if fusion output score is greater than threshold value or else
rejected the user authentication. In this paper, four fusion rules are studied.

Feature 2

| Fusion (partial Score) | | Fusion (partial Score) ‘

I !

[ Fusion (Final score) |

Fig. 1 Proposed hybrid model with two keystroke features
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3.1 Data Collection

Captured keystroke biometric data with the help of GREYC Keystroke software
developed at GREYC Laboratory [9]. This software is downloadable from the
following address www.ecole.ensicaen.ft/ ~ rosenber/keystroke.html. 100 users’
data was collected with an interval of 6 months apart. These users are university
academic and administrative staffs. Initially, each user is allowed to choose their
choice of username and password during the enrolment process. Next, same users
have to continuously type fixed line of text “credential evaluation” for fifteen times.
So we collect fifteen samples of each user and total of 1500 (100 user * 15) samples
are stored in the database.

3.2 Feature Extraction and Template Generation

When user type a character on keyboard, two types of events occurred namely, key
press (P) and key release (R). Based on occurrence of specific events, we can
extract keystroke feature data. Four types of keystroke features could be generated
[10] as shown Fig. 2. Extracted four features: (Press-to-Release PR = R; — P;) the
time between a key being pressed until the key being released, (Press-to-Press
PP = P, — Py) time between two successive keys being pressed, (Release-to-Press
RP =P, — R)) time between a key being released to the next key being pressed and
(Release-to-Release RR = R, — R;) the time between two successive keys being
released. RP feature value may occur negative due to next key being pressed before

Fig. 2 Four keystroke

features extracted from phrase
Featur A B

P Ry Py R
PR= R; -P;
D PP =P, -P, -
>
RP = P} -R}

N
v

RR=R;-R;
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previous key being released. Template generation is the compact form of four
keystroke features, which is extracted from raw keystroke data. Each user keystroke
data could be converted to one template which consists four types of features of
their mean and standard deviation of keystroke feature of each character of fixed
phrase text. User templates are stored in database and could be retrieved for
authentication purpose. The formula of mean (u) and standard deviation (o) as
below,

T T N2
,u:%*th and 6 = M (1)
=1

where T represents the number of training samples and t; denotes the value of each
keystroke feature. The user is required to continuously type fixed phrase text
“credential evaluation” for 15 times which yields fifteen samples from each user.
Testing purpose, randomly divide fifteen samples of each user into five and ten
whereas five samples are converted to templates serves as reference for future
authentication and ten samples reserved for testing purpose. Generated five tem-
plates are stored in the database for comparison while test user authentication.

4 Hybrid Model

Hybrid model have two matchers namely, GPDF and SVM. Test and reference
feature data will be converted into individual template. Each template consists four
types of features (PR, PP, RP, RR) of their mean and standard deviation of key-
stroke feature of each character of fixed phrase text. We use both template of two
different combination of features (example: PR and RP) fetch into hybrid model
which consists of: (1) GPDF used to compute the score between test feature tem-
plate and reference feature template. (2) SVM used to compare the scores of each
typing patterns of test feature template and reference feature template to identify
genuine or imposter data. Two matcher scores are in the range of O to 1. Then apply
fusion to two matcher output scores, get the final score which will decide the
genuine or imposter user.

4.1 Gaussian (Normal) Probability Density
Function (GPDF)

GPDF [11, 12] is used to analyze the data. It represents the normally distributed
data in the bell shaped curve with mean value is the centroid and variance is a
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measure of dispersion of data around mean. This paper, GPDF is used to calculate
the matching score between user test feature data template and reference feature
data template. Matching score between the ranges of O to 1. GPDF modified form as
below

- (n—p)*
SCOV&‘GPDF = ; exp [ 20_2 (2)
where Scoregppr represents the GPDF matching score, n denotes the test keystroke
feature of a particular character, p and o denotes the mean and variance of each
character from reference feature data, respectively. Calculate the matching score
between two templates of test and reference data by apply variance and mean of
reference data and test data into the Eq. (2). Eventually decide the final result of
matching score if closer to 1, then reference feature data template and test feature
data template are similar. Now the test was conducted for one feature of the tem-
plate, the matching score named as sub score. Same experiment should be per-
formed for all four features of the template, eventually final score has been
calculated with average of all sub scores.

4.2 Support Vector Machine (SVM)

SVM is to compare the scores of each typing patterns of training data samples and
test data samples for identifying authorized and unauthorized user. We have done
experiment on linear version of SVM which maps the input user data into a high
dimensional feature space through linear kernel. Detail description of SVM can be
found in [13]. SVM is the determination of the optimal hyper plane which will
optimally separate the two classes of genuine and imposter of input user dataset.
Based on linear kernel function, SVM maps the input user dataset samples in a
high-dimensional feature space and then separate the dataset from the origin with a
maximum margin. SVM algorithm function f is defined as the region that majority
of data from input dataset which contained in one pattern (genuine) as +1, and data
outside this region is —1 (imposter), function f{x) as below

flx) = ZaiYiK(xiax) +0b (3)

where N represents the size of training data and x; denotes the supporting vector.
K(x;, x) is the kernel function representing the inner product between x; and x in
feature space. To maximize the margin that is distance between the nearest point of
the training set and the hyper plane is called optimization problem. It could be
solved can be stated as
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1
max > oy — 5 ]Zk: ojouyK (x, %), 0<0;<C forV; and Z %y =0 (4)

where C denotes the penalization coefficient of data points on hyper plane. Based
on C value to set the width of margin between data points in the middle of the hyper
plane. In order to maximize the performance, we have set the values for the
parameter C = 128.

5 Fusion Approach

Four fusion rules were applied in the hybrid model fusion approach. Table 1 shows
formula of four fusion rules namely sum, weighted sum, product and maximum.
Hybrid model have two matcher of SVM and GPDF whose output range is O to 1,
so score normalization is not necessary before fetching to next process of fusion.
Fusion helps to combine the significant information of SVM and GPDF, so it could
increase the overall performance. Reason to employ fusion method to improve the
performance significantly. In this research, we propose fusion to hybrid model that
is fusing between SVM and GPDF scores to produce a final score. At last, fusion
score will decide the user is genuine or imposter.

6 Experimental Results and Discussions

6.1 Experimental Setup

Our experiments were performed with fixed phrase text of users keystroke data.
Collected the raw data of 15 samples from 100 users. Extracted four different
keystroke features (PR, PP, RP, and RR) from 100 users raw data. Then, template
could be generated based on extracted four keystroke features with calculated their
mean and standard deviation for each and every character of the user typed. Each
user data consists of four different templates. Testing purpose, randomly divide
fifteen samples of each user into five and ten whereas five samples are converted to
templates named as training samples and ten samples reserved for testing purpose

Table 1 Various fusion rules Fusion rule Formula

Sum SCOreSUM _ SmresVM-gSmreGmF

Weighted sum Scorewsum = WiScoresym + WaScoregppr

ScoresymScoregppr
Product SCOreproduer = T ASEGERE

Max Scoreyay = MAX (Scoresyy, Scorecppr)
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named as testing samples. Experiment was carried on all sets of users’ templates
with five training samples versus ten testing samples. Error rates could be calculated
as false rejection rate and false acceptance rate. The false rejection rate (FRR) is the
ratio of genuine user rejected and the total number of user samples attempted. The
false acceptance rate (FAR) is the ratio of approved imposters as genuine users and
the total number of user samples attempted. The experiment was carried by com-
paring the test data sample score against threshold value within the range of O to 1
(interval of 0.01), calculate FAR and FRR. Repeated the experiment with increase
the interval each time 0.01, calculated the FAR, FRR values. After tabulation of
FAR and FRR values, equal error rate (EER) is calculated when FAR is near to
FRR value. Tested fifteen different combinations with five training data and ten
testing data. For each combination of sample data, we have obtained final results
could be the average of EER. Experimental results discussed for the next section
could be described with the average value of EER, FAR and FRR.

7 Results

7.1 Keystroke Features Without Fusion

This approach, each keystroke features (PR, PP, RP, and RR) have been applied on
matcher SVM and GPDF without using any fusion approaches. Observing the
performance of four keystroke features on SVM and GPDF in Fig. 3 we notice that
feature PR is obtained better result compared to other keystroke features (PP, RP,
RR). Observing the EER % of four keystroke features without fusion in Table 2 we
notice that PR feature lead the best result of 3.8214 EER % while using SVM. SVM
results of all four keystroke features are better than GPDF results. Apart from that
we performed this experiment with 100 user samples even though the result remains
consistent.

RR
RP

PP

PR mGPDF mSVM

01 2 3 4 5 6 7 8 9 10 11 12 13 14
EER %

Feature

Fig. 3 Performance comparison of four keystroke features without fusion
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;fable 2 EES% ;7/'; Ofcfoé;DF Method | PR PP RP RR
catures on 5V an SVM 3.8214 95531 6.4372 57315
without fusion

GPDF 77199 | 13.875 12.776 11.602

7.2 Hybrid Model with Fusion Approach

We proposed, hybrid model using combination of two keystroke features with four
fusion approach. Initially, two keystroke features have been applied on two matcher
SVM and GPDF, output scores of each matcher named partial score. Then partial
score fused with four fusion rules namely sum, weighted sum, product and maxi-
mum. Each fusion rules were applied separately to partial score and analyzed the
output score shown in Fig. 4. This testing was repeated with all possible combination
of two keystroke features and also repeated with different fusion rules. Eventually
fused output score is compared with a predefined threshold before making a final
decision. The final decision should be accepted if the score is greater than threshold
value or else rejected. Experiment results shown in Table 3 we noticed that PR+RP
feature combination with weighted sum fusion rule produced the best result of
1.612 % EER among other feature combination. PR feature combination with any
other three features provided better results compared to without PR of remaining
feature combination. Noticing that the performance improvement on fusion approach
than the without fusion approach on individual feature. Observed the better results of
two combination features than single keystroke feature used in without fusion

EPR +PP mPR+RP MPR+RR EPP+RP mPP+RR ERP+RR

12

EER %
®

onNn MO

Weighted Sum Sum Product Max

Fusion rule

Fig. 4 Performance comparison of hybrid model with four fusion rules

Table 3 EER % of four fusion rules

EER %

Fusion rule PR+PP PR+RP PR+RR PP+RP PP+RR RP+RR
Weighted sum 2.57 1.612 3.842 6.043 5.961 6.714
Sum 3.015 2.36 4.074 6.341 6.432 7.315
Product 4.124 5.112 7.031 8.64 8.184 9.842
Max 7.443 8.004 10.921 10.944 10.03 11.054
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approach. Among the combination of features used in hybrid model with various
fusion rule, weighted sum rule shown better results than the other fusion rule. Among
the four fusion rules, weighted sum rule results are better and worst results obtained
on max rule. Analyzed the major performance difference between weighted sum and
max rule, scenario of max rule final output is the maximum probability output
between two matchers that is best among the two matcher scores and discard the
even small point difference score value of one matcher but weighted sum rule utilize
both matcher scores with weighted value. Therefore, weighted sum rule have
imposter acceptance is very less, so overall performance is high. Best equal error rate
obtained among all four fusion rule is weighted sum rule at 1.612 %. At the
experimental stage, weighted sum fusion rule was tested with bias weight of
Wiscoresvm and Wiscoregppr in the range starting from 0 with step size 0.1 till 1
value, observed the best result obtained at bias value of Wigcoresym = 0.73 and
Wascoregpor = 0.27. Weighted sum rule performs better than sum and product rule
due to the setting of bias weight. Overall observation, two keystroke feature
combination enhance the performance using weighted fusion rules on hybrid model
than individual features used on without fusion method.

8 Conclusions

In light of the current need for enhanced authentication mechanisms, keystroke
dynamics shows as a promising alternative. We discussed a promising method for
the performance enhancement of keystroke dynamic authentication using hybrid
model with four fusion approach. We showed the two keystroke features using
hybrid model with four fusion approach to improve the efficiency of a keystroke
dynamic authentication system. We described that hybrid model by fusing the
scores from two matchers of SVM and GPDF, the result can be improved signif-
icantly than using them individually. We showed in our experiment that using two
keystroke features combination is able to provide best result than individual key-
stroke features. The experimental results showed that proposed hybrid model with
weighted sum rule using two keystroke feature combination is able to obtain better
result of 1.612 % of EER, due to fusion approach helps to increase the performance.

References

1. Hosseinzadeh, D., Krishnan, S.: Gaussian mixture modeling of keystroke patterns for
biometric applications. IEEE Trans. Syst. Man Cybern. Part C Appl. Rev. 38(6), 816-826
(2008)

2. Peacock, A., Ke, X., Wilkerson, M.: Typing patterns: A key to user identification. IEEE Secur.
Priv. 2(5), 40-47 (2004)

3. Sasse, M., Brostoff, S., Weirich, D.: Transforming the ‘weakest link’ a human/computer
interaction approach to usable and effective security. BT Technol. J. 19(3), 122-131 (2001)



96

10.

11.

12.

13.

R. Thanganayagam and A. Thangadurai

. Hosseinzadeh, D., Krishnan, S., Khademi, A.: Keystroke identification based on Gaussian

mixture models. In: Proceedings IEEE International Conference on Acoustics, Speech and
Signal Processing (ICASSP), vol. 3, pp. 1144-1147 (2006)

. Sang, Y., Shen, H., Fan, P.: Novel impostors’ detection in keystroke dynamics by support

vector machine. In: Parallel and Distributed Computing: Applications and Technologies,
pp. 666-669. Springer (2005)

. Rodrigues, R.N., Yared, G.F.G.: Biometric access control through numerical keyboards based

on keystroke dynamics. In: Zhang, D., Jain, A.K. (eds.) International Conference of
Biometrics (ICB 2006), LNCS 3832, pp. 640-646 (2005)

. Guven, O., Akyokus, S., Uysal, M., Guven, A.: Enhanced password authentication through

keystroke typing characteristics. In: Proceedings of 25th IASTED international
multi-conference: artificial intelligence and applications, Innsbruck, Austria, pp. 317-322
(2007)

. Azevedo, G., Cavalcanti, G., Filho, E.C.: Hybrid solution for the feature selection in personal

identification problems through keystroke dynamics. In: International Joint Conference on
Neural Networks, pp. 1947-1952 (2007)

. Giot, R., El-Abed, M., Rosenberger, C.: GREYC keystroke: a benchmark for keystroke

dynamics biometric systems. In: IEEE 3rd International Conference on Biometrics, pp. 1-6
(2009)

Ramu, T., Arivoli, T.: A Framework of secure biometric based online exam authentication: an
alternative to traditional exam. IJSER 4(11), 52-60 (2013)

Archambeau, C., Valle, M., Assenza, A., Verleysen, M.: Assessment of probability density
estimation methods: Parzen window and finite gaussian mixtures. ISCAS, pp. 3245-3248
(2006)

Parzen, E.: On estimation of a probability density function and mode. Ann. Math. Stat. 33,
1065-1076 (1962)

Tax, D.M.J., Duin, R.P.W.: Support vector data description. Mach. Learn. 54, 45-66 (2004)



Multi-class Twin Support Vector Machine
for Pattern Classification

Divya Tomar and Sonali Agarwal

Abstract In this paper, we propose a novel algorithm for multi-class classification,
called as Multi-class Twin Support Vector Machine (MTWSVM) which is an
extension of the binary Twin Support Vector Machine (TWSVM). MTWSVM is
based on “one-against-one” strategy in which the patterns of each class are trained
with the patterns of another class. To speed up the training phase, optimization
problems are solved by Successive Over Relaxation (SOR) technique. The exper-
iment is performed on eight benchmark datasets and the performance of the pro-
posed approach is compared with the existing multi-class approaches based on
Support Vector Machines and Twin Support Vector Machines.

Keywords Twin support vector machine - Multi-class twin support vector
machine - Successive over relaxation - Pattern classification

1 Introduction

Support Vector Machine (SVM) is a binary classifier which separates the patterns of
two classes by generating a maximum margin hyper-plane [1-3]. For this purpose,
it finds solution for a complex Quadratic Programming Problem (QPP). SVM
provides global solution by constructing unique hyper-plane to separate the patterns
of different classes rather than local boundaries as compared to other existing
classification methods. Since SVM follows the Structural Risk Minimization
(SRM) principle, so it reduces the occurrence of risk during the training phase as
well as enhances its generalization capability. SVM has shown better performance
as compared to the other existing machine learning approaches due to which it is
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one of the most widely used classification method that has applications in many
fields ranging from text categorization, speech recognition, defect prediction, dis-
ease detection, intrusion detection, bankruptcy prediction, emotion detection, face
identification, time series forecasting and etc. [4-19]. It is also efficiently extended
to multi-class problems domain [20-24]. But one of the main issues with the
conventional SVM is its high computational complexity. To reduce the computa-
tional complexity of SVM, Jayadeva et al. proposed Twin Support Vector Machine
(TWSVM), a supervised machine learning approach for binary classification [25].
TWSVM solves two SVM-type Quadratic Programming Problems (QPPs), each of
which are smaller than the QPP in a traditional SVM.

TWSVM is suitable for only binary classification while most of the real world
applications such as speaker recognition, disease detection, image classification,
face detection, semantic analysis etc. demand for a multi-classifier. So, in this paper
we proposed a multi-class classifier, MTWSVM which is obtained by extending the
formulation of binary TWSVM on the basis of “one-against-one” strategy. For
M-class classification, MTSVM solves M (M-1)-QPPs and constructs M (M-1)
hyper-planes, (M-1) planes for each class. Thus, it generates M (M-1) binary
TWSVM classifiers where each classifier is trained with the patterns of another
class. The class is assigned to the test pattern on the basis of “max-win” voting
strategy i.e., the class with maximum vote is assigned to the pattern. The vote is
given to a class on the basis of distance of a pattern from its corresponding
hyper-plane. If a pattern lies closer to a class as compared to another class, then the
vote is given to it. In this paper, we analyze and compare the performance of the
proposed approach with other existing approaches.

The paper is organized as follows. Section 2 provides the brief overview of
TWSVM. Section 3 presents the formulation of the proposed approach for both
linear and non-linear cases. Section 4 discusses the experimental results and per-
formance comparison of the proposed approach with the existing approaches.
Finally, concluding remarks are given in Sect. 5.

2 Twin Support Vector Machine

TWSVM is a binary classifier that performs the classification task by constructing
two non-parallel hyper-planes rather than single hyper-plane as in SVM. Consider a
training dataset T = {(x1,y;), (X2,¥3),---,(X1,y;)} for two-class classification
problem, where x; € R*,i = 1,2, ..., represents input training samples or patterns
and y; € {+1,—1} refers to the corresponding class label. Let each class comprises [,
and I, patterns. Consider two matrices A; € R"*" and A_; € R?*" contain the
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patterns of class +1 and class —1 correspondingly. TWSVM determines following
two non-parallel hyper-planes

x'wyi + by =0andx"w_; + b, =0 (1)

by solving two QPPs as follows:
. 1
m1n(w+1,b+1,§)§|\A+1w+1 + epba P+ crel &
s.t. — (A,1W+1 + 6,1b+1) + 62671,5 Z 0 (2)
. 1 2 T
mln(Wfl,bfl,ﬂ)EHA—lW—l + e1tb—q|"+ coreyym

st. (Apygw_y + epb_y) + n>ey,n >0 (3)

where w|,w_| € R" are normal vectors to their respective hyper-plane, b, and
b_, are bias terms. e,; € R"ande_; € R> are the vectors of 1’s of suitable
dimension, cy; > 0 and c_; > 0 are penalty parameters and & € R”? and n € R"" are
slack variables due to class —1 and class +1 correspondingly. TWSVM constructs
hyper-plane in such a way that each plane lies closest to the patterns of one class
and as far as possible from the patterns of another class.

It assigns the class to a new pattern according to its distance from each
hyper-plane. The pattern is assigned into a class depends on which of the two
planes is nearest to it. TWSVM predicts the class according to the following
decision function:

. ‘Wi - X + bl|
=arg mn —————
f(x) g e P N 1

4)
where | . | is the absolute value. TWSVM also works well for the classification of
non-linearly separable data samples or patterns [25]. For this purpose, it determines
two non-parallel kernel generated surfaces.

In, TWSVM the patterns of one class provide constraints to another class and
vice versa, hence, it solves two smaller size QPPs unlike SVM which solved a
single QPP. For ‘I’ data samples or patterns, the computational complexity of SVM
is O(P). Suppose data samples are distributed equally in each class. So, each class
comprises l/2 data samples. Thus the computational complexity of TWSVM clas-

sifier is O(2 x (1/2)3 which is four times faster as compared to the conventional
SVM.
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3 Multi-class Twin Support Vector Machine

The formulation of Multi-class Twin Support Vector Machine (MTWSVM) is
based on “one-against-one” strategy in which patterns of one class is trained with
the patterns of another class. For this purpose, it solves M (M-1) QPPs and gen-
erates M (M-1) binary classifiers, where M is the number of classes present in the
dataset. MTWSVM determines (M-1) non-parallel hyper-planes for every class.
Suppose the training dataset contains / patterns. The format of training dataset for
multi-class is given below:

T = {(thl)a(xz,yz)-'~7(Xz,y1)} (5)

where x;,i = 1,...,] represents input pattern or data samples in n-dimensional real
space R and y; € {1,...,M} represents the class label corresponding to each pat-
tern. Consider the training of the patterns of ith class with the patterns of jth class.
The proposed classifier assumes the patterns of ith class with positive class labels
and the patterns of jth class with negative class labels and vice versa. Suppose the
matrices A;€ Ri*™ and AjE RY*™ represent the patterns of ith and jth class corre-
spondingly. MTWSVM works well for both linear and non-linear type of examples
and its formulation for both cases are obtained as:

3.1 Linear MTWSVM

Consider ith class and jth class, when both classes are trained with each other, the
linear MTWSVM classifier solves following pair of QPPs:

. . 1 2
MTWSVM() mm(wij,bij,c,.j)EHA,-wij + euby||” +cief &
s.t. — (AjWij + ejlbij) + f,'j >ej, é,j >0 (6)
. . 1 2
MTWSVM(j) mm(wﬁ,bﬁ,gﬁ)5]|A,-wﬁ + eibsi||” +cief &
s.t.(Aiwji + eiby) + & > ein, & > 0 (7)
Equations (6) and (7) determine non-parallel planes for each class as:

ﬁ“ = (wij.x) + bij = Oandﬁi = (Wji . X) =+ bji =0 (8)

where wj;, wj; € R" are normal vectors to the hyper-plane f;; and f; correspondingly
and bj;, b € R represent bias terms. ¢;; € RY and ej € RY are two vectors with all
values as 1. ¢; > 0 and ¢j > 0 correspond to penalty parameters and ¢; € R and
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14 i € R are slack variables. The first term of Eq. (6) or (7) determines the sum of
squared distances of the patterns of ith class or jth class from its corresponding
hyper-plane f;; or f;;. The constraint requires that the patterns of jth class or ith class
to be at a distance 1 from the hyper-plane f;; or f;; with soft margin. Minimization of
the first term of Eq. (6) or (7) keeps the corresponding hyper-plane in the close
proximity of the ith class or jth class. The second term of the Eq. (6) or (7) is
attempting to minimize misclassification error due to the patterns of jth class or ith
class. Thus the patterns of each class lie in the close proximity of their corre-
sponding hyper-plane and as far as possible from other planes. Lagrangian corre-
sponding to Eq. (6):

1 2
L(wij,byj, &, 04, B;) = EHAiWij + euby|” +cief &
— OtiT(* (Ajwi + ejlbij) + & — eji) — .B;FE:ij )
where o; € R and B, € Rl are non-negative lagrangian multipliers. The

Karush-Kuhn-Tucker (KKT) necessary and sufficient optimality conditions are
obtained as follows:

A;F(Aiwij + eilbij) + AJTOQ =0 (10)

el (AiWij + Cilbij) + ejTloti =0 (11)

cieg —oy — Py = 0 (12)

— (Ajwij + ejiby) + & > €1, ;>0 (13)

of ((Ajwi + ejiby) — & + eji) = 0.B&; = 0 (14)
% >0, ;>0 (15)

Since f; >0, from Eq. (12):
0 < o < Ci (16)
Equations (10) and (11) lead to:

AT ] [Wi' ] AT
i Aiei 4 + J
[ el [ 1] bij

T
il

o = (17)
il
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Define B; = [Aje;1] and B; = [Ajej], u; = [‘g“ ] . With these notations, Eq. (17)
ij

may be reformulated as:
B{Biuj + Bfo; = Oor uj = —(B{By) 'B/ o (18)

The inverse of BiTBi is essential for the solution of Eq. (18). Although it is
always positive semi-definite but in some situations it may be ill-conditioned. To
solve such condition, a regularization term el may be added to BiTBi. Here, e > 0

and I is an identity matrix of appropriate dimensions. With regularization term,
Eq. (18) is modified as:

uj = — (B/Bi + 61)_'BjToq (19)

The dual of MTWSVM(i) is given by:

1
oc.TBj(BiTBi)lejTOC,’ st. 0<o; < (20)

DMTWSVM(i) max ef,2; — o
%

Similarly, the dual of MTWSVM()) is obtained as:
1 _
DMTWSVM()  max efyo; — > o] Bi(B] B)) 'Blo; s.t. 0<o;<c (21)
7

andu; = (B/B;)'B] o (22)

Equations (18) and (22) determine the hyper-plane parameters. In this way, we
can determine the hyper-planes for each class. MTWSVM seeks M (M-1)
hyper-planes for M-class classification problem. MTWSVM classifier measures the
distance of a test pattern from each hyper-plane and assigns class to it by using
“Max-wins voting strategy” according to which the class with maximum vote wins
i.e., the final class of the test pattern. The vote is given to a class according to the
perpendicular distance of the pattern from the hyper-plane. For example, the per-
pendicular distances of a test pattern ‘x’ from fj; and f;; planes are measured as:

(23)

where | . | is the absolute value. If dij < dj, i.e., the distance of the pattern from ith
class is less as compared to the distance from jth class, then the vote for the ith class
is added by one, otherwise the vote is given to jth class. Thus, for a given pattern,
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we calculate the vote of each class and the class with maximum number of vote is
assigned to it. The algorithm of linear MTWSVM is defined as:

Algorithm

Training Phase

Fori=ItoM, j=i+1 to M

If i" class is trained with j" class then Define two matrices B;and B; as:
Bi=[A;e;;] and B;= [A]-ejl] , where matrices A; and A; include the patterns of i"
and j" classes.

Select penalty parameter c;, ¢; > 0.

Solve the QPPs (20) and (21) and obtains a;and ;.

Determine wy; and ujand constructs hyper-planes f; and fj;.

Testing Phase

Training phase generates M (M-1) hyper-planes.

Fori=I1toM, j=i+1 to M

For a test data point, calculates its distance from each hyper-plane according to
equation (23).

Initialize the vote of each class. Vote(i)=0 and Vote(j)=0.
Compare the distances d;j and dj;.

If (di; < dj)

Then Vote(i)= Vote(i)+1

ElseVote(j)= Vote(j)+1

End If

Assign test data point to a class with maximum vote.

Figure 1 shows the geometric representation of the proposed classifier for
linearly-separable patterns in R?. Here, we consider three classes. The patterns of
each class are denoted by different shapes. The proposed MTWSVM classifier
seeks total 6 hyper-planes, two (3—1 = 2) planes for each class.

Fig. 1 Linear MTWSVM A
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3.2 Non-Linear MTWSVM

Sometime it is not possible to separate the classes with linear boundaries. So, a
classifier must be able to work efficiently for both linear and non-linear type of
examples. The formulation of non-linear MTWSVM is obtained with the help of
kernel trick, in which the patterns are mapped to higher dimensional space so that
their separation could become easier. For this purpose, following kernel-generated
surfaces are considered instead of planes:

K(x.D")p; +7; = 0and K(x,.D") p;; + p; = Owherei, j = 1,.. .M (24)

where K is any suitable kernel function and D = [A;4;...Ay]". For ith class and jth
class, when both class are trained with each other, the non-linear MTWSVM
classifier solves following pair of QPPs:

N 1 2
KMTWSVMG) min (i, 75, &5) 5 HK(Ai,DT)uij renyy|| + el
s.t. — (K(Aj,DT),uij + ejwij) + &y > e, 6 >0 (25)
o 1 T 2 T
KMTWSVM()) mln(uﬁ,yﬁ,éﬁ)iHK(AJ-,D M + vl +cien &
s.t. (K(Ai,DT),uji + equi) + & > e, ¢ >0 (26)

Lagrangian corresponding to Eq. (25):

2

1
Lk, 755 o %, i) = EHK(AiaDT)Hij + euY;

+ Ci?ﬁig—aiT(—(K(AijT)ﬂij + ejlYij) + & — le) - ﬂ;réij

(27)

The KKT conditions are obtained as follows:
K(A.D") (KA. D )iy + evy) + KA DNz = 0 (28)
C;Ii (K(AUDT)HU + eilYij) + ej’IiOLi =0 (29)

CiCj1 — & — Bi= 0 (30)
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— (KeA D)y + envg) + &= en &y 20 (31)
OtiT((K(Aj,DT)Hij + ejmj) = & + ejl) =0,8¢; =0 (32)
% > 0,6 >0 (33)

Equations (28) and (29) lead to:

T
{K(Ai%DT)} [K(A, DD)e; ] [H + {K(Aej%D )}"“ =0 B34)
il Y il

Let H; = [K(A;, D")e;] and H; = [K(Aj, D")ej]. Then Eq. (34) can be
reformulated as:

H'H; [““j] + Hl'o; = Oie., [tl} = —(HH) 'Hfo (35)
ij

¥ij
The dual of KMTWSVM() is given by:

1 _

DKMTWSVM(i) max e o; — EfxiTHj(HiT H;) lHjTocis.t.O <o < (36)
o

Similarly, the dual of KMTWSVM(j) is obtained as:

1
DKMTWSVM(j) max el — EochH,-(1L1]11r,»)*111f wyst.0<o<¢  (37)

n

and PH = (H'H) 'Ho (38)

The perpendicular distances of a test pattern ‘x’ from kernel surfaces are cal-
culated as:

5 Kex, DY) + 3 i Kex, DY) + 3
d,'j = ‘ and dji = |

Non-linear MTWSVM also assigns class on the basis of max-wins voting
strategy.

(39)

Hin ujiH
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3.3 Successive Over Relaxation (SOR) for MTWSVM

MTWSVM contains M (M-1) QPPs which need to be solved. QPP (20) can be
reformulated as follows [26, 27]:

1
max%.ejT1 o — 5 oziTGioci s.t.0<o; <c (40)

where G; = Bj(BiTBl-)_lBjT. The SOR algorithm is given below:
Choose parameter ; € (0,2) and start with any initial value o € R". Having of,

compute ocf“ according to the following formula:

ot = (o — D7 (Gi — e + Li(o ™ — o)), (41)

where L; € R and D; € R"*!i are strictly the lower triangular matrix and diagonal

matrix correspondingly. The process terminate if Hzxf“
k+1

i

— ok | is less than some

given tolerance else replace ocf-‘ by ;" and k by k + 1 and repeat the above process.

3.4 Computational Complexity

The proposed MTWSVM classifier solves M (M-1) QPPs and generates M (M-1)

binary classifiers. Consider each class contains approximately Z/M patterns. In
“one-versus-one” MTWSVM classifier the patterns of each class provide constraints

to another class and each binary classifier contains l/M constraints. Therefore the

computational complexity of linear MTWSVM is M(M — 1)%)3 :P(ﬁ%l).

Computational complexity of “one-versus-one” SVM is 0(4(11’5”;21)13). The ratio of

computational complexity of “one-versus-one” SVM and MTWSVM is four i.e., our
proposed approach is four times faster than that of “one-versus-one” SVM which
also proves the basic concept of traditional TWSVM which is four times faster than
that of binary SVM.

4 Experimental Results

In order to prove the validity of the proposed approach, we performed the experi-
ment on eight benchmark datasets such as Iris, Wine, Thyroid, Glass, Ecoli,
PageBlock, Shuttle and PenBased using 10-fold cross validation method. All these
datasets are taken from KEEL Data Repository [28]. The performance of the pro-
posed MTWSVM classifier is compared with the existing multi-classification
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approaches based on SVM and TWSVM such as Multi-SVM, One-against-One
SVM (OVA SVM), Multiple Birth Support Vector Machine (MBSVM) [29], Twin -
KSVC [30]. All classifiers are implemented by using matlabR2012a on Windows 7
PC with Inter Core i-7 processor (3.4 GHz) with 12-GB RAM. For non-linear cases,
2
this research work used Gaussian Kernel function K(x;,x) = exp (— %)
The selection of parameters also affects the performance of the proposed
MTWSVM. Parameters such as ¢; ¢; and sigma (o) are obtained by using Grid
Search approach from the range- ¢;, ¢; € {1078,...,10%}, sigma € {27°,...,21}.
Accuracy, also referred as correct classification rate, is obtained by taking the
average of 10-times testing accuracies.

Table 1 presents the comparison of predictive accuracy of linear and non-linear
MTWSVM with the other existing approaches. In Table 1, “. x . x .” indicates the
size of the dataset in following order-total number of patterns, attributes and total
number of classes. The better predictive accuracies are indicated by bold values in
the Table 1. From the table, it is observed that the proposed MTWSVM classifier
obtains better predictive accuracy for Iris, Thyroid, Glass, Ecoli, Pageblock and
Shuttle datasets. For other two datasets it also shows comparable performance.

5 Conclusion

In this research work, we proposed a novel multi-classifier, named as Multi-class
Twin Support Vector Machine (MTWSVM), which is obtained by extending the
formulation of binary TWSVM. MTWSVM utilizes “one-versus-one” concept
according to which the patterns of each class are trained with the patterns of another
class. The training procedure of MTWSVM is speed up by utilizing SOR technique
for solving dual problems. The experimental results prove the validity of the pro-
posed MTWSVM classifier. The results show that the MTWSVM obtains better
predictive accuracy for six datasets like Iris, Thyroid, Glass, Shuttle, Pageblock and
Ecoli datasets while for other datasets it also shows comparable performance. The
computational complexity of MTWSVM is also analyzed which is four times faster
than that of “one-versus-one” SVM and thus follows the basic concept of TWSVM.
The future work is to optimize the parameters selection procedure using some
optimization approaches such as Genetic Algorithm, Ant Colony Optimization,
Particle Swarm Optimization etc. We also want to explore the real world applica-
tion of the proposed MTWSVM classifier. This classifier generates large number of
hyper-planes which increases with the classes thus the implication of having higher
number of planes can also be explored in future work.
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Multi-label Classifier for Emotion
Recognition from Music

Divya Tomar and Sonali Agarwal

Abstract Music is one of the important medium to express the emotions such as
anger, happy, sad, amazed, quiet etc. In this paper, we consider the task of emotion
recognition from music as a multi-label classification task because a piece of music
may have more than one emotion at the same time. This research work proposes the
Binary Relevance (BR) based Least Squares Twin Support Vector Machine
(LSTSVM) multi-label classifier for emotion recognition from music. The perfor-
mance of the proposed classifier is compared with the eight existing multi-label
learning methods using fourteen evaluation measures in order to evaluate it from
different point of views. The experimental result suggests that the proposed
multi-label classifier based emotion recognition system is more efficient and gives
satisfactory outcomes over the other existing multi-label classification approaches.

Keywords Multi-label classification + Emotion recognition - Binary relevance -
Least squares twin support vector machine

1 Introduction

Music plays an important role in everyone’s life. According to the quotes of famous
German philosopher Friedrich Nietzsche, “without music, life would be a mistake”.
Researchers are taking interest in automatically analyzing the emotional contents of
music and several recent developments in the field of Music Information Retrieval
system have been reported [1-7]. Emotion can be conveyed through music. The
recognition of emotion from music plays significant role in the improvement of
information retrieval of music as music database is growing in size. Retrieval of
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music on the basis of emotion is useful for various applications such as music
recommendation systems [8]; content based searching, music therapy, song selec-
tion in hand portable devices [9], in various TV and radio programs etc. Lots of
work has been done in the field of analyzing and recognizing emotional contents of
music. But mostly researchers consider this task as a single label classification task
[3-5, 10]. While a piece of music may contains several different emotions at the
same time. So, the task of emotion recognition from music is a multi-label clas-
sification task. Hence, the objective of this research work is to focus on multi-label
classification methods and to develop an emotion recognition system using music
database.

The goal of multi-label classification is to obtain a model that assigns a set of
class labels to each object or data samples unlike multi-class classification in which
the classifier predicts single class [11-13]. In recent years, multi-label learning has
gained popularity in the research community which results the development of a
variety of multi-label learning algorithms. In multi-label learning, a classifier learns
from a number of data samples or instances, where each data sample can be
associated with multiple classes and so after be able to predict the possible class
labels for a new data sample. Multi-label classification is different from single label
classification problem where each data sample belongs to only one class label from
a set of disjoint class labels £ Single label classification problem can be recognized
as a binary classification for |£| = 2 or multi-class classification for |£| > 2. The
need of multi-label classification emerges from the various real world problems
such as in the text categorization a text may belong to different categories, in the
medical diagnosis where a patient may have diabetes and cancer at the same time,
in image and email classification etc.

There are two ways to handle multi-label classification task which we will
discuss in details in the second section. In this research work, we proposed Binary
Relevance based Least Squares Twin Support Vector Machine (BR-LSTSVM)
classifier in which the multi-label problem is divided into several single-label
classification problems. The reason for which we have used Binary Relevance
method will be discussed in Sect. 3. From the literature survey, it is found that
Support Vector Machine (SVM) has shown better performance as compared to the
other existing classifiers [14—19]. But the problem with this is its high computa-
tional complexity [20, 21]. To handle this problem, Jayadeva et al. proposed a novel
classifier Twin Support Vector Machine (TWSVM) which is four times faster than
that of conventional SVM [21]. TWSVM is not only better in terms of speed but
also shows better performance over SVM. But again, TWSVM requires the opti-
mization of two Quadratic Programming Problems (QPPs). In order to utilize the
better speed of TWSVM, Kumar et al. proposed a novel binary classifier named as
LSTSVM which is the least squares variant of TWSVM [22]. In LSTSVM, two
complex QPPs are transformed into two linear equations which are easy to solve.
So, in this paper we used LSTSVM as a base classifier because it has several
advantages such as better generalization ability, faster computational speed and
easier implementation. Therefore, this paper has adopted Binary Relevance based
LSTSVM multi-label classifier for the emotion recognition from music.
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The paper is organized as follows: Section 2 discusses the literature survey on
emotion detection system using music data and various multi-label classification
methods. Section 3 gives the detail description of the proposed approach. Dataset
description, performance evaluation parameters and results are discussed in Sect. 4.
Conclusion is drawn in Sect. 5.

2 Literature Survey

2.1 Emotion Recognition System

Feng et al. analyzed two musical features (tempo and articulation) and by using
these features recognized four different emotions such as happiness, fear, anger and
sadness [23]. Lie et al. recognized emotion from music acoustic data [24]. They
used music rhythm and timbre feature to represent stress dimension and intensity
feature for energy dimension of Thayer model. Yang et al. developed a Music
Emotion Recognition System by utilizing the idea of content based retrieval [3]. For
this purpose, they used regression approach to recognize emotion contents from
music. They predicted the Arousal Valence values of each music sample which
became a point in the arousal-valence plane so that users can efficiently retrieve the
songs by specifying a point in that plane. Han et al. developed a music emotion
recognition system (SMERS) by using Support Vector regression [5]. They focused
on predicting the arousal and valence of an audio content of a song. They extracted
seven different musical features such as rhythm, pitch, tonality, harmonics, temp,
key and loudness and recognized eleven emotions for example- angry, excited,
relaxed, sleepy, pleased, bored, sad, nervous, calm, happy and peaceful based on
these features. In another research work, Yang et al. considered both lyrics and
audio features and recognized emotion from music by using SVM [25]. They
divided the music samples into several frames and extracted both textual audio
features of it. Trohidis et al. used the “Tellegen-Watson-Clark” model of mood and
developed emotion detection system as a multi-label classification task [7]. Authors
compared four multi-label classification approaches and among which random
k-labelsets (RAKEL) performed well. Tzacheva et al. used Thayer’s model to
represent different emotions [4]. They assumed the task of emotion detection as a
single-label classification task and compared the performance of Bayesian Neural
Network and J48 Decision Tree to detect four emotions.

2.2  Multi-label Classification

Multi-label classification problem is mainly divided into two categories: Problem
transformation methods and algorithm adaptation methods.
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2.2.1 Problem Transformation Method

In the problem transformation method, the multi-label classification problem is
transformed into a set of single label problems. This approach is independent from
the algorithm and any existing classification technique can be applied to multi-label
classification problems. Various problem transformation methods are available in
the literature and used by the researchers for transferring multi-label classification
problem into single label problems [11-13, 26, 27].

e Binary Relevance(BR): This is one of the most popular approach of problem
transformation method in which multi label dataset is divided into k single label
datasets (k = |L£]), each for one class label and a binary classifier is constructed
for each label.Spyromitros et al. proposed a classifier for handling multi-label
data called BRKNN which is the BR followed by kNN (k-Nearest Neighbor)
[28]. If the computation cost of computing k nearest neighbors is ‘C’, then the
computational cost ofBRkNNis |L| x C. This problem can be resolved by
adopting single search for kNN but at the same time it does not consider the
correlation among class labels and generate independent predictions for each
class label. Classifier Chaining (CC) method which is closely related to BR
method includes ‘k’ binary classifiers as in BR. This method is proposed by
Read et al. in which k binary classifiers are linked along a chain in which ith
classifier handles the classification problem associated with the class label ‘i’
[29].

® Ranking by Single Label: In this method, the multi-label dataset is transformed
into single label datasets by using several ways such as-ignorance of instances
with multi-label, random selection of label, counts for each label and find
maximum and minimum counts of labels and assign weight to each label.
A single label classifier generates vote (Probability) and assigns rank to each
class label [13, 30].

® Ranking by Pairwise Comparison (RPC): This method transforms the
multi-label dataset into k(k—1)/2 binary label datasets where |k = L£| and
requires the training of k(k—1)/2 binary classifiers, one for each pair of class
labels. The binary label dataset for each pair of class labels is generated by
taking those examples which associated with at least one of the class label but
not both. For a new data sample, all the binary classifiers are invoked and
ranking is assigned to each label by counting the vote obtained from each
classifier [13, 30].

e Calibrated Label Ranking (CLR): This method is proposed by Furnkranz et al.
which is an extension of previously discussed RPC approach [31]. In this
method, an additional label ¢ (also known as calibration label) is added to the
original multi label dataset which partitioned the labels into relevant and irrel-
evant class labels. It generates the ranking of the label as:
Ci1 > Cp > -+ > Cjj > o > Cjp1 > -+ > ci. Bach data sample that is asso-
ciated with a class label is treated as a positive data sample for that particular
label and negative for the calibration label. Then binary classifier is trained with



Multi-label Classifier for Emotion Recognition from Music 115

these datasets in order to discriminate between the class labels and calibrated
labels and for a new data sample, ranks are assigned to each label by counting
the vote [11, 31]. A variant of CLR, named as Quick Weighted algorithm for
Multi-label Learning (QWML) is proposed by Mencia et al. [32]. The voting
strategy of QWML is different from the majority voting used by CLR. This
approach focuses on classes with “low voting loss”.

o Label Powerset (LP): This method considers each unique set of class labels in
the original dataset as single class label and transformed the original multi-label
dataset into single label datasets. So, the task becomes a single label classifi-
cation problem and assigns the most probable class label to the new data sample.
The random k-labelsets (RAKEL) approach is obtained by ensemble of LP
classifiers where different random subset is used to train each LP classifier.

2.2.2 Algorithm Adaptation Method

Clare and King use C4.5 algorithm for multi-label classification problem with the
modified entropy calculation [33]:

N

Entropy = — Y~ (p(4;)log p(4;) + q(2:)log q (%) (1)
i=1

where, (p(4;) represents relative frequency of class /; and g(4;) = 1 — p(4;). This
modified entropy based C4.5 approach allows multiple class labels at the leaves.

e Boosting: AdaBoost.MH and AdaBoost.MR are two extended version of basic
AdaBoost algorithm for multi-label data classification. AdaBoostMH takes
examples in the form of example-label pairs and the weight of misclassified
example-label is increased in each iteration. AdaBoostMH minimizes the
hamming loss. While, AdaBoost. MR finds the hypothesis and arranges the
correct class labels on the basis of ranking. Ensemble of classifier chain
(ECC) is a multi-label classification technique that is obtained by combining
several CC classifiers ¢;,c5,C3,...,ch. Each CC classifier cyis trained with the
random subset of multi label dataset and gives different multi label predictions.
The result of each CC classifier is combined per label and each label obtains a
number of votes [29].

e Lazy Learning: Various algorithm adaptation approaches based on K-Nearest
Neighbor are proposed by the researchers. The process of aggregation of class
labels of a given data samples differs with each other. Multi-label k-Nearest
Neighbor (ML-kNN) approach is a lazy learning approach used for the
multi-label data classification. This algorithm utilizes maximum a posteriori
(MAP) rule to predict the class labels by reasoning with the class labeling
information embodied in the neighbors [34].
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3 Proposed Algorithm

Consider a training dataset D = (x;,Y;), 1 <i<n of ‘n’ data samples where x; € y
(data sample space) represents input data sample and Y; € y (label vector space)
represents class label. Let the training dataset consists ‘m’ features. The objective of
the multi-label learning is to obtain a multi-label classifier that optimizes evaluation
parameters. In this research work, we adopted Binary Relevance (BR) problem
transformation method to develop multi-label classifier for emotion recognition
from music. Although, BR does not handle the label dependency, yet still it has
several advantages over other existing methods such as, it has linear complexity
regarding the number of class labels and any binary classifier can be considered as a
base learner [35]. Binary Relevance method divides the multi-label dataset into |L|
dataset each for one class. In this way, it divides the multi-label classification
problems into |L| single label classification problem. For each dataset D;, 1 <j <k,
(where k = |L|)considers the data samples of jth label as positive and others as
negative. Binary Relevance predicts the class for a new data sample by combining
the labels that are positively predicted by each classifier. As a base classifier, we
used Least Squares Twin Support Vector Machine due to its better generalization
ability and faster computational speed. LSTSVM is a binary classifier that con-
structs two hyper-planes, one for each class by solving following two linear
equations:

1
min(Wl,bhi)i | Xiwi +eiby |? ‘*‘%iTi 2)
S.t.—(X2W1 + Czb]) + é =€

. 1 C
min(wa, by, M) = || Xows + exby ||? +—2nTn
2 2 (3)

S.t.(X1W2 + e1b2) +nN=¢e€

where X; and X, are two matrices contain the data samples of positive and negative
class correspondingly. W; and W, are the normal vectors to the hyper-plane, b; and
b, are bias terms, ¢; and e, are the two vectors of one’s, ¢; and ¢, are positive
penalty parameters and ¢ and m are slack variables due to the negative and positive
class respectively. Hyper-plane parameters are obtained by solving above two
equations as:

1 -1
[Wl } = (BTB + ATA) B'e, (4)
bl C1

1 -1
{Wz} = <ATA+—BTB> ATe, (5)
by Cy
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where, A = [Xje;] and B = [X;e,]. These parameters generate hyper-planes by
using following equation:

x'w; +b; =0andx"wy + by =0 (6)

The class label is assigned to a given data sample according to the following
decision function:

|Wi X+ bi|
= ar min ——
f( ) & i=+1,—1 || Wi ||

()

LSTSVM also gives promising results in the classification of non-linearly sep-
arable data samples with the help of kernel function. Non-linear LSTSVM classifier
determines following kernel surfaces in high dimensional space:

Ker(x",Z")p, + v, = 0 and Ker(x",Z" )y, + 7, =0 (8)

Here, ‘Ker’ refers to the kernel function and Z = [XIXZ]T. Non-linear LSTSVM
solves following two linear equations to separate the data samples of two classes:

. 1 N
min(py, 71, &) 5 || Ker (X1, Z0) g + ey, ||* 45 €7¢

9)
s.t.—(Ker(X2,ZN )y 4+ ey,) =e— ¢
min (5, 72, ) | Ker(Xa, Z )ity + €95 P +2 S (10)
s.t.(Ker(X1,Z")u, + epy) = e — 1
Equations (9) and (10) determine kernel surface parameters as:
[ﬂ =—(Q"0+ - PTP) O'e (11)
1
1
{ﬂz}::(PTP‘FQTQ>”ﬂ? (12)
72 2

where P = [K(X;,D")e]Q = [K(X2,D7)e]. New data sample is classified according
to the following formulation:

oy +

class(j) = argmin(j = 1,2)
Hj

(13)
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In this paper, we used Gaussian Kernel function which is defined as:
Ka (xi, ;) = exp _M
v 202 (14)

where x; and x; are two input vectors. In this way, we construct the binary classifier
for each dataset and determine the class label for each data sample. The positively
predicted class labels by each classifier are combined for a given data sample i.e.,
the data sample belongs to those class labels which are positively predicted by the
classifier in each dataset for that particular data sample. For a new data sample, each
binary classifier predicts the class label. Then the result of each classifier is com-
bined for positive class labels.

4 Numerical Experiment

4.1 Dataset Description

The experiment is performed on Emotions dataset which is taken from Mulan’s
repository [36]. The domain of Emotions dataset is music and it contains 593
instances. Each music instance can be labeled with six different emotions such as
L1 angry-aggressive (189 examples), L2 quiet-still (148 examples), L3
amazed-surprised (173 examples), L4 sad-lonely (168 examples), L5 happy-pleased
(166 examples) and L6 relaxing-calm (264 examples).The dataset contains 72
features which are broadly falls into two main categories: rhythmic and timbre. It
comprises 8 rhythmic features and 64 timbre features. Label cardinality of the
multi-label dataset is the average number of class labels of the data samples. Label
Density of the multi-label dataset is the average number of class labels of the data
samples divided by total number of labels |L|. Label cardinality and density of
emotions dataset is 1.869 and 0.311 respectively.

4.2 Performance Evaluation Parameters

The metrics require for the performance evaluation of a multi-label classifier are
different than those used in conventional single-label multi-classifier. Let the set of
class labels predicted by the proposed classifier ML-LSTSVM for a given data
sample x; be represented by P;. This research work used two different types of
evaluation measures-example based and label based. “The example based evalua-
tion metrics measure the average differences of the actual and the predicted sets of
labels over all data samples of the evaluation dataset”. On the other hand,
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Table 1 Performance evaluation measure

Example based metrics Label based metrics
n k
vinPp|
Accuracy = 13 05 ison = 1
y =5 1—21 V0P| Macro Precison = ¢ 21 i +FP
= i
1§~ Y0P
Precision = - e =1
n 2 TP Macro Recall = ; X} 6 W,
= =
1S~ %P k TP; + TN,
Recall =+ ! 15~ IHHTN,
n ; [Pi] Macro Accuracy = ¢ Zl TP, + FP; + IN; T FN;
= =
n
ﬁP \ 2 x Precison;xRecall;
F1 score =1 x| Macro F1 = Bore BATT
n ; vl ka Precison, +Reca11
n
- TP
Subset Accuracy = 13" I(Y; = P;) | Micro Precison = Azf:il’k
i=1 Z,: TP+ Z;: FP;
n k
. Y, AP TP,
Hamming Loss = %Z | Micro Recall = #
i=1 E/*l TP+ Zf—l FN;
k k
Zj:l Tl’,»+2:j:1 N;

Micro Accuracy = —z L = 3
ijl TPj + Zj:l FN;j+ Z}:l IN; + Z}:l FP;
. 2xmicro_precisionxmicro_recall
Micro F1 = ==, —prect s =
micro_precision + micro_recall

“label-based evaluation metrics measure the predictive performance for each label
separately and then average the performance over all labels”. Example based per-
formance evaluation measure includes six metrics (accuracy, precision, recall,
subset accuracy, F1 score, hamming loss) and label-based evaluation measure
includes 8 metrics (macro accuracy, macro precision, macro recall, macro-F1, micro
accuracy, micro precision, micro recall, micro F1) as shown in Table 1.
Here,TP;, TN;, FP;, FN; indicate the number of True Positive, True Negative, False
Positive and False Negative data samples of ith class.

4.3 Results and Discussion

The performance of the proposed BR-LSTSVM based emotion recognition system
is compared with nine existing multi-label classification approaches such as BR,
CC, RAKEL, CLR, MLKNN, ML C4.5, QWML and ECC. In this study, Support
Vector Machine is used as a base classifier in BR, CC, RAKEL, CLR, QWML and
ECC. All these approaches are evaluated against 14 evaluation metrics for example
Hamming Loss, Accuracy, Precision, Recall, Subset Accuracy, F1-Score, Micro
Precision, Macro Precision, Micro Recall, Macro Recall, Micro Accuracy, Macro
Accuracy, Micro F1 and Macro Fl. The proposed multi-label classifier
BR-LSTSVM and other existing multi-label classifiers used in this study are
implemented in matlab on windows 7 with Intel Core i-7 processor (3.4 GHz) with
12-GB RAM. The experiment is performed by using 10-fold cross validation
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method and the parameters are selected by using Grid Search approach. Penalty
parameter is selected from the set of ¢; € {10’8, 103} and Gaussian kernel
parameter sigma is chosen from the set of ¢ € {275, ... 2!°}. Table 2 shows the
performance comparison of existing multi-label classification approaches with the
proposed classifier BR-LSTSVM for emotions dataset.

The downward symbol associated with the metrics indicates that the value of the
corresponding metric should be as less as possible i.e., the multi-label classifier
performs well if the value of Hamming Loss is low. The upward symbol associated
with the metrics indicates that the value of the corresponding metric should be as
high as possible. i.e., the multi-label classifier performs well if the value of accu-
racy, precision or any other associated metrics is high. The best results obtained by
the multi-label learning approaches in each evaluation measure are indicated by
bold value. From the Table 2, it is clear that the BR-LSTSVM based emotion
recognition system has achieved better performance as compared to the other
existing approaches for 11 evaluation metrics. BR-LSTSVM based music emotion
recognition system performs well on Hamming Loss, Accuracy, Precision, Recall,
F1-score, Micro Precision, Micro Recall, Micro F1, Macro Precision, Macro Recall
and Macro F1. The performance with respect to other evaluation parameters is also
comparable with other existing approaches.

5 Conclusion

It is established through the literature survey that there are several emotion recog-
nition systems based on music database exist but most of them considered the task of
emotion recognition as a single label classification task. While a song or a piece of
music may contains different emotions at the same time. Also, there were many
researchers worked on multi-label music emotion recognition system but did not
achieve better performance. So, in this paper we developed a multi-label classifier
BR-LSTSVM based emotion recognition system. The proposed system achieves
better performance in terms of eleven evaluation parameters as compared to the other
existing multi-label approaches. In this research work, we only considered the
musical features. In future it is interesting to analyze the textual features such as
lyrics of the song with musical features for emotion recognition of a musical content.
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Visibility Enhancement in a Foggy Road
Along with Road Boundary Detection

Dibyasree Das, Kyamelia Roy, Samiran Basak
and Sheli Sinha Chaudhury

Abstract Images and videos of outdoor scenes suffer from reduced clarity due to
presence of fog/haze/mist, and thus it becomes difficult to drive in bad weather
conditions. Several methods have already been proposed to improve the images
acquired in foggy weather conditions. In this paper a novel method of dehazing
using dark channel prior along with masking the sky regions has been proposed, the
output has improved considerably due to clear visibility of separation of sur-
rounding edges from the sky as well as reduced artifacts. Focus on road edge
detection has also been emphasized on, in this work along with dehazing leading to
prominent visibility in foggy conditions.

Keywords Dark channel prior - Edge detectors - Hough transform - RoadEdge
detection

1 Introduction

Presence of haze degrades the outdoor images/videos to a great extent and thus has
become a major problem for outdoor driving in bad weather conditions. Hampered
visibility makes it difficult for the drivers to identify the road edges and get a clear
view of the road while driving. Dehazing has become an important research topic in
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many computer vision based applications such as video surveillance, remote
sensing, object recognition, and tracking. The paper focuses on haze removal along
with road edge detection from single image and video. Haze is caused due to
scattering and absorption of light by tiny air particles known as aerosols in atmo-
sphere before it reaches the camera [3]. The non-deflected scene light reaching the
camera together with the light reflected from different direction forms the airlight
[2]. This phenomenon fades the true color and contrast of the scene objects. Since
haze is dependent on an unknown depth which cannot be measure accurately,
dehazing an image completely becomes impossible but however improvement in
visibility can be rendered by the various approaches of dehazing and visibility
restoration. The various models that have been proposed till date includes, model
proposed by Satherley and Oakley [14] and Tan and Oakley [13], assuming that the
scene depths were known they formulated a physics-based technique to restore
scene color and contrast without using predicted weather information. Narasimhan
and Nayar [6] analyzed the color variation in scene objects under the effect of
homogeneous haze based on a dichromatic atmospheric scattering model. They
considered two images of the same scene taken at different time intervals. Scene
contrast recovery using this model is somewhat ambiguous as the color of the haze
and the scene points are almost same. Fattal [8] presented a method for estimating
the transmission in hazy scenes taking into consideration that the medium trans-
mission function and the surface shading are locally and statistically uncorrelated.
The dark channel prior model by He et al. [7] aimed at dehazing a single image
based on the outdoor haze free image information, a common drawback of the
above two methods is their computational cost and time complexity.

The segmentation part when comes into play gives the idea of the road boundary
detection or the lane detection. The existing methods are purely based on the Hough
transform followed by some edge detection process. The idea proposed by [9] is
vision-based road boundary detection. The optimal path is calculated by Dynamic
Programming (DP) and then randomized Hough Transform is applied. In terms of
ambiguity, the computational time is quite high because of the Dynamic
Programming. In [10] a fast lane detection system is organized using Hough
transform and with the 2D filter. Here, image binarization is done separately which
is an extra step, in terms of complexity. In [11] edge detection for road boundary is
proposed. The filters used are Prewitt and Sobel, which are not much efficient in
detecting edges. The original images which are taken are in form of gray image and
detected edges are not superimposed on the original one, which would have given a
better assistance to the driving system.

The dark channel prior model is effectively used in this paper for real time
application with reduced timing complexity. After dehazing, the artifacts in the
resulting image present mostly in the sky pixels were removed by masking the sky
portion from the image, which resulted in improved output. The proposed model
has been extended to video application along with road edge detection using Hough
transform in the first case and boundary detection of the edges in the second case
and comparatively studied the output images of both the cases. The rest of the paper
is organized as follows. In Sect. 2 the proposed method has been described.
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Section 3 presents the experimental results on both image and video, a comparison
with a few previous methods is also contained. Finally in Sect. 4 proposed model
has been summarized.

2 Proposed Method
2.1 Haze Model

The two factors which are mainly responsible for formation of haze image are direct
contrast attenuation and airlight [2]. Contrast of images are hugely affected due to
haze, the attenuation is caused due to scene light passing through the atmosphere
consisting aerosols where the light gets scattered in different directions or absorbed
[3]. Airlight is caused by scattering of scene light after falling on an air particle
which again gets re-scattered or refracted. This repeated scattering restricts it to
reach the camera directly. The attenuation in contrast and color suffered by the
image depends on the nature of the medium through which the scene light passes
and the scene depth of the original image. So the optical model for the formation of
hazy image as shown by author [2] can be described as:

I(x) =J(x)t(x) +A(1—t(x)). (1)

where I(x) is the original hazy image intensity, x is the pixel index, J(x) is the scene
radiance [3]. The haze removal algorithms aim to recover J from I. A is the global
atmospheric light and t is the un-deflected scene transmission light that reaches the
camera or the observer directly. The transmission t(x) denotes the field depth of the
scene objects. In a homogeneous medium the transmission is expressed as shown in
[7] as:

t(x) =e P, (2)

B is the scattering coefficient of the medium. The above equation indicates that the
scene radiance is attenuated exponentially with the scene depth d.

2.1.1 Histogram Stretching for Contrast Enhancement

Most of the haze images suffer from degraded contrast of the scene objects. In this
model histogram stretching was done before dehazing in order to shift the pixel
values to fill the entire brightness range, resulting in high contrast. The RGB
normalized image was converted to HSV, histogram stretching was also applied to
the S and V channel before converting it back to RGB.
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2.1.2 Dark Channel Prior Model

The dark channel prior model [7] proposed by He et al. [7] is capable of extracting
the transmission map of the original haze effected image assuming the airlight is
already known. According to this model in haze free outdoor images, the non-sky
regions consist of minimum one color channel in which the intensity is very low at
some pixels. Thus as stated by the authors in [7], the dark channel value of an image
J can be formulated as:

Jdark (X) = MiNghannelc{r.g b} (minyeQ(x) (JChannel(y))). 3)
Jehannel resresents the color channel of J and ©(x) is a patch around pixel x. The
dark channel value of a haze free image generally tends to zero. This has been
represented by the authors in [7] as:

Jdark(x) = 0. (4)

The color of the most haze opaque pixels in I was taken as A. After estimating
A, the transmission map t(x) was derived by the authors in [7] as:

t(X) =1- WminchanneleQ(x) [minchannelIChannel(Y) / Achannel} . (5)

where w is a constant parameter used to keep some negligible amount of haze in
distant objects to make the images look real, the value of w varies from O to 1 [4].
Several techniques have tried to refine the transmission using laplacian matting,
bilateral filtering, guided filters etc., however these steps though helped in pro-
viding better results, it takes a lot of time to process and thus has been avoided here.
Finally from Eq. (1) the dehazed image can be recovered as:

R S (6)

2.1.3 Masking Sky Patches for Removing Artifacts and Preserving
the Haze Covered Surrounding Edges

It is observed that the resultant dehazed image obtained consist of a lot of artifacts
present mostly in the sky patches, moreover the separation of edges of scene objects
closer to the sky is not clear. Since sky is mostly blue the pixels for the sky were
selected by picking values in the blue plane that are very high. The primary sky
pixels were selected by keeping a threshold > 200 and a mask was applied to each
color plane setting the mask pixels to a maximum value of 255. The resultant image
obtained was visibly clearer and contained less artifacts. However the masking is
only effective in daylight.
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2.2 Edge Detection

Filters are used in the process of identifying image by locating the sharp edges
which are discontinuous. The discontinuities are basically the changed pixel
intensity values which give the boundary of the image. An image has a non-zero
value for the gradient corresponding to many points. Among these points, all of
them do not belong to an edge for some specific application. Thus, few methods are
used which define or specify the existing edge points. Recurrently, detection is
achieved by the thresholding criterion provided [10]. Image segmentation com-
prises edge detection as its first step, has fueled an exhaustive search for a good
edge detection algorithm.

2.3 Edge Detection Methods

There are many edge detection techniques. Amongst them the most frequently used
are:

(1) Roberts edge detection [12]
(2) Sobel edge detection [12]
(3) Prewitt edge detection [12]
(4) Canny edge detection [12]

A comparative study was performed using all the four edge detectors on the
video frames as shown in Fig. 1. The Canny edge detector smoothes the image with
the Gaussian filter. The edges are detected and linked, applying non-maxima
suppression to the gradient magnitude. Evidently, it is noticeable in the Fig. 1 the
result produced by the Canny edge detector is the best amongst the remaining
detectors used here.

2.3.1 Road Boundary Detection

The separation and location of objects in images as well as in video is rendered with
segmentation as an essential process in image processing. MATLAB offers tool for

(a) (b)

(c) (d)

Fig. 1 Edge detection by a Sobel. b Prewitt. ¢ Roberts. d Canny
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image processing. MATLAB offers tool for image processing, however detecting a
specific object or segmenting the specific edge is non-trivial. In this paper, two
methods are used for detecting the road edges. The first method used is Hough
transform and the second one is boundary detection technique with the MATLAB
function.

(a) Hough Transform: In image processing applications and computer vision
algorithms, Hough transform is used as a toolto extract image features. The classical
Hough transform [12] identifies and detects the lines in an image. Detecting straight
lines is the simplest case in Hough transform. The straight line is represented as
y = mx + b, where m representing the slope and b is the intercept. The equation of
the line represented in the normal form [12] as:

r = xcos S +ysine (7)

where, r = the geometric distance between the line and the origin

0 = the angle formed by the orthogonal vector directed towards the line in the
first quadrant of the geometric plane.

The linear Hough transform algorithm is used to detect the presence of a line in
an image. A two dimensional array is used along with an accumulator.
Accumulator’s dimension is same as the number of unknown parameters i.e. r and 0
in pair (r, 0). The Hough transform algorithm applied at each pixel at (X, y) and its
neighborhood seeks for enough evidence to judge the presence of a straight line. If
the search result is positive then the parameters r and 0 of the line are calculated and
then the bin of the accumulator is looked for putting the values, thereby incre-
menting the value of the bin. The local maxima in the accumulator space is
approximated by the bin’s maximum value, which in term gives the lines to be
extracted. Finally, the linear Hough transform [12] results in a 2D matrix containing
the quantized angle. 8 and quantized distance r. After, the Hough transform is
performed on the video frame the resultant edge detected output images is shown by
blue solid lines in Fig. 2. One of the edges of the road is detected very correctly but
next to that many lines has been produced which do not show any edge. The
wrongly detected edges have been highlighted by red circles. Another edge is
present, which is though an edge not the road edge but a snow line. In Fig. 3 a plot
of Hough peaks is shown which is a plot of r versus 6.

Fig. 2 Hough Road edge
detection output




Visibility Enhancement in a Foggy Road Along ... 131

Fig. 3 Plot of r versus 0

P
By .65 8

(b) Tracing Boundary: Boundary tracing method gives better result in compari-
son to the previous technique. In the first method with Hough transform the edges
of the road are detected but it segmented the strong edge of the road as well as any
strong edge present in the video frame. The result obtained with Hough transform
as shown in Fig. 4a gives a distinguishable mark in the road edge detection where
there are bends present in the road lines. The road bends are not detected, as well as
in the crossing points of the road, the edge line is extended through the path and
gives a wrong detection. Intuitively, it makes sense to focus on the boundary
detection method. The boundary detection method gives visibly good results as
shown in Fig. 4b, segmenting the desired road edges, the bushes if present and more
remarkably the bends of the roads. This method is also able to detect any obstacle or
any other vehicle present in the road as highlighted with red box in Fig. 5b, thus,
helps in avoiding accidents. The image to be traced has to be a binary image where
non-zero pixel belongs to an object and the background is constituted with the
0-pixel. After the boundaries are detected they are superimposed on the original
image and the output is obtained. The image to be processed has to be logical or
numeric and it must be real with 2-D and non-sparse.

Fig. 4 Output after applying. a Hough transform and b Boundary detection methods
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(b)

Fig. 5 Sample image showing vehicle as well as road boundary detection. a Original image.
b Output image

2.4 Extension to Video Application

The proposed model can be easily extended to video application. For a video we
have also included road boundary detection along with dehazing the frames for
better driving during bad weather conditions. The video that is captured is separated
into several frames. The segmentation technique is then applied on each of the
frames. The segmentation procedure encompasses the Hough transform as one
method and boundary detection as other, along with the edge detection. The method
can be applied for real time video applications as well, as the proposed model gives
satisfactory results within a suitable time period. The complete model has been
presented with the help of a block diagram in Fig. 6.

Foggy road video Original degraded Histogram stretching for
—* frames *| contrastenhancement
¥
Dark channel L Estimating > Estimating » Recovering
prior atmospheric light transmission scene
radiance
¥
Masking s
Dehazed frame e ing sky
patches

Road boundary detection Edge detection

i

Video output H Output frames

Fig. 6 Block diagram of proposed model
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3 Experimental Results

The applied dehazing method has been shown step wise in Fig. 7 where (a) refers to
the original hazy image, (b) shows the resultant after applying dark channel prior as
discussed in Eq. (4), (c) shows the estimated transmission as discussed in Eq. (5),
(d) shows the recovered scene radiance and finally in (e) we have shown the
resultant dehazed image after masking.

A comparison of the dehazed outputs using techniques by different authors along
with the proposed technique has been shown in Figs. 8 and 9.

The final results are shown in Fig. 10. The respective steps of road edge
detection are performed and adjacently represented in Fig. 11.

(e) ®

Fig. 8 a Original hazy image, b dehazing by Fattal [1], ¢ by He et al. [1] d by Kopf et al. [1] e by
Tan [1] f proposed method

(a) (b) (¢)

Fig. 9 a Original hazyimage b Dehazing by Tarel et al. ¢ Proposed method output
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ve » «’;‘»t =

Fig. 11 Screenshot of foggy video and final dehazed video output with road edge detection

Total time taken for processing each frame is around 8.3 s or less. On measuring
the contrast to noise ratio a lot of improvement was observed on the dehazed frame,
the ratio of the original frame is 59.3005 whereas that of the dehazed frame is
94.5843, thus the contrast of the resultant frame has significantly improved as
obvious from the result.

4 Conclusion

In this paper the technique proposed is a novel method for dehazing video, frame by
frame and applying road boundary detection for improving the visibility of road
while driving in bad weather conditions. As the sky patches are unimportant for a
driver, we have completely masked it, which has not only resulted in an enhanced
image but has also reduced artifacts along the surrounding edges. The final output is
comparable with the existing techniques and quite suitable for real time video
processing as the time taken for processing each frame is very less. Moreover the
added feature of road edge detection along with on-road vehicle recognition makes
it a lot easier for a driver to drive in bad weather conditions. However in case of
dense fog on applying the dark channel prior model the resultant image turned dark,
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though the road edge detection worked perfectly thus the dehazing was not
satisfactory. Thus the future work of this model will stress on improving visibility
in case of denser fog.

References

10.

11.

12.

13.

14.

. Tarel, J.-P., Hautiere, N.: Fast visibility restoration from a single color or gray level image,

In: IEEE 12th international conference on Computer Vision, pp. 2201-2208 (2009)

. Koschmieder, H.: Theorie der horizontalen sichtweite, Beitr.Phys.Freien Atm., 12, 171-181

(1924)

. Lv, X., Chen, W., Shen, LF.: Real-time dehazing for image and video. In: 18th Pacific

Conference on Computer Graphics and Applications (PG), pp. 62-69, Sept (2010)

. Yeh, C.: Kang, Li-Wei, Lee, M., Lin, C.,: Haze Effect Removal from Image via Haze Density

estimation in Optical Model. Opt. Express 21(22), 27127-27141 (2013)

. Yeh, C., Kang, L.-W., Lee, M., Lin, C.: Efficient image/video dehazing through haze density

analysis based on pixel-based dark channel prior. In: International Conference on Information
Security and Intelligent Control, August (2012)

. Narasimhan, S.G., Nayar, S.K.: Contrast restoration of weather degraded images. IEEE Trans.

Pattern Anal. Mach. Intell. 25(6), 713-724 (2003)

. He, K., Sun, J., Tang, X.: Single image haze removal using dark channel prior. In: IEEE

Conference on Computer Vision and Pattern Recognition, pp. 1956-1963. Miami (2009)

. R., Fattal: Single image dehazing. In: Proceeding ACM SIGGRAPH 2008 papers, Article

No. 72, vol. 27, Issue 3, Aug 2008

. Lin, H., Kim, H., Lin, C., Chua, L.O.: Road boundary detection based on the dynamic

programming and the randomized hough transform. In: International symposium on
Information Technology Convergence, pp. 63-67. IEEE (2007)

Joshy, N., Jose, D.: Improved detection and tracking of lane marking using hough transform.
IICSMC 3(8), 507-513 (2014)

Routray, A., Mohanty, K.B.: A fast edge detection algorithm for road boundary extraction
under nonuniform light condition. In: 10th International Conference on Information
Technology, pp. 38—40. 17-20 Dec 2007

Gonzalez, R.C., Woods, R.: Digital Image Processing Book. Third Edition, Pearson Education
India (2009)

Tan, K., Oakley, J.P,: Physics based approach to color image enhancement in poor visibility
conditions. J. Optical Soc. Am. A 18(10), 2460-2467 (2001)

Oakley, J.P, Satherley, B.L,: Improving image quality in poor visibility conditions using a
physical model for degradation. In: IEEE Transactions Image Processing, vol. 7, Feb (1998)



Artificial Neural Network Based
Prediction Techniques for Torch Current

Deviation to Produce Defect-Free Welds
in GTAW Using IR Thermography

N.M. Nandhitha

Abstract In recent years, on-line weld monitoring is the potential area of research.
In this work, torch current deviation prediction systems are developed with
Artificial Neural Networks to produce welds free from Lack of Penetration. Lack of
penetration is deliberately introduced by varying the torch current. Thermographs
are acquired during welding and hotspots are extracted using Euclidean Distance
based segmentation and are quantitatively characterized using the second order
central moments. Exemplars are then created with central moments as input
parameters and deviation in torch current as the output parameter. Radial Basis
Networks (RBN) and Generalized Regressive Neural Networks (GRNN) are then
trained and tested to assess the suitability for torch current prediction. GRNN
outperforms RBN in predicting the torch current deviation with 98.95 % accuracy.

Keywords GTAW - Lack of penetration - RBN « GRNN . Torch current
deviation

1 Introduction

Welding is defined as the process of joining metals in industries. With the advent of
automated welding, large number of weld pieces is produced within a short span of
time. In spite of accurate parameter settings, defects do occur in welds. Hence these
welds are sent to strict quality assessment before dispatched to the end users. Welds
that do not satisfy the standards specified by American Society of Mechanical
Engineers (ASME) are rejected. Rejection of weld pieces result in loss of time,
money and manpower. Hence online weld monitoring is a potential area of research
in recent years.
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On-line weld monitoring involves the following: Selection of a suitable Non
Destructive Testing Technique (NDT) that uses sensors for capturing the defects in
welds during welding, image segmentation techniques that accurately isolate the
weld defects, appropriate features that exactly represent the defects and suitable
non-linear systems for predicting the deviations in weld parameters. In this work,
InfraRed Thermography is used as a NDT technique for on-line weld monitoring. It
uses an IR camera that captures the heat patterns and maps it into thermographs.
This choice is justified because of the following reasons: In Gas Tungsten Arc
Welding (GTAW), the arc is formed between the metal electrode (Tungsten) and
the weld plate. Heat produced by the arc melts the plate and forms a pool which in
turn forms the weld. In nutshell, heat produced at the weld pool mostly determines
the quality of the weld. Heat transferred into the weld pool is in turn dependent on
the torch current, torch speed etc. Hence heat can be used to assess the weld quality.

This paper is organized as follows: Related work is described Sect. 2. Section 3
provides the proposed methodology. Results are discussed in Sect. 4. Conclusions
and future directions are provided in Sect. 5.

2 Related Work

Considerable research is carried out in the area of weld pool monitoring using
thermal cameras. Also suitable signal and image processing techniques for ana-
lyzing thermal signatures obtained from both active and passive thermography are
also cited in the literature. Sreedhar et al. [1] inferred that thermal analysis of weld
pool has distinct features for defective and defect free welds. Vasudevan et al. [2]
developed a computer controlled GTA machine by using Infrared thermography for
sensing the characteristics of the weld pool. Leksir et al. [3] proposed an on-line
weld quality monitoring system for Submerged Arc Welding (SAM). In the pro-
posed technique, weld plates are in motion whereas the welding equipment is
stationary. Weld pool temperature is used as an indicator for weld quality assess-
ment. Fuzzy logic is then used to assess the weld quality as poor or fair or good.
Swiderski and Hlosta [4] used pulsed eddy current stimulated thermography for the
assessment of joints’ quality in metal sheets. It was concluded that thermal contrast
is better than vibrothermography. Aitor Garcia De La Yedra et al. [5] inferred that
Discrete Fourier Transform (DFT), Discrete Wavelet Transform (DWT) and
Thermographic Signal Reconstruction (TSR) results in enhanced weld quality
assessment from thermal images. In all these literatures, it is found that the research
has not proceeded to predicting the deviations in the physical parameters respon-
sible for the defect. Hence in this paper, torch current deviation prediction system is
developed using Radial bases. In order to train the network, input features are
obtained from the descriptors used for representing the hotspots in weld
thermographs.
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3 Proposed Methodology

Of the various defects that occur in GTAW, Lack of Penetration is a very serious
defect and results in immediate rejection of the weld pieces [6]. According to
American Society of Mechanical Engineers (ASME), Lack of penetration is not
permitted except when are of shallow and very short lengths [7]. Hence in this
work, on-line weld monitoring system for Lack of Penetration is proposed using
industrial Infrared Thermography is proposed.

3.1 Image Acquisition and Preprocessing

Lack of Penetration is deliberately introduced during by reducing the torch current
from its optimal value. All the other physical parameters are kept constant
throughout the experiment. Thermal videos are obtained using IR camera (during
welding) and are stored as “.avi” files. As the acquired thermographs are videos,
initially frames are extracted from these files. Also as the first 100 thermographs
do not depict welding, they are not considered for segmentation and further
processing. From the manual interpretation of the thermographs, it is concluded
that the size and shape of the hotspot varies with that of the torch current.
Figure 1 shows the hotspot variation for thermographs acquired with torch current
of 70, 80 and 90 A (90 A is the optimal current). In the pseudocolouring of
thermographs, hotspot is represented with yellow color. From the manual inter-
pretation, it is found that as the torch current increases to the optimal value, the
size of the hotspot also increases.

Fig. 1 Thermographs (frame 162) depicting the weld pool acquired with torch current of 70, 80
and 90 A
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3.2 Image Segmentation for Feature Extraction

Of the various image segmentation techniques, Euclidean distance based image
segmentation is used for extracting the hotspot. It is chosen as it does not involve the
overhead of converting a pseudocolor thermograph into gray scale thermograph.
Also the quantization error involved in color to gray scale conversion can be
avoided. Euclidean Distance based segmentation accurately isolates the defect
region (i.e. to the true size of the abnormality) and completely removes the unde-
sirable regions from the weld thermographs. In Euclidean distance based segmen-
tation, the Euclidean distance is calculated between the average intensities (Red,
Green, Blue domains) of the hotspot and all the pixels (corresponding domains) in
the thermograph. An output image is then obtained by retaining the pixels with
Euclidean distance less than the threshold. Intensities of the other pixels are made as
zero [8, 9]. Once the hotspot region is isolated, the hotspot is represented in terms of
central moments. Central moments are chosen because they are shift and translation
invariant. Exemplars are generated with frame number and the central moments as
input parameters and torch current deviation as the output parameter. The next task is
to develop a non-linear predicting system that predicts the deviation in the physical
parameter responsible for the defect. As the output parameter is also available for
training the network, supervised neural networks are chosen.

3.3 ANN Based Classifiers

Initially Back Propagation Network was used for current deviation prediction. In
this paper, feasibility of other supervised learning algorithms is studied. Two most
commonly used networks that use radial functions are Radial Basis Networks
(RBN) and Generalized Regressive Neural Networks (GRNN) [10]. Performance of
these networks is dependent on the choice of the spread functions. Spread function
should neither be large nor be less. Larger spread function results in fast but abrupt
convergence while smaller spread function results in slow but accurate conver-
gence. In this work, accuracy of prediction is the major concern. As the neural
network predictors are pre-trained with the exemplar set and only the weight
updated neural network is used for prediction, time complexity is not a major issue.
The spread function for RBN and GRNN is 0.0001 and 0.7 respectively.

4 Results and Discussion

A set of 11439 exemplars were created of which two different sets of 5719
exemplars are used for training and testing. Performance of the network is shown in
Table 1. From the Table 1, it is found that both RBN and GRNN results in accurate
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Table 1 Performance Desired deviation in torch Predicted deviation in
torch current diviation‘ From RBN | From GRAN
0.4 0.4 0.4
0.35 0.35 035
0.25 0.25 025
0.25 0.25 0.25
0.2 0.2 02

prediction for the shown set of exemplars. However there are deviations between
few sets of actual and desired values in both the classifiers. It is reflected in the
calculation of accuracy. It is found that GRNN has an overall accuracy of 98.95 %
while RBN has only 86.71 %.

5 Conclusion

In this paper, feasibility of RBN and GRNN for the prediction of torch current
deviation is studied for on-line weld monitoring. The performance is compared to
that BPN based predictor. It is found that GRNN results in a better accuracy than
both RBN and BPN for the test dataset that resembles the trained dataset. However
the accuracy of RBN and GRNN for a different set if input parameters are only
13.64 and 25 % respectively. In order to improve the performance of the network, it
is necessary to consider the shape and Fourier descriptors of the hotspot.
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A Study on Cloud Based SOA
Suite for Electronic Healthcare
Records Integration

Sreekanth Rallapalli and R.R. Gondkar

Abstract In order to exchange healthcare information reliability, security and
cost-effectiveness are three important factors where healthcare industry has to focus
upon. Versatile platforms for enterprise-wide information sharing are needed for
payers and providers. To provide quality care to patient’s accurate information
through networks should be required for clinicians and integrated information for
the business operation is needed for administrators. Information access from various
systems like innovation, performance improvement, demand, monetary and many
such other systems is required from both the sides of organization. These organi-
zations must share data externally from application data, medical records of all
patients, medicinal data, chemistry reports and symptomatic information from
various mediator bodies and strictly following the policies and procedures for
storing, modifying, disseminating the electronic health records (EHR). In this era
most of the Health care industries are moving to cloud services for processing and
storing the healthcare data. There is a need to build cloud based SOA suite for EHR
integration. This SOA suite will help healthcare organizations with widespread
integrated capabilities and a fused middleware platform. In this paper we study a
cloud based SOA suite for EHR integration by empowering the transparent,
extensible, protected methods for distributing real and secured information only for
intended recipients.
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1 Introduction

One of the challenging tasks in the healthcare organizations is to exchange the data
within the internal and external partners and also with government agencies [1, 2].
Creating unique or custom-built results for every business challenge is implemented
by most of organization due to lack of effective strategies. This type of applications is
leading to heterogeneous environment and involves too much cost to operate. As per
Gartner a leading survey organization large and mid size healthcare organizations will
have to spend additionally on integrating the healthcare applications. The complexity
in exchanging the data in health care organizations is all about the stringent regulations
like HIPAA, PHIN, and NHIN [3]. These regulations say how the data is formatted,
archived and exchanged throughout. Assistance is required for health care organi-
zations to implement EHR systems that improve the health care data transaction and
implement guidelines to assure the confidentiality and safety. The benefits of imple-
menting EHR includes in improving the quality and convenience for patient care. It
also helps to improve the accuracy of diagnoses and health outcomes. EHR minimizes
the medical errors and increase the security and efficiency of health care administration
[4]. It also minimizes the difficulty in integrating backend information systems.

1.1 Cloud Computing

Service providers who offer various services in a single place to meet the expec-
tations of the customer use Cloud computing as a platform [5]. Cloud computing
provides convenient way of using the services but there are security [6] concerns
like authenticity and confidentiality of the data [7].

1.2 Service Oriented Architecture (SOA)

Any architecture deployed on cloud should provide reusable services, platform
independent services from loosely-integrated suite which is possible with Service
Oriented Architecture (SOA) [5, 8]. SOA supports business integration where in it
is possible to integrate EHR data of healthcare industries.

2 Middleware Platform

A Cloud has many advantages. Its resources are held in house if it is private cloud.
Security, reliability and networks can be provided as per the customer requirement.
It is necessary to provide middleware (Fig. 1) and its functions have to be expanded
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Service Oriented Architecture

Business applications and packages

Application framework

Application and Integration and Operation
service use of management
management information

Data Center Infrastructure

Fig. 1 Middleware platform

in each of the infrastructure and application layers on cloud. The cloud SOA suite
for health care integration is a component of middleware environment intended to
evaluate data points, link applications, and fulfill various challenges of the today
data based organizations which are highly controlled [9]. The healthcare lifecycle is
streamlined starting from initial stage of initiation and till reporting.

In order to share internal and external information between the health care
organizations and other providers like insurance carriers, a middleware tool can
provide an interface for the same [10, 11]. In order to adhere the standards set by
the healthcare industry such as HL7 and information templates like National
Information Exchange Model (NIEM) which can easily reply to the citizens and
meet all the requirements set by the government.

3 Middleware Architecture for Cloud

The middleware architecture for cloud is shown in Fig. 2. Application servers
which form the hardware on which the applications and software packages run.
Execution platform is provided by this middleware [9]. Roles of cloud operations
middleware, which manages and control the layers shown in the Fig. 2, are
explained below.
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Fig. 2 Middleware architecture for cloud

3.1 Dynamic Resource Management

Data center and infrastructure regions use this middleware for managing the
hardware resources which consists of servers, storage and networks.

3.2 Automatic Deployment and Automatic Operation

Operation management region use this middleware for automating the deployment,
setting and operations of the software stack.

3.3 Visualization of Business Services

Application and service management region use this middleware for visualizing
individual business service units.
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3.4 Development and Execution Software

Application and service management region, information integration and utilization
region use this middleware.

4 Cloud SOA Suite for Electronic Healthcare Integration

In this section Cloud SOA suite for EHR Integration can be studied and analyzed
for its optimal usage. Messaging and data collaboration are the two important
aspects of healthcare IT operations. SOA Suite for healthcare integration’ simplifies
these aspects and its goal can be accomplished by the infrastructure for combined
applications and organization information policies. Simplified dashboards,
advanced monitoring tools are added with this domain-specific application. In order
to track the files and other information without much difficulty dashboards can help
throughout the lifecycle for administrators and clinicians in healthcare organiza-
tions. In order to manage business applications reusable components along with
SOA Suite, a middleware application helps organizations in planning and
deployment. By enforcing the standards such as HL7 and X12N will facilitate the
association between organization health systems and by enforcing certain standards
for messaging. Any Service oriented architecture suite should be supported by data
exchange standards. Cloud based SOA suite also follows the same protocol stan-
dards such as TCP/IP and MLLP, and AS2. All these standards provide the reg-
ulations for the internet data transfer.

All the stakeholders involved in Health care organization can utilize the capa-
bilities provided by the cloud SOA suite for healthcare. The information can also be
exchanged via various devices which have the capability to connect to the cloud
services. In order to share information and promote quality at low cost the suite
connects the information systems on the cloud. In a cloud environment a
general-purpose middleware will simplify the exchange of information.

Cloud based SOA suite can be scalable in line with the property of cloud
scalable feature which can spread across multiple business needs. This feature
allows to import and export the information for any purpose of visits to the
healthcare organizations and in case of emergencies. Figure 3 shows the cloud SOA
suite for electronic health records integration.

The SOA architecture provided to the healthcare organizations will have better
interaction with other healthcare providers in terms of exchange of clinical infor-
mation. Healthcare organizations can also cut down the costs.

Cloud SOA for healthcare organizations can have many benefits [12].

'Oracle SOA suite for healthcare integration connecting clinical and administrative process with
SOA.
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Fig. 3 Cloud SOA suite for electronic health records integration

4.1 Platform Integration

To integrate different platforms across cloud computing it is necessary that we use
XML messages between different services. By implementing the XML data the
integration of platforms such as PHP and Java can be achieved. So External systems
component in cloud SOA can be used to get messages from different platforms.

4.2 Service Combination

SOA contains different parts like Healthcare console, Document editor, Database,
Healthcare RE and Enterprise manager which are well defined and function inde-
pendently to provide various services.
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4.3 Reusability

Services provided by SOA can be reused at large without major changes or
modifications.

4.4 Security

Cloud SOA provides various security measures while exchanging the health care
information among various users. By providing the authentication like username
passwords and encrypting the information exchange between the client data and
server data security among the healthcare providers can be achieved. Security
features provided by cloud SOA can ensure that the data is received for only the
intended recipients.

5 Conclusion

A reliable SOA infrastructure is required for SOA suite in order to integrate the
Healthcare records. The applications can share the information constantly to
leverage essential business processes for healthcare integration. Cloud computing
will ensure to provide scalable infrastructure like hardware, software and any
healthcare applications. SOA make sure that it delivers the software as a service to
all healthcare providers. By implementing cloud SOA healthcare organizations can
minimize the security risk involved in exchange of the information. In this paper
middleware platform and middleware architecture for cloud is studied. Also the
SOA suite required for Health industry is studied. Finally the Cloud based SOA
Suite for healthcare integration is proposed using the existing SOA suite for
Electronic health records integration.
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Hap: Protecting the Apache Hadoop
Clusters with Hadoop Authentication
Process Using Kerberos

V. Valliyappan and Parminder Singh

Abstract Hadoop is a disseminated framework that gives an appropriated file sys-
tem and MapReduce group employment handling on vast bunches utilizing mer-
chandise servers. Despite the fact that Hadoop is utilized on private groups behind an
association’s firewalls, Hadoop is regularly given as an issue multi-inhabitant
administration and is utilized to store delicate information; as an issue, solid vali-
dation and approval is important to ensure private information. Adding security to
Hadoop is testing in light of the fact that all the co operations don’t take after the
fantastic client server design: the record framework is parceled and disseminated
obliging approval checks at different focuses; a submitted bunch employment is
executed at a later time on hubs not the same as the hub on which the customer
verified and submitted the employment; occupation assignments from distinctive
clients are executed on the same register hub; In this paper to address these diffi-
culties, the base Kerberos confirmation system is supplemented by assignment and
ability like access tokens and the idea of trust for optional administrations.

Keywords MapReduce - HDFS - ACL - GPS - Kerberos «+ RPC - Lucene -
Nutch - Oozie - Setuid

1 Introduction

While the open source schema has empowered the foot shaped impression of
Hadoop to coherently stretch, endeavor associations face arrangement and admin-
istration challenges with enormous information. Hadoop’s center determinations are
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as of now being created by the Apache group and, up to this point, don’t sufficiently
address venture necessities for hearty security, arrangement authorization, and
administrative agreeability. While Hadoop may have its difficulties, its approach,
which takes into account the appropriated preparing of extensive information sets
crosswise over groups of machines, speaks to the fate of big business registering
[1]. Hadoop and comparative NoSQL information stores empower any association,
huge or little, to gather, oversee and investigate huge information sets, yet these
beginning innovations were not outlined on account of extensive security. The
reaction from information security sellers, who give answers for conventional
organized databases, has been to alter their current off the-rack items to secure the
bunch [2] environment. However well-meaning these autonomous methodologies
may be, each one fails to offer a complete furthermore centered security answer for
Hadoop. Just another approach that addresses the one of a kind structural planning
of appropriated registering can meet the security prerequisites of the venture server
farm and the Hadoop group environment [1]. This paper audits the security holes
that exist in all open source Hadoop appropriations while investigating and
assessing the unique ways to Hadoop security being taken by Hadoop dissemina-
tion and information security sellers. At last, a robust pathway for securing dis-
seminated registering situations in the undertaking is given.

1.1 Enormous Data Shows a New Security Challenge

Enormous information starts from various sources including sensors used to
assemble atmosphere data, presents on online networking locales, advanced pic-
tures and features, buy exchange records, and cell GPS signs, to name a couple. On
account of distributed computing and the socialization of the Internet, petabytes of
unstructured information are made every day online and much of this data has an
inherent business esteem on the off chance that it can be caught and dissected. Case
in point, versatile correspondences organizations gather information from cell
towers; oil and gas organizations gather information from refinery sensors and
seismic investigation; electric force utilities gather information from force plants
and appropriation frameworks [1, 3]. Organizations gather extensive measures of
client created information from prospects and clients including charge card num-
bers, standardized savings numbers, information on purchasing propensities and
examples of use. The flood of enormous information and the need to move this data
all through an association has made a huge new focus for programmers and dif-
ferent cybercriminals. This information, which was at one time unusable by asso-
ciations is currently exceptionally profitable, is liable to security laws also
agreeability regulations, and must be ensured (Fig. 1).
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Fig. 1 HDEFS architecture

1.2 Hadoop Is not a Secure Method

Hadoop, in the same way as other open source advances, for example, UNIX and
TCP/TP, was not made on account of security. Hadoop developed from other
open-source Apache undertakings, coordinated at building open source web
crawlers. Hadoop was a twist off sub-task of Apache Lucene [4] and Nutch [5]
ventures, which utilized a MapReduce office and a dispersed record framework with
no implicit security. Hadoop is additionally the open-source rendition of the Google
MapReduce structure, and no security was planned into the product as the infor-
mation being put away (open Urls) was not subject to protection regulation [3]. The
open source Hadoop group underpins some security offers through the current
execution of Kerberos, the utilization of firewalls, and essential HDFS authoriza-
tions. Kerberos is not a required necessity for a Hadoop bunch, making it con-
ceivable to run whole groups without sending any security. Kerberos is additionally
hard to introduce and design on the group, and to incorporate with Active Directory
(AD) and Lightweight Directory Access Protocol, (LDAP) administrations. This
makes security dangerous to convey, what’s more therefore obliges the reception of
even the most fundamental security capacities for clients of Hadoop [3]. Venture
associations have been subjected to the dangers connected with information secu-
rity breaks throughout recent decades, and expect that any new engineering that is
embraced by IT and introduced in the datacenter will meet a base set of security
necessities. Endeavors need the same security capacities for huge information as
that set up for “non-huge information” data frameworks, including arrangements
that address client confirmation and access control, strategy authorization and
administration, also information covering and encryption. Numerous associations
require these enormous information shields so as to keep up administrative
agreeability with HIPAA, HITECH, SOX, PCI/DSS, and other security and pro-
tection commands. To date, the open source group has not tended to these security
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holes, and remains concentrated on making enhanced Hadoop innovations, for
example, MapReduce 2.0. For big business associations with information at danger,
particularly those organizations that must hold fast to administrative consistence
commands, this ought to be reason for concern.

1.3 Challenges in Adding Security to Hadoop

Adding security to Hadoop is trying in that not all connections take after the usual
client-server pattern where the server confirms the customer and approves every
operation by checking an ACL.

The scale of the framework offers its exceptional challenges. A 4000 hub
common bunch [2] is relied upon to serve in excess of 100,000 simultaneous
assignments; we expect the bunch size and the quantity of undertakings to incre-
ment about whether. Normally accessible Kerberos [6] servers won’t be capable to
handle the scale of such a variety of errands confirming straightforwardly. The
record framework is parceled and dispersed: the Name-node forms the introductory
open/make record operations and approves by checking document ACLs. The
customer gets to the information straightforwardly from the Data-nodes which don’t
have any ACLs and subsequently have no chance to get of approving gets to.
A submitted cluster occupation is executed at a later time on hubs not quite the
same as the hub on which the client confirmed and submitted the employment.
Henceforth the client’s confirmation at the employment accommodation machine
needs to be engendered for later utilization at the point when the occupation is
really executed (note the client has typically detached from the framework when the
occupation really gets executed). This spread qualifications raises issues of trust and
offers opportunities for security infringement. The errands of an occupation need to
safely get data, for example, assignment parameters, transitional yield of errands,
assignment status, and so on. Transitional Guide yield is not put away in HDFS; it
is put away on the neighborhood circle of each one register hub and is gotten to by
means of a HTTP-based convention served by the Task-trackers. Undertakings
from diverse inhabitants can be executed on the same machine. This imparted
environment offers opportunities for security infringement by means of the APIs of
the neighborhood working arrangement of the figure hub: access to the halfway
yield of different occupants, access to simultaneous undertakings of other occu-
pations and access to the HDFSs neighborhood piece stockpiling on the hub.
Clients can get to the framework through helper administration, for example, Oozie,
our work process framework [3]. This raises new issues. Case in point, ought to the
clients qualifications be passed through these optional administrations or ought to
these administrations be trusted by whatever is left of the Hadoop framework?

Some of these issues are special to frameworks like Hadoop. Others, as indi-
vidual issues, happen in different frameworks. Where conceivable we have utilized
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standard approaches and consolidated them with new arrangements. The general set
of arrangements and how they collaborate, to our insight are genuinely special and
educational to an architect of complex dispersed frameworks.

2 Secure and Non-secure Deployments of Hadoop

Hadoop is conveyed in numerous distinctive associations; not every one of them
oblige an exceedingly secure arrangement. Despite the fact that, to date, just Yahoo!
has sent Secure Hadoop bunches, numerous associations are wanting to change
over their surroundings to a safe one. Henceforth Hadoop needs the choices for
being arranged secure (with solid validation) or non-secure. The non-secure setup
depends on customer side libraries to send the customers side accreditations as
decided from the customer side working framework as a component of the con-
vention; while not secure, this arrangement sufficient for numerous organization
that depend on physical security. Approval checks through ACLs and document
authorizations are still performed against the customer supplied user id. A safe
arrangement obliges that one designs a Kerberos [6] server; this paper depicted the
instruments and arrangements for such a protected arrangement.

The Physical Environment—Every Hadoop bunch at Yahoo! is autonomously
overseen and joined with the more extensive venture system. The security
arrangement of our association directs that each one bunch has doors through which
occupations can be submitted or from which HDFS can be gotten to; the portals
firewall every Hadoop group. Note this is a specific approach of our association also
not a limitation of Hadoop: Hadoop itself permits access to HDFS or MapReduce
from any customer that can achieve it through the system. Every hub in the group is
physically secure and is stacked with the Hadoop programming by framework
directors; clients don’t have immediate access to the hubs and can’t introduce any
product on these hubs. Clients can however login on a group’s door hubs [3, 6].
A client can’t turn into a super user (root) on any of the group hubs. Further, a client
can’t join a non-group hub, (for example, client workstation) to the group system
and snoop on the system. In spite of the fact that HDFS and MapReduce groups are
structurally separate, the groups are normally arranged to superimpose to permit
processing to be performed near its information.

3 HDFS

Correspondence between the customer and the HDFS administration is made out of
two parts:

i. A RPC association from the customer to the Name-node to, say, open or make a
document. The RPC association can be verified through Kerberos or through an
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appointment token. On the off chance that the application is running on a
machine where the client has logged into Kerberos then Kerberos verification is
sufficient. Assignment token is required just when a right to gain entrance is
needed as a feature of MapReduce employment. In the wake of checking
consents on the document way, Name-node returns block ids, square areas and
piece access tokens [7, 8].

ii. A streaming attachment association is utilized to peruse on the other hand
compose the piece of a document at a Data-node. A data-node requires the
customer to supply a block access token produced by the Name-node for the
square being gotten to. Interchanges between the Name-node and Data-nodes is
by means of RPC and shared Kerberos verification is performed. Figure 2
demonstrates the correspondence ways and the system used to verify these
ways.

The Lecture Notes in Computer Science volumes are sent to ISI for inclusion in
their Science Citation Index Expanded.

Tokens as Supplementary Mechanisms—A client submitting a vocation confirms
with the Job Tracker utilizing Kerberos. The occupation is executed later, perhaps
after the client has separated from the framework. How would we spread the
qualifications? There are a few choices: have the client pass the secret key to the
occupation tracker pass the Kerberos accreditations (TGT or administration ticket
for the Name-node) Use an uncommon appointment token passing the secret key is
obviously inadmissible. We decide to utilize an uncommon appointment token
rather than passing the Kerberos accreditations (reasons clarified beneath). After
introductory validation to Name-node utilizing Kerberos accreditations, a customer
acquires an appointment token, which is given to a vocation for resulting validation
to Name-node. The token is actually a mystery key imparted between the customer
and Name-node and should be ensured when disregarded frail channels. Any
individual who gets it can imitate as the client on Name-node. Note that a customer
can only obtain new designation tokens by validating utilizing Kerberos [6, 7].

The configuration of designation token is:

Token-id = {owner-id, renewer-id, issue date, max date,
sequence number}

Name
Node

Data
Node

Fig. 2 HDFS authentication
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At the point when a customer gets an appointment token from Name-node, it
tags a renewer that can restore or drop the token. Of course, assignment tokens are
legitimate for 1 day from when they are issued and may be recharged up to a
greatest of 7 days. Since MapReduce occupations may last more than the legitimacy
of the assignment token, the Job-tracker is determined as the renewer. This permits
the Job-tracker to recharge the tokens connected with a vocation once a day until
the employment finishes. At the point when the employment finishes, the Job
Tracker demands the Name-node to cross out the work’s appointment token.
Recharging an appointment token does not change the token, it simply redesigns its
lapse time on the Name-node, and the old assignment token proceeds to work in the
MapReduce errands [9].

4 MapReduce

A MapReduce employment includes the accompanying stages (as portrayed in
Fig. 3). A customer interfaces with the Job-tracker to demand an occupation id and
a HDFS way to compose the employment definition documents. The Map-reduce
library code composes the points of interest of the employment into the assigned
HDFS arranging index and gains the important HDFS assignment tokens [10]. The
majority of the employment records are noticeable just to the client, yet rely on
upon HDEFES security. The Job-tracker gets the employment and makes an arbitrary
mystery, which is known as the employment token. The work token is utilized to
verify the work’s errands to the MapReduce skeleton. Employments are broken
down into assignments, each of speaks to a segment of the work that needs to be

P kerb(joe Job

kerb(mapreduce)

Task
Tracker

job token

credential

Fig. 3 MapReduce authentication
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done. Since assignments (or the machine that they run on) may come up short, there
can be various endeavors for each one errand. At the point when an assignment
endeavor is allotted to a particular Task tracker, the Task tracker makes a secure
environment for it. Since errands from distinctive clients may run on the same
figure hub, we have decided to utilize the host working framework’s security
surroundings and run the undertaking as the client. This empowers utilization of the
neighborhood document framework and working framework for disengagement
between clients in the group. The tokens for the employment are put away in the
neighborhood record framework and set in the errand’s surroundings such that the
assignment process what’s more any sub-courses of action will utilize the work’s
tokens. Each one running undertaking reports status to its Task tracker and decrease
assignments bring guide yield from different Task-trackers. These gets to are val-
idated utilizing the employment token. At the point when the occupation finishes
(or falls flat), the greater part of the HDFS designation tokens connected with the
employment are renounced [8, 9].

4.1 Job Submission

A customer submitting a vocation or checking the status of an occupation verifies
with the Job-tracker utilizing Kerberos over RPC. For occupation accommodation,
the customer composes the work setup, the employment classes, the data parts, also
the Meta data about the info parts into an index, called the Job Staging registry, in
their home index. This registry is secured as perused, compose, and execute
exclusively by the client. Employments (by means of its assignments) may get to a
few distinctive HDFS and different administrations [10]. Consequently, the occu-
pation needs to bundle the security qualifications in a manner that an undertaking
can later find. The work’s appointment tokens are keyed by the Name-node’s URL.
Alternate accreditations, for instance, a username/secret word mix for a certain
HTTP administration are put away comparatively. The customer then uses RPC to
pass the area of the Staging index and the security certifications to the Job-tracker.
The Job-tracker peruses parts of the employment arrangement and store it in RAM.
With a specific end goal to peruse the employment arrangement, the Job-tracker
utilizes the client’s assignment token for HDFS. The Job-tracker likewise creates an
arbitrary grouping of bytes to use as the occupation token, which is depicted in area
[11]. The security qualifications passed by the customer, and, the occupation token
are put away in the Job-tracker’s framework catalog in HDFS, which is just
intelligible by the “MapReduce” client. To guarantee that the appointment tokens
don’t lapse, the Job tracker replenishes them occasionally. At the point when the
employment is done, the majority of the assignment tokens are negated.

Job and Task confinement—Task-trackers runs errands of the occupations, and
before running the first undertaking of any occupation, it needs to set up a secure
environment for the same. The Task-tracker dispatches a little setuid program (a
moderately little program written in C) to make the occupation registry, and make
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the holder of that employment index the occupation manager client. A setuid
system is utilized since root benefits are obliged to allocate responsibility for index
to some other client. The setuid program additionally duplicates the qualifications
document from the Job-tracker’s framework index into this registry [8, 11, 9]. The
setuid program then switches again to the employment holder client, and does the
rest of the confinement work. That incorporates—duplicating of the employment
documents (arrangement and the classes) from the employment holder’s staging
index. It utilizes the client’s appointment token for HDFS from the certifications
document for these. As a component of the undertaking dispatch, an errand catalog
is made every assignment inside the occupation index. This index stores the tran-
sitional information of the undertaking (for instance, the guide yield records).

The gathering possession at work catalog and the undertaking registries is sit-
uated to the “MapReduce” client. The bunch (cluster) [2] possession is situated
along these lines so that the Task tracker can serve things like the guide yields to
Reducers later. Note that just the employment holder client and the Task tracker can
read the substance of the occupation registry.

Task—The undertaking runs as the client who submitted the occupation. Since
the capacity to change client ids is constrained to root the setuid system is utilized
here as well. It dispatches the assignment’s JVM as the right occupation manager
client. The setuid program additionally handles murdering the JVM if the errand is
slaughtered. Running with this client id guarantees that one client’s employment
cannot send working framework signals to either the Task-tracker or other client’s
undertakings. It likewise guarantees that nearby document authorizations are suf-
ficient to keep data private [8].

Job Token—At the point when the occupation is submitted, the Job-tracker
makes a mystery key that is just utilized by the undertakings of the work when
distinguishing themselves to the structure. As said prior, this token is put away as a
component of the certifications record in the Job-tracker’s framework index on
HDEFS. This token is utilized for the RPC through DIGEST-Md5 when the Task
speaks with the Task-tracker to demands undertakings or report status. Furthermore,
this token is utilized by Pipes undertakings, which run as sub-courses of action of
the MapReduce undertakings. Utilizing this imparted mystery, the tyke and
guardian can guarantee that they both have the mystery [8].

Shuffle—At the point when a guide undertaking completes, its yield is given to
the Task-tracker that dealt with the guide undertaking. Each one diminish in that
employment will contact the Task-tracker and get its area of the yield by means of
HTTP. The system needs to guarantee that different clients may not get the guide
yields. The decrease undertaking will figure the HMAC-Shal of the asked for URL
and the current timestamp and utilizing the occupation token as the mystery. This
HMAC-Shal will be sent alongside the appeal furthermore the Task-tracker will
just serve the appeal if the HMAC-Shal is the right one for that URL and the
timestamp is inside the keep going N minutes. To guarantee that the Task-tracker
hasn’t been supplanted with a Trojan, the reaction header will incorporate a
HMAC-Shal created from the asking HMAC-Shal and secured utilizing the
employment token. The rearrange in the decrease can check that the reaction came
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from the Task-tracker that it at first reached. The preference of utilizing
HMAC-Shal over DIGEST-Md5 for the verification of the mix is that it dodges a
roundtrip between the server and customer. This is an imperative thought since
there are numerous mix associations, each of which is exchanging a little measure
of information.

5 Experimental Result

RPC Hadoop customers get to most Hadoop administrations through Hadoop’s
RPC library. In shaky renditions of Hadoop, the client’s login name is resolved
from the customer OS and sent crosswise over as a feature of the association setup
and are not confirmed; this is unstable on the grounds that a learned customer that
comprehend the convention can substitute any client id. For validated bunches, all
RPC’s interface utilizing Simple Authentication and Security Layer (SASL). SASL
arranges a sub-convention to utilize and Hadoop will help either utilizing Kerberos
(by means of GSSAPI) or DIGEST-Md5 [8].

Most applications run on the entryways use Kerberos tickets, while errands in
MapReduce occupations use tokens. The playing point of utilizing SASL is that
utilizing another confirmation plan with Hadoop RPC would just oblige actualizing
a SASL interface and adjusting a tiny bit of the paste in the RPC code. The backed
systems are:

The customer stacks any Kerberos tickets that are in the client’s ticket reserve.
MapReduce additionally makes a token reserve that is stacked by the assignment.
At the point when the application makes a RPC association, it utilizes a token, in
the event that a proper one is accessible. Else, it employments the Kerberos qual-
ifications. Every RPC convention characterizes the kind(s) of token it will
acknowledge. On the customer side, all tokens comprise of a parallel identifier, a
double secret key, the sort of the token (appointment, piece get to, or work), and the
specific administration for this token (the particular Job-tracker on the other hand
Name-node). The token identifier is the serialization of a token identifier protest on
the server that is particular to that sort of token [8, 9]. The watchword is created by
the server utilizing HMAC-Shal on the token identifier and a 20 byte mystery key
from Java’s secure random class. The mystery keys are moved intermittently by the
server what’s more, if essential, put away as a component of the server’s relentless
state for utilization if the server is restarted.

6 Conclusion

We were shrewd to supplement Kerberos with tokens as Kerberos servers would
not have scaled to many a large number of simultaneous Hadoop errands. Amid the
outline of appointment tokens, we had considered the option of augmenting a
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Kerberos execution to consolidate instruments so that a Kerberos administration
ticket could be designated and recharged in the manner required for Hadoop. It was
a decent choice to not do that as it would have been trying to have an adjusted
Kerberos server embraced for non-Hadoop use in our association. Further it would
have upset the more extensive appropriation of secure Hadoop in the business.

References

. Inukollu, V.N., Arsi, S., Ravuri, S.R.: Security issues associated with big data in cloud

computing. Int. J. Netw. Secur. Its Appl. (IINSA) 6(3) May 2014

. Kumari, M., Tyagi, S.: A Three layered security model for data management in Hadoop

environment. Int. J. Adv. Res. Comput. Sci. Soft. Eng. 4(6) June 2014

. Priya P. Sharma, Chandrakant P. Navdeti: Securing big data hadoop: a review of security

issues, threats and solution. Int. J. Comput. Sci. Inf. Technol. (IICSIT) 5(2), 2126-2131
(2014)

. Apache Lucene: http://lucene.apache.org/core/4_10_2/demo/overview-summary.html#overview_

description

. Apache Nutch: https://wiki.apache.org/nutch/FrontPage#What_is_Apache_Nutch.3F
. Baliello, C., Basso, A., Giusto, C.D.: Kerberos Protocol: An Overview, Distributed Systems,

Fall (2002)

. Gaikwad, R.L., Dakhane, D.M., Pardhi, R.L.: Network Security Enhancement in Hadoop

Clusters. Int. J. Appl. Innov. Eng. Manage. (IJAIEM) 2(3) March 2013

. Das, D., Radia, S.: Adding Security to Apache Hadoop. Hortonworks, IBM
. Securing your enterprise Hadoop ecosystem by cloudera
. Bardiya, P.D., Gulhane, R.A., Karde P.P.: Data Security using Hadoop on Cloud Computing.

Int. J. Comput. Sci. Mob. Comput. 3(4), 802-809 April 2014

. Donnelly, P., Bui, P., Thain, D.: Attaching cloud storage to a campus grid using parrot, chirp,

and Hadoop. Computer Science and Engineering University of Notre Dame


http://lucene.apache.org/core/4_10_2/demo/overview-summary.html%23overview_description
http://lucene.apache.org/core/4_10_2/demo/overview-summary.html%23overview_description
https://wiki.apache.org/nutch/FrontPage%23What_is_Apache_Nutch.3F

Image Analysis for Efficient Surface
Defect Detection of Orange Fruits

Thendral Ravi and Suhasini Ambalavanan

Abstract This work portrays a novel approach for the improvement of a real-time
computerized vision based model for automatic orange fruit peel defect detection.
In this paper at first, different filtering methods and wavelet based method has been
used to denoise the given input image and performs their comparative study. Based
on this study, the wavelet based approach is used for smoothening of the images
together with removing the higher energy regions in an image for better defect
detection as well as makes the defects more retrievable. Finally, orange fruit skin
color defects are identified by using RGB and HSI color spaces. The experimental
test results indicate that the designed algorithm is scalable, computationally effec-
tive and robust for identification of orange fruit surface defects.

Keywords Image processing - Color spaces - Machine vision - Background
segmentation - Defect detection

1 Introduction

India is the largest producer of fruits and vegetables, which contributes the nation’s
growth by increasing the export potential. Diverse agro-climate ensures availability
of all variety fresh fruits in India. It ranks second place in the world with fruit
production rate of 44.04 million tonnes, from an area of 6.1 million hectares. This
implies 10 % of the Indian production rate mainly depends on the fruit cultivation.
Numerous types of fruits are cultivated in India, such as banana, mango, orange,
apple, guava, papaya, pineapple, pomegranate and grapes are the major ones. Out of
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all the fruits, orange is dominant because India is one of the top three orange
producers in the world.

Oranges are cultivated, later they are shifted to the packaging plant for testing
various quality parameters which helps to decide their grade and price. The visual
appearance of orange is one of the prominent considerations while grading, also
helps consumers to select the better quality oranges. The criteria for evaluating the
external appearance of orange, contain a good shape, a visually appetizing look, and
uniform color allocation on the surface. Out of all the factors, the visibility of
surface defects is the most prominent consideration for deciding grade and price of
the fresh fruits, because the quality of fruits is identified by consumers using good
visual appearance along with the presence of non-defect surface area on the fruit.

Fruit quality check by human beings mainly depends on the physical condition,
knowledge, and mood of the human involved in the grading work. Furthermore, the
manual inspection can be inefficient and very time consuming, particularly when
dealing with large productivity. Defect detection using manual analysis of an object
is not a reliable approach because of human errors. For this purpose, packinghouses
need more sophisticated systems that are highly effective in an automated visual
inspection system for detecting skin defects. Several studies have been performed in
order to find the defects and their connection with the quality parameters of fresh
fruits such as olives [1], peaches [2], oranges [3], potatoes [4], bell peppers [5],
stonefruit [6], pistachio [7], dry dates [8], sweet cherry [9], mushroom [10] and
apples [11-13].

The color space is used to represent the pixel color of an image with three color
channels. Generally RGB color space is used in digital images and computers. This
color space depending on three primary colors such as red, green, and blue chan-
nels. Usually objects are described by different color spaces. In some cases a simple
color ratio can give useful information than the other complex techniques. For
example, RGB ratios [14] were used to classify four kinds of pomegranate arils.
They used two image segmentation methods. One method based on the average
values of RGB color coordinates and another method based on the simple threshold
value of R\G ratio. Test results showed that threshold of R\G ratio could be valuable
in classification of the pomegranate arils with 90 % accuracy.

Citrus fruit external defects are identified and compared by using five different
color space transformation methods [15]. The test results show that the highest
discriminatory power obtained by using only the HSI color space. RGB color space
is transformed into HSI color space. Fuji apples are classified into four color
categories using both RGB and HSI color spaces [16]. From HSI color space
separate the ‘H’ color component [17] to classify starfruits into four maturity stages.
Lab color space is also used to classify the fruits. Simple algorithm based on ‘a’
color channel was used to classify strawberry fruits into three color categories [18].

Following on from this, our work proposes (1) to restore the maximum infor-
mation from the acquired noisy images for succeeding process such as segmenta-
tion; (2) to select an efficient color channels with highest discriminatory power for
detecting the surface defects of oranges.
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2 Materials and Methods

To validate the proposed defect detection algorithm, 40 orange fruit images were
randomly selected from the internet. These images were then transferred to the
computer and all proposed algorithms were developed in the MATLAB environ-
ment using wavelet and image processing toolbox version 7.0.

2.1 Preprocessing Operation

An image, is known as an accumulation of information along with the occurrence of
noises during capturing and transferring the data. Presence of noises degrades the
quality of the image, so the information related to an image gets to be lost or
damage. It must be prominent to restore the maximum information from the
acquired noisy images. Filtering is a technique for enhancing the image. In this
paper, six different image filtering methods are compared using the root mean
square error (RMSE) and peak signal to noise ratio (PSNR). If the value of RMSE
is low and the value of PSNR is high, then the applied denoising method is better.
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where the original image is im(x, y), reconstructed image is f{x, y) and n X n is the
picture size.

PSNR = 10log10(MAX?|MSE)

The peak value of the pixels within an image is represented as MAX. In the 8-bit
pixel format image, MAX value is represented by 255.

A statistical measurement of input and denoised input image of one orange fruit
is reported in Table 1. From the statistical measurement, DWT has the high PSNR
value and low RMSE value. The experimental evaluation of our proposed 2D-DWT

Table 1 RMSE, PSNR value  Ejjiered method RMSE PSNR (dB)

between input and denoised M 0.05 2557

input image of orange can : :
Gaussian 0.02 33.99
Median 0.05 26.51
Bilateral 0.02 33.21
Weiner 0.05 26.05
DWT 0.01 35.18
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decomposition and reconstruction shows that it removes noise significantly and
more effectively than the other denoising methods. This filtering output serves as
input to succeeding processes. The fundamental objective of the image prepro-
cessing is to improve the image data quality by eliminating undesired distortions
(noise removal) and improving the required features for further processing.

2.2 Background Segmentation

After preprocessing step, the subsequent step is distinguish the fruit from the image
background. To achieve this separation, we accomplished color based segmenta-
tion. To be able to design a more accurate method to accomplish this separation, we
select the HSI color space because it provides more efficient segmentation than
various other color spaces, resulting in a clear difference between fruit and back-
ground colors. In the HSI color space saturation is the amount of gray (0-100 %) in
the color. This means that by analyzing this region separation between fruit and
background is straightforward. The following functions permit the transformation
of RGB to HSI space

H:COS_I{ 3R —G) + (R~ B) }
(R — G)*+(R — B)(G — B)]

S=1 [min(R, G, B))

" R+G+B

I=-(R+G+B)

[SSAIE

Input image transformed into the HSI color model and separate the S’ plane to
recognize the ripen fruits. After this separation, ‘S’ plane image is transformed into
a binary image in which the background areas are represented as black color and the
fruit areas are represented as white color with the pixel value of ‘0’ and I’
respectively. After this binary conversion a closing operation was carried out, to
close small gaps in the object on the image and to smooth the edges.

This resulting binary image was changed over to the same type of the input
image for removal of the background region. For this implementation this binary
mask image was individually multiplied by red, green and blue channels of the
original input image. The color image was restored by composition of red, green
and blue channels obtained from the past step. The resultant image shows the
recognized fruit regions only, from which pixels belong to the background are zero
(black), and those corresponding to the fruit have their original skin color. Figure 1
shows the key steps involved in the background removal and defects detection
algorithm based on the proposed method.
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Component
extraction

Original image S component

Addition of R. component
binary image and the negative
of § component binary mask

image

Defect area R component

Fig. 1 Steps involved in the defects detection algorithm

2.3 Defect Detection Algorithm

The background removal RGB image serves as input to this algorithm. In this work,
the red (R) channel image was preferred to build the defect detection algorithm
because the contrast between the defect region and the normal region in the fruit
image was maximized, thus allowing for a clear distinction of these defect spots
from the rest of the fruit areas. This R channel image was transformed into the
binary image to determine the characteristics from which to evaluate possible
defects on the fruit. These pixels are visible after combining the binary image of the
red component and the negative of the S component binary image. The results of
our proposed surface defect detection algorithm are shown in Fig. 2. In this diagram
the given input RGB images are shown in the first row, segmented binary defect
regions are shown in the second row.

Fig. 2 Example of surface defect detection. Input RGB images (fop), Binary defect area applying
proposed algorithm (bottom)
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3 Conclusion

This algorithm has been successfully developed for surface defect detection of
orange fruits. Digital processing of fruit images under consideration is divided into
two main stages. The primary stage of this algorithm consists of wavelet based
denoising method for better removal of noise, measured by RMSE and PSNR
value. The second stage used ‘S’ channel of the HSI color space for background
removal and the ‘R’ channel of the RGB color space for finding the possible
defects. This technique accurately detects the surface defect part of the fruit. For the
future recommendation this system can be upgraded by adding the multi types of
fruits and vegetables.
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Segregation of Rare Items
Association

Dipti Rana, Rupa Mehta, Prateek Somkunwar, Naresh Mistry
and Mukesh Raghuwanshi

Abstract Nowadays there are many applications including rare itemsets. Here, this
paper is concentrating Associations of rare itemsets as association rule mining is
considered as one of the most important data mining techniques utilized in the area
of market basket data analysis, stock data analysis for frequent items mining. Also it
is applied for rare itemsets mining in applications like intrusion detection, medical
science, etc. as they have special characteristic like appearing for less number of
times. This paper is categorizing them according to the usages of different basic
approach, storage structure, mining of items, number of database scans and
threshold(s) used, proposing the approach to segregate the rare items from the study
of the number of research works done in this area and analyzed the result.

Keywords Association rules mining - Frequent itemsets mining - Rare itemsets
mining - Clustering
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1 Introduction

Data mining is nowadays utilized in many applications area as it is providing
number of techniques to mine different types of knowledge like association,
grouping of labelled data and unlabeled data. In contrast to standard statistical
methods, data mining techniques has major advantage of that it mines interesting
information without demanding a priori hypotheses [1]. One of the major data
mining techniques used is association rule mining which derives the relation
between attribute values. This technique individually and successfully applied in
many application domains such as biology, finance, marketing, etc. But, here this
research is to utilize the major feature of this technique to generate rare associations
among the data which may have different features and where relation exists among
the features as well as the among the feature values.

In view of this, the researchers who have interest in frequent association rule
mining can refer [2, 3]. The next Sect. 2 is describing the problem statement and
accordingly Sect. 3 is summarizing the rare association rule mining approaches.
Section 4 is proposing the work and the future work to extend from this analyzation.

2 Problem Formulation

Weather data have number of different attributes or features having time stamp
information. From the study of weather data, it is found that most of the weather
events have frequent occurrence while some weather event association is infre-
quent. For example, normal increment/decrement in temperature is frequent weather
event while the temperature raise and fall to the peak value of temperature series is
infrequent or rare event. There is a need to mine rare weather event from the
weather data. In view of this, the next section is describing the various approaches
of rare association rule mining which already have took place and to have the scope
to continue further in this area.

3 Association Rules Mining

Association Rules Mining (ARM) is an important analysis topic within the knowl-
edge discovery space. For a powerful association rule two measures support and
confidence are widely used [1, 4]. Support of an itemset is defined as the percentage
of datum consists of that itemset. While confidence of rule is percentage of datum
which consists of both antecedent and consequent to the datum which has antecedent.

The main goal of most of ARM approaches is to find rules which satisfy the
given minimum support and minimum confidence. The ARM problem can be
solved in two phases, initially find all the frequent patterns and then generate the
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association rule from them. The key component that creates association rule mining
sensible is the minimum support threshold which prunes the search space to limit
the amount of rules generated.

Mining frequent pattern is not of interest always. In several applications rare
pattern is more interesting like in retailing business, customers buy luxury goods
rarely but they yield more profit than the low price good which are bought fre-
quently. These infrequent items are called rare items. These rare items can generate
more profit than frequent items. The problem of mining rules with low support and
high confidence is named Rare Association Mining.

Initially the algorithm for ARM is used for RARM with low support. But it
generates many too many meaningless frequent patterns and that they will overload
the decision makers, who may find it difficult to know the patterns generated by
data processing algorithms. Other application of RARM is in the area of medical
science, in intrusion detection system etc.

From the literature survey found different categorized work done in the area of
RARM based on Apriori, FP-tree and an evolutionary approach as discussed here.

Apriori Based Approach
Based on the downward closure property following approaches have worked out:

e MS Apriori: In the Mutliple Support Apriori (MS Apriori) algorithm author has
proposed that the use of single minimum support is unable to determine the
nature of different items and therefore different support Minimum Item Support
(MIS) for each individual item is defined [5]. More support for frequent item
and less support for the rare item prevent to pruning of rare items and help to
find frequent rules as well rare rules. The support of a rule is minimum MIS
value out of items present in that rule. MIS values for item

MIS(item) = M(item) if M(item) > LS, otherwise LS (1)
M(item) = Bx* f(i), 0<f< =1 (2)

where f(i) = actual frequency of item i and LS is the Least Support value which
must be satisfied.

All items are in increasing order of their MIS values. Then the first item with
lowest MIS value which has actual support more than its MIS value is chosen to
prune the remaining itemset on the basis of that MIS value. Length 1 itemset list is
generating by adding all items to the list which has support more than the MIS
value of first selected item. This is important because an itemset which is not
frequent may become frequent by adding an item to it. From the Length 1 list it
generates Length 2 list by trying combinations. For the list of length more than 2
say k, join any two element of list of length k-1 which have k-2 item same. This is
the candidate list of length k. for any itemset this list if it’s all subset of length k-1
is not found in the list of length k-1, it is removed from the list. That is how
pruning of list is done. Drawback of MSApriori is that the MIS value of each item
depends on the user defined value of § which is hard to determine the proper value.
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Relative Support Apriori Algorithm (RSAA): The approach adopts two supports
one for rare items and another for frequent items and defines the relative support as
critical value [6]. Relative Support (RSup) of itemset iy, i,, i3, ... can be given as

RSup(iy,izis,...) = max(sup(ir,iz,is}...)/sup(i1), sup(ir,iz, is...)/sup(ir),
sup(il, i27i3. . .)/sup(i3), . )
3)

where, iy, iy, i3, ... are items and sup(x) is support of item x. RSup is always
between 0 and 1. Two lists are generated each time, one of rare itemset and
another by combination of rare and frequent itemset. Pruning is done as in [4]
and also uses relative support threshold. High value of relative support indicates
the high co-occurrence.

Apriori Inverse: The maximum supports threshold and minimum confidence
threshold [7] are used to find the rare item in this method. If a support of a rule is
below maximum support and confidence is above the minimum confidence,
these rules are referring as sporadic rules. Apriori Inverse is able to find all the
sporadic rules. The superset of rare item is always rare is the inverse property.
This algorithm determines only the sporadic rules using one minimum support
threshold to avoid noise and one maximum support threshold value to find rare
items. The sporadic rules have the property that they fall below user define
maximum support but they fall above the minimum confidence value. The
disadvantage of this approach is it is unable to find all rare itemset. It is faster for
finding sporadic rules.

Apriori for Rare Association Rule Mining (AfRARM): The main idea of this
algorithm is to traverse the dataset in top down manner [8] opposite to Apriori
which is bottom up approach. The process first finds all rare itemset of largest
length then in the next level finds all its subset and checks whether they satisfy
the rare support or not. The subset of rare item may be rare. This process
continues till all the length 1 rare itemset is found. These rare patterns are used
to generate rules. If rare items are less in the database this approach is efficient.
RARITY: RARITY algorithm [9] uses the same property as AfRARM [8]. It
starts with the largest itemset and move downwards to the itemset of smaller
length. Initially it starts form the itemset of largest length and at each level the
length of itemset reduces by 1. However for implementation it uses candidate
list, veto list and rare list. Initially all the largest itemset are in the candidate list,
if itemset is found rare it is moved to the rare list otherwise to the veto list. Veto
list contains frequent itemlist. In the next level appropriate subset of rare
itemsets are the new candidates. For each candidate if it is found in the veto list
then it is discarded, if it is not found in veto list the support of candidate is
calculated, if it is rare moved to the rare list otherwise to the veto list. This
process continues until we get the itemset of length one. It is more efficient than
AfRARM [8] because of use of veto list, it uses less number of database scans.



Segregation of Rare Items Association 175

e Improved Multiple Support Apriori Algorithm (IMSApriori): In this method the
novel notion of Support Difference (SD) is proposed to determine the minimum
support of each item [10]. SD refers to the appropriate deviation of an item from
its frequency (or support) in order that an itemset involving that items are often
thought of as a frequent itemset which is referred by equation, SD = M(1 — o)
where A represents the parameter like mean, median, mode and o represents the
maximum support threshold ranging between 0 to 1. Minimum Item Support
(MIS) is determined by MIS (item) = Support (item) — SD if support
(item) — SD > Least Support otherwise MIS(item) is set to the least support.
Further IMSApriori uses the same approach used in [3] approach for rare rule
generation.

e NBD-Apriori-FR: NBD-Apriori-FR uses the same downward closure property
and bottom-up approach of Apriori algorithm [11]. It takes database D and
minsup as inputs and produces both rare and frequent itemsets as outputs.
Initially for first level it generates three list one of rare itemsets, second of
frequent itemset and third is the zero list for the items which has zero support.
After that for each level it generate three lists first list of frequent itemsets which
has support above the threshold second list of rare itemsets which has support
less than threshold and third list contains the itemsets yield by combining the
frequent items and rare items. A zero list is also maintained for the itemset
which has zero support. If any subset of itemset is found in zero list, the itemset
is moved to the zero list. Before database scan zero list is searched. Finally rare
rule can be generated from the first and third list. This algorithm generates all
the rare rules.

Tree Based Approaches
The best approach of frequent association rule mining is based on tree which
reduces the number of database scan.

e CFP-Growth: In this approach a new data structure MIS-tree is proposed based
on FP-tree [12] in which each item has different support as in [3] together with
their MIS value. Initially the MIS-tree is generated without generating separate
header table. The transaction items are sorted and inserted in the MIS-tree on the
basis of descending order of MIS value. And at the end of database scan, items
which have support less than the Minimum of MIS value are deleted and a
compact tree is generated. For generation of compact tree children of deleted
node is merged to the parent to delete node. To extract rule form this compact
tree the conditional pattern base tree is constructed for each item and based on
MIS value of that item rule is extracted. This structure provides ease for tune the
MIS value.

e IPD based Approach: The method is utilizing a novel notion of Item to Pattern
Difference (IPD) to filter the uninteresting pattern [13]. IPD is defined as dif-
ference of maximum support of individual element in the pattern and support of a
pattern. Maximum Item to Pattern Difference (MIPD) is used defined values set
as a threshold. For each item different support is calculated as in [10]. The tree
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construction is same as in MIS-tree [12]. To mine the compact MIS tree use the
conditional pattern base chooses each frequent length 1 pattern in the compact
MIS tree as the suffix-pattern. For this suffix-pattern construct its conditional
pattern bases. From the conditional pattern bases, construct MIS tree, called
conditional MIS tree, with all those prefix-sub paths that have satisfied the MIS
value of the suffix-pattern and MIPD. Finally, recursive mining on conditional
MIS-tree results in generating all frequent patterns.

e RP-tree: The RP-tree approach is to mine a subset of rare association rules using
a tree structure which is similar to FP-tree [14]. In the first scan support of each
item is calculated. Rare items are those support is less than given support
threshold. In the next scan RP-tree is generated using transaction which has at
least one rare item. The order of items in each transaction during insertion is
according to the item frequency of the original database. The resultant RP-Tree
consists of rare itemsets only. This tree is used for rule generations.

RARM Using Evolutionary Algorithm
The evolutionary approach is also utilized for rare association rule mining which is
based on different concepts other than Apriori and Tree approaches.

e Rare-G3PARM: The algorithm Rare Grammar Guided Genetic Programming
for Association Rule Mining (Rare-G3PARM) starts by generating a set of new
individual conformant to the specified grammar [16]. The algorithm extends the
Grammar Guided Genetic Programming for Association Rule Ming (G3PARM)
approach which is used to mine frequent patterns [15]. The context free
grammar is used for each individual and encoded in a tree shape through the
application of production rules. Rare-G3PARM starts by generating a set of new
individual conformant to the specified grammar. In order to obtain new indi-
viduals, the algorithm selects individuals from the general population and the
pool to act as parents and a genetic operator is applied over them immediately
afterwards with a certain probability. These new individuals are evaluated.

e The elite population or pool is empty for the first generation, otherwise it
comprises the n most reliable individuals obtained along the evolutionary pro-
cess, and the population is combined to form a new set. Then, this new set is
ranked by their fitness, so only the best ones are selected until the new popu-
lation is completed. The update procedure is carried out ranking by confidence
the new set of individuals this ranking serving to select the best n individuals
from the new set for the updating process.

e Only those individuals having a fitness value greater than zero, a confidence
value greater than the minimum-confidence threshold, and a lift value greater
than unity are considered prompting the discovery of infrequent, reliable and
interesting association rules. An important feature of Rare-G3PARM is the use
of the lift measure, which represents the interest of a given association rule.
Traditionally, ARM proposals make use of a support and confidence framework,



Segregation of Rare Items Association 177

including G3PARM, attempting to discover rules which have support and
confidence values are greater than given thresholds.

Lift(X — Y) = Confidence(X — Y)/Support (Y) 4)

e A new Genetic Operator which modifies the highest support condition of a rule
to obtain a new condition having a lower support value, has been implemented.
Notice that the lower the support values of the conditions, the lower the support
value of the entire rule.

4 Summary

Here, it is summarized that, from the study of these all methods, that from one and
half decade works are going on in this area and still it is going on. Here, we have
studied different approaches and divided into three categories like Apriori,
FP-Growth and based on Evolutionary algorithm.

In approach based on Apriori which is using candidate generation, in all the
approaches considering this approach and requires database scan up to the large
itemset size and mining of direction is either top-down or bottom-up. And the major
threshold used is minimum support and in some cases used maximum support and
other related support measures.

In FP-Growth based approach which is mainly based on the usage of storage
structure to mine the information faster with less number of database scans. And
accordingly all the methods used the variation of FP-Tree like structures and require
equal or less number of database scan than the FP-Tree approach which showed the
improvement in the approaches with complexity at the structure level.

Evolutionary algorithm is also applied to mine the association for rare items,
which is very novel for association rule mining which depends upon the charac-
teristics of data and utilization function.

S Proposed Work

The rare items are having special characteristic like appearing for less number of
times. From the literature survey it is found that numbers of approaches are utilized
to discover the rare associations. The approaches discussed here are complex and
takes more execution time and more number of database scans.

And majorly, when want to mine rare association of item, one can think about
the partitioning of data by utilization of other data mining technique before mining
of rare association.
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Herewith, proposed an approach by utilizing another data mining technique
clustering for rare association rule mining. Clustering is the technique which groups
the data according to the data characteristics where one group data are different than
the other group. Up to the knowledge of the author this approach is yet not utilized
by any researcher.

The approach is proposing to apply basic clustering on the dataset, with the
cluster thresholds like the number of instances then repeatedly apply the clustering
technique to minimize the cluster size with less intra cluster distance and more inter
cluster distance. The process is repeated until; the approach is generating clusters of
rare items having the good accuracy parameter as discussed in the next section and
then applies association rule mining concepts only for those clusters.

Here, as the association rules mining will be applied only for the clusters which
are small in size, that indicates rarely occurring data and thus minimizing the
overall association rule mining tasks.

6 Experiment Analysis and Future Work

The experiment is performed on weather data of Surat from the year 2007 to 2012,
containing different parameters like temperature, humidity, precipitation, etc.
Accuracy of clusters is measured using 3 parameters like average intra cluster
distance, average inter cluster distance and inter/intra cluster ratio. Here, the results
are shown up to the clusters only, not for associations.

Experiment is considered using K-means Clustering of weka. After prepro-
cessing of data, and after the number of experiments where varied the number of
clusters to achieve the higher inter/intra ratio.

The results indicate that 30 clusters are achieved with 2.18 inter/intra ratio. From
which 15 clusters are having good density and 15 clusters are having rare density.
The Tabel 1 shows the achieved result, indicating that both the intra cluster distance
and inter cluster distance are large enough.

But, from the result it is also analyzed that the intra cluster is 3.34 which is also
quite high. Also, after analyzation of clustered records, it is found that for this type
of weather data, the generated clusters are not having typical pattern which does not
make all of them different from each other.

For better clusters, intra cluster distance parameter requires less value and inter
cluster distance parameter requires higher value. Moreover, the number of clusters

Table 1 Experiment result Parameters K-means clustering
for clusters

Number of cluster 30

Average intra cluster distance 3.34

Average inter cluster distance 7.30

Parameter (inter/intra) 2.18




Segregation of Rare Items Association 179

are even large enough, here equals in both the cases of frequent and rare. Thus, it is
still required to have less number of clusters with higher inter/intra cluster ratio and
uniqueness in clusters items associations.
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Local Gabor Wavelet-Based Feature
Extraction and Evaluation

T. Malathi and M.K. Bhuyan

Abstract Feature extraction is an essential step in many image processing and
computer vision applications. It is quite desirable that the extracted features can
effectively represent an image. Furthermore, the dominant information visually
perceived by human beings should be efficiently represented by the extracted
features. Over the last few decades, different algorithms are proposed to address the
major issues of image representations by the efficient features. Gabor wavelet is one
of the most widely used filters for image feature extraction. EXxisting Gabor
wavelet-based feature extraction methodologies unnecessarily use both the real and
the imaginary coefficients, which are subsequently processed by dimensionality
reduction techniques such as PCA, LDA etc. This procedure ultimately affects the
overall performance of the algorithm in terms of memory requirement and the
computational complexity. To address this particular issue, we proposed a local
image feature extraction method by using a Gabor wavelet. In our method, an image
is divided into overlapping image blocks, and subsequently each of the image
blocks are separately filtered out by Gabor wavelet. Finally, the extracted coeffi-
cients are concatenated to get the proposed local feature vector. The efficacy and
effectiveness of the proposed feature extraction method is evaluated using the
estimation of mean square error (MSE), peak signal-to-noise ratio (PSNR), and the
correlation coefficient (CC) by reconstructing the original image using the extracted
features, and compared it with the original input image. All these performance
evaluation measures clearly show that real coefficients of the Gabor filter alone can
effectively represent an image as compared to the methods which utilize either the
imaginary coefficients or the both. The major novelty of our method lies on our
claim—capability of the real coefficients of a Gabor filter for image representation.

Keywords Image feature extraction - Gabor filter - Image reconstruction

T. Malathi (<) - M.K. Bhuyan

Department of Electronics and Electrical Engineering, Indian Institute
of Technology, Guwahati 781039, India

e-mail: malathi @iitg.ernet.in

M.K. Bhuyan
e-mail: mkb@iitg.ernet.in

© Springer India 2016 181
A. Nagar et al. (eds.), Proceedings of 3rd International Conference

on Advanced Computing, Networking and Informatics, Smart Innovation,

Systems and Technologies 43, DOI 10.1007/978-81-322-2538-6_19



182 T. Malathi and M.K. Bhuyan

1 Introduction and Related Works

Feature extraction is a crucial step which greatly affects the performance of the
intended applications, and it is an open research problem of Computer Vision.
Depending on the application, nature of the feature to be extracted varies. Feature
extraction can be performed in two ways; namely local and global methods. Global
methods represent the whole image with a single feature vector, whereas in local
methods, a single image can have feature descriptors at multiple feature points [1].
These feature descriptors describe the local image neighborhood around the com-
puted interest points. The features described by both global and local methods
provide different information about the image as the support (neighborhood) used to
extract the intended features is different. Global methods are compact representation
of an image, and the feature vector of an image represented by a global method
corresponds to a single point in higher dimensional space making it suitable for
analysis. As global methods represent the entire image with a single feature, it
assumes that the image contains only a single object and the method fails when the
image has more than one object. This drawback is overcome by local methods.

Feature extraction using Gabor wavelets has many important applications in
Computer Vision. Although the Gabor wavelets are used to extract features for
various applications, but the procedure of feature extraction varies from one
application to another. One important application is face recognition. In face rec-
ognition, Gabor wavelet-based feature extraction is implemented in two ways—
Analytical methods and Holistic methods. In analytical methods, Gabor features are
extracted from a pre-defined feature point, whereas Gabor features are used to
represent the entire image in the holistic methods [2].

In facial expression recognition only a single frequency is selected or the interval
between the neighboring frequencies is increased to reduce the dimensionality of
Gabor feature for each of the orientations [3]. Dimensionality can be further
reduced by using principal component analysis (PCA), and linear discriminant
analysis (LDA). Most of the widely available Gabor-based feature extraction
methods use magnitude information, but the method proposed in [4] only uses
Gabor phase information for facial expression recognition. In [5], a spatially
maximum occurrence model (SMOM) for facial expression recognition (FER) is
proposed. Similarity comparisons between the images are performed by elastic
shape-texture matching (ESTM) algorithm which is based on shape and texture
information. Texture information in the high-frequency spectrum is obtained by
applying Gabor wavelets on the edge images.

Traditional Gabor filter fails in rotation invariant texture analysis as the sinu-
soidal grating varies in one direction. In [6], a circular Gabor filter in which the
sinusoid varies in all orientation is proposed.

Zhang and Ma used Gabor features for medical image retrieval [7]. The energy
from the output of each Gabor filter is given as input to fuzzy sets, and features are
extracted. To improve the retrieval rate, mean and standard deviation of the filter
output is used instead of energy.



Local Gabor Wavelet-Based Feature Extraction and Evaluation 183

Chen and Liu proposed a face coding algorithm using Gabor wavelet network
(GWN) [8]. GWN combines the local-feature and template-based characteristics.
Feature extracted by GWN is converted to bit strings, and given them as input to
genetic algorithm for coding.

Gabor wavelet is also used for determining stereo correspondence. Phase
information of Gabor wavelet at different scales is used to find the corresponding
matching pixels along the same scanline [9].

All the existing Gabor wavelet-based feature extraction methods either use
Gabor magnitude or phase as features, which requires the computation of both real
and imaginary coefficients. Subsequently PCA, LDA or statistical measures are
used to reduce the dimensionality of the feature. Additionally, Gabor features are
extracted at specific orientation in order to reduce the dimension of the feature. All
these dimensionality reduction techniques affect the performance of an algorithm.
Hence, the use of both real and the imaginary components of Gabor wavelets
unnecessarily create a burden in terms of memory requirement and the computa-
tional complexity. To address this specific issue, we proposed a new local feature
extraction method only using real coefficients of Gabor filter in spatial domain. It is
experimentally verified that the real coefficients can produce significantly good
results for most of the applications. The organization of the paper is as follows:
Sect. 2 describes the proposed feature extraction method, Sect. 3 shows the
experimental results, and Sect. 4 concludes the paper.

2 Proposed Local Gabor Feature Extraction Method

Feature extraction plays a crucial role in computer vision and image processing
applications such as face recognition, facial expression recognition, texture clas-
sification and segmentation, image retrieval, face reconstruction, fingerprint rec-
ognition, iris recognition and stereo correspondence. Gabor wavelet is a widely
used feature extraction tool in these areas. The motivation behind using Gabor
wavelet Eq. (1) for feature extraction is as follows [10]:

e Simple cells in the visual cortex of mammalian brains can be best modeled by
Gabor function.

e Gabor wavelet is a bandpass filter, and it is an optimal conjoint representation of
images in both space and frequency domain that occupies the minimum area.

e The orientation and scale tunable property of Gabor wavelet helps in detecting
edge and bars which aids in texture feature extraction [11].

e 2D Gabor wavelet has good spatial localization, orientation and frequency
selectivity property.

e Image perception by human visual system is similar to image analysis by Gabor
function.

Gabor function is Gaussian modulated complex Eq. (2) sinusoids which is
given by [12]
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glx) = et [ - o m

Gabor wavelet is referred as a class of self-similar functions generated by the
process of orientation and the scaling of the 2D Gabor function which is given by

gmn(x7y) = aimg(xavya)v a>1
X, = a ™(xcos 0 + ysin 6) and (2)
y, =a "(—xsin0 + ycos 0)

where, 0 = %%, m and n are two integers and k is the total number of orientations.

To find the feature vector for a pixel of interest, a small image patch around the
pixel is considered and convolved with Gabor wavelet with different orientations
and scaling. The obtained filter outputs are concatenated to obtain the desired
feature vector.

Figure 1 shows the block diagram of the proposed feature extraction method. Let
us consider an image [ of size P x Q. In order to find the feature vector for the pixel
I(i,j), a certain neighborhood N(i,j) of size u x v is considered, where (i,j) is the
pixel coordinates. This patch is convolved with the Gabor filter kernel g, for
different orientations and scaling. The features are then extracted by concatenating
the obtained coefficients given by

F(i,j) = concat(y,, (i,]))

ymn(iaj) = N(l,]) * @n (3)

[T L

where, “concat” is the concatenation operator and “x” is the convolution operator.
This procedure is repeated for all the pixels of the image. Since Gabor filter is a
complex filter, we extracted three different features: only real, only imaginary, and
both real and imaginary (magnitude) coefficients. Figure 2 shows the output
(magnitude, real and imaginary part) of Gabor wavelet for teddy image.

Local Gabor

Input Image 1 Convolution (*)
feature vector

image block J

Fig. 1 Block diagram of the proposed local Gabor feature extraction method
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(a) “(b) © @

Fig. 2 Output of Gabor wavelet filtered image. a Input teddy image, b both the real and the
imaginary coefficients (magnitude), ¢ real part and d imaginary part

In general, any function can be reconstructed by the linear superposition of its
bases weighted by the wavelets. 2D Gabor wavelets are nonorthonormal bases i.e.,
they are nonorthogonal wavelets. The function can be approximately reconstructed
when the family of wavelets is orthonormal basis [12]. This is achieved when
0<A<B<?2, and the function is reconstructed using the inversion formula
given by

2

f :m 2 (&mn>f)&mn (4)

where, (A + B)/2 is a measure of the redundancy of the frame, B/A is a measure of
the tightness of the frame. When A = B, the frame is called a tight frame and the
reconstruction by linear superposition using the above inversion formula is exact.

Reconstruction of the teddy image using the above inversion formula Eq. (4) is
shown in Fig. 3. Similar to feature extraction, reconstruction of the original image is
also performed by using only real coefficients, only the imaginary coefficients, and
the magnitude. The reconstructed image using the extracted local features are
compared with the original image, and the performance of the reconstruction is
evaluated by using the metrics Mean Square Error (MSE), Peak Signal-to-Noise
ratio (PSNR), and cross correlation (CC).

Extraction of Gabor (magnitude and phase) features is performed by convolving
an image with the Gabor filter. Since Gabor wavelet is complex, feature extraction

Fig. 3 Reconstructed teddy image. a Input teddy image, b magnitude of the output, ¢ real part and
d imaginary part
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is done in two steps: (i) convolution of an image with real Gabor filter to obtain real
coefficients, (ii) convolving an image with the imaginary Gabor filter to obtain the
imaginary coefficients. In general, the computational complexity of Gabor filter is
O(PQR?), where P x Q is the size of input image, & x h is the Gabor kernel size.
So, the computational complexity is significantly reduced in our method as we
proposed to use only the real coefficients. Apparently, the memory requirement for
storing of all the coefficients of Gabor filter is also reduced. This is because of the
fact that both the real and imaginary coefficients have to be computed and stored in
order to compute the magnitude and phase information. On the other hand, the
proposed method requires half of the memory since it uses only the real coefficients.
Hence, the applications which demand fast computation of features, and also the
implementation with a reduced system memory, the proposed method can be
effectively employed.

3 Experimental Results

The performance of the proposed feature extraction method is evaluated on the
Middlebury stereo images [13, 14]. The feature vectors are extracted using the
Eq. (2).

The original image is reconstructed from the real and imaginary feature vectors
using the Eq. (4). The performance of the proposed feature extraction method is
evaluated by comparing the reconstructed image R with the original input image.
The metrics used to evaluate the performance are MSE, PSNR and CC. The per-
formance of the proposed method is evaluated for different window size, number of
orientations and scales. For all these cases, these three parameters are obtained. The
performance of the proposed method is compared with the holistic Gabor features
[2]. Tables 1, 2, 3, 4 and 5 shows the MSE, PSNR and CC for different window
sizes, number of orientations and number of scales. Parameters used to obtain our

Table 1 Comparison of MSE, PSNR and CC of the proposed method for different window sizes

Window | MSE (proposed) PSNR (proposed) CC (proposed)

Size Real |Imag |Mag Real Imag Mag Real Imag Mag

3x3 211 642 223 | 57.58 |46.72 |56.76 |0.968 |0.927 |0.968
5x5 297 1108 391 |54.03 |41.17 |51.38 0957 [0.799 |0.957
7x7 464 1541 682 |49.64 |3852 |45.68 0927 |0.771 |0.927
9x9 623 1718 817 |46.77 [36.96 |43.92 0901 |0.724 |0.901
11 x 11 681 1345 739 |45.02 |38.40 [4445 [0.891 |0.742 |0.891
13 x 13 955 2391 1009 4320 |33.65 [4198 |0.871 |0.574 |0.871
15 x 15 953 2818 | 1106 |43.33 |32.18 |41.30 [0.872 |0.491 |0.872
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Table 2 Comparison of MSE and PSNR of the proposed method with the holistic approach for
different number of orientations

No. of MSE (proposed) MSE PSNR (proposed) PSNR
orientations (H) (H)
Real |Imag |Mag |Mag Real Imag Mag Mag

1 211 1222|320 1366 57.58 4098 |53.96 |39.30
2 211 642 | 223 1046 57.58 |46.72 |56.76 |43.57
3 211 643 | 232 547 57.54 |46.71 |56.39 |48.47
4 211 642 | 231 524 57.54 |46.72 |56.42 |49.03
5 211 642 | 232 556 57.54 |46.72 |56.41 |48.41
6 211 642 | 232 557 57.54 |46.72 |56.41 |48.41
7 211 642 | 232 556 57.54 |46.72 |56.41 |48.42
8 211 642 | 232 556 57.54 |46.72 |5641 |48.42

Table 3 Comparison of Correlation coefficients (CC) of the proposed method with the holistic
approach for different numbers of scaling

No. of orientations CC (proposed) CC (H)
Real Imag Mag Mag
1 0.968 0.897 0.968 0.800
2 0.968 0.927 0.968 0.902
3 0.968 0.927 0.968 0.971
4 0.968 0.927 0.968 0.973
5 0.968 0.927 0.968 0.971
6 0.968 0.927 0.968 0.971
7 0.968 0.927 0.968 0.971
8 0.968 0.927 0.968 0.971

Table 4 Comparison of MSE and PSNR of the proposed method with the holistic approach for
different numbers of scaling

No. of MSE (proposed) MSE PSNR (Proposed) PSNR

scaling (H) (H)
Real |Imag |Mag |Mag Real Imag Mag Mag
211 642 223 398 57.58 |46.72 |56.76 |53.17

2 211 642 223 1046 57.58 |46.72 |56.76 |43.57

Table 5 Comparison of Correlation coefficients (CC) of the proposed method with the holistic
approach for different numbers of scaling

No. of scaling CC (proposed) CC (H)
Real Imag Mag Mag

1 0.968 0.927 0.968 0.987

2 0.968 0.927 0.968 0.902
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experimental results are as follows: Number of scales—1 and 2, window sizes
—3x3,5%x5,7x7,9%x9,11 x 11,13 x 13 and 15 x 15, number of orientations
—1,2,3,4,5,6,7 and 8. Apparently, low SNR, high PSNR and CC show better
performance. In all these cases, we can see that the performance of the image
reconstructed by using only the real coefficients outperforms the reconstruction
using the imaginary coefficients and the magnitude of the coefficients. Additionally,
reconstruction only by real coefficients is significantly better than the reconstruction
by the magnitude of the coefficients of the holistic Gabor features. This is because,
the receptive field profiles of human visual system can be best modeled by the
product of a Gaussian and either a cosine or sine function [15]. Even receptive
fields are bar detectors, while the odd receptive fields are edge detectors [16]. In
following tables, H corresponds to holistic Gabor features, and the real, imag and
mag denote the real, imaginary and magnitude information respectively.

4 Conclusion

Feature extraction is a vital step in many Computer Vision applications. Due to
some important characteristics of Gabor wavelet, it is one of the widely used filters
for feature extraction. In this paper, we proposed a local Gabor feature extraction
method. To evaluate the performance of the proposed method, the original input
image is reconstructed with the help of the extracted feature vector, and subse-
quently, the performance of our method is evaluated using the metrics such as MSE,
PSNR and CC. Experimental results show that the proposed feature extraction
method can efficiently represent an image. Additionally, we found that the recon-
struction of an image only using the real coefficients outperforms the other two
reconstruction methods i.e., reconstruction only by imaginary coefficients, and
reconstruction by using both the real and the imaginary coefficients (magnitude).
The proposed method clearly has two important attributes—reduced computational
complexity and the less memory requirement. So, the proposed method can be
effectively used for the applications of image representation by a Gabor filter, which
need less computation and also less memory.
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Human Interaction Recognition Using
Improved Spatio-Temporal Features

M. Sivarathinabala and S. Abirami

Abstract Human Interaction Recognition (HIR) plays a major role in building
intelligent video surveillance systems. In this paper, a new interaction recognition
mechanism has been proposed to recognize the activity/interaction of the person
with improved spatio-temporal feature extraction techniques robust against occlu-
sion. In order to identify the interaction between two persons, tracking is necessary
step to track the movement of the person. Next to tracking, local spatio temporal
interest points have been detected using corner detector and the motion of the each
corner points have been analysed using optical flow. Feature descriptor provides the
motion information and the location of the body parts where the motion is exhibited
in the blobs. Action has been predicted from the pose information and the temporal
information from the optical flow. Hierarchical SVM (H-SVM) has been used to
recognize the interaction and Occlusion of blobs gets determined based on the
intersection of the region lying in that path. Performance of this system has been
tested over different data sets and results seem to be promising.

Keywords Video surveillance - Blob tracking - Spatio temporal features
Interaction recognition

1 Introduction

Video Surveillance is one of the major research fields in video analytics and this has
been mainly used for security purpose. Human Interaction Recognition becomes a
key step towards understanding the human behavior with respect to the scenes.
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Activity/Interaction recognition from the surveillance videos has been considered as
challenging task. The situations such as background clutter, occlusion and illumi-
nation changes may cause difficulty in recognizing the activity of the person.
Recognizing human interactions can be considered as the extension of single person
action. In literatures [1-6], Action refers to the single person movement composed
of multiple gestures such as arm/leg motion and torso motion, Activity refers to the
combination of single or multiple people movement. Interaction may also refer to
the activity that happens between two persons.

In videos, Action can be represented using global features as well as local
features. Global features such as features considered from the entire image frame
and local features have been considered from the local portion from the image
frame. In literatures, Activity recognition approach relies on global feature repre-
sentation or fusing all the local features or by computing the histogram. These
approaches limit the performance of activity recognition under occlusion. To rec-
ognize interaction, body parts location and its movement during occlusion is still an
open challenge. Thus we are motivated to propose a new middle level features to
identify the activity/interaction even under occlusion.

Our Contribution lies in threefold: a new interaction recognition approach has
been introduced to recognize/identify the activity of the person whenever there is
crossover also. In feature extraction phase, Middle level features have been
extracted to analyze the spatial and temporal relationships between two persons.
The Hierarchical SVM classifier has been used to classify the interactions between
two persons.

2 Related Works

Major works in the field of video analytics have been devoted in the object tracking
and activity recognition phase and they are addressed in this section. Tracking the
particular person/object under illumination conditions, occlusion and dynamic
environments is still a challenging research. In general, Occlusion [2] can be
classified into three categories: self occlusion, partial occlusion and total occlusion.
In the previous work [7], to handle self and partial occlusion problems, a combi-
nation of blob tracking method and particle filter approach, has been employed by
using Contour as shape representation and color as feature for tracking. In addition
to this, blob splitting and merging approach has been attempted to identify
occlusion.

Activity/Interaction of the tracked person has to be identified in order to increase
the security in the environment. Human Interaction Recognition is crucial phase to
understand from the nature of the moving persons. Arash Vahdat et al. [8] modelled
activity with a sequence of key poses performed by the actors. Spatial arrangements
between the actors are included in the model, for temporal ordering of the key
poses. Chen et al. [9] proposed an automated reasoning based hierarchical frame-
work for human activity recognition. This approach constructs a hierarchical
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structure for representing the composite activity. This structure is then transformed
into logical formulas and rules, based on which the resolution based automated
reasoning is applied to recognize the composite activity. There comes uncertainty in
temporal and spatial relationship. This problem can be solved using mid level
spatio-temporal features. Patron-Perez et al. [10] develop a per-person descriptor
that uses head orientation and the local spatial and temporal context in a neigh-
bourhood of each detected person. They also employed structured learning to
capture spatial relationships between interacting individuals.

In literatures, many attempts have done to improve the interaction recognition
rate using new feature extraction techniques and using new learning methods
robustness to several complex situations such as background clutter, illumination
changes and occlusion conditions. Here in this work, we have been provided
solution to recognize the interaction between two persons under various situations.

3 Human Interaction Recognition

In this research, a special attempt has been made to identify the interaction between
two persons from the tracked blobs and improved spatio-temporal features.
Middle-level features [11], which connect local features and global features, are
apparently suitable to represent complex activities. Our approach relies on corner
detector and HOG descriptor to describe the pose of the person. Temporal features
have been analyzed using optical flow for every corner points and in each of the
body part. Pose information for head, arm, torso and leg has been obtained sepa-
rately and clustered, in addition with the temporal features provided by the optical
flow bins and then the activity/Interaction between two persons have been recog-
nized. Semantics has been added with actions to recognize interactions without any
confusion. Hierarchical SVM classifier has been used to classify the interaction
from pose and activity classifiers. In this framework, spatio-temporal relationship
has been maintained by constructing 5 bins in the optical flow descriptor [12, 13].
Real time human interaction recognition framework has been shown in Fig. 1.

4 Middle Level Features

Video Sequence has been represented by middle level features and their spatio-
temporal relationships. In videos, local spatial temporal feature extraction has been
widely used that involves interest point detection and feature description. From the
tracked persons, local spatio-temporal features have been extracted directly to
provide representation with respect to spatio-temporal shifts and scales. The spatio-
temporal features can provide information about multiple motions in the scene.
Feature detector usually selects the spatio-temporal locations and scales in the video.
In this work, Harris corner detector [5] has been used to detect the spatio-temporal
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Fig. 1 Framework for human interaction recognition

points. Harris Corner detector, a simple detector that detects the interest points in the
frame. Let the corner interest points be pi, ps, pPs, ..., Pn described by the 2D
co-ordinate. A densely sampled key point has been extracted that are stable in low
resolution videos, clutter and also in fast motion and the motion has been analyzed
from each corner points using optical flow algorithm. The distance between corre-
sponding corner points of both the blobs makes separate spatial information. d, = [d
[pi] — d[p;l] where i and j represents both the blobs, d; represents the distance
between the corresponding corner points in each frame at time t.

In general, detected interest points can be described using a suitable descriptor.
Histogram of oriented gradients [10] that captures the spatial location of the body
part and that is encoded by relative positions of HOG within the detector window.
Motion information has been added with HOG i.e. a good feature combining this
with the appearance (or) shape information makes a strong cue to represent the
feature. Optical flow provides differential flow that will gives information about
limb body relative motions. Temporal relations have been maintained throughout
the video by analyzing optical flow from Hog descriptor. Optical flow motions has
been differentiated into five different bins such as left, right, up, down and no
motion.

Pose prediction is the first step in the interaction recognition and it can be done
using HOG and SVM models. Posture has been estimated separately for the body
parts such as head, torso, arm and leg. HOG descriptor builds a body part model pre
trains the body parts into head, torso, arm and leg and SVM classification has been
performed. Each forms a separate cluster and distance between the neighborhood
points has been analyzed. H, = {Hy;, Hyj, Hoj, Hoj, -, Hpiy Hyjls Ay = {Agi, Ay,
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Agiy Agjy oo Anis Agj}s Tp = {Tui, Ty, Tais Tajs -y Tty Ty} L= {Lais Lyjs Lo, Lo,
«.vs Lpi, Ly} Where H,,, A, T, and L, represents the Head, Arm, Torso and Leg
posture. dyp = [d[H ;] — d[Hy;li] where t and t + 1 represents the current frame
and next frame. Similarly distance has been calculated and pose has been predicted.
Next to the pose, actions have been analyzed from the spatial and temporal
informations. Five classes of the actions such as walking, running, boxing, touching
and hand waving that are trained and the actions have been classified.

5 Interaction Modeling

In each frame we have a set of human body detections X = [X ... xy]. Each detection
xi = [ly, ly, s, q, v], has information about its corner location (l, 1,), scale (s), discrete
body part orientation (q), and v represents SVM classification scores. Associated
with each frame is alabel Y =[y; ... yk, y.]. This label is formed by a class label y; and
K for each detection (where K is the number of interaction classes, with O repre-
senting the no-interaction class) and a configuration label y, that serves as an index
for one of the valid pairings of detections. (i, j) indicates that detection i is interacting
with detection j and the 0 index means there is no interaction. The match between an
input X and a labeling Y has been measured by the following cost function:

S(X,Y) = Zi AyigiVyi + Z Ayigi + Z(mepw (65Byigi + 0iP;4;) (1)

where vy; is the SVM classification score for class y; of detection i, Py, is the set of
valid pairs defined by configuration index y., dj and d; are indicator vectors
codifying the relative location of detection j with respect to detection i . y;q; are
scalar weighting and bias parameters that measure the confidence that we have in
the SVM score of class y; when the discrete orientation of the body part is ;. byig; is
a vector that weights each spatial configuration given a class label and discrete head
orientation. Once the weights are learnt, we can find the label that maximizes the
cost function by exhaustive search, which is possible given the small number of
interaction classes and number of people in each frame. Interaction modeling has
been shown in the Fig. 2a, b the handshake interaction model has been given.
The person 1 on the left side walks person 2 on the right, and they shaking their
hands then rapidly depart. The poses such as arm stretch and arm stay and action
such as walking has been correctly classified. From the optical flow bins, the
directions has been identified such as the person moving right or left direction.
A semantic description for the handshaking action has been shown in Fig. 2b. Along
with the semantic descriptions, Interactions has been classified using hierarchical
SVM. Another example is of kicking interaction has been shown in Fig. 3. Here in
this case, leg posture has been considered. The poses such as leg stretch and leg stay
and action such as walking has been correctly classified. From the optical flow bins,
the directions has been identified such as the person moving right or left direction.
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Fig. 3 Semantic descriptions of kicking interaction

Hierarchical Support Vector Machine (H-SVM) has been used to classify the
interaction between two persons. To perform human interaction recognition, we
fuse the features at two levels, (1) the output of the pose classifier and activity
classifier has been concatenated and given as the input to classifier, and (2) the
classifiers for the two sources are trained separately and classifier combination is
performed subsequently to generate final result. To combine the classifier outputs of
both the spatial and temporal features, classifier outputs have been interpreted as
probability measure.

6 Results and Discussion

The implementation of this object tracking system has been done using MATLAB
(Version2013a). MATLAB is a high performance language for technical comput-
ing. The input videos are taken from UT interaction dataset [14] and BIT interaction
dataset [15]. The proposed algorithm have been applied and tested over many
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Fig. 4 Sample frames from UT and BIT interaction datasets
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different test cases and two of the scenarios have been shown here. The sample
frames from the datasets has been shown in Fig. 4.

Figure 5a, b represents the handshaking and pushing interaction. HS represents
Hand Shake and HF represents High Five interaction. Table la, b shows the
confusion matrix for the UT and BIT Interaction datasets respectively. It is evident
from the table that, the seven interactions classes has been trained and tested using
hierarchical SVM. Our method using midlevel features obtained the accuracy of
90.1 % in UT Interaction dataset (setl) and 88.9 % in BIT Interaction dataset. Our
approach has been compared with the existing methods used in interaction mod-
elling shown in Table 2.

Table 1 Confusion matrix of UT interaction dataset and BIT interaction respectively

a b

HS Hug Push Punch HF Kick Push Pat
HS 1 X X X HF 0.94 X 0.06 X
Hug X 1 X X Kick X 0.95 0.02 0.03
Push X X 0.98 0.02 Push X 0.06 0.92 0.02
Punch X X 0.05 0.95 Pat 0.02 0.01 0.08 0.89
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Table 2 Comparison with other existing methods

Previous works Dataset considered Accuracy (%)
BOW [16] UT interaction (setl) 58.20
Visual co-occurrence [17] UT interaction (setl) 40.63
Our method UT interaction (setl) 90.1
BIT interaction 88.9

7 Conclusion

In this research, an automated interaction recognition system has been developed
using new spatio-temporal features which are called as mid level features. The
features have been considered from the tracked blob in the spatial and also in
temporal domain. We have been integrated spatio-temporal relationship between
every consecutive frame in the video sequence. The activities of the each person
have been identified and the activities/Interaction that happened between two per-
sons has been recognized through the midlevel features and high level semantic
descriptions. The intersecting regions between the potential detects the occlusion
states. The proposed algorithm has been tested over BIT interaction dataset and UT
interaction dataset. This system has the ability to recognize the interaction of the
person even if there is a person/object crossover also. In future, this system could be
extended along with the detection of heavy occlusion and multiple objects tracking
too.
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Common Coupled Fixed Point
Results in Fuzzy Metric Spaces
Using JCLR Property

Vishal Gupta, Ashima Kanwar and Naveen Gulati

Abstract The present study is devoted to use the notion of joint common limit
(shortly, JCLR property) for coupled maps and utilize this concept to prove com-
mon coupled fixed point theorem on fuzzy metric space. In this paper, we also
prove some fixed point theorems using the concept CLR property, E.A property and
integral type contractive condition in fuzzy metric space. Illustrative examples
supporting main results have been given.

Keywords Fixed point - Fuzzy metric space - Weakly compatible mappings + E.A
property « CLR property - JCLR property

1 Introduction

The notion of a fuzzy set stems from the observation made by Zadeh [1] that “more
often than not, the classes of objects encountered in the real physical world do not
have precisely defined criteria of membership”. In this paper, we are considering the
fuzzy metric space in the sense of Kramosil and Michalek [2]. Following this
concept, the notion of continuous t-norm is pertains to Georage and Veeramani [3].
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Bhaskar and Lakshmikantham [4], Lakshmikantham and Ciri¢ [5] discussed the
mixed monotone mappings and gave some coupled fixed point theorems, which can
be used to discuss the existence and uniqueness of solution for a periodic boundary
value problem.

Definition 1.1 [4] An element (x,y) € X x X is called a coupled fixed point of the
mapping P : X x X — X if P(x,y) = x, P(y,x) = y.

Definition 1.2 [5] An element (x,y) € X x X is called a coupled coincidence point
of the mappings P: X x X — X and a: X — X if P(x,y) = a(x), P(y,x) = a(y).

Definition 1.3 [5] An element (x,y) € X X X is called a common coupled fixed
point of the mappings P: X x X — X and a: X — X if

x = P(x,y) = a(x), y = P(y,x) = a(y).

Definition 1.4 [S5] An element x € X is called a common fixed point of the map-
pings P: X xX —»Xand a: X — X if x = P(x,x) = a(x).

Definition 1.5 [6] The mappings P: X x X — X and a : X — X are called weakly
compatible if P(x,y) = a(x), P(y,x) = a(y) implies that

aP(x,y) = aP((x),a(y)), aP(y,x) = aP((y),a(x)) for all x,y € X.

Aamri and Moutawakil [7] generalized the concept of non compatibility by
defining E.A. property for self mappings. Sintunavarat and Kumam [8] defined the
notion of common limit in the range property (or CLR) property in fuzzy metric
spaces.

Definition 1.6 Let (X, M, *) be fuzzy metric space. The mappings P : X x X — X

and a : X — X are said to satisfy E.A property if there exist sequences {x,} and

{yn} in X, such that lim P(x,,y,) = lim a(x,) = x, lim P(y,,x,) = lim a(y,) =
n—o0 n—00 n—00 n—00

y for some x,y in X.

Definition 1.7 Let (X, M, x) be fuzzy metric space. The mappings P : X x X — X
and a : X — X are said to satisfy CLR(a) property if there exist sequences {x, } and

{yn} in X, such that
lim P(x,,y,) = lim a(x,) = a(s), lim P(y,,x,) = lim a(y,) = a(w), for some
N—00 n—0o0 n—oo n—o00

s,win X.

Remark 1.8 Let the class @ of all mappings ¢ : [0,1] — [0, 1] satisfying the
properties such that ¢ is continuous and non-decreasing on [0, 1] and ¢(#) > ¢ for all
t € (0,1). We note that ¢ € @, then ¢(1) =1 and ¢(r) > ¢ for all 7 € [0, 1].
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2 Main Result

First, we explain the concept of the joint common limit (shortly, JCLR property) for
coupled maps as follows:

Let P,Q:X x X — X and a,b : X — X be four mappings. The pairs (P, a) and
(Q,b) are satisfy the joint common limit in the range of a and b property if there
exists sequences {x,}, {vu},{u,} and {v,} such that

lim P(x,,y,) = hm a(x,l) =a(l) = lim Q(u,,v,) = lim b(u,) = b(l) and

n—oo n—o0 n—oo
lim P(yn,xn) = 11m a(yn) = a(m) = lim Q(v,,u,) = lim b(v,) = b(m),

(C1)

for some I, m in X.
Now, we are ready to prove our first main result.

Theorem 2.1 Let (X,M,x) be FM-space, where * is a continuous t-norm such
that a x b = min{a,b}. Let P,Q : X x X — X and a,b : X — X be mappings such
that the pairs (P,a) and (Q,b) are satisfy JCLR(ab) property and also satisfying
Jollowing conditions: for all x,y € X, t > 0,k € (0,1) and ¢ € .

M(P(x,y),b(u), 1) * M(Q(u,v), a(x), 1)
M(P(x,y), Q(u,v), kt) = ¢ *M(P(xvy) a(x), 1) * M(Q(u,v),b(u),1) o, (C2)
M(a(x), b(u), 1)

Then, the pairs (P,a) and (Q,b) have common coupled coincident point.
Moreover, if (P,a) and (Q,b) are weakly compatible, then (P,a) and (Q,b) have
a unique common fixed point in X.

Proof The pairs (P, a) and (Q, b) are satisfy the joint common limit in the range of
a and b property it satisfies the condition (C1) which is discussed above.

The proof is divided into five steps.

Step I. From condition (C1) and letting n — oo, we have

M(P(xy,yn),b(1), 1) x M(Q(I,m),a(x,),t)
M(P(xn,yn), Q(,m), kt) > pq * M(P(xn, yn), a(xy), 1) x M(Q(l,m),b(1),1) »;
* M(a(x,),b(l),1)

we have Q(I,m) = b(l). In similar way,

Q(m, 1) = b(m). (1)
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Step II: By using (C2) and considering n — oo and conditions (C1), (1), we have

l
[

Y

M(P(I,m),b(uy,),t) * M(O(up,vy),a(l), )
M(P(l,m), Q(up, vy), kt) > < M(P(I,m),a(l),t) * M(Q(un,vn),b(uy,),1) ,
* M(a(x),b(uy), 1)

P(l7 m) = a(l) = Q(lv m) = b(l) } (2)

Similarly, P(m,l) = a(m) = Q(m,l) = b(m)

Hence we conclude that the pairs (P,a) and (Q,b) have common coupled
coincident point /,m in X.
Now, we assume P(l,m) = a(l) = Q(I,m) = b(l) = r; and

P(m,l) = a(m) = Q(m,l) = b(m) = ry, wherery, r, € X. (3)

Since the pairs (P,a) and (Q, b) are weakly compatible, we get that

a(P(l,m)) = P(a(l),a(m))&a(P(m,1)) = P(a(m),a(l)).
b(Q(l,m)) = Q(b(1),b(m))&b(Q(m, 1)) = P(b(m),b(1)).

From (3), we have

a(ry) = P(r1,rn)&a(r) = P(ry, ), b(r1) = Q(r1,r2)&b(rn) = Q(ra, r1).  (4)

Step III: We shall prove that r; = P(ry,rp)&r, = P(r2,11).
For this, using (C2) and (2), (3), (4), we get

M(P(ry,r2),b(),t) * M(Q(I,m),a(ry),t) * M(P(ry,r2),a(r),t) }
) .

M), 00 m), k) Z(”{ « M(QU,m) (1) 1)+ M{a(r). (1), )

This implies

ri = P(ri,rn) =a(r))andr, = P(rp, 1) = a(r,). (5)
Step IV: Now, we shall show that r; = Q(ry,r2)&r, = Q(r2, ).
Again using (C2) and (3), (4), (5),

M(P(l,m),b(ry),t) * M(Q(r1,r2),a(l), 1) x M(P(l,m),a(l),t)
* M(Q(r1,12),b(r1), 1) * M(a(x), b(r1),1) 7

we get rp = P(r,r) = a(r) = Q(r1,r2) = b(n).

M(P(lvm)v Q(r|7r2)7kl) 2 ¢{
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Similarly, we can show that
ry = P(ry,r) = a(ry) = O(ra,r1) = b(r). (6)

Step V: We shall assert that (P, ) and (Q, b) have common fixed point in X.For
this, we shall prove that r| = r,. Let suppose that r| # r;. so,

M(rl,rg,t) :M(P(rl,rg),Q(rz,rl),t)
{M(P(rl,rz),b(rz),t) * M(Q(r2,11),a(r),t) * M(P(ry,r2),a(r),1) }
« M(Q(ra, 11), b(r2),1)  M(a(r), b(r2), 1) ’

this is contradiction to our supposition.

This implies r; =r,. Thus, we proved that rj =P(r;,r) =a(rn)=
O(ri,r) =b(r). d

So, we conclude that the pairs (P, a) and (Q, b) have common fixed point in X.
The uniqueness of the fixed point can be easily proved in the same way as above by
using condition (C2). This completes the proof of Theorem 2.1.

Using the above theorem, we now state next theorem in which a pair of map-
pings satisfies CLR property.

Theorem 2.2 Let (X, M, %) be FM-space, where * is a continuous t-norm such that
axb=min{a,b}. Let P: X x X — X and a : X — X be mappings such that the
pair (P, a) is satisfies CLR(a) property and satisfying following condition:

M(P(x,y),a(u),t) * M(P(u,v),a(x),t)
M(P(x,y), P(u,v),kt) > p< * M(P(x,y),a(x),t) * M(P(u,v),a(u),t) p, (C3)
* M(a(x),a(u),t)

forall x,ye X, ke (0,1),t>0and ¢ < ®.

Then, the pair (P,a) has common coupled coincident point. Moreover, if the
pair (P,a) is weakly compatible, then the pair (P,a) has a unique common fixed
point in X.

Proof By considering P = Q and a = b in Theorem (2.1) and the pair (P,a) is
satisfies CLR(a) property then there exist sequences {x,}, {y,} in X such that
lim P(x,,y,) = lim a(x,) = a(l) and Lm P(y,,x,) = lim a(y,) = a(m), for
n—oo n—oo n—oo n—oo

some [, m in X. So, in the same way as in Theorem (2.1), we get the result. [
Now, we give some examples to support main results.
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Example 2.3 Let X = (0,1], a x b = min(a,b), M(x,y,t) = m,
for all x,y € X,t>0. Then (X,M,x) is a fuzzy metric space. Let P, O :
XxX—Xanda, b:X — X defined as

I, x=1
0, xe(0,1)

P(x,y) = ,alx) =x, Q(x,y) =x—y+1, b(x):{

Now consider the sequences {x,} =1+ {y,} =1-1 {u,} =1 {y,} = -1
and ¢(t) = /1.

Jim Py, yp) = lim a(x,) = lim Q(un, v,) = lim b(u,) =1 = a(1) = b(1),
lim P(y,,x,) = lim a(y,) = im Q(vy,x,) = lim b(v,) = 1 = a(1) = b(1).

n—oo n—oo n—oo n—oo

These imply the pairs (P,a) and (Q, b) are satisfying JCLR(ab) property.

Also,  a(P(1,1)) = P(a(1),a(1)) = 1, (Q(1),0(1)) = O(b(1),b(1)) = 1.
Then (P, a) and (Q, b) are weakly compatible. Then all conditions in Theorem 2.1
are satisfied .So, we concluded that x = 1 is the unique fixed point of P, Q,a,b.

Example 2.4 Let (X,M,x) be FM-space, where X [0,1], % is a continuous
t-norm such that a *x b = min{a, b}, M(x,y,t) = tHx 5o Let P:X XX — X and

a:X — X are mappings defined as P(x,y) =x+y, a(x) = x, Vx,y € X.Now
consider the sequences {x,} =1, {y,} = —1and ¢(z) = V1,1 > 0.

lim P(x,,y,) = hm a(x,) = 0=a(0), lim P(y,,x,) = hm a(yn) =0 = a(0).

n—oo n—o0

This implies the pair (P, a) is satisfies CLR(a) property. Also, the pair (P, a) is
weakly compatible. All the conditions of Theorem 2.2 are satisfied. Thus the pair
(P,a) has x = 0 unique common fixed point in X.

Theorem 2.5 Let (X, M, *) be FM-space, where * is a continuous t-norm such that
a*xb=min{a,b}. Let P: X x X — X and a : X — X be a mapping such that the
pair (P, a) is satisfies the E.A property and the range of a(X) is closed subspace of
X satisfying condition (C3) of Theorem 2.2. Then, the pair (P,a) has common
coupled coincident point. Moreover, if the pair (P,a) is weakly compatible, then
the pair (P,a) has a unique common fixed point in X.

Proof Since the pair (P, a) is satisfies the E.A property then there exist sequences
{xn}, {»} in X such that lim P(xn,yn) = lim a(x,) =u and lim P(y,,x,) =
n—oQ n—o0

lim a(y,) = v, for some u, v in X O

n—oo
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Here, the range of a(X) is closed subspace of X. By using the property closed
subspace of X that there exist /,m in X such that u = a(l), v = a(m). Therefore, the
pair (P,a) is satisfies CLR(a) property. So, from Theorem (2.2), we get result
immediately.

Branciari-Integral contractive type condition [9] result is very valuable in fixed
point theory on fuzzy metric space. In next result, contractive condition of integral
type is used which is the extension of main result using JCLR property.

Theorem 2.6 Let (X, M, *) be FM-space, where * is a continuous t-norm such that
a*xb=min{a,b}.Let P,Q : X X X — X and a,b : X — X be mappings such that
the pairs (P,a) and (Q,b) are satisfy JCLR(ab) property and also satisfying this

condition | y(r)dt> c],')<f X(t)dt), where x(t) is Lebesgue- integrable function,
0 0
ke (0,1), t>0, ¢ € ®and s =M(P(x,y),Q(u,v),kt),

w = M(P(x,y), b(u), 1) x M(Q(u,v), a(x),t)  M(P(x,y), a(x),t)
* M(Q(u,v),b(u), 1) x M(a(x),b(u),t)
Then, the pairs (P,a) and (Q,b) have common coupled coincident point.

Moreover, if the pairs (P,a) and (Q,b) are weakly compatible, then (P,a) and
(Q,b) have a unique common fixed point in X.

Proof By assuming y(f) = 1, we obtained the desired result with help of Theorem

Q2.1). O
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Speech Based Arithmetic Calculator Using
Mel-Frequency Cepstral Coefficients
and Gaussian Mixture Models

Moula Husain, S.M. Meena and Manjunath K. Gonal

Abstract In recent years, speech based computer interaction has become the most
challenging and demanding application in the field of human computer interaction.
Speech based Human computer interaction offers a more natural way to interact with
computers and does not require special training. In this paper, we have made an
attempt to build a human computer interaction system by developing speech based
arithmetic calculator using Mel-Frequency Cepstral Coefficients and Gaussian
Mixture Models. The system receives arithmetic expression in the form of isolated
speech command words. Acoustic features such as Mel-Frequency Cepstral
Coefficients features are extracted from the these speech commands. Mel-Frequency
Cepstral features are used to train Gaussian mixture model. The model created after
iterative training is used to predict input speech command either as a digit or an
operator. After successful recognition of operators and digits, arithmetic expression
will be evaluated and result of expression will be converted into an audio wave. Our
system is tested with a speech database consisting of single digit numbers (0-9) and
5 basic arithmetic operators (+,—, x, /and %). The recognition accuracy of the
system is around 86 %. Our speech based HCI system can provide a great benefit of
interacting with machines through multiple modalities. Also it supports in providing
assistance to visually impaired and physically challenged people.

Keywords MFCC - GMM - EM algorithm
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1 Introduction

In recent years, many of the emerging technologies are focusing towards improving
the interaction between man and the machine. Speech is the most prominent
modality which can offer a more natural and convenient way to interact with
computers. Training a human being to understand and speak a spoken language is
much easier compared to training computers, and make them to understand and
speak our language. Automatic speech recognition (ASR) [1] technology is used to
train machines which will map speech words into machine understandable form.
Recognition of speech involves two major steps: audio feature extraction and,
speech recognition using pattern recognition and machine learning algorithms.
Generally, speech signal features will have great amount of internal variations. Such
variations are caused by difference in age, accent, pronunciation, gender, envi-
ronmental conditions and physiological aspects of the speaker. This inherent var-
iability nature of speech signal demands for an efficient speech feature extraction
and recognition system.

In this work, we implement a system which receives arithmetic expression in the
form of speech commands. We extract most popularly used audio features,
Mel-scaled Frequency Cepstral Coefficients (MFCC) from input speech commands.
These features are used to train Gaussian Mixture Models (GMM). The model will
be built by training GMM using Expectation Maximization (EM) algorithm. The
model created using GMM can be used for recognizing speech commands and
converting it into machine readable form. Once after recognizing digits and oper-
ators, it will compute the expression and store the result in the form of text. At the
end, result of arithmetic expression present in the form of text is converted back to
audio signal. The system has been tested with speech database of English language.
Figure 1 shows the complete flow of feature extraction, recognition and evaluation
of arithmetic expression.

. Fl‘RS.T NUM#ER‘ AU Dlo
' RECOGNIZE SPEECH ' _

BERATOR COMMANDS

\"W CALCULATE
 SECONDNUMBER ;j

Fig. 1 Speech command based arithmetic calculator receiving input as speech command and
generating result of computation in the form of speech




Speech Based Arithmetic Calculator Using Mel-Frequency Cepstral ... 211

Generally, speech and speaker recognition systems will have two main stages:
Front-end processing and Recognition using speech features. The most commonly
used feature descriptors in the field of speech recognition are Linear prediction
Coefficients (LPC) [2], Perceptual Linear Prediction (PLP) [3] and Mel Frequency
Cepstral Coefficients (MFCC) [4]. In LPC feature extraction technique, repetitive
nature of speech is exploited by predicting current sample as the linear combination
of past m samples. The predicted sample S,(n) is given by

m

Sp(n) = = > aiS(m — ) (1)

i=0

S(m) is the short term spectrum of speech and a; are coefficients of linear
prediction. PLP also works based on short term spectrum of speech similar to LPC
but uses some psychophysical based transformations. In this technique, a set of
filter-banks are used to transform frequency spectrum in linear scale to a Bark scale
given by

flin flin :
ark — 1 1 2
Joart =log | 55614/ 1+ {600 @)

where fi.+ and fy;, are bark frequency and linear scale frequencies respectively.
Such transformation of frequency scales will provide better representation of vocal
tract or speech envelope. MFCC feature is almost similar to PLP feature but
transforms frequencies from linear scale to Mel scale given by

Fnel = 2595 x log,o(1 + fin/700) (3)

where f,,.; represents mel-scale frequency after transformation and f;;, represents
linear frequencies. In [4], Davis and Mermelstein have proved the advantages and
noise robustness characteristics of MFCC over other speech features.

After extracting relevant features from speech signals we need to use a classifier
for recognizing audio inputs. Hidden Markov Models (HMM) [5] and Gaussian
Mixture Models (GMM) [6] are the two dominant statistical tools used in the
speech and speaker recognition applications. HMMs are popularly known for
speech recognition applications over 3 decades. GMMs are largely used for text
independent speaker recognition applications. GMMs are sometimes considered as
a component of HMMs. In this proposed work, our system receives inputs (num-
bers and operators) in the form of isolated audio waves. As our input commands are
non continuous, we have implemented recognition of speech commands using
GMM classifier. An iterative procedure, E-step and M-step (EM algorithm [7-9]) is
used to build the GMM model.
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In the next section, we describe extraction of MFCC features, in third section we
explain GMM as classifier and training by using EM algorithm, fourth section gives
details of the experiments conducted and results obtained, and in the final section
conclusion and future scope is discussed.

2 Acoustic Feature Extraction

Extraction of features from speech signals play a significant role in recognizing
audio words. In this section, we describe steps involved in extracting acoustic
features from the audio waves. Figure 2 shows the various steps for computing and
generating MFCC features from speech commands.

Pre-emphasis is the first step in feature extraction. It reduces the dynamic range
of speech spectrum by boosting signals at higher frequencies. Pre-emphasis of
speech waves can be performed by applying first order difference equation on input
signal IS(n):

O(n)=I(n) —al(n—1) 4)

where O(n) is the output signal. o is the pre-emphasis coefficient and typically lies
in the range from 0.9 to 1.0. Z transform of pre-emphasis equation is given by

Z(x)=1—axx" (5)

Speech signals generally vary with time and statistically non stationary in nature.
In order to extract stable acoustic features from the speech signals, we segment
speech into successive frames of length typically 30 ms. In this short duration, speech
signal will be considered as reasonably stationary or quasi stationary. Accuracy of
features extracted depends on the optimum length of the frame. If the length of frame

Pre-emphasis Frame Blocking Windowing
~ e i =

; F T
*___... - O PV I T

Cosine of Log of Multiplying with FFT
Mel-spectrum Filter Banks

Fig. 2 MFCC feature extraction steps and related waveforms
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is very small, we may loose temporal characteristics of the speech. The information
loss due to quick transitions between successive frames can be controlled by over-
lapping successive frames with a duration of around 30 % of the frame length.

After framing of speech signal, each frame is multiplied with a window of
duration equal to length of the frame. The window will be moved for every new
frame by a duration equal to frame shift. The most simple window is rectangular
window defined as

w(n) =

1 VO<n<N-1
{6 Vs ©

0 otherwise

But the drawback of rectangular window is, it generates side-lobes in the fre-
quency domain because of abrupt transitions at the edge positions. These large
side-lobes may cause spectral leakage where energy at a given frequency leaks into
adjacent regions. This problem can be resolved by taking the window containing
smooth decay at the edges. The most commonly used window for preventing
spectral leakage by reducing the height and width of side-globes is Hamming
window given by

_ (2mn) _
w(n) = 0.54 — 0.46 cos - VOgn.gN 1 )
0 otherwise

Approximately N samples of each frame indexed by n = 0 to N — 1 will be
transformed from time domain to frequency domain using Discrete Fourier
Transform (DFT) F(k) given by

F(k) =Y fk)e™ (8)

where F(k) are Fourier coefficients and M is the length of FFT vector. The trans-
formation from time domain signal to frequency spectrum gives sensible infor-
mation for recognizing speech information. In practice, the DFT coefficients are
calculated by using Fast Fourier Transform (FFT) algorithms which take time of
nlogn instead of n%.

FFT of speech signal contains magnitude and phase components. Generally
magnitude part of frequency response is useful for distinguishing speech signals.
Phase component of frequency response may be useful for locating source of audio
signal. Hence we neglect phase component of frequency spectrum. The squared
magnitude frequency response of ith frame, by discarding phase component is
given by

IFi(k)|* = Fi(k)F] (k) ©)
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According to psychophysical studies, human auditory perception follows a non
linear frequency scale. This non-linear property can be achieved by multiplying
power spectrum with a bank of k triangular filters. These triangular band pass filters
are spaced uniformly over a mel-scale in such a way that it reflects non linear
auditory behaviour of the human voice system. These mel-bank filters generate an
array of filtered values, whose length is equal to the number of bank filters used.
Also, mel-bank filters provide the benefit of reducing dimensions of the data.

The filter-bank energies are very much sensitive to sounds of very high and low
loudness values. The sensitivity of these filter banks can be reduced by applying
logarithmic function. Accuracy of speech recognition increases with the application
of log function.

In the final step, we apply cosine function on log of mel-spectrum obtained in the
previous step. The features obtained by applying cosine function on logarithm of
Mel scaled spectrum is called MFCCs.

DCT coefficients obtained in the last step are useful for representing useful
information required for speech recognition. The lower order DCT coefficients
contain slowly varying vocal tract information (spectral envelope) where as higher
order coefficients represent excitation information. In speech recognition as only
spectral envelope information is required, we discard higher order coefficients and
retain only lower order coefficients.

3 Gaussian Mixture Model for Recognition

Gaussian mixture models are parametric probabilistic models represented by the
combination of finite set of multivariate normal distributions. Unlike K-means [7, 9,
10], GMM performs soft clustering and incorporates mixture weights, covariance
and mean of the distributions. GMMs are generally used to model continuously
varying information or biometric related features. Given a feature vector f, the
mixture density for the speech sample ‘s’ is given by

P(fI) = > wiN (£, ) (10)

where N is a normal density function defined by

o 120-M)E ()
)" ||

N(fIM;, G;) = (11)

M; and C; are mean and covariance vectors. w; are the mixture weights and
follow the relation Z]K: , w;j = 1. In speech recognition each class of speech sample
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Fig. 3 Gaussian mixture model representation for two Gaussian components

(in our case numbers and operators) are represented by a unique GMM model.
This GMM model A; can be used to predict the class of input sample. The GMM
model /, is represented by a set of three parameters wj, M; and C;. Figure 3 gives
representation of speech signals and their distribution details. In speech recognition,
given a feature vector of any sample ‘s’, goal is to estimate the model A, parameters
w;,M; and C; such that its distribution matches with one of the training samples.
The model parameters are estimated by using iterative method of Expectation and
Maximization (EM) algorithm.

In EM algorithm of estimating model parameters, we first begin with an initial
model /A,. Using EM algorithm we estimate GMM model 4,,,, parameters w;, M;
and C; such that p(f|Auew) > p(flAcur). The new model A, becomes the current
model A.,. This procedure is repeated until it converges to an optimal point.

The EM algorithm estimates new model parameters as follows

(i) Initialize the mixture weights w,,,, means M., and covariances Cg,;.
Evaluate initial value of log likelihood given by

M K

Inp(fli) = 3_n 3wl (1M, C;) (12)

(ii) E step: Calculate responsibility matrix that assign data points to the clusters.

wiN (fi|M;, C))
R(zj) = =~ — 13
(@) Zlel WIN(fi|Mj’ Cl) 1)




216 M. Husain et al.

(iii) M step: Calculate new values of model 4,,,,, parameters 1\/11"’””7 C}'ew and w}’“w
using responsibility matrix calculated in the E-step.

!
M = ﬁjZR(zij)ﬁ (14)

M

I S

i=1

M
; R(z;)
Wi = ——— i (16)
(iv) Recalculate log likelihood given by Eq. 12 using new values of model
parameters.
Repeat the steps from 2 to 4 until convergence criteria is met either for model
parameters or log likelihood function.

4 Experimental Results and Discussions

In this section, we discuss datasets used for feature extraction and recognition
purpose. Also we discuss experimental set up and implementation details.

4.1 Dataset of Digits and Operators

We conducted a preliminary experiment and evaluated arithmetic calculator
experiments on a speech database of numbers and operators. We recorded audio
samples for single digit numbers from 0-9 to 5 arithmetic operators in a sound
proof room. Our speech database for arithmetic calculation contains around 450
audio samples. We stored 30 speech samples (15 male and 15 female) for every
class of digits and operators as WAV files. Also in each class of audio samples
utterances were recorded at three different paces-normal, fast and slow.

4.2 Feature Extraction Using MFCC

We sampled speech signals stored for digits and operators at the rate of 16,000 Hz.
The signals are divided into frames of length 400 samples with overlapping of 160
samples. The size of the hamming window is 400 samples. It is shifted with a frame
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shift of 160 samples. Frequency components are extracted by applying 512 point
FFT algorithm on zero padded frames. Due to the symmetric property of FFT, we
retain only half part of the spectrum that is 257 components. FFT power spectrum is
multiplied with a set of 26 Mel-spaced filter banks of vector length 257 and then we
add up all these coefficients. The resulting vector will have 26 mel scaled energies.
We take log of these energies and finally apply DCT to get 26 cepstral coefficients.
Out of 26 cepstral coefficients, first 12 lower order coefficients are retained. These
12 coefficients will form MFCC of each frame.

4.3 Training and Validation of GMM

In this work, we train GMM using Expectation Maximization algorithm on a data
set of 450 audio samples of digits and operators. The model obtained after training
is used for predicting the class of input speech command. In order to verify the
robustness of the GMM as classifier, we used 10 fold cross validation. The con-
fusion matrix obtained after validating GMM with 10 fold cross validation is shown
in Table 1.

4.4 Text to Speech Conversion

Our speech based arithmetic calculator receives arithmetic expressions in the form
of speech commands. The voice command can be recognized by using GMM

Table 1 Confusion matrix for a set of 5 operators and 5 numbers

Speech | 1. Wav | 2. Wav | 3. Wav |4. Wav |5. Wav |Plus. |Minus. |Mul. |Div. |Mod.
wav | wav wav | wav | wav

1. Wav |85 2 3 0 0 4 0 6 0 0
2. Wav | 0 84 1 2 3 4 6 0 0 0
3. Wav 1 1 88 0 2 0 3 0 4 1
4. Wav | 2 0 3 85 0 0 2 1 3 4
5. Wav | 5 0 0 89 0 0 0 0 0
Plus. 6 5 0 0 0 85 0 0 0 4
wav

Minus. 0 0 3 0 0 4 89 0 0 4
wav

Mul. 5 2 1 0 0 4 0 83 0 5
wav

Div. 5 1 2 0 4 4 0 0 84 0
wav

Mod. 2 2 1 2 2 2 0 0 0 89
wav




218 M. Husain et al.

model and converted into machine understandable form. The arithmetic operation is
performed on the input numbers and result will be stored in the form of text.
Finally, result of arithmetic expression present in the form of text is converted into
audio signal by using Text To Speech (TTS) APL

5 Conclusion

In our speech based arithmetic calculator, we have demonstrated extraction of
MFCC feature vectors which are suitable for representing content of audio signal.
We used MFCC features to train GMM by using EM algorithm. The model
obtained after training is used for predicting the class of speech command. The
speech commands are recognized as either digits or operators. Finally, the arith-
metic expression is evaluated based on the input speech command and the result
will be converted back to audio signal. As calculator is tested with natural speech
commands, accuracy obtained is around 86 %. In future, recognition rate and
robustness of the system can be improved by exploring HMMs and deep learning
features. Further, the system can be extended to support calculation of complex
expressions and recognition of local languages.
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Comparative Analysis on Optic Cup
and Optic Disc Segmentation
for Glaucoma Diagnosis

Niharika Thakur and Mamta Juneja

Abstract Glaucoma is an eye disease which causes continuous increase in size of
optic cup and finally the permanent vision loss due to damage to the optic nerve. It
is the second most prevailing disease all over the world which causes irreversible
vision loss or blindness. It is caused due to increased pressure in the eyes which
enlarges size of optic cup and further blocks flow of fluid to the optic nerve and
deteriorates the vision. Cup to disc ratio is the measure indicator used to detect
glaucoma. It is the ratio of sizes of optic cup to disc. The aim of this analysis is to
study the performance of various segmentation approaches used for optic cup and
optic disc so far by different researchers for detection of glaucoma in time.

Keywords Segmentation « Cup to disc ratio (CDR) - Optic disc - Optic cup -
Glaucoma

1 Introduction

Glaucoma is a primary cause of permanent blindness all over the world. It occurs
due to compression and/or deteriorating blood flow through the nerves of the eyes.
It is caused due to increase in optic cup size present on the optic disc. Optic disc is
the location from where major blood vessels enter to supply the blood to retina.
Optic cup is the central depth of variable size present on optic disc. A disc with
disease condition varies in color from a pink or orange to white. In a survey
conducted by World Health Organization (WHO) it has been ranked as the second
major cause of blindness across the world. It influenced nearly 5.2 million popu-
lation across the world i.e. 15 % of the total world population and is expected to
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increase by 11.2 million population by 2020 [1]. In country like Thailand, it
affected 2.5-3.8 % of the total population of the country or approximately 1.7-2.4
million population over the country [2]. Currently, Cup to disc ratio (CDR) is a
measure indicator of glaucoma. It is calculated as the ratio of the vertical diameters
of optic cup to optic disc. CDR can be determined by analyzing the sizes of optic
cup and optic disc [3]. As a researcher we can diagnose the glaucoma by seg-
menting the optic cup and optic disc and then calculating the ratio’s of their vertical
diameter for diagnosis of glaucoma. According to survey conducted this can be said
that CDR for person with normal eye is less than 0.5 and that for eyes with disease
Glaucoma is more than 0.5.

2 Methodologies Used with Performance Evaluation

In 2008, Liu et al. [4] gave thresholding followed by variational level-set approach
for segmentation of optic cup and optic disc. This improved the performance of
segmentation in comparison to color intensity based method but had a drawback
that cup segmentation was not accurate.

In 2008, previous approach was further improved by Wong et al. [5] by adding
ellipse fitting to the previous method in post processing which increased the
accuracy of the segmentation.

In 2009, Wong et al. [6] further added support vector machine (SVM) for
classification, neural network for training and testing. This further improved the
accuracy and increased the acceptability of glaucoma diagnosis.

Evaluation criteria used for comparing these approaches were acceptability which
is calculated as difference between some standard clinical CDR and calculated CDR.
CDR values with a difference of less than 0.2 units are considered appropriate [4].

Table 1 below shows the comparison of above techniques on the basis of
Acceptability.

In 2010, Joshi et al. [7] used bottom-hat transform, morphological closing
operation, region-based active contour and thresholding to detect optic disc and
optic cup boundary. This approach was good at handling gradient distortion due to
the vessels. Evaluation criteria used for this approach was Mean CDR error cal-
culated as mean of differences of CDR values .

In 2013, this approach was further improved by Cheng et al. [8] that used simple
linear iterative clustering, contrast enhanced histogram, color maps, center surround
statistics and support vector machines for classification. This approach improved
the [7] by reducing the value of Mean CDR error.

Table 2 below shows the comparison of techniques [7] and [8] on the basis of
Mean CDR error.

In 2011, Joshi et al. [9] used gradient vector flow (GVF), chan-vese (C-V)
model, optic disc localization, Contour Initialization, and Segmentation in
Multi-Dimensional Feature Space for optic disc detection. It used vessels r-bends
information and 2D spline interpolation for optic cup detection. Proposed method
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:able 1{ Compabl.l'lson onthe  Aythors Acceptability
t: t
asts of acceptablily Liu et al. [4] 62.5 %
Wong et al. [5] 75 %
Wong et al. [6] 87.5 %
Table 2 Comparison on the Authors Mean CDR error
basis of Mean CDR error -
Joshi et al. [7] 0.121
Cheng et al. [8] 0.107

Table 3 Comparison on the basis of Recall, Precision F-score, Accuracy

Authors Recall Precision F-score Accuracy
Joshi et al. [9] Optic cup - - 0.84 -
Optic disc - - 0.97 -
Rama Krishnan et al. [10] Optic disc 0.91 0.93 0.92 934 %
Noor et al. [11] Optic cup 0.35 1 0.51 67.25 %
Optic disc 0.42 1 0.59 70.90 %
Vimala et al. [12] Optic disc - - - 90 %
Noor et al. [11] Optic cup 0.806 0.999 0.82 90.26 %
Optic disc 0.876 0.997 0.93 93.70 %

of optic disc segmentation performed better than GVF and C-V model and that of
cup was better than threshold and ellipse fitting. It used F-score for evaluating its
result and found that F-score for this approach was higher than other approaches
and hence was considered better than other approaches.

In 2012, Rama Krishnan et al. [10] used intuitionistic fuzzy histon for optic disc
segmentation, adaptive histogram equalization for pre-processing for disc and gabor
response filter for retinal classification. This approach improved the accuracy of this
method as compared to other by increasing value of F-score.

In 2013, Noor et al. [11] used region of interest analysis followed by color
channel analysis and color multithresholding for segmentation. It also evaluated
various parameters such as Precision, recall, F-score, accuracy and calculated the
CDR value. With this approach 88 % of the CDR results agreed with those of
ophthalmologists.

In 2013, Vimala et al. [12] used line operator and fuzzy ¢ means clustering for
optic disc segmentation. This approach detected the optic disc better than other by
achieving the accuracy of 90 %.

In 2014, Noor et al. [11] used region of interest extraction, morphological
operation and fuzzy ¢ mean segmentation to detect optic cup and optic disc. With
this approach accuracy achieved for optic cup and optic disc was increased. 88 % of
CDR results agreed with that from standard CDR achieved by ophthalmologist.

Parameters such as Precision, recall, F-score and accuracy are calculated as
given below [13]
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t
Precision = — 2 x 100 (1)
tp + fp
tp
Recall = 100 2
eca P X (2)

F score = 2 x Pref:i.sion - Recall 3)
Precision + Recall

tp + tn

A =—— X
M tp+fp+fn+tn

100 (4)

where,

tp is the region segmented as Disk/Cup that proved to be Disk/Cup

tn is the region segmented as non Disk/Cup that proved to be non Disk/Cup
fp is the region segmented as Disk/Cup that proved to be non Disk/Cup

fn is the region segmented as non Disk/Cup that proved to be Disk/Cup

Table 3 below shows the comparison on the basis of Precision, Recall, F-Score
and Accuracy.

3 Conclusion

In this study, we analysed various existing methods used for optic cup and optic
disc segmentation for glaucoma detection used by different researcher from time to
time based on their performance. Most of these techniques used methods such as
region of interest extraction, histogram equalization and morphological operations
for pre-processing to overcome the problems of segmentation due to presence of
vessels, noise etc. The performance of all these methods varies depending upon the
segmentation techniques used by different researchers. All these methods have their
own importance depending upon the types of images taken. It has gained a great
attention in recent years due to the growth of glaucoma rapidly and commonly.
Glaucoma is detected by calculating the CDR values which is the ratio of optic cup
to optic disc vertical diameter. This ratio is achieved by segmenting optic disc and
optic cup. Segmentation is done only in retinal fundus images captured by fundus
cameras. From this comparative study, we analysed that clustering techniques are
more appropriate for segmenting optic cup and optic disc due to improved accuracy
as compared to others techniques and hence can be modified and improved further
to increase the accuracy. Region of interest extraction makes the segmentation fast.
It can be seen that optic cup segmentation is more appropriate in green channel and
that of optic disc in red channel due to clear visibility of cup and disc in these
channels.
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A Secure Image Encryption
Algorithm Using LFSR and RC4
Key Stream Generator

Bhaskar Mondal, Nishith Sinha and Tarni Mandal

Abstract The increasing importance of security of multimedia data has prompted
greater attention towards secure image encryption algorithms. In this paper, the
authors propose a highly secure encryption algorithm with permutation-substitution
architecture. In the permutation step, image pixels of the plain image are shuffled
using Linear Feedback Shift Register (LFSR). The output of this step is an inter-
mediary cipher image which is of the same size as that of the plain image. In the
substitution step, sequence of random numbers is generated using the RC4 key
stream generator which is XORed with the pixel value of the intermediary cipher
image to produce the final cipher image. Experimental results and security analysis
of the proposed scheme show that the proposed scheme is efficient and secure.

Keyword Permutation-substitution - Linear feedback shift register (LFSR) - RC4
key stream

1 Introduction

Security of image data is one of the primary concerns with growing multimedia
transmission. Confidentiality of image data in the medical, military and intelligence
fields is indispensable. Encryption techniques are applied on sensitive image data to
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ensure its security. This paper presents a highly secure image encryption algorithm
based on the permutation-substitution architecture [14]. The proposed algorithm
uses a 32 bit Linear Feedback Shift Register (LFSR) [8, 10] for permutation and
RC4 key stream generator for substitution. Statistical analysis of the cipher image
produced after performing permutation and substitution show that cipher image is
secure enough to be used for image encryption and transmission.

Over the years, researchers have proposed various algorithms for image
encryption by modifying the statistical and visual characteristics of the plain image.
In [2, 6, 7, 11, 12, 15, 17], researchers have proposed algorithms for image
encryption by using chaotic systems. Image encryption schemes have also been
developed centered around finite field transformation. Authors in [5] have used
finite field cosine transformation in two stages. In the first stage, image blocks of the
plain image are transformed recursively while in the second stage, positions of the
image blocks are transformed. In [9], authors propose to use elliptical curve
cryptography for image encryption by first encoding and then encrypting the plain
image.

The proposed algorithm uses LFSR for permutation. The initial value of the
LFSR is called the seed. In every iteration, each bit of the LFSR is shifted by one bit
position towards the right. This operation results in the flushing out of the least
significant bit (LSB) and no value present for the most significant bit (MSB). The
value of the MSB is determined as a linear feedback function of the current state of
the LFSR. This process results in the generation of a pseudorandom number which
is then used for permutation. Since the pseudorandom number is generated using a
deterministic algorithm, the feedback function must be selected carefully ensuring
that the sequence of bits produced have a long period. This would make the output
from the LFSR seem truly random.

The intermediary cipher image produced after permutation of pixels using LFSR
is subjected to substitution using RC4 key stream generator. RC4 key stream
generator uses a key, which is provided to it using a key generator to generate
pseudorandom numbers for substitution. The key stream generation process can be
divided into two phases: Key Scheduling Algorithm (KSA) and Pseudo Random
Generation Algorithm (PRGA). Execution of the KSA and PRGA phase results in a
pseudo-random sequence of numbers which is then used for substitution.

The rest of this paper is organized as follows. Section 2 describes the
Preliminaries. Section 3 discusses the proposed algorithm and Sect. 4 presents the
experimental results followed by Sect. 5 presenting performance of the proposed
algorithm and security analyses. Finally, we summarize our conclusions in Sect. 6.

2 Preliminaries

In this section, we explain the preliminaries namely LFSR and RC4 key stream
generator in detail which would serve as the base for the rest of the paper.
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2.1 Linear Feedback Shift Register

Linear feedback shift register (LFSR) [1, 10, 16] is a n-bit shift register which
scrolls between 2" — 1 values. The initial value of the LFSR is called the seed. In
every iteration, each bit of the LFSR is shifted by one bit position towards the right.
This operation results in the flushing out of the least significant bit (LSB) and no
value present for the most significant bit (MSB) as shown in Fig. 1. The value of the
MSB is determined as a linear feedback function of the current state of the LFSR.
This process results in the generation of a pseudorandom number which is then
used for permutation. Since the pseudorandom number is generated using a
deterministic algorithm, the feedback function must be selected carefully ensuring
that the sequence of bits produced by LFSR have a long period. This would make
the output from the LFSR seem truly random.

2.2 RC4 Key Stream Generator

The RC4 algorithm was initially proposed by Ron Rivest in 1987. Today, it is one
of the most important stream ciphers widely used in various security protocols
such as Wi-Fi Protocol Access (WPA) and Wired Equivalence Privacy (WEP).
Popularity of RC4 is mainly because it is fast, utilizes less resources and easy to
implement [4]. RC4 [3, 13] is also used extensively for pseudo-random number
generation. It takes a secret key as the input and produces a stream of random bits
using a deterministic algorithm. This stream of random bits is known as key
stream.

The key stream generation process can be divided into two phases: Key
Scheduling Algorithm (KSA) and Pseudo Random Generation Algorithm (PRGA).
Initialization of S-box is done by KSA using a variable length key as the input.
Shuffling of S-box values takes place in the PRGA phase. Execution of the KSA
and PRGA phase results in a pseudo-random sequence of numbers which is then
used for encryption.

i Tl Wl ol el ol Vol Vel el el

Sequenceof o | b3l b30 | b29 | - b16 | b15 b7 bl b0
Pseudorandom

Bits

N

Fig. 1 32-bit LFSR as used in the proposed algorithm



230 B. Mondal et al.

3 The Proposed Scheme

The proposed algorithm can be divided into two parts-permutation using LFSR and
substitution using RC4 key stream generator. Both these parts are described in
detail in this section.

3.1 Permutation Using LFSR

Shuffling of pixel is done in the permutation process with the intent to modify the
statistical and visual features of the plain image. A 32 bit seed is given as the input
to the LFSR. Implementation of LFSR can be further divided into two phases. In
the first phase, permutation of rows takes place while in the second phase per-
mutation of columns are done.

Permutation process results in the intermediary cipher image which is of the
same size as that of the plain image. Substitution is then performed on this inter-
mediary cipher image to produce the final cipher image.

3.2 Substitution Using RC4 Key Stream Generator

Correlation among pixels of the plain image is destroyed by the shuffling of pixels
in the permutation process, which is then subjected to substitution using RC4 key
stream generator.

A sequence of N pseudorandom numbers is calculated using a key stream
generator, where N is the total number of pixels. The pseudorandom number
produced for each pixel is XORed with the present pixel value of the intermediary
cipher image to produce the pixel value of that particular pixel in the final cipher
image. Once, this process of substitution has been completed for all pixels of the
intermediary cipher image, the final cipher image is obtained. Graphical repre-
sentation of proposed algorithm is as given in Fig. 2.

Permutation
using LFSR l

Intermediatry
Cipher Image

Cipher Tmage Substitution using RC4

Key Stream Generator

Plain Image

Fig. 2 Proposed encryption algorithm architecture
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In the permutation phase, the pseudo random numbers generated from LFSR are
XORed with the pixel locations of the plain image to determine the pixel to be
swapped, first each row at a time then each column at a time. Similarly, the
pseudo-random numbers generated for substitution from the RC4 key stream
generator are XORed with the pixel values of the intermediary cipher image to
produce the final cipher image.

4 Experimental Result

In this section, we establish the effectiveness of the proposed algorithm with the
help of a couple of test cases. The two test cases are mentioned in detail below.
Simulation results show that the visual characteristics of the cipher image are
completely altered, thereby ensuring confidentiality of the image.

4.1 The Test Cases

Hre two images are use as test cases. The first test case Fig. 3, is an image of size
256 x 192. The seed given to LFSR for permutation is 6571423141. For substitu-
tion, the key for the RC4 key stream generator is produced using the key generator.
The value of N = 49152 and Z = 2.0345 % 107> for the first test case.

In the second test case Fig. 6, we use an image of size 256 * 256 pixels. The seed
given to LFSR for permutation is 8§7253141. For substitution, the key for the RC4
key stream generator is produced using the key generator. The value of N = 65536
and Z = 1.5258 % 107 for the second test case.

Fig. 3 Original image Test
Case 1
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5 Security Analysis of Test Results

One of the most important characteristics of any encryption algorithm is that it should
be resistant to all kind of known attacks. In this section, we establish the robustness of
the proposed algorithm against statistical, differential and brute force attacks.

5.1 Histogram Analysis

Image histogram exhibits the nature of distribution of pixels in an image. If the
histogram of the encrypted image is uniform, the encryption algorithm is considered
to be more resistant to statistical attacks. Figures 4 and 5 show the histogram of the

Fig. 4 Histogram of the
original image-Test Case 1

Fig. 5 Histogram, final
cipher image-Test Case 1
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Fig. 6 Original image Test
Case 2

plain image and the final cipher image respectively used in Test Case 1 of Fig. 3
while Figs. 7 and 8 show the histogram of the plain image and the final cipher
image respectively used in Test Case 2 of Fig. 6. It is evident that the distribution of
pixels in the cipher image is uniform and is significantly different from that of the
plain image establishing that the proposed algorithm is resilient against statistical
and differential attacks.

Fig. 7 Histogram of the
original image-Test Case 2
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Fig. 8 Histogram of the final
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5.2 Correlation Analysis

Correlation between adjacent pixels of an image is an objective measure of the
efficiency of encryption. Plain image has strong correlation between adjacent pixels.
It is desired that the encryption algorithm removes the strong correlation in order to
be resistant to statistical attacks. Correlation property can be computed by means of
correlation coefficients as in Eq. 1:

o B —EW)) — E()) 1)
D(x)D(y)

where E(x) and D(x) are expectation and variance of variable x respectively.
Coefficient of correlation for the cipher image in Test Case 1 is 8.138 * 10~* and
Test Case 2 is 1.274 107>, Coefficient of correlation was calculated for a number
of images encrypted using the proposed algorithm. The values obtained were
roughly in the range of —8.756 * 10~* to 0.00397. This implies that the cipher
images obtained using the proposed algorithm have fairly low correlation coeffi-
cient making the algorithm resistant towards statistical attacks.

5.3 Information Entropy Analysis

Information entropy is the degree of the uncertainty associated with a random event.
It tells us the amount of information present in the event. It increases with uncer-
tainty or randomness. It finds its application in various fields such as statistical
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inference, lossless data compression and cryptography. The entropy H(m) of m can
be calculated as in Eq. 2:

1
= > 1p(my) log——

where L is the total number of symbols, m; € m and p(m;) is the probability of
symbol m;. In case of a random gray scale image, H(m) should theoretically be
equal to 8 as there are 256 gray levels. Information entropy value for the cipher
image in Test Case 1 is 7.9536 and Test Case 2 is 7.9569. The values obtained were
roughly in the range of 7.9536-7.9591 on random image test.

6 Sensitivity Analysis

Cipher image produced by the encrypting algorithm must be sensitive to both the
plain image and the secret key to ensure resistance towards differential attacks.
Number of pixel change rate (NPCR) in Eq. 3 and Unified Average Changing
Intensity (UACI) in Eq. 4 are used to quantify sensitivity towards plaintext and
secret key.

NPCR = (1/n) Zn:D(x,-,yi) (3)
i=1
UACI = (1/n) ) % 4)

i=1

where D(x;,y;) = 0if x; = y; and D(x;,y;) = 1 if x; # y;. NPCR value for Test Case
1 is 0.9958 while the same for Test Case 2 is 0.9956. NPCR value was calculated
for a number of images encrypted using the proposed algorithm. The values
obtained were roughly in the range of 0.9956-0.9966. UACI for Test Case 1 is
0.2742 while the same for Test Case 2 is 0.1957. UACI value was calculated for a
number of images encrypted using the proposed algorithm. The values obtained
were roughly in the range of 0.19-0.27.

6.1 Key Space Analysis

The proposed algorithm uses a 32 bit seed for permutation and a 64 bit key for the
substitution using a key generator. Thus the key space for the proposed algorithm is
292, Experimental results also validate that the suggested algorithm is highly sen-
sitive to the secret key. Even a slight change to the secret key causes a substantial
change to the cipher image formed. Hence, we can state that the proposed algorithm
is resilient to brute force attacks.
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7 Conclusion

In this paper, we present a novel image encryption algorithm based on the
permutation-substitution architecture. In the proposed algorithm, LFSR is used for
permutation. It takes a 32 bit seed as input and generates 32 bit pseudorandom
number. Shuffling of pixels of the plain image takes place based on the generated
pseudo-random number forming the intermediary cipher image. In the substitution
phase, a 64 bit key is generated using a key generator which is fed to the RC4 key
stream generator. Key stream is then used to alter the pixel values on the inter-
mediary cipher image to form the final cipher image.

Simulation results using the proposed algorithm show that the visual charac-
teristics of the plain image are completely altered ensuring confidentiality of the
plain image. Various security analyses were performed on the cipher image
obtained using the proposed algorithm. The results of these security tests proved
that the proposed algorithm is resistant towards statistical, differential and brute
force attacks demonstrating the security and validity of the proposed algorithm.
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An Improved Reversible Data
Hiding Technique Based on Histogram
Bin Shifting

Smita Agrawal and Manoj Kumar

Abstract In this paper, we propose a novel reversible data hiding scheme, which
can exactly recover the original cover image after the extraction of the watermark.
The proposed scheme is based on the histogram bin shifting technique. This scheme
utilizes peak point (maximum point) but unlike the reported algorithms based on
histogram bin shifting, we utilize second peak point instead of zero point (minimum
point) to minimize the distortion created by the shifting of pixels. Proposed scheme
has low computational complexity. The scheme has been successfully applied on
various standard test images and experimental results along with comparison with
an existing scheme show the effectiveness of the proposed scheme. Higher Peak
Signal to Noise Ratio (PSNR) values indicate that proposed scheme gives better
results than existing reversible watermarking schemes.

Keywords Reversible watermarking - Histogram bin shifting - Peak point - PSNR

1 Introduction

In today’s world, digital technology is growing by leaps and bounds. The revolution
in digital technology has brought drastic changes in our lives. The recent
advancement in digital technology has generated much chances for development of
new and challenging things but has also raised the concern of protection of digital
media such as audio, video, images etc. Digital watermarking is the art of covertly
hiding secret information in digital media to protect and authenticate the media. In
digital watermarking, the watermark is embedded into a multimedia data in such a
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way that alteration of the multimedia cover data due to watermark embedding is
perceptually negligible. In simple digital watermarking, there is always some loss of
information due to distortion created by embedding of watermark bits which is
unacceptable in some highly sensitive applications such as military, medical etc.
Reversible watermarking, also called the ‘lossless’ or ‘invertible’ data hiding, is a
special type of digital watermarking, which deals with such types of issues. In
reversible watermarking, the watermark is embedded in such a way that at the time
of extraction, along with watermark bits, original media is also recovered bit by bit.
Reversible watermarking has many applications in various fields such as medical
imaging, military etc., where even a slightest distortion in original media is not
tolerable. It is a type of fragile watermarking, in which watermark is altered or
destroyed even if any modification is made or any tampering is done to water-
marked media and therefore original watermark and cover media cannot be
recovered. Therefore, reversible data hiding is mainly used for content authenti-
cation. The main application of reversible data hiding is in the areas where dis-
tortion free recovery of original host media, after the extraction of watermark bits
from the watermarked media, is of extreme importance.

In literature, various techniques have been proposed since the inception of
reversible watermarking concept. Barton [1] was first to propose the reversible
watermarking algorithm in 1997. Since then many researchers proposed various
techniques and algorithms for reversible data hiding [2—10]. In reversible water-
marking algorithms, main concern is to improve hiding capacity while maintaining
or improving the visual quality of watermarked image. Reversible watermarking
techniques can be categorized mainly into three categories [11], namely histogram
modification based techniques [3], difference expansion based techniques [4, 7, 8]
and compression based techniques [6]. Among all these proposed techniques,
algorithms based on histogram modification belong to a simple but effective class of
technique. Since the introduction of reversible data hiding algorithm based on
histogram modification by Ni et al. [3], many variants have been proposed which
utilize pixel value of most frequently occurring gray scale pixel point i.e. peak point
and pixel value corresponding to which there is no pixel value in the image i.e. zero
point. The main concept behind the histogram bin shifting based technique is to
shift the pixels between peak point and zero point to create space next to the peak
point for data embedding.

Histogram bin shifting based techniques are computationally very simple as
compared to other techniques. Existing variants of histogram modification based
algorithm utilize peak point and zero point to shift pixels between them. Although
this technique is very simple and has various advantages such as no need of storing
location map which contains information used to recover the original image, less
distortion compared to many existing reversible data hiding techniques etc., yet
there is a drawback that there are many pixel values between peak point and zero
point and much distortion is caused due to the shifting of pixels between these two
points. In our proposed work, we attempt to improve this shortcoming by mini-
mizing the distortion by reducing the number of pixels to be shifted between peak
point and zero point. Instead of utilizing peak point and zero point, we have used
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first peak point and second peak point to shift the pixels between them so that there
are less number of pixels to be shifted for the embedding purpose. Due to this, there
is less distortion in watermarked image and quality of watermarked image is
improved in terms of perceptibility while maintaining the embedding capacity.

The rest of the paper is organized as follows: In Sect. 2, an overview of the
histogram bin shifting based techniques is given through the scheme proposed by
Ni et al. [3]. Section 3 describes proposed scheme. In Sect. 4, we discuss the
experimental results and give comparison of the proposed scheme with the existing
histogram modification based reversible watermarking technique [3]. In Sect. 5,
Conclusions are drawn.

2 Existing Technique

In this section, we describe the histogram bin shifting based reversible data hiding
technique proposed by Ni et al. [3] in which peak point and zero point or minimum
point of histogram of given image are utilized and pixel values are altered slightly
to embed the watermark.

2.1 Embedding Procedure

The basic histogram bin shifting technique [3] uses the histogram of original cover
image. The main idea behind using the histogram is to utilize the peak point (the
most frequently occurring pixel value) and zero point (the pixel value corre-
sponding to which there is no gray scale value in the image) of the histogram of
original image. The pixels between peak point and zero point are shifted by 1 unit
to create space next to peak point and watermark bits are embedded in this space.
For this process, histogram of given image is generated. Peak point and zero point
of the histogram are stored. It is assumed that the value of peak point is always less
than the value of zero point. Whole image is scanned in a sequence and all pixels
between peak point and zero point are shifted to right by 1 to create space for data
embedding next to the peak point. Again scan the image and where pixel value is
found to be equal to peak point, check the to-be-embedded watermark bit sequence.
If it is “1”, the grayscale pixel value is incremented by 1, otherwise pixel value
remains as it is.

2.2 Extraction Procedure

For extraction of watermark and recovery of original cover image, watermarked
image is scanned and if pixel value is found to be 1 greater than peak point value,
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“1” is extracted as watermark bit. If pixel value is equal to the peak point value, “0”
is extracted as watermark bit. In this way, watermark is extracted from the water-
marked image. Whole image is scanned once again and all pixel values y, such that
y € (peakpoint, zeropoint], are subtracted by 1. In this way, original image is
recovered.

Example

For example, consider the Lena image shown in Fig. la. Figure 1b shows the
histogram of Lena image before shifting. In Fig. 1b, peak point and zero point are
shown. For creating the space for data embedding, pixels between peak point and
zero point are right shifted by 1 and histogram after shifting is shown in Fig. 1c. In
Fig. lc, space created by shifting process can be seen next to the peak point. Now,
image is scanned for pixel value equal to the peak point and watermark is
embedded in the vacant space by incrementing the pixel value by 1 if watermark bit
is “1” otherwise pixel value remains as it is. Figure 1d displays the histogram of
watermarked Lena image.
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Fig. 1 Histogram bin shifting technique proposed by Ni et al. [3]. a Lena Image. b Histogram of
Lena image before shifting. ¢ Histogram of Lena image after shifting. d Histogram of Lena image
after watermark embedding
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3 Proposed Technique

In the proposed technique, we have considered first peak point and second peak
point instead of peak point and zero point. First we have illustrated the proposed
algorithm with the help of “Lena” image (512 x 512 x 8) shown in Fig. la and
then proposed watermark embedding and extraction procedure is explained in
detail.

We generate the histogram of Lena image and find the first peak point and
second peak point (value just less than peak point). First peak point corresponds to
the pixel value occurring most frequently in the given image, i.e. 96 and second
peak point i.e. 25 in Fig. 2a. The main aim of finding peak point is to embed as
much data as possible and aim of finding second peak point is the shifting of
minimum number of pixels between first peak point and second peak point. Now,
the whole image is scanned in a sequence, either by column wise or row wise. Here,
value of second peak point (25) is less than first peak point (96), therefore all pixel
values between 25 and 96 are decremented by “1”, leaving the empty space at
grayscale value 95 as shown in Fig. 2b. Once again, the whole image is scanned and
if pixel value is found equal to 96, to be embedded watermark bits sequence is
checked. If it is “1”, decrement the corresponding pixel value, otherwise the pixel
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Fig. 2 Proposed scheme. a Histogram of Lena image before shifting. b Histogram of Lena image
after shifting. ¢ Histogram of Lena image after watermark embedding
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value remains same. In this way, the whole embedding procedure is completed and
the histogram of watermarked Lena image is shown in Fig. 2c.

For extracting the watermark and recovering original Lena image, scan the
watermarked Lena image in same sequence as in embedding method. If a pixel is
found having grayscale value 95 (i.e. 96-1), “1” is extracted as watermark bit and if
pixel value is found equal to 96, “0” is extracted as watermark bit. In this way,
watermark is extracted. For recovering the original image, whole watermark image
is scanned once again, and if pixel value y is found such that y € [23,96], the pixel
value y is incremented by 1. In this way, original Lena image is recovered.

Following is the proposed embedding and extracting algorithms:

3.1 Proposed Embedding Procedure

1. Generate Histogram H of given image I.

2. Find first peak point p and second peak point s of histogram H, such that
p €[0,255] and s € [0,255].

3. If p<s,

(a) Right shift the histogram by “1” unit i.e. add “1” to all the pixel values
y€(p:s)

(b) Scan the whole image. If the pixel value y is equal to p, check
to-be-embedded watermark bits sequence. If it is “1”, add “1” to the pixel
value p, otherwise pixel value remains p.

4. ifp>s,

(a) Left shift the histogram by “1” unit i.e. subtract “1” from all pixel values

y € (p,s).

(b) Scan the whole image. If the pixel value y is equal to p, check
to-be-embedded watermark bits sequence. If it is “1”, subtract “1” from the
pixel value p, otherwise pixel value remains p.

The image obtained thus would be the watermarked image W of input image /.

3.2 Proposed Extraction Procedure

Consider the watermark image W as input image for the extraction procedure.
1. If p<s,

(a) Scan the whole image in same sequence as in embedding procedure. If
encountered pixel is p + 1, extract “1” as watermark bit. If value of pixel is
p, extract “0” as watermark bit.
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(b) Once again, scan the whole image and decrement the pixel value y by 1 if
y € (p,s)
2. If p >,

(a) Scan the whole image in same sequence as in embedding procedure. If
encountered pixel value is p — 1, extract “1” as watermark bit. If value of
pixel is p, extract “0” as watermark bit.

(b) Once again, scan the whole image and increment the pixel value y by 1 if

y € (p,s)-

4 Experimental Results

To demonstrate the effectiveness of the proposed scheme, we have implemented the
proposed scheme on MATLAB for various standard grayscale test images shown in
Fig. 3. Test images used for embedding the watermark are shown in Fig. 3a—d and
the corresponding watermarked images are shown in Fig. 3e-h. We have also
compared our proposed scheme with an existing scheme [3].

As it is evident from Figs. 1b and 2a that the number of pixel values between
peak point and zero point are more than the number of pixel values between first
peak point and second peak point for histogram of Lena image. In Fig. 1b, the peak
point is 96 and zero point is 255. So the number of pixel values to be altered are 158
while in Fig. 2a, the pixel values to be altered are 70 because in this, first peak point
is 96 and second peak point is 25. Therefore, there is less shifting by using pro-
posed algorithm and hence less distortion.

Peak Signal to Noise Ratio (PSNR) is used as a measure for distortion.
High PSNR values means less distortion and thus better visual quality. The formula
for calculating PSNR is as follows:

255 x 255
PSNR:IO*logm( a )

MSE

where, Mean Square Error (MSE) is defined as-

1 m—1 n—1

MSE = %ZZ [I(iaj) - W(ivj)}z

i=0 j=0

where, I is the original image of size m x n and W is the watermarked image.
PSNR values for proposed algorithm and existing algorithms are shown in
Table 1. Higher PSNR values of proposed scheme in comparison to existing
scheme [3] show the effectiveness of proposed scheme. PSNR values for images
having less pixel values between first peak point and second peak point are higher
than others because there are less number of pixels that are shifted between these
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b o

Fig. 3 Implementation of proposed scheme on various standard grayscale images of size
512 x 512. a—d Original images (Lena, Mandrill, Boat, Barbara). e-h Watermarked images (Lena,
Mandrill, Boat, Barbara)
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Table 1 PSNR of proposed scheme and existing scheme for various test images shown in
Fig. 3a—d

S. no. | Testimages | Embedding rate (bpp) | PSNR (proposed scheme) | PSNR (existing scheme)
1 Lena 0.0082 52.23 51.07
2 Mandrill 0.0103 52.00 50.48
3 Boat 0.0221 53.05 52.50
4 Barbara 0.0143 63.47 48.30

two points. Therefore less distortion is caused in the watermarked image and visual
quality of watermarked image is improved while maintaining the embedding
capacity. PSNR value for Barbara image using proposed scheme is much higher
than the PSNR value using existing scheme because only 18 pixel values are
changed using proposed scheme as compared to existing scheme where 236 pixel
values between peak point and zero point that have been altered. So, it is evident
from the above discussion that the proposed scheme is very useful for the images
that are more textured.

5 Conclusions

Histogram modification is a technique used for embedding watermark in reversible
manner. In this paper, a simple and improved version of existing histogram bin
shifting technique has been proposed to minimize the distortion caused due to
watermark embedding while maintaining embedding capacity. By choosing second
peak point, we strive to minimize the number of pixels shifted during embedding
process because there are always less number of pixel values between first peak
point and second peak point in comparison to the number of pixel values between
peak point and zero point or minimum point. Higher PSNR values demonstrate and
verify the effectiveness of the proposed scheme. Experimental results show that the
proposed scheme is better than existing reversible watermarking technique in terms
of PSNR values.
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A Novel Approach Towards Detection
and Identification of Stages of Breast
Cancer

M. Varalatchoumy and M. Ravishankar

Abstract A robust and efficient CAD system to detect and classify breast cancer at
its early stages is an essential requirement of radiologists. This paper proposes a
system that detects, classifies and also recognizes the stage of the detected tumor
which helps radiologists in reducing false positive predictions. A MRM image is
preprocessed using histogram equalization and dynamic thresholding approach.
Segmentation of the preprocessed image is carried out using a novel hybrid
approach, which is a hybridization of PSO and K-Means clustering. Fourteen
textural features are extracted from the segmented region in order to classify the
tumor using Artificial Neural Network. If the tumor is classified as malignant then
the stage of the tumor is identified using size as a key parameter.

Keywords Robust and efficient CAD system - Histogram equalization and
dynamic thresholding - Novel hybrid approach of PSO and K-Means clustering -
Textural features - Artificial neural network - Size of tumor

1 Introduction

The systems used for Medical Image Processing and Analysis [1] aids in visuali-
zation and analysis of medical images from various modalities. Researchers mainly
use the Medical Image Processing systems to intensify their capability to diagnose
and provide treatment for various medical disorders [2]. Computer Aided Diagnosis
[3] systems are mainly developed to aid the radiologists in their analysis. As,
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identifying abnormalities proves to be a challenging task for well trained radiolo-
gists, they usually tend to result in more false positive predictions. A well devel-
oped, robust CAD system can be used by radiologists to help them in overcoming
the above mentioned challenge.

This paper presents a robust and efficient CAD system, which is capable of
detecting, classifying and numbering the stages of breast cancer. Magnetic
Resonance Mammography is considered to be the best imaging modality [2] as it
detects various abnormalities related to breast cancer [3]. The proposed CAD
system analysis a MRM image in order to detect breast cancer at its early stages.
The various modules of a CAD system, used for analyzing a MRM image are
preprocessing [3], segmentation of ROI [3], Feature Extraction [3], classification [3]
and detection of stages. The individual modules and the system on the whole has
been tested on Mammography Image Analysis Society (MIAS) database [3]
images.

The first module, namely, preprocessing is used to remove unwanted distur-
bances or noises [4] from a MRM image. This module also intensifies the features,
which helps to improve the robustness of other modules.

A woman’s age plays an important role in deciding the efficiency of a CAD
system. MRM images of old women usually show the presence of bright objects
inside the grey regions. On the other hand analysis of the MRM image of young
women seems to be very challenging as the tumor region is found to be present with
glandular-disc. This challenge is overcome by an efficient segmentation approach,
which differentiates the abnormalities present in the breast region from the back-
ground. The efficiency of segmentation module is proved by the reduction of false
positive [3] detections.

The segmentation module is followed by feature extraction module which is
used to extract various textural features which plays a key role in classifying the
detected abnormality as either benign or malignant tumor. Efficiency towards
classification has been achieved by using renowned and simple classifier that is fast
and accurate in performance. Finally the staging module is used to identify the
severity and impact of the tumor by detecting the stage that the tumor belongs to.
This serves to be a major support to radiologists as it can be used as a second tool,
prior to directing the patients to undergo Biopsy, thereby avoiding the stress
undergone by the patients.

The developed CAD system, when tested on multiple images, has proven to be
highly robust and efficient when compared to all existing systems. The CAD system
can be of major support to the medical field as it aids in reducing mortality rate.

2 Related Work

Egmont Peterson et al. [5] has reviewed the effect of neural networks on image
processing. Applications of feed-forward neural networks, kohonen feature maps
and Hopfield neural networks have been discussed in detail. Two-Dimensional
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taxonomy has been used to classify the applications. Advantages and disadvantages
of various neural networks, along with the issues related to neural network has been
discussed in detail.

Schaefer et al. [6] has analyzed how thermography can be used to detect breast
cancer using statistical features and fuzzy classification. The novel method when
tested on 150 cases has provided 80 % accurate results. The paper also provides a
listing on several features that can be used for feature extraction and highlights the
drawbacks of fuzzy classification.

Kocur et al. [7] has experimented how artificial neural networks can be used to
select unique and best features to perform automatic detection. The paper also
emphasis the criticality, of selecting unique features, which aids in improving the
efficiency from 72 to 88 %. It has also been identified that, techniques used for
feature selection, helps in analyzing risk factor data, to identify relations that are
non linear between historical patient data and cancer.

Ahmed et al. [8] has experimented different types of wavelets to and identified
the better type of wavelet with its optimal potential level of decomposition[] that
helps in improving detection. An overall study of optimal level of decomposition
has been performed to aid in automatic detection using multiresolution wavelet
transform [9].

Tang et al. [1] briefs various CAD techniques involved in detection of breast
cancer [9]. The principles of breast imaging and various types of mammograms has
been discussed. Several algorithms used for classification and detection has been
reviewed. The need for image enhancement, for a CAD system has also been
explained in detail.

Nagi et al. [2] has analyzed the benefits and drawbacks of seeded region growing
algorithm [9] and morphological preprocessing in segmentation of region of
interest. The testing results of the algorithm over multiple mammograms reveals
that seeded growing segmentation method fails to capture complete breast region.

Gopi Raju et al. [10] has experimented the effect of, combining few clustering
algorithms with Particle Swarm Optimization for segmentation of mammograms.
Various types of PSO along with their advantages and disadvantages have been
discussed in detail. The performance of the proposed algorithms of PSO has been
measured based on statistical parameters.

Ganesan et al. [3] has proposed a new algorithm for segmentation, by combining
seeded region growing and PSO. It has been proved that PSO is highly capable of
overcoming the similarity and seed selection problem of seeded region growing
algorithm. The purpose of region merging has also been explained in detail.

Tandan et al. [11] has reviewed various PSO based methods, to automatically
identify cluster centre in random data set. The survey has mainly considered PSO
methods that do not require aprior knowledge of already existing regions in the
image. Effect of Parallel PSO algorithm in robotics and neural networks has been
highlighted.
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3 Proposed Methodology

The proposed system consist of five major modules that performs various tasks such
as preprocessing, segmentation, Feature extraction, classification of the tumor as
benign or malignant and in case of malignancy further processing is done to identify
the stage the tumor belongs to. The CAD system has been developed as a robust
and efficient system which has achieved better results for individual modules when
compared to all other existing algorithms and techniques.

The first module, preprocessing module, has be developed using histogram
equalization and dynamic thresholding techniques. These techniques have played a
major role in suppression of pectoral muscle and removal of various artifacts in a
MRM image.

In the second module, namely, segmentation of Region of Interest, a novel
approach has been used for segmentation which involves hybridization of two
efficient approaches, namely, Particle Swarm Optimization and K-Means
Clustering. The combination of these techniques has helped in achieving highly
efficient segmentation, which has played a major role in attaining 95 % efficiency of
the overall system.

Third module, Feature Extraction, is mainly used to extract the textural features
to attain perfect classification. Texture can be defined as a sub pattern in an image,
which is basically a group of pixels organized in a periodic manner in the spatial
domain [9].

In the fourth module, classification, Artificial Neural Network has been used
which classifies the detected region of abnormality as benign or malignant tumor
based on the textural features.

Finally the fifth module, staging, is entered if the tumor is detected to be a
malignant tumor. Based on input from experts, size has been used as a parameter in
identifying the first two stages of the tumor. Figure 1 presents the overall design of
the proposed Computer Aided Diagnosis system that is used to detect, classify and
recognize the stage of breast cancer.

The following sub sections provide a detail description of the individual modules
along with the samples of respective outcomes obtained.

3.1 Module I-Preprocessing

Preprocessing stage is considered to be the most crucial stage, as the detection of
region of interest is highly related to the output of this stage. The more efficient
preprocessing is, the more efficient segmentation would be. Denoising, pectoral
muscle suppression and enhancing are considered to be the vital steps of prepro-
cessing a MRM image. There are different types of noises present in a MRM image
like label [4], tape artifacts [4]. Filters that exist for preprocessing includes adaptive
median filter [4], Weiner filter [4], Median filter [4]. Although these filters are very
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Fig. 1 Proposed computer aided diagnosis system for detection and recognition of stages of breast
cancer

simple to implement, several drawbacks exists for all filters. The proposed system
aims at achieving maximum accuracy in preprocessing by overcoming the draw-
backs of existing filters. Hence, Histogram equalization and dynamic thresholding
has been used for preprocessing. This approach overcomes all the drawbacks of the
existing techniques. Horizontal and vertical histogram, representing the row and
column histograms [4] are used for denoising the input MRM images. The results of
these histograms are, sum of differences [4] of grey values existing among
neighboring pixels [4] of an image, calculated row-wise [4] and column wise [4].
The results of row sum and column sum are stored in individual arrays. Usually, the
difference between the neighboring pixels of a noisy mammogram image is high.
The difference is estimated to be very high towards the edges. Survey of several
preprocessing techniques suggests that, the values of horizontal and vertical his-
togram would always be high over a tumor region. Hence the regions having low
histogram values are removed using a dynamic threshold. In the proposed system,
dynamic threshold is calculated as the average value of a histogram.

3.2 Module II-Segmentation

Segmentation plays a key role in deciding the robustness and efficiency of a system.
A hybrid combination of Particle Swarm Optimization and K-Means clustering has
been used in segmenting the Region of Interest from the preprocessed image.
Particle Swarm Optimization (PSO) algorithm is a highly optimized, stochastic
algorithm. The algorithm has been devised by simulating the social behavior of bird
flocks [12]. Particle Swarm Optimization technique uses a group of pixels and each
pixel would become a candidate solution [12] in turn to examine the range of



254 M. Varalatchoumy and M. Ravishankar

available solutions [12] for an optimization problem. Every pixel is initialized again
and allowed to ‘fly’ [12]. In every optimization step the pixel calculates its own
fitness [12] and that of neighboring pixels [12]. The values of the current pixel
solution that made it as the ‘best fit’ [12] and the values of neighborhood pixels
pertaining to ‘best performance’ is recorded. The algorithm for PSO has been
implemented in such a way that in every optimization step, the candidate solution of
pixel is adjusted by equations of kinematics [12]. The algorithm is highly helpful in
moving similar pixels towards a particular region. Pixels join the information
obtained in their previous best position [12] to increase the probability of moving to
the region of better fitness.

K-Means clustering mainly relates to the way of performing vector quantization
[13]. Vector Quantization aims at modeling the probability density functions
(PDF’s) by distributing the prototype vectors. Vector quantization works, by seg-
regating a voluminous set of vectors into clusters. Clusters are groups having similar
number of values nearest to it. In K-means clustering each cluster is signified by its
centroid point. It focuses on partitioning M observations into H clusters, wherein
each observation maps to the cluster having nearest mean, which serves to be the
prototype of the cluster. Hence k-means clustering ends up in partitioning the input
values into cells. If the input consists of a collection of observations (Y1, Y2, Y3,
....., Ym), wherein every observation is represented as a D-dimensional vector, the
aim of K-means clustering is to segregate the M observations into H sets, where H is
always less than or equal to m, in order to reduce the within cluster sum of squares
(WCSS) [13]. K-means algorithm uses continuous improvement process. The fol-
lowing algorithm is used in the proposed system.

Having an initial set of K means al, a2, a3,....., ak, the algorithm works by
changing between two steps, assignment step [12] and update step [11]. In assign-
ment step each input data is mapped to the cluster whose mean yields the minimum
within cluster sum of squares (WCSS) [11]. As the sum of squares [11] is usually the
squared Euclidian distance, it is predicted to be the nearest mean. In this approach a
point would be perfectly assigned to one set, although it matches to multiple sets.

In the update step the new means are calculated as the, “centroids” of obser-
vations in the newly formed cluster. As the arithmetic mean is the estimator of least
squares it minimizes the within cluster sum of squares [11] objective. The algorithm
always uses distance to map the objects to nearest clusters. This algorithm also
focuses on reducing the WCSS objective, which exactly resembles to mapping by
the least Euclidian distance.

The initialization approach used in the segmentation process is random parti-
tioning. Initially, the method assigns a cluster randomly to each observation and
performs the update step [11]. This method results in calculating the initial mean, as
the centroid of the cluster.

In the proposed system K-Means clustering is mainly used to partition the input
data, namely, the pixels of the MRM image, into K mutually exclusive cluster. The
centroid of every cluster is calculated by identifying the minimal value for the
summation of distances from all input data. Finally the index of each cluster to
which the input data is assigned to, is returned. This approach creates clusters in
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Table 1 Sample clustering output

255

Iteration 1 Iteration 2 Iteration 5 Iteration 7

Total data in cluster Total data in cluster Total data in cluster Total data in cluster
1 =96,126 1 = 109,409 1="718,670 1=37,202

Total data in cluster Total data in cluster Total data in cluster Total data in cluster
2 =61,659 2 =775,041 2 =162,493 2 = 85,563

Total data in cluster Total data in cluster Total data in cluster Total data in cluster
3 = 80,4024 3 =90,887 3 =90,486 3 =115,896

Total data in cluster Total data in cluster Total data in cluster Total data in cluster
4 = 86,767 4 =173,239 4 =176927 4 = 809,915

single level as it operates on the actual input data. The Euclidian distance measure
used groups’ similar input data into one cluster and distinguishes it separately from
other clusters. Based on the partitioning criteria four clusters are being created for
segmenting and identifying the region of interest. A Sample output of the clustering
can be viewed in Table 1.

3.3 Module IlI-Feature Extraction

Feature extraction involves extracting features from segmented region of interest
(ROD), in order to classify the tumor. Features are usually defined as various pat-
terns, identified in the image. These patterns are usually used to gain knowledge
about an image. Feature extraction serves to be an important stage for classification.
The efficiency of classification is directly related to the feature extraction stage.

A set of 14 features has been used for classifying segmented data. The features
have to be identified precisely to aid in categorizing information from a large data.
Hence, textural features have been used for classification. Textural feature focuses
on information pertaining to spatial distribution of tonal variation within a band [14].
The features are calculated in the spatial domain [14]. Feature extraction step mainly
consists of computing spatially dependent, probability distribution matrices for the
segmented region. Further each of these matrices is used to calculate the 14 features.

In an image, texture of a region is identified by the manner in which grey levels
are spread out in the pixels of that region. Variance is usually defined as the
measure of width of histogram, giving the deviation of gray levels from the mean
[14]. Smoothness of an image is usually measured using Angular Second Moment.
If the obtained ASM value is less, then the relative frequencies are uniformly
distributed and the region is less smooth [14]. Local level variations [14] are
measured using contrast. Contrast values are usually higher for higher contrast
images. The extent to which pixels in two different directions are dependent on each
other is measured using correlation feature. Key characteristic called randomness
that characterizes texture in an image is measured using the feature called entropy.
It also provides information about distribution variation [14] in a region.
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Table 2 Sample feature values obtained for three images

Feature # | Image 1 Image 2 Image 3

1 27085.81395607725 29816.095561245937 57327.771659962906
2 1.1867717213769476E8 | 2.203826243329859E7 7.000760419686762E8
3 1.1867717213769476E8 | 2.203826243329859E7 7.000760419686762E8
4 1.1467426098785048E7 | 1.6214668999284925E7 | 3.469300633455667E7
5 1.3259688972773234 1.2904585237722201 132.42142677282305
6 2867695.3454549154 1259746.0444615707 8907643.358246382

7 7.430318364595469E12 | 2.416489350544253E11 | 3.368676843245445E14
8 —30516.876488997535 —8979.292436350104 —112183.6784169174
9 5842.28450665015 7729.806715227504 33527.460477181456
10 740.910447515173 188.20422051894133 1396.8859340675328
11 —30423.563146404304 —8941.453597244023 —118250.0129824238
12 237359.2533934947 294981.43497392413 1814942.2779983098
13 1.0 1.0 1.0

14 0.03051116594224797 0.017054274791225406 | 0.10819019836974018

Entropy values are always less for smooth images [14]. Correlation measures the
degree of dependence of a pixel to its neighbor [14] over a region. The correlation
value of a positively correlated image is 1 and negatively correlated image is —1.
Correlation is usually calculated using mean, standard deviation and partial prob-
ability density function [14]. The dataset created using the values of the extracted
features is fed into the Artificial Neural Network for classification. Table 2 below
provides a list of sample features obtained for three random images.

3.4 Module 1V-Classification

The features stored as dataset are fed as input to Artificial Neural Network (ANN).
Neural networks basically resemble the way how human brain is organized and
serves to be a mathematical model of the same. In the proposed system, ANN is
used as a classifier, which is used to classify the extracted features of the ROI as
either belonging to class I which corresponds to benign group also termed as
normal, or class II which corresponds to malignant group also termed as abnormal.
In order to achieve maximum efficiency in classification a Multilayer Perceptron
with Back Propagation learning algorithm is used. The ANN is well trained and is
highly efficient in terms of speed and accuracy. Using ANN, unknown samples [7]
of MRM images are detected and classified in a faster manner when compared to
other classifiers. Table 3 below, lists the results of classification of few random
images chosen from the database, after having gone through the previous modules
of the system. The table highlights the fact that 95 % efficiency has been achieved
through classification. The output also proves that the developed CAD system
mainly aids in reducing the false positive rates.
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Table 3 Sample output of classification with accuracy

Sample output Sample output

Input = Image 1/Output = Normal Input = Image 2/Output = Abnormal
Input = Image 3/Output = Normal Input = Image 10/Output = Abnormal
Input = Image 16/Output = Normal Input = Image 15/Output = Abnormal
Input = Image 20/Output = Normal Input = Image 19/Output = Abnormal
Input = Image 27/Output = Normal Input = Image 32/Output = Abnormal
Input = Image 49/0utput = Normal Input = Image 63/Output = Abnormal
Input = Image 56/Output = Normal Input = Image 97/Output = Abnormal
Input = Image 65/Output = Abnormal Input Image 99/0Output = Abnormal
Input = Image 89/0Output = Normal Input = Image 104/Output = Abnormal
Input = Image 94/Output = Normal Input = Image 121/Output = Normal
Total errors for trained ANN = 2 Accuracy =95 %

3.5 Module V-Stage Recognition

Stage of any particular cancer gives information about the size of the cancer and its
severity. The proposed system is mainly developed to attain information regarding
the stage of the detected tumor in order to aid for early and best treatment. TNM [7] is
the basic criteria used by experts to decide upon the treatment. ‘T’ stands for size of
the tumor, ‘N’ indicates whether it has spread to the lymph glands [7] and finally, ‘M’
stands for metasis which provides information about the extent to which the cancer
has spread to other parts of the body. In the proposed system the first parameter is
taken into account, that is, size of the tumor. According to the inputs collected from
experts, the size parameter, T, can be further sub divided into three stages. Stage 1 or
T1 indicates that the size of the tumor can range from 0.1 cm to less than 2 cm, Stage
2 or T2 indicates that the tumor size is greater than 2 cm but not more than 5 cm
across and Stage 3 or T3 indicates the size of the tumor is more than 5 cm across.

4 Experimental Results and Discussion

The preprocessing stage that has been accomplished using histogram equalization
and dynamic thresholding has proven to be a successful approach towards
extraction of pectoral muscle, removal of noise and in enhancement of the image.
Table 4 shows the snapshots of some images after preprocessing.

Sample Outputs of classification and staging module has been provided in
Table 5 below. From the results it can be seen that the proposed method has
achieved 95 % efficiency in classification of benign and malignant tumors, which
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Table 4 Sample output of preprocessing showing denoizing and pectoral muscle suppression

Input image#

Input image

Preprocessed image

Mdb001 Input
Mdb003
Mdb010 Input

Table 5 Sample output of segmentation and classification module

Input image#

Segmentation result

Classification result

Mdb001 PS0 - Kmeans clustering SR e o e
Mdb002 PS0 - Kmeans clusterng chemnl;d iz Stpmmind s Al 51008 2
Mdb003 PSO - Kmeans clustering Segemented region Segemented region Fiemal

¢ ¢
Mdb010 Segemented region

P50 - Kmeans clustering
P
L4,

Segementad regaon Abnormal stage 2
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indirectly proves the efficiency of segmentation algorithm used, hybridized PSO
and K-Means clustering. Performance of Artificial Neural Network and detection of
stages is highly dependent on the perfection of detection of ROI. A detailed survey
of all the segmentation and classification algorithms highlights the fact that the
maximum achieved efficiency is around 92 %. Hence hybrid PSO and K-Means
clustering aided with artificial Neural Network, has proven to be the best approach
towards segmentation and classification as compared to all other algorithms. In
order to identify the stage of cancer, size has been considered to be an important
parameter. Based on experts input, tumors of size, less than or equal to 2 cm
corresponds to stage 1 cancer and tumors of size less than or equal to 5 cm cor-
responds to stage 2 cancer. The efficiency of stage detection system has determined
to be 87 % based on the evaluation of the output by experts.

Table 6 below provides the snapshots of few outputs highlighting the perfor-
mance of the proposed system on the whole. The proposed system has been tested
using several images, chosen from different mammograms of the MIAS database.

Table 6 Sample output of proposed system

Input Output of proposed system Input Output of proposed system
image# image#
Mdb001 - Mdb010

Bapneeinges  Wed | Segreiet g A stage 1

AR D BHAA

Mdb002 Bt MdbO15

gan 19 i Y

Sagemartet g bl stage 2 Segerasmid inpin Aseermal stage 1

PED. K chosisony 5 5 P50 Kot thtusny I
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5 Conclusion and Future Work

The developed CAD system has proved to be highly efficient in detection, classi-
fication and recognition of stages of tumor. Particle Swarm optimization combined
with K-Means clustering has achieved great efficiency when compared to other
existing algorithms and PSO combined with Fuzzy C-means algorithm for seg-
mentation. It has also been proved that fourteen textural features combined with
ANN, has achieved better results with good accuracy and speed. Considering size
as a parameter better efficiency has been attained in identifying the stages of the
tumor which would aid the radiologists in further diagnosis and decisions.

The proposed system has made use of textural features in spatial domain. The
future work can be extended to developing the system for frequency domain and
also by checking the efficiency of staging through other parameters like shape,
features, energy levels etc. Certain methods or techniques, uniquely used for
detection and identification of stages of other types of cancer can be tested for
applicability for breast cancer. Perfect Staging outputs can also be obtained by
considering 3D images [15] from varying modalities.
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Analysis of Local Descriptors for Human
Face Recognition

Radhey Shyam and Yogendra Narain Singh

Abstract Facial image analysis is an important and profound research in the field
of computer vision. The prime issue of the face recognition is to develop the robust
descriptors that discriminate facial features. In recent years, the local binary pattern
(LBP) has attained a big attention of the biometric researchers, for facial image
analysis due to its robustness shown for the challenging databases. This paper
presents a novel method for facial image representation using local binary pattern,
called augmented local binary pattern (A-LBP) which works on the consolidation of
the principle of locality of uniform and non-uniform patterns. It replaces the non-
uniform patterns with the mod value of the uniform patterns that are consolidated
with the neighboring uniform patterns and extract pertinent information from
the local descriptors. The experimental results prove the efficacy of the proposed
method over LBP on the publicly available face databases, such as AT & T-ORL,
extended Yale B, and Yale A.

Keywords Face recognition - Local binary pattern - Histogram - Descriptor

1 Introduction

Computer vision and Biometric systems have illustrated the significant improve-
ment in recognizing and verifying faces in digital images. The face recognition
methods that are performing well in constrained environments, includes principal
component analysis [1], linear discriminant analysis [2], Fisherface [3], etc. In
many applications, including facial image analysis, visual inspection, remote
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sensing, biometrics, motion analysis, etc. Mostly, these environments are not
constrained. Therefore, we aim to develop an efficient method that accurately
recognizes the individual from their unconstrained facial images.

In literature, the methods that work in unconstrained face images are mainly
based on the texture descriptions. The local feature-based or multimodal approaches
to face recognition have achieved attention in the scientific world [4, 5]. These local
feature-based and multimodal methods are less sensitive to variations in pose and
illumination than the traditional methods. In unconstrained environments, the local
binary pattern (LBP) is one of the popular methods of face recognition. The intu-
ition behind using the LBP operator for face description is that the face can be seen
as a composition of various micro-patterns; and it is insensitive to variations, such
as pose and illumination. Global description of the face image is obtained by
consolidating these micro-patterns [6].

In literature, plenty of methods have been proposed to improve the robustness of
the LBP operator in unconstrained face recognition. For example, Liao et al. [7]
proposed dominant LBPs which make use of the frequently occurred patterns of
LBP. Center-symmetric local binary pattern is used to replace the gradient operator
used by the SIFT operator [8]. Multi-block LBP, replaces intensity values in the
computation of LBP with the mean intensity value of image blocks [9]. Local
ternary pattern (LTP) was initiated by Tan and Triggs [10], to add resistance to
noise. However, LTP representation is still limited due to its hard and fixed
quantization. Three-patch LBP and four-patch LBP utilize novel multi-patch
sampling patterns to add sparse local structure into a composite LBP descriptor
[11].

The prime issues of the LBP are that insensitive to the monotonic transformation
of the gray-scale, they are still susceptible by illumination variations that generate
non-monotonic gray-scale changes, such as self shadowing [4]. LBP may not work
properly for noisy images or on flat image areas of constant graylevel. This is due to
the thresholding scheme of the operator [12]. The remainder of the paper is orga-
nized as follows: Sect. 2, proposes the novel method for face recognition.
Evaluation of the proposed method and their comparison with LBPs are presented
in Sect. 3. Finally, the conclusions are outlined in the last section.

2 Proposed Method

In this section, we present a novel method that acts on the LBP, called augmented
local binary pattern. Earlier work on the LBP have not given too much attention on
the use of non-uniform patterns. They are either treated as noise and discarded
during texture representation, or used in consolidation with the uniform patterns.
The proposed method considers the non-uniform patterns and extract the discrim-
inatory information available to them so as to prove their usefulness. They are used
in consolidation to the neighboring uniform patterns and extract invaluable infor-
mation regarding the local descriptors.
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The proposed method uses a grid-based regions. However, instead of directly
putting all non-uniform patterns into 59th bin, it replaces all non-uniform patterns
with the mod of neighboring uniform patterns. For this, we have taken a kernel of
size 3 x 3 that is moved on the entire LBP generated surface texture. In this filtering
process, the central pixel’s value (c,) is replaced with the mode of a set in case of
the non-uniformity of the central pixel. This set contains 8-closet neighbors of
central pixel, in which non-uniform neighbors are substituted with 255. Here 255 is
the highest uniform value.

The lookup table containing decimal values of 8-bit uniform patterns are
U={0,1,2,3,4,6,7,8, 12, 14, 15, 16, 24, 28, 30, 31, 32, 48, 56, 60, 62, 63, 64,
96, 112, 120, 124, 126, 127, 128, 129, 131, 135, 143, 159, 191, 192, 193, 195, 199,
207, 223, 224, 225, 227, 231, 239, 240, 241, 243, 247, 248, 249, 251, 252, 253,
254, 255} [13]. The basics of filtering process is explained in Fig. 1.

The classification performance of the proposed method is evaluated with Chi
square (y®) distance measure which are formally defined as follows:

2 _ - (Pi—qi)2
X (PMI) _; i+gi) (1)

where N is the dimensionality of the spatially enhanced histograms, p is the histogram

of the probe image, g is the histogram of the gallery image, i represents the bin number

and p;, g; are the values of the ith bin in the histograms p and g to be compared.
The schematic of the proposed A-LBP method is shown in Fig. 2.
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Fig. 2 Schematic of a A-LBP face recognition system [14]
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3 Experimental Results

The efficiency of the proposed method is tested on the publicly available face
databases, such as AT & T-ORL [15], extended Yale B [16], and Yale A [17].
These databases differ in the degree of variation in pose (p), illumination (i),
expression (e) and eye glasses (eg) present in their facial images. The face recog-
nition accuracy of the proposed A-LBP method is compared to the LBP method on
the different face databases (see Table 1). The performance of the proposed A-LBP
method is analyzed using equal error rate, which is an error, where the likelihood of
acceptance assumed the same value to the likelihood of rejection of people who
should be correctly verified. The performance of the proposed method is also
confirmed by the receiver operating characteristic (ROC) curves. The ROC curve is
a measure of classification performance that plots the genuine acceptance rate
(GAR) against the false acceptance rate (FAR).

The face recognition accuracy of the proposed A-LBP method is compared to
the LBP method on different face databases. The experimental results show that the
A-LBP performs better than the LBP. For AT & T-ORL database, the A-LBP
achieves a recognition accuracy of 95 %, whereas LBP reports an accuracy of
92.5 %. Similar trends are also observed for extended Yale B and Yale A databases.
For extended Yale B database, proposed method performs better than LBP such as
the accuracy values are reported to 81.22 % and 74.11 %, respectively. For Yale A
database, the proposed method reported the better accuracy value of 73.33 % in
comparison to LBP accuracy value of 61.19 % (see Table 1).

The ROC curve for AT & T-ORL database is plotted and shown in Fig. 3a. It
shows that the GAR is found highest for the proposed A-LBP method and reported
value of 78 %; when the FAR is strictly nil. As FAR increases, the GAR value is
also increased. For example, the GAR is found 93 % for LBP, 96 % for A-LBP at
5 % of the FAR. The GAR is found maximum 100 % of 32 % FAR. The ROC
curve for extended Yale B database is plotted and shown in Fig. 3b. It shows that
the GAR is found highest for A-LBP method and reported value of 32 %; when the
FAR is strictly nil. As FAR increases, the GAR value is also increased for all
methods accordingly. For example, the GAR is found 62 % for LBP, 82 % for
A-LBP of 20 % FAR. The GAR is found maximum 100 % at 83 % of FAR for LBP

Table 1 Face recognition accuracies of methods on different face databases

Databases #Subjects | #lmages (size) | Accuracy (%) Degree of variation
LBP | A-LBP

AT & T-ORL [15] 40 400 (49 x 60) |92.50 |95.00 p, e, eg

Extended Yale B [16] |38 2470 (53 x 60) |74.11 |81.22 i

Yale A [17] 15 165 (79 x 60) | 61.19 |73.33 e, eg, i




Analysis of Local Descriptors for Human Face Recognition 267

o 100 = < 100 ~ R
o A e b I
3 L) : (b)
C‘EG 80-,_; g 80
., 8
§ 60 5 60| £
2 5 If
g 40 g 40¢
< <  {
g 20 g 20t
= -+| BP 5 | BP
o A-LBP, & A-LBP
O] : 0]
0 50 100 0 50 100
False Acceptance Rate (%) False Acceptance Rate (%)
& 100
@ (¢)
& 80
@
g 60
®
g 40
q .
o )
5 20 ~LBP
é A-LBP
0 50 100

False Acceptance Rate (%)

Fig. 3 ROC curves representing the performance of different face recognition methods on the
databases: a AT & T-ORL, b extended Yale B, and ¢ Yale A

and 78 % of FAR for A-LBP. The A-LBP method achieves better recognition
accuracy, because it is insensitive to changes such as illumination.

The ROC curve for Yale A database is plotted and shown in Fig. 3c. It shows
that the GAR is found highest for A-LBP method and reported value of 20 %; when
the FAR is strictly nil. As FAR increases, the GAR value is also increased for all
methods accordingly. For example, the GAR is found 50 % for LBP, 69 % for
A-LBP at 20 % of the FAR. The GAR is found maximum 100 % at 90 % of FAR
for LBP and 82 % of FAR for A-LBP. The A-LBP method achieves better rec-
ognition accuracy, because it is insensitive to changes such as illumination.

The histogram representation of recognition performance achieved by the LBP
and proposed A-LBP methods using different face databases, such as Yale A,
extended Yale B, and AT & T-ORL is shown in Fig. 4.
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Fig. 4 Histogram of equal error rate (EER) of different databases

4 Conclusion

This paper presents a novel method of face recognition under unconstrained
environments. The proposed method namely, A-LBP has efficiently recognized the
faces from challenging databases. A-LBP work on the consolidation of the principle
of locality of uniform and non-uniform patterns where non-uniform patterns are
replaced with the mod value of the uniform patterns. It consolidates the neighboring
uniform patterns that extract more discriminatory information from local descrip-
tors. The experimental results, have shown that the performance of the A-LBP
method improved substantially with respect to LBP on different face databases. The
accuracy values of LBP and A-LBP vary considerably with training databases and
the distance metrics preferred. When there are more variations in illumination of
facial images in the databases, the A-LBP has shown promising recognition
accuracy than the LBP. Similar trends are also observed for the databases that have
variations in pose and expressions.
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Implementation and Comparative Study
of Image Fusion Methods in Frequency
Domain

Keyur N. Brahmbhatt and Ramji M. Makwana

Abstract Complementary multi-focus and/or multi-model data from two or more
different images are combined into one new image is called Image fusion. The main
objective is to decrease vagueness and minimizes redundancy in the output while
enhancing correlate information specific to a task. Medical images coming from
different resources may often give different data. So, it is challenging task to merge
two or more medical images. The fused images are very useful in medical diag-
nosis. In this paper, image fusion has been performed in discrete wavelet transform
(DWT) and Contourlet transform (CNT). As a fusion rule, spatial techniques like
Averaging, Maximum Selection and PCA is used. Experiments are performed on
CT and MRI medical images. For evaluation and comparative analysis of methods,
a set of standard performance measures are used. This paper’s results show that, the
Contourlet method gives a good performance in medical image fusion, because it
provides parabolic scaling and vanishing moments.

Keywords Image fusion - Spatial domain - DWT (discrete wavelet transform) -
Contourlet transform

1 Introduction

The process of combining multiple images into a one image that contains a more
useful data than provided by any of the resource images known as image fusion.
Image fusion is more appropriate for the purpose of human visual perception [1].
The research work of image fusion can be classified into the following three stages:
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e Primitive methods
e Discrete Wavelet Transform
e Contourlet Transform

Primitive methods include all spatial domain methods like averaging, PCA and
Max. Selection, but the disadvantage of it is, it will not provide the directional
singularity [2]. So frequency domain can be used with image fusion, which pro-
vides directional singularity. Discrete Wavelet Transform provides directionality
but it is limited. It will provide only horizontal, vertical and diagonal directionality.
To enhance the directionality Contourlet transform is helpful. Contourlet transform
provides C? directional singularity which gives good result along with curves [3].
Though work has been carried out in DWT and CNT, in these paper basic methods
are implemented in combination with Averaging, Maximum Selection and PCA
methods to do comparative study and analysis of methods.

2 Image Fusion in Spatial Domain

The primitive fusion schemes do the fusion on the resource images. Operations like
averaging, addition etc. are to be fused in primitive fusion, which gives some
disadvantages also like reducing contras etc. but, it also having advantage that it
works better for input images which have an overall high brightness and high
contrast [4]. The primitive fusion methods are:

e Averaging [5, 6]
e Select Maximum [4, 6]
e PCA [4-6]

3 Image Fusion in Frequency Transform

Transform domain techniques are based on updating the Fourier transform of
image. Every pyramid transform has three parts—Decomposition, Formation and
Recomposition [5].

The Discrete Wavelet Transform (DWT) is spatial frequency decomposition.
DWT gives a flexible multi-resolution analysis of an image [7]. DWT having
disadvantages which degrades some image processing applications. The disad-
vantages are Shift sensitive, Absence of phase information, Produces sub bands in
three directions 0° (Horizontal), 90° (vertical) and 45° (diagonal) only [2, 8].

A new multiscale, rich directional selectivity transform is introduced called
Contourlet Transform (CT). It bases on an efficient 2D non-separable filter banks
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and gives an elastic multi-resolution, local and directional approach for image
processing [3, 9]. The properties of it is Multiresolution, Localization, Critical
sampling, Directionality and Anisotropy [10]. CT is better than DWT in dealing
with the singularity in higher dimensions, it provides a rich directional selectivity
and can stand for different directional smooth contours in natural images [3, 11].

CT is also called Pyramidal Direction Filter Bank (PDFB), which combines
Laplacian Pyramid (LP) and Directional Filter Bank (DFB) into a double filter bank
construction. Here images are decomposed by LP into one low frequency sub-band
and different high frequency sub-bands, and then high frequency sub-bands are
nourished into DFB and segmented into multiple directional sub-bands [12].

Majority of Contourlet coefficients are close to zero that’s why it is a sparse. It
also gives detailed information in any arbitrary direction, as the number of direc-
tional sub-bands in each scale is usually 2", which is fairly elastic when different n
is selected [12].

4 Frequency Domain Methods

Following combination of methods has been implemented in frequency domain:

1. Averaging, Maximum selection and PCA in Discrete Wavelet Transform
2. Various combination of methods like

Averaging and Maximum selection fusion rule
Averaging and PCA fusion rule

Maximum selection and Averaging fusion rule
Maximum selection and PCA fusion rule

PCA and Averaging fusion rule

PCA and Maximum selection fusion rule

have been applied in Contourlet transform. Here first method has been applied on
Low coefficients and second method has been applied on high coefficients.

5 Experimental Results and Discussion

Image fusion methods have been applied on multimodality medical image data to
derive useful information. Here Computer Tomography (CT) and Magnetic
Resonance Imaging (MRI) images are used as shown in Fig. 1a, b.

Figure 2 shows the resultant fused images. Here we have implemented
Averaging, Maximum selection and PCA fusion rule in DWT.
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Fig. 2 Medical image fusion in DWT. R1 Averaging in discrete wavelet transform. R2 Maximum
selection in DWT. R3 PCA in DWT

Figure 3 shows the resultant fused images. We have implemented Averaging and
Max selection, Averaging and PCA, Max selection and PCA, Max selection and
Averaging, PCA and Averaging and PCA and Max selection fusion rule in
Contourlet transform. Here Qualitative analysis has been done. It shows that
Averaging and Max. selection gives good fusion information.

Performance of image fusion methods have been measured using five standard
metrics RMSE [13], PSNR [4, 6], NCC [4, 6], Standard deviation (SD) [3, 13] and
Degree of Distortion (DD) [14]. All fusion methods are implemented in MATLAB 9.
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Fig. 3 Medical image fusion in Contourlet transform. R1 Averaging and maximum selection in
Contourlet transform. R2 Averaging and PCA in Contourlet transform. R3 Maximum selection
and PCA in Contourlet transform. R4 Maximum selection and averaging in Contourlet transform.
RS PCA and averaging in Contourlet transform. R6 PCA and maximum selection in Contourlet
transform

Table 1 shows that in Maximum selection good contras is achieved in all the
dataset. While less degree of distortion (DD), High NCC and high PSNR are
obtained in averaging method.

Table 2 shows that in Maximum selection with combination of Averaging and
PCA good contras is obtained in all the dataset. While less degree of distortion
(DD), High NCC and high PSNR are obtained in PCA method.
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Table 2 Comparative result of different fusion rule on CT and MRI images in CNT

Fusion rule RMSE PSNR NCC SD DD
Dataset 1

Averaging and max. selection 9.4916 38.3574 0.9992 45.8996 3.8724
Averaging and PCA 11.5710 37.4971 0.9988 45.2420 4.3222
Max. selection and PCA 15.3848 36.2599 0.9978 41.3981 4.9753
Max. selection and averaging 15.0246 36.3628 0.9979 40.7901 4.7984
PCA and averaging 10.9969 37.7181 0.9989 44.7545 4.0664
PCA and max. selection 9.3771 38.4101 0.9992 45.9643 3.8259
Dataset 2

Averaging and max. selection 43.9206 31.7041 0.8549 70.0413 27.9190
Averaging and PCA 39.5431 32.1601 0.8763 66.0551 24.5120
Max. selection and PCA 57.1955 30.5572 0.8444 83.3786 29.9443
Max. selection and averaging 58.5684 30.4542 0.8219 79.8799 31.2198
PCA and averaging 48.9377 31.2344 0.8141 67.6949 30.1354
PCA and max. selection 51.0299 31.0526 0.8185 75.4910 32.4004
Dataset 3

Averaging and max. selection 50.5641 31.0924 0.8362 77.6684 33.1135
Averaging and PCA 49.5516 31.1802 0.8321 73.8123 31.7824
Max. selection and PCA 71.6050 29.5814 0.8098 94.3906 41.9669
Max. selection and averaging 69.3595 29.7197 0.8068 89.9417 40.3021
PCA and averaging 57.7873 30.5125 0.7894 78.3785 37.3587
PCA and max. selection 61.3323 30.2539 0.7948 86.9000 40.2977

6 Conclusion

Various combinations of methods like Averaging, Max selection and PCA have
been developed in multi model image fusion using Contourlet transform. In DWT
Averaging, Max selection and PCA have been implemented in multi model image
fusion. For evaluation and comparative analysis of the methods RMSE, PSNR,
NCC, SD and DD measuring parameters have been used. In DWT highest PSNR
32.7278 is obtained with Averaging method while in Contourlet transform, the
highest PSNR 38.3574 is obtained in Averaging and Maximum Selection. Good
contras are also achieved with Maximum Selection because it chooses one highest
intensity value of pixel from both the image. Here results shows that, Contourlet
transform is, better than discrete wavelet transform when it deals with the higher
dimensions singularity, such as line, curve, edge and etc. Contourlet transform also
provides rich directional selectivity.
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Iris Recognition Using Textural Edgeness
Features

Saiyed Umer, Bibhas Chandra Dhara and Bhabatosh Chanda

Abstract A method for feature extraction from an iris image based on the concept
of textural edgeness is presented in this paper. Here for authentication purpose we
have used two textural edgeness features namely: (1) a modified version of Gray
Level Auto Correlation (GLAC) and (2) Scale Invariant Feature transform (SIFT)
descriptors over dense grids in the image domain. Extensive experimental results
using MMUI1 and IITD iris databases demonstrate the effectiveness of the proposed
system.

Keywords Biometric - Iris classification - HOG - SIFT - GLAC

1 Introduction

In the field of personal authentication biometric characteristics play a vital role.
Among the various biometric traits, iris is most useful and stable trait for person
identification [1]. It is full of texture characteristic for the analysis of different types
of image regions with in an image. To obtain information from these iris patterns
various statistical and structural approaches [2] are used. The structural approaches
work well for regular patterns whereas statistical approaches are easy to use in
practice. Among many statistical approaches, textural edgeness of a texture image
analyzes the texture by its edges per unit area. These textural edgeness helps to
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define the fineness and coarseness properties of the image texture. Using textural
edgeness properties of image texture, the useful features for iris patterns are also
obtained.

Daugman [3, 4] developed iris recognition system with iris phase structure
encoded by multi-scale quadrature wavelets. Bowyer et al. [5] explained many
existing iris recognition works. Here we discuss only those iris recognition works
which are related to textural edgeness feature models like HOG [6], SIFT [7],
GLAC [8] with their different variants. Fernandez et al. [9] proposed recognition
system using SIFT features without transforming iris pattern to polar coordinates
where as Yang et al. [10] extracted SIFT features from enhanced normalized iris
and used region based approach [11] for comparison. Mehrotra et al. [12] obtained
SUREF features from sectored normalized iris. The identification by exploiting iris
and periocular features based on HOG, SIFT, LBP and LMF were demonstrated by
Tan and Kumar [13]. Unconstrained iris recognition using F-SIFT on annular
region of iris is proposed by Mehrotra and Majhi [14].

This paper presents the recognition system in which a modified GLAC and SIFT
based features are employed to extract features from iris pattern to authenticate the
person. The organization of the paper is as follows. The basic concepts of textural
edgeness are discussed in Sect. 2. Proposed iris classification method is described in
Sect. 3. Section 4 explains the results and discussions of the experimentation and
conclusions are reported in Sect. 5.

2 Textural Edgeness

To analyze the texture property of a region, first of all we have to compute the
edgeness of the region (R). Edgeness of R is considered as the ratio of the edge
pixels and number of pixels in R. Again, the edgeness is further extended to include
the orientation of edges as f, 9 = (Hu(R), Ho(R)) where H,(R) and Hy(R) are
normalized histogram for gradient magnitude and gradient direction, respectively
[15]. The subsequent topics discuss below are some traditional methods for textural
edgeness features like HOG, SIFT and GLAC.

Histogram of oriented gradient (HOG): HOG [6] features are extracted by taking
orientation histograms of edge intensity of each block of size n x n of an image.
The filters like Prewitt are used to obtain magnitude of gradients m, and orientation
0, for each pixel p(x,y) of that block and then these are normalized for all blocks
and finally obtain HOG descriptors for that normalized block.

Scale invariant feature transform (SIFT): SIFT [7] is used to extract local
features which are invariant to the geometric operations (like scaling, rotation) and
changes in viewpoint. To compute SIFT features: (i) the input image is convolved
with Gaussian filters at different scales, (ii) compute difference-of-Gaussian
(DOG) images, (iii) each pixel of DOG is compared with 9 neighbors of both
adjacent scales and 8 neighbors of the same scale and the pixel with local optimum,
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Fig. 1 a Gradient orientation vector f, b mask patterns, ¢ calculation of auto-correlation of f,
weighted by gradient magnitude m (images are taken from [8])

is considered as key-point. (iv) the key-point with low contrast is removed, and
from the rest key-points the gradient orientation histograms are used as the SIFT
descriptor (Fig. 1).

Gradient Local Auto-Correlation (GLAC): GLAC [8] is a feature which
computes orientational as well as spatial auto-correlation of the local gradient. For
an image [ at position p, the magnitude of the gradient is m,, and orientation of the
gradient is 0,, say. A sparse vector f(€R¥) (shown in Fig. 2a) is computed with
considering k bins of the orientations. The Oth order and 1st order GLAC features
are defined as:

Cn =3 mVa )

1

Lo =D minlm(p).m(p + a)lfa, (), (p + ar) W
where a; is displacement vector from p and f; is dth element of f. The {4 cor-
responds the histogram of the gradient orientation like HOG and SIFT and (g,
is the joint histogram of the orientation pairs and computed by quantizing the
distribution into k x k bins. The Ist order GLAC is obtained by convolving the
mask pattern over the image (see Fig. 2b—c).

Fig. 2 Illustration of iris preprocessing: a division of iris portion into four parts where regions
L and R are used for normalization. b Normalized iris
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3 Proposed Method

3.1 lIris Pre-processing

The pre-processing step of iris recognition system is localization and normalization.
For localization, we localize the iris portion of the given eye image. For the
localization purpose we have adopted method from the paper [16]. Since the upper
and lower portions of the iris are occluded by eyelashes and eyelid and the seg-
mentation of these artifacts is one of the most time consuming part in whole
process. So we normalize on the parts of the iris that are not usually occluded by
eyelid and eyelashes (as shown in Fig. 1a). To normalize the circular iris portion,
Daugman’s Rubber sheet model [17] is applied. The normalized image of Fig. la is
shown in Fig. 1b.

3.2 Feature Extraction

It is observed that for each individual, iris pattern is unique [18]. To extract features
we analyze textures from these iris pattern. In this paper we modify the scheme of
GLAC, and use that modified version to extract iris features says firis_grac. For this
modification we reformulate Eq. (1) as Eq. (2) and Eq. (3) respectively.

)= "m(p) x p(p)

2
f(o) (pnext) = Zm(P) X P(Pnexz) ( )

Table 1 Algorithms for proposed iris features

Algorithm 1: figis—crac Algorithm 2: figis—sirr

Input: Normalized iris / Input: Normalized iris /

Output: firis_crac Output: firis—sirr

1. Partition / into # of patches W. 1. Partition / into # of patches W.

2. For each patch W, at position p. 2. For each patch W, at position p
2.1. Compute m (magnitude) and f 2.1. Obtain dense SIFT descriptor dy,
(G-O vector) for W,. such that dy, = [di, .. ., dﬁ]T,

2.2. Obtain fiy, = {f‘g/?,) 7 fv(vi,)} where 2.2. Reduce the dimension of dy, to ey,
fv(‘f)p ) and fv(vi, ) are computed by using such that ey, = Z{}: 1 di.

Equations (2) and (3) respectively.

3. firis—crac = {fwi, - - . fwe}- 3. firis—sirr = {e&,l, .. "JVW}‘
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AA)(]7+<]7+(11 ) X k) Zm X p(p) x p(p +ar)

SO Pre + (+ 1) x k) =Y ml % (p,.,) X o(p+ar)

FUB 0+ (p + )y X K) = 3200 X 00) % 9(p + 1))
(AX,A}.)(Pnext + P+ a1) ey X k) = Zm, X (Pnext) X 9((p +a1) )

3)

where m' = min(m(p), m(p + a;)). Here m(p) is the magnitude of current pixel p,
p(p) is the element of G-O vector of p obtained by voting weights to its nearest
bins and (Ax, Ay) are the mask patterns as shown in Fig. 2b. f(*) contains Oth order
GLAC features where as f(!) contains 1st order GLAC features.

At first, a small non overlapping patch W, is taken from / whose gray level
pattern is consider as the local descriptor of the texture. Then for each position p of
W, the gradient m and the orientation 6 which is further used to obtain G-O vector

f. Using these magnitude m and vector f, we obtain f&g ) (Oth order GLAC features)

by using Eq. (2) and f‘fvi,) (1st order GLAC features) by using Eq. (3) we find f‘fvlp ) =
(171) (12> (1'3) (14> 1 111

(fy A (A A Y A ) and the feature vector of window W at position p

is considered as fi, = {fw © »fv(vt,)}-

The entire image is used to obtain SIFT descriptors. These descriptors are global
in nature and retain less information where the texture has less discriminating
features. So, to enhance the power of discriminating features of the normalized iris
image we have partitioned the normalized iris into non overlapping patches (dense
grids) and apply SIFT descriptors from each patch to obtain local features. Using
these local features are used to represent a global iris feature says firis—sirr- TO
evaluate this feature we consider all non overlapping patches (W,,) from I and
then from each W at position p, dw, = [di,...,dg] dense SIFT descriptors are
obtained where the dimension of dy, is 2 x . Now reduce the dimension of dy, to

ew, = Ziﬂ:l d; that results 4 x 1 dimensional vector ey, which is the feature rep-
resentation of W,,. Finally feature figis_sirr = {€ly, - - -, e@w} is obtained. Table 1
shows the algorithmic sketch for the above proposed iris features.

3.3 Conversion to Two Class Problem

In this experiment we use dichotomy model [19] to convert multi-class problem to a
two-class problem. To understand the two-class approach, we consider N subjects
where each subject has g samples. Then we first generate the feature vectors F for
all samples of all subjects, and compute mean vectors V; over g — 1 training
samples of the subject S;. This V;s is called as the template of the i-th class and is
included in that i-th class. Then from two vectors F; and F; we compute a difference
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vector u(; such that its k-th element is the absolute difference between k-th
elements of F; and Fj, i.e., u;j (k) = |F;(k) — Fj(k)|.

If F; and F; are taken from the samples of same subject, we consider u;j as
intra-class vector, and its collection {u(i J)} is known as V. Now, if F; and F; are
prototypes V; and V; of the i-th and j-th subjects respectively, u( ;) is called the
inter-class vector and its collection forms a set Vj,.,. Thus we get g, x N number of
intra-class vectors and N, number of inter-class vectors.

4 Experimental Results and Discussions

In this paper, the performance of the proposed method is evaluated by using two
benchmark iris databases, namely, MMU1 [20] and IITD [21]. The MMU1 data-
base has 45 subjects and each subject has 10 (5 left and 5 right) iris images.
The IITD iris database contains 224 subjects and each subject has 10 images with
5 left iris and 5 right iris. In this experimental setup, left iris images and right iris
images are treated separately. So, in our experimentation, MMU1 has 90 subjects
and IITD has 448 subjects.

We have implemented the iris recognition system in MATLAB on fedora O/S of
version 14.0 with a Intel Core i3 processor. During normalization process, we use
two distinct part of the iris which gives a normalized image of size 100 x 180
pixels. The size of V., and Vj,., class vectors for each iris database are shown in
Table 2. To implement the recognition system, LIBSVM package [22] based on
RBF-kernel using leave one out method with five-fold cross validation is used to
train the SVM classifier. Here for SIFT feature we select o = 4 and & = 8 and thus
A = 128. The test for both verification and identification performances have been
adopted for this proposed iris classification.

During verification, we authenticate the test sample by finding the similarity
score. Identification of the test sample is based on N different scores obtained by
comparing sample with each of the N different representative subjects. The subject
with maximum score (rank-one) is declared as the identity of the test sample.

Table 2 Intra-inter class

; Iris database MMU1 ITD
vectors using feature vectors Subi %0 143
for iris databases ubjects
Samples 5 5

Vintra 5 5
(2> x 90 (2) x 448
Vintc'r 90 448
2 2

Image size 320 x 280 320 x 240
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Table 3 The performance for MMU1
proposed iris classification
Jiris—Grac Siris—siFr
Patch Verify Identify Verify Identify
30 97.41 97.77 98.80 98.88
40 96.62 88.88 97.82 95.55
50 95.31 88.88 97.76 95.55
IITD
Jiris—crLac Jris—siFr
Patch Verify Identify Verify Identify
30 96.99 91.74 98.21 93.30
40 95.66 88.39 97.43 92.86
50 95.93 87.50 96.02 89.95

Table 3 shows both verification and identification performances for MMUI1 and
IITD iris databases for Algorithms 1 and 2 using patches of different sizes i.e.
o € {30,40,50}. The patch size i.e. o< 30 results large feature dimension which is
time consuming for classification purposes. Here we see that for patch size o = 30,
we achieve high recognition scores both for MMU1 and IITD databases using
Siris—crac and figis—sier feature models and the models are referred as Prop g ..
and Prop,, ... respectively.

Table 4 shows recognition performances of HOG and GLAC feature models with
the proposed models (Prop,,, ... and Prop,, ...)- Here to extract HOG features
we have adopted the code from [6] and for GLAC features from [8]. Here we see that
proposed features achieve better performances using less feature dimension with
respect to HOG and GLAC features. The performance of the proposed methods are
compared with the existing ones and comparative performances are given in Table 5
with Correct Recognition Rate (CRR) as rank-one identification rate where as for
verification performance EER is used. For comparison purpose we have quoted the
results from the respective papers. From Table 5 it is evaluated that for MMU1

T‘flble .4 The performance Database | Method Dimension | Verify | Identify
with different textural models (rank 1)

MMU1 HOG 3780 94.23 93.33

GLAC 3990 95.55 84.44

Prop . . | 2376 9741 971.77

Prop s aer 3072 98.80 | 98.88

1ITD HOG 3780 87.48 81.03

GLAC 3990 95.97 85.26

Prop s e | 2376 96.99 91.74

Prop s g 3072 98.21 93.30
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Table 5 Performance Database | Methods Subject | CRR(%) | EER(%)
comparison for MMUT1 and
IITD databases MMU1 Masood [23] 45 95.90 0.040
Rahulkar [24] |45 - 1.880
Harjoko [25] 45 82.90 0.280
Prop s ciic 90 97.77 0.022
Prop s g 90 98.88 0.009
ITD Zhou [26] 204 - 0.530
Rahulkar [24] |90 - 0.150
Elgamal [27] 80 99.50 0.040
Prop s o 411 100 0.000
Prop . air 418 100 0.000

database, Masood [23], Rahulkar [24] and Harjoko [25] have obtained their results
only for 45 subjects where as the proposed method obtain recognition scores for
90 subjects with higher CRR and better EER. For IITD database, Zhou [26] and
Rahulkar [24] obtained results only for verification purposes where as Elgamal [27]
and proposed methods develop system for both verification and identification pur-
poses but the proposed method obtained recognition scores for 448 subjects which is
higher then other methods in the table.

The verification accuracy is evaluated through true positive rate and false
positive rate and for this purpose ROC (Receiver Operating Characteristic) curves
[28, 29] are drawn (see. Figure 2a and b) and the performance evaluation for
identification system is expressed through cumulative match curve (CMC) [28]
(see. Figure 3a and b) with x-axis denotes rank values and the y-axis the probability
of correct identification at each rank (Fig. 4).

(a) 1 ' ' ' (b)
1

0.9 1 o
2 5 0.98
S os8 &
2 07 2 o096
= =
% 06 B
3 3 —HOG
o 05 —__HoG a 0.94 _
(] ——GLAC g GLAC
32 04 : ——-IRIS-GLAC = —{-IRIS-GLAC
- = 0.92

0.3 s fa | RIS =S I —— -IRIS-SIFT

0.2 0.9

0 0.01 0.02 0.03 0.04 0 0.05 0.1 0.15 0.2
False Positive Rate False Positive Rate

Fig. 3 ROC curves for a MMU1 and b IITD database
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2 4 6 8 10 12 14 2 4 6 8 10 12 14
Rank Rank
Fig. 4 CMC curves for a MMUI1 and b IITD database

5 Conclusion

In this paper, we propose a biometric system that verify as well as identify the
subjects with improved performance. The experimental results show that the pro-
posed system based on textural edgeness features out performs better in case of
MMUTI1 and IITD databases. By using only a part of iris, we obtain efficient feature
representation for an iris and develop recognition system for nearly large iris
database as compared to the existing method as reported in the literature. In future,
we plan to incorporate more biometric characteristics to develop multimodal bio-
metric system design.
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Z-Transform Based Digital Image
Watermarking Scheme with DWT
and Chaos

N. Jayashree and R.S. Bhuvaneswaran

Abstract Digital Image Watermarking has recently been used widely to address
issues concerning authentication and copyright protection. Chaos is one of the
promising techniques implemented in image watermarking schemes. In this paper, a
new watermarking algorithm based on chaos along with discrete wavelet transform
and z-transformation is proposed. The host image is decomposed into 3-level
Discrete Wavelet Transform (DWT). The HH3 and HL3 sub-bands are then con-
verted to z-domain using z-transformation (ZT). Arnold Cat Map (ACM), a chaotic
map is applied to the watermark image and it is divided into two equal parts. The
sub-bands HH3 and HL3 are chosen for embedding the watermark image. One part
of the watermark is embedded in the z-transformed HH3 sub-band, and the other
part is embedded in the z-transformed HL3 sub-band. The watermarked image is
obtained by taking the inverse of the ZT and the inverse of DWT. The experimental
results and the performance analysis show that the proposed method is efficient and
can provide practical invisibility with additive robustness.

Keywords Digital watermarking - Chaotic mapping - Z-transform - Arnold cat
map - Discrete wavelet transform

1 Introduction

The security of digital media content is of primary concern owing to the
advancement in the digital information and communication technology. Digital
watermarking method is one of the solutions to overcome this problem. Information
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hiding is the basis of digital watermarking which plays a crucial role in the
copyright protection of digital data.

A watermark is a sequence, carrying information, embedded into the digital
image [1]. According to the working domain, watermarking techniques can broadly
be categorized into the spatial and the frequency domain. The spatial domain
methods directly change the pixel values in the host image to incorporate the
watermark. Although methods in this class are easier to implement, sophisticated
operations on the digital information require more computing resources and time
making schemes in this category unsuitable for real-time situations. Transform
domain schemes were proposed to overcome the limitations of the spatial domain
methods. The transform domain systems convert the original data, which is in the
spatial domain, into transform domain and vice versa. These conversions can be
done by utilizing various mathematical transformations such as Discrete Fourier
Transform (DFT), Discrete Cosine transform (DCT), Z-transform and DWT [2-8].

A robust watermarking algorithm based on Arnold cat map (ACM) in combi-
nation with DWT and Z-transform is proposed in this paper. ACM, DWT, and the
Z-transform are briefly discussed in Sect. 2. The proposed algorithm is discussed in
detail in Sect. 3, and experimental results and performance analysis are included in
Sect. 4 before concluding the paper in Sect. 5.

2 Background

DWT is extensively used in image processing, especially in watermarking, owing to
its excellent time-frequency features and became the underlying technology behind
the development of the JPEG 2000 standard [4]. Many schemes have been pro-
posed using DWT and the commonly used technique is the Cox’s watermark
embedding scheme [1]. Compared to other transforms such as Fourier, Wavelet and
so on, Z-transform is seldom used in image watermarking. A small variation of the
pixel values may ultimately result in drastic changes in the zeros of the Z-transform.
This characteristic of Z-transform provides a better way for data hiding and
watermarking. These features are mostly employed for designing fragile water-
marking, for authentication and tamper detection.

Chaotic based systems are quite extensively used in digital watermarking due to
their complex structure, and its inherent properties of sensitivity to initial conditions
and difficult to analyze [6]. Chaotic based systems are simple, fast and also these
properties are highly favorable of providing high security. A chaotic map is a map
that contains chaotic behavior [7, 9, 10]. Though chaotic maps are usually used in
analyzing dynamical systems, they are widely employed to enhance the efficiency
of watermarking algorithms [7]. Sensitivity to initial conditions and parameters,
topological transitivity, the density of the periodic points are the basic attributes of a
chaotic map. According to Shanon’s theory, on the constraints of confusion and
diffusion, the typical characteristics of the chaotic maps provide an excellent basis
for its application in the areas of watermarking and encryption [11].
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2.1 Arnold Cat Map (ACM)

In recent times, many schemes have been proposed using various chaotic maps such
as logistic map, Arnold’s cat map, tent map, etc. [7, 9—12]. The proposed algorithm
uses Arnold’s cat map.

ACM is widely used in applications which employ chaos; particularly in chaotic
watermarking algorithms [10]. This map includes ergodic and mixing properties.
This map is an invertible one, and it is also area preserving.

fe+D\ _ (1 1) (f(x)
(g(x—i—l) S\ 2 )\ gx) mod 1 (1)
where f(x),g(x) € [0, 1]. When the ACM is generalized and converted to its dis-
crete form, it becomes

fe+DN_ (1 a f(x)
(g(x+l))<b ab+l>(g(x)> mod N (2)
where f(x),g(x) € {0,...,N—1}. The pixels of the image are iterated for

n number of times. Let the initial position of the pixels of the image be [x(0), y(0)]"

and after the nth iteration of the map, the pixel position becomes [x(n), y(n)]". This
n is termed as the period T of the ACM.

2.2 Discrete Wavelet Transform

Wavelets are the useful mathematical tool used in a wide variety of applications like
image denoising, data compression, watermarking, fingerprint verification, etc. [3].
The wavelets also provide a better representation of data—using Multi-Resolution
Analysis (MRA). The advantages of using wavelet transform are

e The simultaneous localization of data, in both time and frequency domain
e A few coefficients are used to get the fine approximation of the data.

2.3 Z-Transform

The z-transform plays a significant role in processing discrete data [13]. It is a
suitable tool to represent, design and analyze discrete-time signals and systems [13].
The z-transform can be defined as
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2= 3 flr 3)

X=—00

where ¢ is a complex variable. For image pixels, the values of f(x) are always greater
than zero, and these values lie between 0 <n < co. Hence, Eq. (3) becomes:

Z =) fWr (4)

Zx =7z"[z(x)] (5)

where Z[x] is the z-transform and Z! is the inverse function. A method for cal-
culating z-transform of a sequence containing N samples is proposed in [14]. The
above method is termed as chirp z-transform (CZT), and it is used for efficiently
computing z-transform at points in z-plane. The values of z-transform on a circular
or a spiral plane can be shown as discrete convolution, forming the basis for the
chirp z-transform. Computing z-transform along the path that corresponds to the
unit circle corresponds to Fourier Transform. Hence, z-transform is suitable for
many applications including correlation, filtering, and interpolation. There are many
potential applications where the CZT algorithm has been implemented. For
example, this algorithm has been applied to the spectral analysis of speech and
voice data efficiently [14]. Z-transform evaluates the points both inside and outside
the unit circle. This property can be used to analyze both high resolution and narrow
frequency spectrum bands. The application of this algorithm in digital water-
marking improves the robustness and the imperceptibility.

3 The Proposed Scheme

In this paper, a chaos-based robust watermarking method is proposed using
z-transform in combination with Discrete Wavelet Transform. Z-transform has been
widely used in several image processing applications such as authentication,
copyright protection, and tamper detection [8, 13-21]. However, fragile water-
marking was implemented in all these schemes. The embedding and extracting
steps of the algorithm are discussed below.
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3.1 Watermark Embedding Scheme

The steps for embedding the watermark are given below:

1. The watermark image W is transformed using Arnold transformation and it is
divided into two parts: W1' and W2'.

W = ACM2 (W)

2. Apply 3-level DWT on the original image I, and it is decomposed into four
sub-bands LL3, LH3, HL3, HH3.

[LL3, LH3, HL3, HH3] = DWT (I)
3. Perform the Z-Transformation on the sub-bands HL3 and HH3.
11 = ZT(HL3);12 = ZT(HH3)

4. The watermark is embedded by altering the Z-transformed HL3 and HH3
sub-bands using a scaling factor o to manage the strength of the watermark image

=1 +aWl' ;2 = 12 + o W2

5. Perform the inverse Z-transform on the modified frequency sub-bands and
execute inverse DWT (3 level) to generate the watermarked image I'.

HL31 = iZT (I1');HH31 = iZT (12))
I' = 3-level iDWT (LL3, LH3, HL31, HH31)

3.2 Watermark Extraction Scheme

The procedure for extracting the watermark is given below:

1. The watermarked image I' is decomposed into sub-bands by applying 3-level
DWT

[LL3, LH3, HL3, HH3] = DWT (I')

2. The sub-bands HL3 and HH3 are taken, and z-transform is computed for these
two sub-bands

I'l =ZT(HL3); I'2 = ZT(HH3)
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3. The keys viz., keyl and key2, generated while computing the z-transformation
during the embedding process is employed to extract the watermark from the
z-transformed sub-bands I'l and I'2. Subtract the values of I'l and I'2 from key1
and key?2 as follows:

g 1 =keyl —T'l;g 2 =keyl —12

4. The values g_1 and g_2 are combined and the watermark image is generated by
applying the Arnold transformation.

G=[g_1g2;W=ACM2 (G)

where W is the extracted watermark.

4 Performance Evaluation

Many experiments were conducted to evaluate the invisibility and the robustness of
the proposed algorithm. Matlab version 7 is used for this evaluation on standard test
images such as Lena, Baboon, Bridge, etc. Watermarking algorithms are evaluated
with reference to its invisibility and robustness. Imperceptibility or the invisibility is
the measure that gives the quality of the watermarked image. In other terms, by
embedding the watermark, the original image should not be distorted.

Robustness is the measure of a watermark to resist against intentional and
unintentional attacks. The various attacks include common signal processing
attacks such as Gaussian noise, salt and pepper noise, median filtering, Blurring,
Histogram Equalization, Gamma Correction and geometric attacks like scaling and
rotation. Peak Signal to Noise Ratio (PSNR), Correlation Coefficient (CC), Bit
Error Rate (BER) and Structural Similarity Index (SSIM) were used to evaluate the
imperceptibility and robustness of the proposed scheme.

The PSNR is widely used to measure the quality of reconstruction of images.
The correlation coefficient is a quantity to determine the similarity between two
images—the original and the extracted watermark images and the value usually lie
between —1 and 1. The Bit Error Rate is a measure that gives the ratio of errone-
ously detected bits to the total number of embedded bits. The structural similarity
index proposed by [22] as a solution for image quality assessment. It combines
three factors, namely the image luminance, contrast and the structural changes in
images. The values of SSIM lie between O and 1. It is calculated by using the
formula:
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Caapy + 1) 20y + 2)

SSIM =
(/1,% +u5+ Cl) (Gﬁ +ol+ Cz)

(6)

where c; and c, are zero corresponding to the universal image quality index, g,
denotes mean of x, fy mean of y, o and gy denotes the standard deviation of x and
y respectively, and oy, denotes the cross-correlation. The experimental results
showing the different values of PSNR, BER, CC and SSIM for the images Lena,
Peppers, Baboon, and Barbara are given in the Table 1.

Various attacks were applied on the watermarked image to check the robustness
of the proposed algorithm. Both host and watermark images under various attacks
are depicted in Table 2. The results” compared with the method proposed by [14)"
are given in Tables 3, 4 and 5.

Table 1 Values of PSNR, BER, CC and SSIM

Image PSNR BER CC SSIM
Lena 53.6491 0.1343 1 1.0000
Peppers 54.6146 0.1091 1 1.0000
Baboon 53.4593 0.1375 1 1.0000
Barbara 54.6998 0.0958 1 1.0000

Table 2 Watermarked images under various attacks and the extracted watermark

oy =
/8

(b) Additive White Gaussian Attack .
(¢) Blurring Attack

lﬂl

(d) Contrast Enhancement Attack

(e) Flipping Attack
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Table 3 Comparison of SSIM values of attacked watermark images

Image Lena Peppers Baboon

Kind of attack 1* 2# 1* 2# 1* 2#

No attack 0.867 1.0000 0.9067 1.0000 0.8815 1.0000
AWGN 0.1955 0.6308 0.2091 0.6309 0.2755 0.7919
Blurring 0.6373 0.8930 0.7666 0.9218 0.3535 0.6584
Contrast enh. 0.8181 0.9115 0.8625 0.9154 0.7968 0.7967
Flipping 0.2258 0.2518 0.396 0.2102 0.1322 0.1429
Gamma corr. 0.6051 0.9174 0.4174 0.9941 0.614 0.9627

Table 4 Comparison of SSIM values of extracted watermark images

Image Lena Peppers Baboon

Kind of attack 1% 2# 1% 2# 1* 2#
AWGN 0.1414 0.3911 0.222 0.3928 0.1509 0.3867
Blurring —-0.0787 0.3612 —0.0594 0.4886 —0.0843 0.2286
Contrast enh. 0.6704 0.4312 0.5326 0.5688 0.5572 0.1956
Flipping 1 1.0000 1 1.0000 1 1.0000
Gamma corr. 0.7392 0.7581 0.828 0.9836 0.916 0.6047

Table 5 Comparison of correlation coefficient of extracted watermark images

Image Lena Peppers Baboon

Kind of attack 1* 2# 1* 2# 1% 2#

No attack 1 1 1 1 1 1
AWGN 0.6017 0.9228 0.633 0.9276 0.5803 0.9222
Blurring —-0.6073 0.4468 —0.5979 0.6020 —-0.579 0.2931
Contrast enh. 0.9892 0.5376 0.97 0.7022 0.9724 0.2532
Flipping 1 1 1 1 1 1
Gamma corr. 0.9743 0.8492 0.9894 0.9963 0.9963 0.7295

5 Conclusion

In this paper, an image watermarking technique based on Arnold cat map was
presented. This algorithm combines the strengths of the DWT, Z-transform, and the
chaotic ACM making the scheme more robust. Several experiments were conducted
using standard test images, and the results were analyzed. The PSNR values, CC,
BER and the SSIM values of the experimental results exhibit that the algorithm is
secure as well as robust.
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Panoramic Image Mosaicing:
An Optimized Graph-Cut Approach

Achala Pandey and Umesh C. Pati

Abstract Panoramic images have numerous important applications in the area of
computer vision, video coding/enhancement, virtual reality and surveillance. The
process of building panorama using mosaicing technique is a challenging task as it
requires consideration of various factors such as camera motion, sensor noise and
illumination difference, that deteriorate the quality of the mosaic. This paper pro-
poses a feature based mosaicing technique for creation of high quality panoramic
image. The algorithm mitigates the problem of seam by aligning the images
employing Scale Invariant Feature Transform (SIFT) features and blending the
overlapping region using optimized graph-cut. The results show the efficacy of the
proposed algorithm.

Keywords Panorama - Mosaicing - Blending - Features - Geometric transfor-
mations + SIFT - RANSAC

1 Introduction

A panorama contains a wide field-of-view (FOV) of the scene surrounding an
observer and therefore, has more feature and information as compared to the normal
input images of a scene. Earlier in 1900, panoramic cameras were used for general
purpose panoramic photography for aerial and architectural panoramas. However,
the introduction of computer technology and digital images simplified the process
and digital panoramas achieved wide acceptance. Panoramic image mosaicing aims
at reconstructing the whole scene from the limited images or video frames in order
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to give better visualization and complete view of the environment. There are many
applications such as computer vision/graphics [1], image based rendering [2], virtual
travel, virtual environment [3], scene change detection, video indexing/compression
[4] and satellite/aerial imaging [5]. Anyone can generate a panorama these days
having a computer and a camera with the help of available software.

A panorama can be captured in many possible ways, either single camera rotated
around its optical centre or multiple cameras covering different part of the scene.
Sometimes, large FOV lens e.g. fish-eye lens or parabolic mirror [6] are used to
capture panoramic images but these are very expensive as well as hardware
intensive means of panorama generation. Mosaicing algorithms [7-9] provide
simplified solution to overcome the above mentioned problems.

The main emphasis of this work is on panoramic image mosaic generation. It has
been implemented using feature based method of alignment and optimized graph-cut
blending to generate high quality panoramic mosaic from a sequence of input images.

The paper organization is as follows: Sect. 2 gives an overview of the funda-
mental steps required for panoramic image mosaicing. The proposed method is
described in Sect. 3 with the help of different steps and flow chart. Section 4
demonstrates the results obtained on implementation of the proposed algorithm on
scenery images. The paper concludes in Sect. 5.

2 Panoramic Image Mosaicing

Panoramic mosaic generation process can be described in three main steps: image
capturing system, pre-processing of the images and image mosaicing.

Panoramic image from multiple images can either be generated using a camera
mounted on a tripod and rotated about its axis or using multiple cameras mounted
together covering different directional views of the scene. In some cases, omnidi-
rectional image sensors with fisheye lenses or mirrors are used, but their short focal
length, high cost and lens distortion limits their access.

The images captured using panoramic imaging system are pre-processed before
mosaicing for removing noise or any other intensity variations in the image. The
processed images are then mosaiced by using the fundamental steps of mosaicing to
get a seamless panoramic image.

3 Proposed Method of Panoramic Image Mosaicing

The images acquired using panoramic image capturing systems are pre-processed
before stitching them together and then features are extracted from the images. The
images are then re-projected over global frame which may result in creation of seam
in the overlapping region of the images. A new optimized graph-cut method is
employed for blending the individual images to create a single seamless panorama.
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3.1 Feature Detection and Matching

In the proposed method of mosaicing, SIFT (Scale invariant feature transform)
features [10] have been used for feature detection. SIFT features are stable, accu-
rate, invariant to scaling and rotation which provides robust matching.

After feature point detection, next step is selection of corresponding features
between the images. RANdom SAmple Consensus (RANSAC) [11] is used for
robust estimation of homography between images for matching inliers.

3.2 Transformation of Images and Re-Projection

Based on the presence of different type of geometric distortion, transformations
such as rigid, affine or projective are used. In case of panoramic image mosaics, the
transformation used is projective transform between the images [12]. The projective
model using a small number of parameters is most efficient and accurate parametric
model for panoramic mosaic generation [13]. The images are transformed so as to
align them on a common compositing surface or re-projection manifold. There are
mainly three types of compositing manifold planar, cylindrical and spherical. In the
proposed algorithm, planar manifold has been considered.

3.3 Blending of Images

After projecting the images over the compositing manifold, the next operation
performed over it is blending of images. Various factors such as change in illu-
mination or exposure artifacts cause intensity differences over the region of overlap
resulting in the generation of visible edges in the final mosaic. These regions are
handled differently from the other regions of the mosaic by applying an algorithm
that helps in removing the seam while preventing loss of information. Image
blending algorithms are categorized into two classes which are transition smoothing
and optimal seam finding. In the proposed method, an optimized graph-cut algo-
rithm is used for blending of images. It is based on optimal seam finding approach.
Optimized graph-cut performs better for seam smoothing as compared to simple
graph-cut and other existing blending techniques.

3.4 Optimized Graph-Cut

In graph cut technique, a seam is searched in such a way that the region between the
images has a minimum variation of intensities. The search is in terms of minimization
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of energy of certain energy function. Earlier, algorithm such as dynamic program-
ming [14] could not explicitly improve the existing seams as it was memoryless.
However, graph-cut overcomes this limitation by treating each pixel uniformly and
placing patches on the existing images. A graph is constructed for the overlapping
region with edge weight corresponding to error across the seam cutting that edge and
thus, creating a seam with least error.

In the algorithm, matching quality measure calculates the intensity difference
between the pairs of pixels. Let ‘s’ and ‘t’ be the position of two adjacent pixels in
the overlapping region, A(s) and B(s) be the pixel intensities at ‘s’ for old and new
patch. Similarly A(#) and B(¢) be the pixel intensities at position ‘t’. The matching
quality [15] cost can now be defined as,

M(s,1,A, B) = [|A(s) — B(s)[| + [|A(r) — B(1) ()

where ||e|| denotes the appropriate norm. All the steps of the proposed panoramic
mosaicing algorithm have been summarized in Fig. 1.

4 Results and Discussions

Different set of panoramic images have been considered and the algorithm is
employed over these sets for generation of seamless panoramic mosaics. The first
set consists of three input images as shown in Fig. 2a, b, c. In the first step, SIFT
features are extracted and matched using RANSAC. Figure 2d shows the
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Fig. 2 Panoramic mosaicing. a, b, ¢ Input images. d Matching between image (a) and (b).
e Mosaic of (a) and (b). f Matching between generated mosaic (e) and input image (c)

Fig. 3 Seam visibility. a Red boxes show the seam generated between the image in the transition
region, b seam smoothing using graph-cut showing horizontal discrepancies, ¢ zoomed view to
show the horizontal marks (artifacts) of the mosaic in (b). d Panoramic mosaic using proposed
method, e zoomed view to show the removed horizontal marks (artifacts) of the mosaic
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corresponding matches between the two images. The images are re-projected over a
planar compositing surface for mosaic generation. The mosaic of two input images
is shown in Fig. 2e which becomes an input image for the upcoming steps. The
third image is matched with the generated mosaic for feature correspondence and
alignment (Fig. 2f).

The aligned images are finally projected over the compositing manifold to get
the final mosaic. There is a creation of artificial edge or seam between the images in
the transition area as can be clearly seen in Fig. 3a. The red boxes show the seam in
this mosaic. If the images are not blended for removing the seam, then the final
mosaic will contain visible artifacts. Blending ensures a high degree of smoothness
in the transition region of the mosaic making it seamless and visually appealing.
Results using graph-cut is shown in Fig. 3b and the zoomed view in Fig. 3c of a
selected part of the scene shows the artifacts remaining in the image after simple
graph-cut blending. The algorithm uses optimized graph-cut for the blending of
images. The results of optimized graph-cut are shown in Fig. 3d. The horizontal line
artifacts Fig. 3¢ have been removed using proposed technique.

The zoomed view of the selected portion of the image is shown in Fig. 3e. It can
be observed that there is no horizontal artifact in the image mosaic as in the case of
graph-cut.

5 Conclusion

Camera motion, illumination difference, sensor noise and parallax cause degrada-
tion in the quality of panoramic image mosaic making it visually distorted. An
efficient feature based panoramic image mosaicing method is proposed which
attempts to alleviate the above mentioned problems during panorama creation. The
algorithm uses feature based registration for aligning the images. The seam created
in the area of overlap is removed using optimized graph-cut method which provides
a feasible solution to the problem of seamless panoramic image mosaicing. The
results show the effectiveness of the proposed algorithm.
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Spatial Resolution Assessment in Low
Dose Imaging

Akshata Navalli and Shrinivas Desai

Abstract Computed tomography has been reported as most beneficial modality to
mankind for effective diagnosis, planning, treatment and follows up of clinical
cases. However, there is a potential risk of cancer among the recipients, who
undergoes repeated computed tomography screening. This is mainly because the
immunity of any living tissue can repair naturally the damage caused due to
radiation only up-to a certain level. Beyond which the effort made by immunity in
the natural repair can lead to cancerous cells. So, most computed tomography
developers have enabled computed tomography modality with the feature of radi-
ation dose management, working on the principle of as low as reasonably
achievable. This article addresses the issue of low dose imaging and focuses on the
enhancement of spatial resolution of images acquired from low dose, to improve the
quality of image for acceptability; and proposes a system model and mathematical
formulation of Highly Constrained-Back Projection.
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1 Introduction

The medical imaging has been benefited by the development of Computed
Tomography (CT) and has contributed in effective diagnosis, treatment and man-
aging complications in clinical domain. However, the concern towards the probable
occurrence of cancer due to repeated CT scanning cannot be overlooked. Recently,
a survey for estimating the risk of cancer due to usage of CT is carried out and
reported to be 0.4 % in the United States alone. It is also estimated to be 1.5-2 %
increment in this risk by the end of 2010 considering the trend in usage of CT [1].
The radiation doses during CT screening are approximately 50-100 times more,
compared to the radiation doses in x-ray examinations [2]. As the dosage used
during CT is much higher than conventional adding to risk of cancer, the CT
developers are designing and coming out with a low dose protocol enabled CT units
which work on the principle of As Low As Reasonably Achievable (ALARA) [3].
The challenge with low dose imaging is the degradation of image quality with poor
spatial resolution. Even with accurate acquisition settings, set during screening
process the presence of noise is observed, which is mainly due to low dose imaging
protocol. Some of the low dose imaging protocol suggests to acquire the projection
data at a sparse angle leading to under-sampling due to lesser radiation dose, and
then apply suitable compensating reconstruction algorithm to get better quality
images (on par with standard dose) that compensates the under-sampling.

From the literature and official websites of leading CT unit developers, we
observe various compensating algorithms which are intended to address poor
spatial resolution in CT images which are acquired by following low dose imaging
protocol. Most predominantly used methods are Adaptive Statistical Iterative
Reconstruction (ASIR), Iterative Reconstruction in Image Space (IRIS) and Model
Based Iterative Reconstruction (MBIR) [4]. In case of IRIS, the de-noising property
of iterative function helps to achieve a 50 % reduction in radiation dose [5]. In case
of MBIR, number of samples, allowing multiple projections of the same object
allows construction of CT image with better image quality and improved spatial
resolution [1, 6]. Iterative algorithm is reported to construct image with better
quality even with incomplete data, preserving higher spatial resolution of the CT
images [2]. Comparison of various techniques is shown in the Table 1. Highly
Constrained Back Projection (HYPR) was introduced recently for the reconstruc-
tion of under sampled (sparse view angle) CT/MRI (Magnetic Resonance Imaging)
images [7]. In any given clinical case, both temporal and spatial resolution is of
clinical interest as they provide definite and clear anatomical structures. To have
better spatial resolution the acquisition need to be complete in all respect while, to
achieve higher temporal resolution acquisition system should be tuned to acquire
projections in lesser time, but, there is a trade-off between acquisition time and
quality of constructed image. To address this trade-off one possible approach is to
scan the object with a sparse view (achieving lesser acquisition time). And later
apply compensating algorithms as aforementioned to achieve improved image
quality. The HYPR method works on this principle.
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Table 1 Comparison of various reconstruction techniques

Reconstruction Disadvantages Advantages
techniques
ASIR Computation time is higher (approximately Allow significant

30 % higher for a standard CT) and artificial | radiation dose reduction
over-smoothing of the image

IRIS Very high computational cost, which can be Permit the detection
100-1000 times higher than filtered back process to be accurately
projection (FBP) modelled

MBIR Complicated algorithm, uses multiple Significant dose
iterations and multiple models. The reduction
reconstruction time is very high

HYPR Poor spatial resolution for dynamic low dose | Better computation time
CT images

2 Existing Image Reconstruction Techniques

2.1 Adaptive Statistical Iterative Reconstruction (ASIR)

GE Healthcare has introduced new CT unit called BrightSpeed Elite® with the feature
of low dose imaging. Internally Adaptive Statistical Iterative Reconstruction (ASIR)
algorithm works for this feature [8]. Due to the low dose imaging feature, images are
captured with reduced tube current. The ASIR technique uses Filtered Back
Projection (FBP) constructed standard image as the primary building block [9, 10].

2.2 Iterative Reconstruction in Image Space (IRIS)

Siemens has introduced new CT modality called SAFIRE® to enable low dose
imaging, which works on the principle of Iterative Reconstruction in Image Space
(IRIS) [11]. Basically, IRIS uses both data pertaining to sinogram space and image
space. The number of iterations is dependent on the requirement of a specific scan.
This technique is recorded to provide higher Contrast Noise Ratio (CNR) and
Signal-to-Noise Ratio (SNR) in low dose imaging as well as some exceptional
clinical cases such as paediatric and obese patients [12].

2.3 Model Based Iterative Reconstruction (MBIR)

MBIR improves the image quality, which are generated by low dose imaging
protocol. Comparatively, MBIR significantly removes the image noise and artifacts
over ASIR technique [13].
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3 Proposed Image Reconstruction Technique (HYPR)

In HYPR method all the time slices are subjected to constrained forward and
backward projections. The composite image is generated by integrating all the
images of previous results. The resulting composite image exhibits good spatial
characteristics. However, the composite image exhibits poor temporal characteris-
tics. Hence a weight image is generated by calculating the ratio of unfiltered back
projections of original projections to the unfiltered back projection of the composite
image. The good temporal resolution is expected in weight image as it considers
both original images and composite images. When weight image is multiplied with
composite image, the result is a HYPR frame with good signal to noise ratio
(SNR) and good temporal characteristics. Figure 1 presents the system model of
HYPR. Original HYPR calculates composite image and weight factor and try to
address spatial resolution improvement. The projection S; is obtained by applying
radon transform R on the image I, at some angle ¢,

S = Ry, [11] (1)

Next, the composite image C is found from the filtered back projection applied
to all the S; is as follows:

Under-
Sampled CT : z :
mliage Slice 1 Slice? Slicem
Radon
(0 2 0‘) (e;—l - 02 )] (et—l - ev.)
" 4 \
Sinogram 1 Sinogram 2 Sinogram m
INVERSE
RADON
A h 4 Y
FBP FBP FBP
imagel imagel imagel
Composite
Image

Fig. 1 System model of highly constrained back projection (HYPR)
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3.1 Quality Evaluation Parameter: Peak Signal-to-Noise
Ratio (PSNR)

In medical imaging, the quality of reconstructed images is subjective in nature.
They are accepted to provide clear and distinct visualization of anatomical struc-
tures. However, to access the proposed HYPR method of quantifying the image
quality we preferred to choose Peak Signal-to-Noise Ratio (PSNR). It provides the
presence of the signal component against the unwanted noise component. In usual
practice, we calculate PSNR by Mean Square Error (MSE) and represent using
decibel unit. Normally, CT images with PSNR value greater than 40 dB are con-
sidered to be clinically useful, while images with lesser than 20 dB are of no much
use. If K is the noisy approximation of noise-free m * n monochrome image /, then
MSE can be defined as [14, 15]:

m—1 n—1

MSE =3~ 3 l1) ~ K(ij) (3)

i=0 j=0

The PSNR is defined as:

255

4 Results and Discussions

We have considered a MATLAB platform for simulation purpose. The experi-
mental setup consists of different CTA (Computed tomography Angiography)
datasets collected from online database and then classified based number of time
frames, intensity variation, dynamic nature and noise level. For the study purpose,
we have considered the original image as shown in the Fig. 2 and have obtained the
under-sampled images by varying the incremental angle of 1.5°, 2°, 4°, 8° as shown
in the Fig. 2b—e. Composite image of the original dataset is obtained by initially
applying radon and radon filter back projections and summation of all original
images at a sparse angle (Shown in Fig. 3a).
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Fig. 2 a Original standard dose image, b undersampled image with an incremental angle 1.5°,
¢ undersampled image with an incremental angle 2°, d undersampled image with an incremental
angle 4°, e Undersampled image with an incremental angle 8°

(a) (b) (c) (d) (e)

Fig. 3 a Composite image of the original image, b composite image with an incremental angle
1.5°, ¢ composite image with an incremental angle 2°, d composite image with an incremental
angle 4°, e composite image with an incremental angle 8°

PSNR With and Without HYPR
14
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‘34 409 B With HYPR
Z B8 4 -
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=
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3 2 =
-
0 4
15 2 4 8
Sparse Angle

Fig. 4 PSNR (with and without HYPR) at various sparse angles

Incremental Angle datasets are then subjected to radon and iradon filter-back
projection and summation of all the images are performed to obtain a composite
image. Composite images obtained by varying the incremental angle of 1.5°, 2°, 4°,
8° are as shown in the Fig. 3b—e.
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Mean Differences of PSNR
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Fig. 5 Mean differences of PSNR (with and without HYPR)

5 Conclusion

Comparative study of the dataset using standard dose (without HYPR) and low
dose (with HYPR) by considering the sparse, angular projections are made and the
quality evaluation parameter, PSNR is calculated. From the Fig. 4 it is clear that the
quality of the images that were not acceptable with the PSNR below 10 dB, was
enhanced significantly when HYPR was applied and it also shows the extent to
which low dose is achievable without compromising the image quality. The mean
difference of PSNR with HYPR and without HYPR is depicted in the Fig. 5
conducted for thirteen experiments shows a significant improvement in the PSNR
value. An increase in the PSNR value will eventually lead to the increase in the
spatial resolution of the images. Hence, we were able to assess the spatial resolution
of the images obtained using the low dose.
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A Probabilistic Patch Based Hybrid
Framework for CT/PET Image
Reconstruction

Shailendra Tiwari, Rajeev Srivastava and Arvind Kumar Tiwari

Abstract Statistical image reconstruction for computed tomography and positron
emission tomography (CT/PET) play a significant role in the image quality by using
spatial regularization that penalizes image intensity difference between neighboring
pixels. The most commonly used quadratic membrane (QM) prior, which smooth’s
both high frequency noise and edge details, tends to produce an unfavourable result
while edge-preserving non-quadratic priors tend to produce blocky piecewise
regions. However, these edge-preserving priors mostly depend on local smoothness
or edges. It does not consider the basic fine structure information of the desired image,
such as the gray levels, edge indicator, dominant direction and frequency. To address
the aforementioned issues of the conventional regularizations/priors, this paper
introduces and evaluates a hybrid approach to regularized ordered subset expectation
maximization (OSEM) iterative reconstruction technique, which is an accelerated
version of EM, with Poisson variability. Regularization is achieved by penalizing
OSEM with probabilistic patch-based regularization (PPB) filter to form hybrid
method (OSEM+PPB) for CT/PET image reconstruction that uses neighborhood
patches instead of individual pixels in computing the non-quadratic penalty. The aim
of this paper is to impose an effective edge preserving and noise removing framework
to optimize the quality of CT/PET reconstructed images. A comparative analysis of
the proposed model with some other existing standard methods in literature is pre-
sented both qualitatively and quantitatively using simulated test phantom and stan-
dard digital image. An experimental result indicates that the proposed method yields
significantly improvements in quality of reconstructed images from the projection
data. The obtained results justify the applicability of the proposed method.
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1 Introduction

Statistical image reconstructions (SIR) have been increasingly used in computed
tomography and positron emission tomography (CT/PET) to substantially improve
the image quality as compared to the conventional filtered back-projection
(FBP) method [1] for various clinical tasks. SIR based maximum likelihood
expectation maximization (MLEM) algorithm [2] produces images with better
quality than analytical techniques. It can better use of noise statistics, accurate system
modeling, and image prior knowledge. MLEM estimates the objective function that
is being maximized (log-likelihood) when the difference between the measured and
estimated projection is minimized. There have been further refinements of the SIR
with introduction of ordered subset expectation maximization (OSEM) [3] that uses a
subset of the data at each iteration, there by producing a faster rate of conversion.

Nowadays OSEM has become the most important iterative reconstruction
techniques for emission computed technology. Although, likelihood increases, the
images reconstructed by classical OSEM are still very noisy because of ill-posed
nature of iterative reconstruction algorithms. During reconstruction process, pois-
son noise effectively degrades the quality of reconstructed image. Regularization is
therefore required to stabilize image estimation within a reconstruction framework
to control the noise propagation and to produce a reasonable reconstruction.
Generally, the penalty term is chosen as a shift-invariant function that penalizes the
difference among local neighbouring pixels [4]. The regularization term incorpo-
rates prior knowledge or expectations of smoothness or other characteristics in the
image, which can help to stabilize the solution and suppress the noise and streak
artifacts. Various regularizations have been presented in the past decades based on
different assumptions, models and knowledge. Although some of them were ini-
tially proposed for SIR of CT and PET, they can be readily employed for CT. This
regularization term is used to stabilize the image estimation. To incorporate prior
knowledge or expectations of smoothness in the image, which encourage preser-
vation of the piecewise contrast region while eliminating impulsive noise, but the
reconstructed images still suffer from streaking artifacts and poisson noise.

Numerous edge preserving priors have been proposed in the literature [5—12] to
produce sharp edges while suppressing noise within boundaries. A wide variety of
methods such as the quadratic membrane (QM) [5] prior, Gibbs prior [6], entropy
prior [7], Huber prior function [8] and total variation (TV) prior [9] which smoothes
both high frequency noise and edge details tends to produce an unfavourable results
while edge-preserving non-quadratic [10] priors tend to produce blocky piecewise
regions. In order to suppress the noise and preserve edge information simulta-
neously, image reconstruction based on AD has also become the interesting area of
research [11].

The main reason for the instability of traditional regularizations is that the image
roughness is calculated based on the intensity difference between neighbouring
pixels, but the pixel intensity differences may not be reliable in differentiating sharp
edges from random fluctuation due to noise. When the intensity values contain
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noise, the measure of roughness is not robust. To address this issue, [12] proposed
patch-based regularizations which utilize neighborhood patches instead of indi-
vidual pixels to measure the image roughness. Since they compare the similarity
between patches, the patch-based regularizations are believed to be more robust in
distinguishing real edges from noisy fluctuation.

Here in this paper, we introduces and evaluates a hybrid approach to regularize
which dominate in CT/PET images. Our model is looking equivalent to that pro-
posed in [12], but it’s different in the sense that we focus on edge-preserving
regularizer (PPB) with accelerated version of MLEM i.e. OSEM, which produces
fast reconstructed results in an efficient manner. However, unlike [9, 11] which treat
post-processing reconstruction steps our approach is based on an elegant formu-
lation that use priors (filters) within the reconstruction process rather than using at
the end after the reconstructed image is ready.

This paper is divided into the following sections. Section 2 formulates the
backgrounds of reconstruction problem and introduces some notations of the
OSEM method. Section 3 describes the proposed hybrid method using fusion of
regularization term PPB with OSEM Sect. 4 presents simulation and results of the
qualitative and quantitative experiments. It also verifies that the proposed method
yields best results by comparing with other standard method using simulated data.
A conclusion is in Sect. 5.

2 Backgrounds

Ordered Subset Expectation Maximization (OSEM) is one of the most widely used
iterative methods for CT/PET reconstruction. Here a standard model of photon
emission tomography as described in [13] is used and the measurements follow
independent Poisson random distribution as follows:

yi ~ Poisson(y:(f)), i=1,...,1 (1)

where y; is the measured projectional data which are counted by the ith detector
during the data collection, f represents the estimated image vector and the element
of f denotes the activity of image. In iterative methods, the calculation of the system
matrix during the reconstruction process is essential and given as follows:

J

yilf) =Y aif; (2)

J

where A = {aij} € R"*" is the system matrix which describes the relationship
between the measured projection data and the estimated image vector, with a;
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denoting the probability of detecting an event originated at pixel j by detector
pair 1. The probability distribution function (pdf) of the Poisson noise reads:

WUV cxp(—3:05), (3)

and the corresponding log-likelihood can be described as follow:

L(f) = logP(If) = <yi log <Z aiﬁ?) - Z%ﬁ) “)

i=1 =1 j=1

where [ is the number of detector pairs, J is the number of the objective image
pixels, and P(y|f) is the probability of the detected measurement vector y with
image intensity f. The penalized likelihood reconstruction estimates image by
maximizing the following objective function:

[T = argmax(L(y|f) — pU(f)) (5)

f=0

where U(f) is the image roughness penalty.

= ngmax(LOf) = BUCH] = argmin |5 (v~ A7) 4= A+ BUL1) | (6

f>0

Conventionally the image roughness is measured based on the intensity differ-
ence between neighboring pixels:

Z ijk(/)(ﬁ fk (7)

_] 1 keN;

where ¢(r) is the penalty function. The regularization parameter f controls the
trade-off between data fidelity and spatial smoothness. When B goes to zero, the
reconstructed image approaches the ML estimate.
A common choice of ¢(¢) in PET image reconstruction is the quadratic function:
1
o) =57 (3)

A disadvantage of the quadratic prior is that it may over-smooth edges and small
objects when a large f is used in order to smooth out noise in large regions. Huber
penalty [12] is an example of non-quadratic penalty that can preserve edges and
small objects in reconstructions. It is defined as:
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2, 1 <o
(1) = 5 ) 9)
olt] — /2 |t| >0

where ¢ is the hyper-parameter to control the shape of the non-quadratic penalty.
The parameter clearly delineates between the “non-edge” and “edge” regions, and is
often referred as the “edge threshold” or “transition point”. Other family of convex
potential functions is described in [12].

3 Methods and Model

In this paper, a new hybrid framework (here referred to as: OSEM+PPB) to reduce
number of iterations as well as improve the quality of reconstructed images is
proposed. Finally, hybrid method is applied to CT/PET tomography for obtaining
optimal solutions. Generally, the SIR methods can be derived from the maximum a
posteriori (MAP) estimation, which can be typically formulated by an objective
function consisting of two terms named as “data-fidelity” term, models the statistics
of projection measurements, and “regularization” term, penalizes the solution. It is
an essential criterion of the statistical iterative algorithms that the data-fidelity term
provides an accurate system modelling of the projection data. The regularization or
penalty term play an important role in the successful image reconstruction. The
proposed reconstruction is a hybrid combination of iterative reconstruction and a
prior part as shown in Fig. 1.

The proposed model works in conjunction to provide one iterative cycle of
objective function and prior part. This is repeated a number of times till we get the
required result. The use of prior knowledge within the secondary reconstruction
enables us to tackle noise at every step of reconstruction and hence noise is tackled
in an efficient manner. Using Probabilistic patch based prior (PPB) prior [12] inside
reconstruction part gives better results than working after the reconstruction is over.
It has been widely used for image denoising, image enhancement, image seg-
mentation [13] and often obtains better quality than other methods.

-
/  Data fidelity term Regularization term

\
Initial : A = -
Input —— OSEM X PPB Lk 1Recons
data (5-10 iterations) : Image
]
Iterate the process 1
\ till convergence ,'

Fig. 1 The proposed hybrid model
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The patch-based roughness regularizations are defined as:

Lo = U0 =SS o(lath) - &), (10)

=1 ke

where g;(f) is the feature vector consisting of intensity values of all pixels in the
patch centered at pixel j. The patch based similarity between the pixel j and k is
measured by

&(f) — ge(N]],= ZW(ﬁz ~fu)? (11)

=1

where jl denotes the Ith pixel in the patch of pixel j and wl is the corresponding
weight coefficient with wj, = 1, or wy = 1/dj. The weighting coefficient is smaller
if the distance between the patch of a neighboring pixel and the patch of the
concerned pixel is larger. By this way, the regularization can better preserve edges
and boundaries. The basic idea of PPB is to choose a convex function that is unique
and stable, so that regions are smoothed out and edges are preserved as compared to
non-convex functions. The basic OSEM model as:

1 aj; .
j”gSlEM f Z Vit , forpixelsi =1,2,..., 1. (12)
1 Z 4 jes, Zf

where f}nﬂ) is the value of pixel j after the nth iteration of OSEM correction step.
Finally the proposed model is given as follows:

77" = arg max (17 ) = B ) (13)

Towards the end, we refer to the proposed algorithm as an efficient hybrid
approach for CT/PET image reconstruction and outline it as follows.

The Proposed Algorithm:

A. Reconstruction using OSEM algorithm
Let the following symbols are used in the algorithm:

X = true projections, a;; = system matrix, y* = updated image after kth iteration,
xj‘ = calculated projections at kth iteration.
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1. Set k = 0 and put:
yo = &final

2. Repeat until convergence of x™

@ x'=3¥" m=m+1
(b) For subsetst=1, 2,..., n

321

(15)

Calculate Projections: find projections after kth iterations using updated

image

I
x(j)f= Zafj x y*, for detectors j € S,
i=1

(16)

Error Calculation: Find error in calculated projection (element-wise division)

X
xlgrror =z
X
Back projection: back project the error onto image
Z y(j)'alzjf
x(i) H—x(i)kjesn " for pixelsi = 1,2 I
- Z aij ) p S = 1,4,..., 1.
JESy

©) Xt

— .. k
error a’/ *X

error

3. Normalization: normalize the error image(element-wise division)

k
Xk — Xerror
norm ZJ al]
4. Update: update the image:
Yl = k4 Xr]fmm

B. Prior: Use PPB as prior
5. Set m = 0 and apply Probabilistic patch based filter:

Y1 = PPB(y,")

Put m = m + 1 and repeat till m = 3;
6. Put k = k + 1, repeat with OSEM reconstruction.

(17)
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In our algorithm, we monitor the SNR during each loop of secondary recon-
struction. The processing is stopped when SNR begins to saturate or degrade from
any existing value.

4 Results and Discussions

In this simulation study, only two- dimensional (2-D) simulated phantoms were
considered because our main aim here is to compare proposed method with other
algorithms and to demonstrate that the proposed method was applicable to different
ECT imaging modalities such as CT/PET, where 2-D phantoms were sufficient for
this purpose. The comparative analysis of the proposed method is also presented
with other standard methods available in literature such as OSEM [3], OSEM+QM,
OSEM+Huber, OSEM+TV and OSEM+AD. For simulation study MATLAB
2013b software was used on a PC with Intel(R) Core (TM) 2 Duo CPU U9600 @
1.6 GHz, 4.00 GB RAM, and 64 bit Operating system. For quantitative analysis the
various performance measures used include signal-to-noise ratio (SNR), peak
signal-to-noise ratio (PSNR), the root mean square error (RMSE), and the corre-
lation parameter (CP) [14]. The SNR, PSNR and RMSE give the error measures in
reconstruction process. The correlation parameter (CP) is a measure of edge pres-
ervation after the reconstruction process, which is necessary for medical images.

The brief description of the various parameters used for generation and recon-
struction of the two test cases are as follows: The first test case is a Modified
Shepp-Logan Phantom of size 64 x 64 and 120 projection angles was used. The
simulated data was all Poisson distributed and all assumed to be 128 radial bins and
128 angular views evenly spaced over 180°. The second test case used for simu-
lation was a gray-scale standard medical thorax image of size 128 x 128. For this
test case, the projections are calculated mathematically with coverage angle ranging
from O to 360° with rotational increment of 2° to 10°.

For both the test cases, we simulated the sinograms with total counts amount
6 x 10°. A Poisson noise of magnitude 15 % is added to projections. The proposed
algorithm was run for 500 to 1000 iterations for simulation purposes and the
convergence trend of the proposed method and other methods were recorded.
However, the proposed and other algorithms converged in less than 500 iterations.
Also, this was done to ensure that the algorithm has only single maxima and by
stopping at the first instance of stagnation or degradation, we are not missing any
further maxima which might give better results. The corresponding graphs are
plotted for SNR, PSNR, RMSE, and CP. The graphs support the fact as shown in
Figs. 3 and 6. From these plots, it is clear that proposed method (OSEM+PPB)
gives the better result in comparison to other methods by a clear margin.
Using OSEM with PPB prior brings the convergence much earlier than the usual
algorithm. With proposed method, result hardly changes after 300 iterations
whereas other methods converge in more than 300 iterations. Thus we can say that
using PPB prior with accelerated version of EM brings the convergence earlier and



A Probabilistic Patch Based Hybrid Framework ... 323

fetches better results. The visual results of the resultant reconstructed images for
both the test cases obtained from different algorithms are shown in Figs. 2 and 5.
The experiment reveals the fact that proposed hybrid framework effectively elim-
inated Poisson noise and it performs better even at limited number of projections in
comparison to other standard methods and has better quality of reconstruction in
term of SNRs, PSNRs, RMSEs, and CPs. At the same time, it is also observed that
the hybrid cascaded method overcomes the short coming of streak artifacts existing
in other iterative algorithms and the reconstructed image is more similar to the
original phantom (Figs. 2 and 5).

original image without noise OSEM+QM OSEM+Huber

Fig. 2 The modified Shepp-Logan phantom with different reconstruction methods projection
including 15 % uniform Poisson distributed background events
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Fig. 3 The plots of SNR, PSNR, RMSE, and CP along with no. of iterations for different
algorithms for test case 1
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Fig. 4 Line plot of Shepp-Logan phantom and standard thorax medical image

original image without noise OSEM OSEM+QM OSEM+Huber

OSEM+TV OSEM+AD OSEM+PPB

Fig. 5 The modified Shepp-Logan phantom with different reconstruction methods projection
including 15 % uniform Poisson distributed background events

Tables 1 and 2 show the quantification values of SNRs, PSNRs, RMSEs, and
CPs. in for both the test cases respectively. The comparison table indicates the
proposed reconstruction method produce images with prefect quality than other
reconstruction methods in consideration.

Figure 4 indicate the error analysis of the line profile at the middle row for two
different test cases. To check the accuracy of the proceeding reconstructions, line
plots for two test cases were drawn, where x-axis represents the pixel position and
y-axis represents pixel intensity value. Line plots along the mid-row line through
the reconstructions produced by different methods show that the proposed method
can recover image intensity effectively in comparison to other methods. Both the
visual-displays and the line plots suggest that the proposed model is preferable to
the existing reconstruction methods. From all the above observations, it may be
concluded that the proposed model is performing better in comparison to its other
counterparts and provide a better reconstructed image.
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Fig. 6 The Plots of SNR, PSNR, RMSE, and CP along with no. of iterations for different
algorithms for Test case 2

Table 1 Different performance measures for the reconstructed images in Fig. 2

Performance OSEM OSEM OSEM OSEM OSEM OSEM+PPB

measures +QM +Huber +TV +AD (The proposed
method)

SNR 18.5809 18.8318 18.5728 18.6459 18.5569 | 21.6899

PSNR 78.8701 79.1211 | 78.8620 |78.9351 |78.8462 |81.9791

RMSE 0.0292 0.0283 0.0292 0.0289 0.0292 0.0204

CP 0.9773 0.9783 0.9776 0.9771 0.9770 0.9924

Table 2 Different performance measures for the reconstructed images in Fig. 5

Performance OSEM OSEM OSEM OSEM OSEM OSEM+PPB

measures +QM +Huber +TV +AD (The proposed
method)

SNR 5.1612 5.1928 5.4384 5.2234 5.6546 8.5621

PSNR 17.8484 17.8800 18.1255 17.9106 18.3417 | 21.2492

RMSE 327959 |32.6770 |31.7660 |32.5621 30.9852 | 21.2492

CP 0.3265 0.3306 0.3469 0.3327 0.3543 0.4190

5 Conclusion

In this paper, we have demonstrated a hybrid framework for image reconstruction
which consists of two stages during reconstruction process. The reconstruction was
done using Ordered Subset Expectation Maximization (OSEM) while probabilistic
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patch based prior (PPB) was used as prior to deal with ill-posedness. This scheme
of reconstruction provides better results than conventional OSEM. The problems of
slow convergence, choice of optimum initial point and ill-posedness were resolved
in this framework. This method performs better at high as well low noise levels and
preserves the intricate details of image data. The qualitative and quantitative
analyses clearly show that this framework can be used for image reconstruction and
is a suitable replacement for standard iterative reconstruction algorithms.
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Low Cost Eyelid Occlusion Removal
to Enhance Iris Recognition

Beeren Sahu, Soubhagya S. Barpanda and Sambit Bakshi

Abstract The Iris recognition system is claimed to perform with very high
accuracy in given constrained acquisition scenarios. It is also observed that partial
occlusion due to the presence of the eyelid can hinder the functioning of the system.
State-of-the-art algorithms consider that the inner and outer iris boundaries are
circular and thus these algorithms do not take into account the occlusion posed by
the eyelids. In this paper, a novel low-cost approach for detecting and removing
eyelids from annular iris is proposed. The proposed scheme employs edge detector
to identify strong edges, and subsequently chooses only horizontal edges. 2-means
clustering technique clusters the upper and lower eyelid edges through maximizing
class separation. Once two classes of edges are formed, one indicating edges
contributing to upper eyelid, another indicating lower eyelid, two quadratic curves
are fitted on each set of edge points. The area above the quadratic curve indicating
upper eyelid, and below as lower eyelid can be suppressed. Only non-occluded iris
data can be fetched to the further biometric system. This proposed localization
method is tested on publicly available BATH and CASIAv3 iris databases, and has
been found to yield very low mislocalization rate.
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1 Introduction

The iris is located between the white sclera and the black pupil and it is an annular
portion of the eye [5]. The motivation behind ‘Iris Recognition’, a biometrical
based innovation for individual recognizable proof and check, is to perceive an
individual from his/her iris prints. An anatomy of iris reveals that iris patterns are
highly random and has high level of stability. Being a biometric trait, it is highly
distinctive. Iris patterns are different for every individual; the distinction even exists
between indistinguishable twins. Even the iris patterns of left and right eye of the
same individual differ from each other.

A common iris recognition framework incorporates four steps: acquisition,
preprocessing, feature extraction and matching. Preprocessing comprises of three
stages: segmentation, normalization and enhancement. During acquisition, a iris
images are acquired successively from the subject with the help of a specifically
designed sensor. Preprocessing involves in segmentation of the region of interest
(Rol) i.e. detecting the pupillary and limbic boundary followed by converting the
Rol to polar form from Cartesian form. Feature extraction is a typical procedure
used to bring down the span of iris models and enhance classifier exactness. Then,
feature matching is done by comparing the extracted feature of probe iris with a set
of (gallery) features of candidate iris to determine a match/non-match.
Segmentation of iris is a very crucial stage in an iris feature extraction. The aim is to
segment the actual annular iris region from the raw image. The segmentation
process highly affect the overall procedure of iris recognition i.e. normalization,
enhancement, feature extraction and matching. Since segmentation process deter-
mines the overall performance of the recognition system, it is given utmost
importance. Most segmentation routines in the literature describe that the pupillary
and limbic boundaries of the iris are circular. Hence, model parameters are focused
on determining the model that best fit these hypotheses. This leads to error, since
the iris boundaries are not exactly circles.

2 Related Work

Daugman [4] has proposed a widely used iris segmentation scheme. In this scheme,
his assumption is based on that both the inner boundary (pupillary boundary) and
outer boundary (limbic boundary) of the iris can be represented by a circle in
Cartesian plane. The circles in 2D plane can be described using the parameters
(x0,y0) (coordinate of the center) and the radius r. Hence, integro-differential
operator can be used effectively to determining these parameters and is described by
the equation below:
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G,(r) gj{ [(x,) ds
or 7,%X0,Y0

2nr

where I(x,y) is the eye image and G,(r) is a smoothing function determined by a
Gaussian of scale g. Basically, the IDO looks for the center co-ordinates i.e. the
parameters (xo, yo, ) over the entire image domain (x, y) for the maximum Gaussian
blurred version of the partial derivatives (with respect to a different radius r). Hence,
it works like a circular edge detector, which searches through the parameter space
(x,y,r) to segment the most salient circular edge (limbic boundary).

Wildes [12] proposed a marginally diverse calculation which is generally in view
of Daugman’s strategy. Wildes has performed a two stage method to the contour
fitting. First, a gradient based edge detector is utilized to produce an edge-map from
the crude eye picture. Second, the edge-map, which contains positive points can
vote to instantiate specific roundabout form parameters. This voting plan is actu-
alized by Hough transform.

Ma et al. [7] generally focus the iris area in the original image, and then uses
edge detection technique and Hough transform to exactly detect the inner and outer
boundaries in the determined region. The image is then projected in the vertical and
horizontal direction to compute the center coordinates (X.,Y.) of the pupil
approximately. Since the pupil is by and large darker than its surroundings, the
center coordinates of the pupil is calculated as the coordinates corresponding to the
minima of the two projection profiles.

X, = arg mxin (Z I(x, y))
Y. =arg n}vin (Z I(x, y))

X

where X, and Y, represent the coordinates of the pupil’ center in the original image
I(X,Y). Then a more accurate estimate of the center coordinates of the pupil is
computed. Their proposed technique considers a region of size 120 x 120, centered
at the point by selecting a reasonable threshold by applying adaptive method and
using the gray level histogram of this region, followed by binarization. The
resulting binary region, from where the centroid is found, is considered as the new
estimate of the pupil coordinates. Then, the exact parameters of these two circles
using edge detection are calculated. Canny operator is also considered by the
authors in their experiments along with Hough transform.

Similar works, Masek [10] has proposed a method for the eyelid segmentation in
which the iris and the eyelids have been separated through Hough transformation.
In contrast to [8], Mahlouji and Noruzi [9] have used Hough transform to localize
all the boundaries between the upper and lower eyelid regions. Cui et al. [3] have



330 B. Sahu et al.

proposed two algorithms for the detection of upper and lower eyelids and tested on
CASIA dataset. This technique has been successful in detecting the edge of upper
and lower eyelids after the eyelash and eyelids were segmented. Ling et al. pro-
posed an algorithm capable of segmenting the iris from images of very low quality
[6] through eyelid detection. The algorithm described in [6] being an unsupervised
one, does not require a training phase. Radman et al. have used the live-wire
technique to localize the eyelid boundaries based on the intersection points between
the eyelids and the limbic boundary [11].

3 Proposed Work

Most segmentation methods assume that iris is circular, but in practical iris is not
completely circular as often occluded by eyelids [4, 7, 12]. For accurate iris rec-
ognition it is needed that these occluded regions must be removed. The procedure
of iris segmentation starts from detecting papillary and limbic boundaries of the iris.
Next the upper and lower eyelids are detected for accurate segmentation of the iris
using 2-means clustering with the canny edge detector. The proposed scheme can
be shown in Fig. 1 and the overall algorithm given in Algorithm 1.

Algorithm 1 Eyelid_Detection
Require: ¢m: input image
Ensure: [eyelidUp, eyelidLow]: detected eyelid boundaries
A <+ smooth(im)
B + edge(A)
ccl + getConnectedComponents(B)
no-of_edges < count(ccl)
for ¢ = 1 to no_of-edges do
hor_spr < horizontal spread of the edge
nop < number of pixel in i*" edge
horizontality(i) < —£

hor_spr
end for
cc2 + ccl
for i = 1 to max(ccl) do

if horizontality(i) < 90% of horizontality of other edges then
cc2 + ccl —it" edge
end if
end for
num_of _clusters < 2
cl < kmeans(cc2, num-of_clusters)
eyelidUp = quadraticCurveFit(cl[1])
eyelid Low = quadraticCurveFit(cl[2])
return [eyelidUp, eyelid Low]
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Fig. 1 Proposed eyelid detection scheme: a input image; b annular iris segmented image with
occlusion; ¢ iris smooth image; d Edge detection using canny filter; e horizontal edges retained;
f 2-means clustering; g quadratic curve fitting; h upper and lower eyelid detected

After pupil and iris boundaries are detected, we get an annular iris image as
shown in Fig. 1b. Wiener filter is used for smoothening the annular iris image. It is
smoothed in order to reduce noise and to detect only prominent edges like eyelid
boundaries. Then canny edge detector is applied on smoothed image. Next we
apply a horizontal filter to the connected components formed by each edge. This
filter computes the horizontality of each connected components and keeps only
those edges which have high horizontality factor and neglecting others. Edges
formed by eyelid boundaries have high horizontality factor.

After the horizontal filter applied we have roughly detected the eyelid bound-
aries. To categorize them as upper and lower eyelid boundaries we apply 2-means
clustering technique, a specific case of k-means clustering [8] where k = 2. This is a
fast and simple clustering algorithm, which is found to be adopted for many
applications including image segmentation. The algorithm can be defined for the
observations {x; : i = 1,...,L}, where the goal is to partition the observations into
K groups with means X, x,, .. .,Xx such that

D(K) :Z min_ (% — %)

is minimized and K is then increased gradually and the algorithm terminates when a
criterion is met. In our problem number of groups to be formed is two and thus we
take K = 2.
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To distinctly detect the eyelid boundaries, two quadratic curves are fitted on each
set of edge points obtained after clustering. Once distinct boundaries are found, area
above the curve indicates upper eyelid, and area below as the lower eyelid. These
regions are unwanted and thus need to be removed before the recognition process.

4 Experimental Results

The proposed algorithm is implemented on BATH [1] and CASIAv3 [2] databases,
we observe that in most images, the eyelid was successfully detected. Simulation
results shows a localization of 92.74 and 94.62 % for BATH and CASIAv3
respectively in detecting upper eyelid, while the lower eyelid shows a localization
of 83.15 and 87.64 % for the mentioned databases respectively. The experimental
data have been tabulated in the Table 1 and Fig. 2 demonstrates some eyelid
detection results for the stated databases.

Table 1 Localization results

Accuracy — Upper eyelid Lower eyelid
on BATH and CASIAvV3 . .
databases Databases | Localization (%) Localization (%)
BATH 92.74 83.15
CASIAV3 94.62 87.64

Fig. 2 Iris localization for databases: a CASIAv3, b BATH
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5 Conclusion

Occlusion due to eyelids affects the performance of an iris biometrics. Hence to
improve the accuracy of the system, with the proposed method, eyelid boundaries
are detected and subsequently can be removed before the recognition process. In
this paper, 2-means clustering algorithm is adopted in iris localization. An algo-
rithm is presented that can efficiently detect the eyelid boundaries. Upon imple-
menting the proposed eyelid detection algorithm on publicly available iris
databases, CASIAv3 and BATH, it is observed that both the upper and lower
eyelids are properly detected for most of the images.
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Abstract The method in which Routing and Wavelength Assignment (RWA) of
connection requests is performed in optical WDM networks, can appreciably affect
resource consumption. The blocking probability for lightpath requests increases
significantly with increase in resource consumption. Thus the method of performing
RWA should be such that it minimizes consumption of network resources. RWA in
all-optical networks is an NP-Complete problem. This paper proposes six new
heuristic algorithms for static RWA in all-optical mesh networks that are not only
efficient in terms of resource conservation but can also solve the RWA problem
effectively in polynomial time. Comparisons show that the proposed algorithms

perform better than some earlier well-known strategies.
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1 Introduction

Due to their huge transmission bandwidth, Optical Wavelength Division
Multiplexed (WDM) mesh networks are ideal candidates to provide the transport
backbone of present day Internet. In such networks, bandwidth of an optical fiber is
split into many wavelength channels to support simultaneous transmission from
different users through the same fiber at separate wavelengths [1, 2]. In WDM
networks lightpaths, which are established between two end-nodes serve as optical
communication links or channels for carrying data at a rate of 40 Gbps in modern
networks [1]. A lightpath must be assigned a wavelength in each fiber that it
traverses from its source to the destination. In all-optical networks, the data stays in
the optical domain from its source to the destination and hence lightpaths are
assigned the same wavelength in all fiber-links that it traverses. This is called as
wavelength continuity constraint [1]. As there is no need for wavelength conver-
sion, wavelength converters find no application all-optical WDM networks.

The Routing and Wavelength Assignment (RWA) problem is considered to be
the problem of assigning lightpaths to each request in a given set of connection
requests [1]. Researchers have addressed two variants of the problem. In static
RWA problem, the set of lightpaths to be established is known in advance and is
not expected to change whereas in dynamic RWA, lightpaths need to be established
and terminated on request. In this work we address the issue of static RWA. The
mode in which RWA is carried out can have a substantial effect on network per-
formance. For example, the method of performing RWA should be such that it
minimizes resource consumption, since it means reducing blocking probability for
future lightpath requests [1].

Researchers have studied both static and dynamic versions of the RWA problem
in optical WDM networks extensively. The work [3] proposes a star network
having a hub node with fixed wavelength conversion capability and which can
sustain all sets of lightpath requests having a maximum load of W, W being the link
capacity in terms of number of wavelengths. Authors [4] propose RWA strategies
in a two-fiber ring without wavelength conversion. Researchers [5] study the per-
formance of two methods for multicast RWA in tree of rings namely shortest path
tree and minimum spanning tree methods. Literature [6] studies the average-case
performance of four dynamic RWA algorithms by considering separate copies of
the physical topology, one for each wavelength. The work [7], which extends [6]
shows that static RWA and throughput maximization algorithms perform better
than dynamic RWA algorithms studied in [6]. Work [8] proposes an efficient graph
decomposition technique for wavelength assignment, given a routing for the
lightpaths in topologies based on de Bruijn graph. The authors [9] propose static
RWA techniques based on decomposing a de Bruijn graph into rings. Two efficient
static RWA algorithms are proposed for de Bruijn graphs [10] based on request
selection strategy and categorizing requests that traverse a link. Heuristic routing
strategies are presented [11] for reducing congestion in presence of arbitrary single
link failure for WDM networks with de Bruijn graph topology.
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The organization of the rest of this paper is described next. In Sect. 2 we present
the contributions of this paper. In Sect. 3 we discuss the RWA algorithms, in Sect. 4
we provide the time complexity analysis, in Sect. 5 we compare the performance of
the RWA strategies and analyze our results and finally we conclude in Sect. 6.

2 Our Contributions

The RWA problem is NP-Complete in absence of wavelength conversion [2]. As
all-optical networks do not employ wavelength conversion, RWA in such networks
is an NP-Complete problem. So one has to use solutions that are sub-optimal but
efficient and solves the problem in polynomial time. The static RWA problem for
all-optical networks can be defined in the following manner [7]. If a set of con-
nection requests R = {ry, 2, r3,...,r,} and wavelengths 1;, Ay, A3... is known,
the problem is that for each request 7; find a lightpath route p; and select wavelength
/; for assigning in every link that p; traverses satisfying the condition that lightpaths
traversing the same link are assigned different wavelengths and that the number of
wavelengths used for assignment is minimized. In this paper we propose six new
static RWA algorithms that can provide solutions to the RWA problem in poly-
nomial time for all-optical WDM mesh networks. Our algorithms perform better
than the static RWA strategies studied in [7].

3 Proposed Static RWA Algorithms

In this section we first discuss the four RWA strategies [6] namely First-Fit (FF),
Best-Fit (BF), Random-Fit (RF) and Densest-Fit (DF) which can be used for both
static and dynamic RWA. In [7], the author studies the effect of ordering requests
by the length of their lightpath routes on the physical topology and then performing
RWA in that order using the four algorithms proposed in [6] which resulted in eight
static RWA algorithms, namely First-Fit Decreasing (FFD), First-Fit Increasing
(FFI), Best-Fit Decreasing (BFD), Best-Fit Increasing (BFI), Random-Fit
Decreasing (RFD), Random-Fit Increasing (RFI), Densest-Fit Decreasing
(DFD) and Densest-Fit Increasing (DFI).

We also discuss the six proposed static RWA algorithms namely,
BestMaxLoad-Fit (BMLF), BestMaxMinLoad-Fit (BMMLF) and the four strategies
obtained by ordering requests by the length of their lightpath routes on the physical
topology and then performing RWA using BMLF and BMMLF namely
BestMaxLoad-Fit Decreasing (BMLFD), BestMaxLoad-Fit Increasing (BMLFI),
Best Max MinLoad-Fit Decreasing (BMMLFD) and BestMaxMinLoad-Fit
Increasing (BMMLFI). In a way similar to [7], we replicate physical topology
G=(V,E) Wtimes G, G», ..., G, generating a copy for each wavelength. Lightpath
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requests that are routed using G; are assigned wavelength A;. Lightpath routes on the
same copy G; are link-disjoint. Initially there is only one copy G, but additional copies
may be generated as required. The two sub-problems of the RWA problem, namely
routing sub-problem and wavelength assignment sub-problem are solved concur-
rently. Let the copies of G = (V, E) that are currently generated and available be
G, Gy, ...,G,. A lightpath request r; is served by selecting an existing copy G,
finding a lightpath route p; for r; in G; and assigning the wavelength /; to route p;. The
wavelength-links assigned to p; are then deleted from G; so that these wavelengths are
not assigned to any other request.

Each physical link is assumed to be bidirectional and having capacity W i.e.
W wavelengths are available in both directions (forward and reverse) for RWA of
lightpaths. We define traffic load TrLoad, of a physical link in a specific direction
(forward or reverse) as the count of the number of wavelength-links used in the link
in that direction. We define maximum traffic load maxTrLoad of a route p as
maximum TrLoad in a link of p over all links in p. Similarly we define minimum
traffic load minTrLoad of a route p as the minimum 7rLoad in a link of p over all
links in p. We associate each physical link in G = (V, E) with a two variables
WecountO and Weountl which stores the value of TrLoad of a link in the forward
and reverse directions respectively. WcountO or Wcountl is updated whenever a
wavelength-link is consumed in a physical link in the forward or reverse direction
respectively. We next discuss the RWA algorithms of the work [6] and the pro-
posed algorithms.

3.1 First-Fit (FF)

Find the shortest lightpath route that connects source and destination of request 7; in
the first copy G, using links that are still intact. If found, then perform RWA. If not
found, find the shortest route in G», then Gs,..., and so on, until a lightpath route is
found.

3.2 Best-Fit (BF)

Find shortest lightpath routes that connects source and destination of request 7; in all
existing copies Gy, Gy, ..., G, using wavelength-links that are still intact. Let the
routes so found be pi, p2,...,pm- The shortest lightpath route p; among
D1, P2, -- -, Pm 18 chosen as the required lightpath route.
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3.3 Random-Fit (RF)

Find the shortest lightpath route that connects source and destination of request r; in
a randomly selected copy G; among all copies Gy, G, ..., G, which can provide
shortest lightpath routes for r;.

3.4 Densest-Fit (DF)

Find the shortest lightpath route that connects source and destination of request r; in
a copy G; having maximum number of wavelength-links intact among all existing
copies Gy, Ga,...,G,. If not found, then find the shortest route in the copy with
second most links, then in the copy with the third most links,...., and so on, until a
lightpath route is found.

3.5 BestMaxLoad-Fit (BMLF)

In BMLF a lightpath request r; is processed in the following manner. Shortest
lightpath routes connecting source and destination of request r; is searched in all
existing copies Gy, Go,...., G, using wavelength-links that are still intact using
Breadth First Search (BFS) [12]. A lightpath route may be successfully found in
many existing copies or it may exist in a single copy or none of the existing copies.
If the route, say p; is found in a single copy G;, RWA is performed by assigning
wavelength /; to p; and then deleting the wavelength-links used by p; from G;. The
values of WcountO or Wcount1 (whichever applicable depending on the direction of
p;) are incremented in the corresponding physical links for each wavelength-link
deleted of p;. If more than one copy say Gy, G, ..., G, have lightpath routes say
D1, P2, - - -, Pm fOr r; then the shortest route p; among py, pa, . . ., P 1S selected as the
required lightpath route. If there is a tie i.e. if two or more routes say pi, pa, - - ., Pk
have the same minimum number of hops then for each route p; having minimum
number of hops, maxTrLoad is calculated using the values of WcountO or Weount1
(whichever applicable depending on route direction). The route p; selected is the
one having minimum value of maxTrLoad. If more than one route is found with the
same minimum value of maxTrLoad, then ties are broken by choosing the route that
comes first in the order. RWA is performed on the chosen route pj in the already
mentioned way. If a lightpath route does not exist in any of the existing copies, a
new copy is created and a lightpath route is searched in it by using BFS and RWA
is performed in the said way.

In case of BestMaxLoad-Fit Decreasing (BMLFD) and BestMaxLoad-Fit
Increasing (BMLFI), routes of each lightpath request is first computed on the
physical topology G = (V, E) and then the requests are sorted in decreasing and
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increasing order respectively in the two algorithms based on the length of their
lightpath routes. The lightpath requests are then processed in that order using
BMLF as already discussed.

3.6 BestMaxMinLoad-Fit (BMMLF)

Algorithm BMMLEF differs from BMLF in that, when more than one route is found
with the same minimum value of maxTrLoad then ties are broken by selecting the
route having minimum value of minTrLoad. If a tie still persists, then choosing the
route that comes first in the order breaks it. The rest of the algorithm in BMMLF is
same as that of BMLF.

In case of BestMaxMinLoad-Fit Decreasing (BMMLFD) and BestMaxMinLoad-
Fit Increasing (BMMLF]I), routes of each lightpath request is first computed on the
physical topology G = (V, E) and then the requests are sorted in decreasing and
increasing order respectively in the two algorithms based on the length of their
lightpath routes. The lightpath requests are then processed in that order using
BMMLF as already discussed.

4 Time Complexity Analysis

We analyze the worst-case time complexity of the proposed algorithms. In both
BMLF and BMMLEF, for every lightpath request, lightpath routes are searched in all
existing copies of the physical topology. Since Breadth First Search (BFS) [12] is
used for finding shortest lightpath route in an existing copy, the time taken to find
the route is O(|V] + |E|). There can be W copies (W is the link capacity) at the most
and so the time consumed to find routes is W*(|V| +|E[). We assume the worst-case
i.e. lightpath route existed in each of the W copies. Then the total number of routes
found is W, say pi, pa,..., pw- To find the Best-Fit path a total number of
W comparisons are required. Let us again assume the worst-case i.e. all the W routes
have the same number of hops. In such a case a total number of W operations are
further required for finding maxTrLoad and minTrLoad for each of the W routes as
both maxTrLoad and minTrLoad can be calculated by a single scan of a route.
Similarly W number of comparisons are further required for finding the routes
having the minimum value of maxTrLoad and the minimum value of minTrLoad
among the W copies as a route is scanned at most once. Thus the total number of
operations required in both BMLF and BMMLF for each lightpath request is
W*(|V| + |E|) + 3W. If n lightpath requests are to be served, then a total of
n*(W*(|V| + |E|) + 3W) =~ n*W*(|V| + |E|) operations, neglecting smaller terms
are needed. So the worst case time complexity of both algorithms is
O W (V] +[E)).
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In case of BMLFD, BMLFI, BMMLFD and BMMLFI, first lightpath routes are
computed on the physical topology using BFS which requires n * (|V] + |E|)
operations for n lightpath requests. Then the n-computed routes are sorted in
ascending or descending order. Since we use Heap Sort [12], the number of
operations required is n logj. So the total number of required operations in the worst
case is n*(|V| +|E|) + nlogs +n*(W*|V| + |E|) + 3W) = n*(|V] + |E| +
logh + W*(|V| + |E|) + 3W) = n*(W + 1)"(|V| + |E|), neglecting the smaller
terms. Thus the worst-case time complexity of the four algorithms is
O(n*(W + 1)*(|V] + |E])). Thus all the six proposed algorithms are able to provide
polynomial-time solutions to the RWA problem.

5 Performance Comparisons

We analyze the performance of the eighteen (six new and twelve existing) static
RWA algorithms using results obtained from extensive simulations performed
using programs written in JAVA (JDK 1.6), run on a Pentium 4 processor in
Windows environment. We provide the results for the following networks: 11-node
NIJLATA with 50 requests, 14-node NSFNET with 90 requests, 20-node EON with
150 requests, 24-node ARPANET like network with 250 requests and 46-node
USANET with 1000 requests. Due to space limitations the topologies mentioned
are not included. For each topology, 20 experiments were conducted and we report
the average. Simulations were carried out in a non-blocking scenario i.e. with
sufficient number of wavelengths in links to estimate the link capacity required by
each algorithm to support all the lightpath requests. The link capacity required by
an algorithm can be estimated by the number of copies of the physical topology
generated for RWA of all the lightpath requests. Table 1 shows the comparison of
the required link capacity for all the algorithms. In Table 1 we use the notation
X-Topology-Y to denote that the Topology used has X number of nodes and it was
tested with Y number of requests. The entries in the tables are fractions as we have
reported the average of 20 experiments. Table 2 shows the average and maximum
percentage decrease in required link capacity obtained by using the proposed
algorithms over the existing ones considering all the conducted experiments. Result
analysis shows the following two key observations.

Observation 1: All the proposed algorithms are efficient than the existing
algorithms in terms resource conservation. This is evident from Table 1, which
shows that the proposed algorithms have managed to decrease the link capacity
requirement for serving the entire lightpath requests. Table 2 also shows that an
appreciable average (maximum) percentage decrease in resource consumption is
obtained by using the proposed algorithms over the existing algorithms.

Observation 2: The Increasing—Algorithms perform the worst whereas the
Decreasing-Algorithms perform the best. This is because wavelengths in each copy
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Table 2 Comparisons of average (maximum) percentage decrease in required link capacity

Average (maximum) percentage decrease in required link capacity

Using algorithm

Over algorithms

FF

BF

RF

DF

BMLF 21.71 (29.59) | 1637 (28.57)  |22.44 (30.30) | 24.72 (33.65)

BMMLF 2440 31.12) | 19.10 (32.65)  |24.89 (31.81) | 27.21 (35.09)
FFI BFI RFI DFI

BMLFI 22.33(29.80) | 17.87 (33.33)  |23.00 (32.07) | 24.78 (33.02)

BMMLFI 2623 (32.45)  |21.83(38.88)  [26.80 (37.73) | 28.53 (36.53)
FFD BFD RFD DFD

BMLFD 2272 (2635) | 16.14 (26.08)  [24.79 31.15) | 24.54 (32.16)

BMMLFD 2535 (30.43) | 18.08 (30.43)  |27.84 (34.05) | 27.63 (34.17)

G; are better utilized when longer lightpath routes are assigned first. The proposed
BMMLEFD however outperforms all the other seventeen algorithms in most of the
cases.

6 Conclusion

We study the problem of static RWA in all-optical mesh WDM networks in this
paper. As the problem is NP-Complete we have suggested heuristic algorithms to
provide solutions to the problem. We have proposed six algorithms and compared
their performance with existing ones. Performance analysis shows that the proposed
algorithms outperform the existing ones in terms of network resource conservation.
Time complexity analysis shows that the algorithms are indeed able to solve the
problem effectively in polynomial time.
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A Randomized N-Policy Queueing
Method to Prolong Lifetime of Wireless
Sensor Networks

Maneesha Nidhi and Veena Goswami

Abstract The increasing interest in Wireless Sensor Networks (WSN) can be
understood to be a result of their wide range of applications. However, due to
uneven depletion of their batteries, the nodes often face premature failure. In this
paper, we explore a queue based method for the improvement of the WSNs. We
propose a N threshold lifetime improvement method which considers the proba-
bility variation for the various states of a WSN—sleep, idle, start-up, and busy. The
experimental results validate our theoretical analysis and prove that our approach is
indeed an efficient method for improving the lifetime of Wireless Sensor Networks.

Keywords Wireless sensor networks - N policy - Queue - Start-up - Lifetime -
Energy consumption - Battery allocation

1 Introduction

Wireless Sensor Networks have made themselves indispensable in various fields,
including those of environmental monitoring, energy monitoring, transportation,
industrial monitoring, machine condition monitoring and distributed temperature
monitoring. A WSN consists of several hundreds (and at times thousands) of small,
self-powered nodes, with each node being associated with one or more sensors.
Each sensor node consists of four basic components: a sensing unit, a processing
unit, a transceiver unit and a power unit [1-3]. Though these sensor networks have
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opened up endless opportunities, they do pose some formidable challenges, the
foremost being that of energy scarcity. In order to sustain these nodes, we require
the non-renewable resource-energy. However, these nodes are prone to unequal
dissipation of energy due to workload variations, and heterogenous hardware.
Sensor networks usually have many-to-one traffic networks, leading to an increase
in heterogeneity of node power consumption.

The energy that is consumed by the nodes serves as a limiting factor for lifetime.
In various analysis, it is assumed that most of the power is consumed during the
busy state, in which packet transmission takes place. However, this assumption is
flawed [4, 5]. A significant amount of power is consistently consumed during signal
detection and processing in the idle mode. Even the sleep mode has an associated
amount of power loss. The difference in the energy levels of the different states has
led to various literatures that concentrate on sleep-wake-up scheduling [6].
A dynamic sleep scheduling algorithm has been presented by Yuan et al. [7]. Their
algorithm seeks to balance the energy consumed by a sensor node. Lin et al. [8]
have elaborated on dynamic power management in WSN. Thus, studies on energy
efficiency are gaining momentum [9, 10].

The recent times have seen a rise in literature that considers N threshold
mechanism as an efficient method to conserve energy. The variations of N policy
queue have been discussed in [11-13]. The advantage of this mechanism is that
there need to be N data-packets for a server to switch states to busy. This decreases
the probability of an inadvertent transition from sleep to busy state. Also, threshold
policy brings flexibility and simplicity. The utilization of servers can be changed by
changing the threshold manually, and, this can be used to root a number of jobs in a
specific way [14—17]. An optimal resource replication, with the usage of queueing
theory, for wireless sensor networks has been presented in [18].

In this paper, we propose a power-saving technique using a N-threshold M /M /1
queueing model with start-up time. Initially, when the system does not have any
data packets, the server is assumed to be in sleep state. As the data packets start
arriving, the server enters the idle mode. Associated with this change is an increase
in energy loss. As the technique developed is N-threshold, the server never starts
operating when number of packets is less than N. Also, the server requires an
exponential start-up time, denoted by 5 in order to start providing services. This is
represented by introducing a start-up state between the idle and busy states. When
the number of data packets in the system reaches the value N — 1, and another data
packet is introduced into the system, the server enters the start-up state with a
probability g and the server is left off with probability (1 — g). If the server is left
off, it acquires N data packets and then has to enter the start-up state according to
the definition of proposed model. After the start up state, the server enters the busy
state which depletes more energy per unit time than all the other states. In the busy
state, the server provides the requisite service. After all the data packets have been
transmitted, the server again enters the sleep state. Thus, this forms a cycle which
begins when data packets enter the system.
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The rest of the paper is organised as follows. Section 2 provides a description of
the system model and its analysis. In Sect. 3, we present the performance indices of
the proposed model. The numerical results and its discussion has been carried out in
Sect. 4. Section 5 concludes the paper.

2 System Description

In our paper, we consider the working of a single server, with the assumption that
each server follows half-duplex communication. The half-duplex mode of channel
is adopted as it consumes less power and allows for both down and up data streams.
The model defines four operational states: sleep, idle, start-up and busy. The pro-
posed model has been represented by a flowchart in Fig. 1.

Initially, when the system is empty, the server is in sleep state, in order to
minimize energy loss. When the data packets start arriving, the state of server

Fig. 1 Proposed system Packets Arrive In The
model System
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switches to idle state, in order to listen for and receive the incoming packets. It is
assumed that the data packets arrive according to a Poisson distribution with
parameter A. The service times of data packets are considered to be independent
random variables having an exponential distribution with mean 1/u. The data
packets are considered to form a queue in order of their arrival. We assume that the
server can transmit only one data packet at a time, and the service is provided in a
first-come, first-served basis. We simulate the real world scenario by modelling the
nodes to have finite buffer capacity, that is a finite queue size, denoted as K. We
have represented the state transition for each state, along with its associated
probability in the birth-death graph of Fig. 2.

The probability that the node reaches sleep mode is denoted as p, while the
probability of reaching idle mode is 1 — p. Thus, the product of (1 — p) and 1 is the
probability that a particular data packet could fulfill the transmission between states.
The N-policy model presented in this paper deals with the control of service in a
queueing system. For the number of data packets ranging from 1 to N — 1, the state
of server remains as idle. When the number of data packets in the system attains N,
there are two possibilities. There may be a state change to start-up, which has a
probability g associated with it. Another option is that the server may remain in idle
state with probability (1 — g). In such a case, the threshold value is reached, and
thus, the next arrival will cause a switch to the start-up state. It models the real
world requirement of start-up time before a server can start serving. The server
necessitates a exponential start-up time with parameter » before allowing for the
service. After getting the start-up time, the server starts its service normally till the
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Fig. 2 State transition rate diagram
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system becomes empty again at which time the above process is repeated all over
again. Once all the data packets are transmitted, and number of data packets reduces
to zero, the server switches back to the sleep mode. Let us denote the states of the
system by (i,j), where j =0, 1,2 denotes that the server is in idle, startup, busy
state, respectively; while i represents the number of data packets in the sensor node.
Let us assume the state probability for sleep, idle, start-up and busy as Py,
Pio(1<i<N), Pi1(N<i<K) and P;»(1<i<K), respectively. Using the
one-step transition analysis, the steady-state equations can be written as

A1 =p)Pog = uPip, (1)

P1o = A(1 —p)Poyy, (2)

APng = APy 10,2<n<N —1, (3)

APy = A1 —q)Py_10, (4)
(A+n)Pn1 = 2gPy-12, (5)
(A4+1)Pnt11 = APyo+ APy 1, (6)
(A+n)Py1 =APp_11,N+2<n<K -1, (7)
nPx1 = APk_11, (8)

(A+ WPy = pPrs, )

(h+ W)Pus = iPy1n + Pus12,2 <n <N — 1, (10)
(A4 1)Ppa = APy_12 + WPpi12 + 1Py, N<n<K — 1, (11)
UPg» = APx_12 + 1Pk 1. (12)

Solving Egs. (1), (2) and (3), we obtain

Equation (4), yields
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whereg=1—-—¢gand o = Z Solving Eqgs. (5)—(8) recursively, we get

A+
(1 -p)q
Py, = Poo,
N1 Tn 0,0
Pn,l = lp(t)niNilPO,OaN—" 1 SHSK— 17
s K—N-2
A
Py, = %P&,&

where = W and ¢ = ﬁ Solving Egs. (9)-(12), yields

(1 =p)(1 —p")

Pyy= Poo,1<n<N,
' 11— p)
M1 =p)(1=p" w
Pyiip= wl’o,o - n—Po‘o,
u(1—p) It
Al — 1—po" P (})l—n_N l_n—N—l
Py — (1-p)( p)Po,ofn o.o[ (1—p )H/{ p
w1 —p) l—p l—p
1— n—N-2
+¢(+p)+(1+p+¢)qﬁ"’v3”,N+2§n§K

. . .. N K K
Using normalization condition, o Ppo + D oy Pri + Doy Pup =1, we
determine Py as

It (N —q)i(l=p) Ml-pd Ki o

P, =
0.0 A A+

n=N+1
s K=N—2 K -1
A
LT S Pl
’1 n=1
3 Performance Indices

The expected values of data packets in the system for idle state (L;q.), setup state
(Lgerp) and busy state (Lpysy) as

N K K
Lidle = E nPn,OaLsetup = E nPn,laLbusy = E nPn,Z-
n=1 n=N n=1
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The total expected value of data packets in the system (L;) is equal to the
Ly = Ligie + Lgewp + Lpusy. Using Little’s rule, the expected waiting time of a data
packet spent in the system is given by W, = % where 2" = A(1 — Px1 — Pgp) is
the effective data packet arrival rate and Py, = Pk, + Pk represents the proba-
bility of loss or blocking. The probability that the state of the server is in sleep state
(Poyp), in idle state (P;), in startup state (Pyqmup) and in busy state (Pg) is given by

N K K
PI: § Pn,prslartup = § Pn,l;PB = § Pn,2-
n=0 n=N

n=1

Total energy consumption rate

To compute the power consumption for each cycle, the equation can be written as
F(N) = CyLs + CsPs + CP; + CgPp + Cppt + Cyiy.

where Cg is the energy consumed in order to hold a data packet, and Cs, C;, Cp
denote the energy consumed in sleep, idle and busy states, respectively. C, rep-
resents the energy consumed during the process of data transmission and C, is
energy consumed during the process of start-up.

4 Numerical Results

In this section, some numerical results have been illustrated in the form of tables
and graphs. It gives managerial insights on optimal decisions to bring out the
qualitative aspects of the queueing system under consideration. In Tables 1 and 2,

Table 1 Sensitivity analysis for various N when K = 12,4 =4.0,4A=3.0,n = 1.0, ¢ = 0.25,
p=05

N | L Wi Pioss 2 Py P, Py F

2 4.93674 | 1.71006 |0.96229 |2.88688 |0.68693 |0.08117 |0.13914 |272.593
3 5.20615 | 1.81154 |0.95796 |2.87388 |0.68831 |0.11060 |0.12066 |273.081
4 5.48394 |1.91923 |0.95245 |2.85736 |0.68756 |0.13390 |0.10712 |273.546
5 5.75880 |2.02990 |0.94566 |2.83699 |0.68502 |0.15345 |0.09692 |273.969
6 6.02278 |2.14161 |0.93742 |2.81227 |0.68080 |0.17074 |0.08908 |274.331
7 6.26968 |2.25317 |0.92753 |2.7826 0.67490 |0.18676 |0.08300 |274.617
8 6.4944 2.36389 |0.91578 |2.74733 |0.66726 |0.20225 |0.07829 |274.814
9 6.69287 |2.47343 |0.90197 |2.70591 |0.65781 |0.21776 |0.07466 |274.909
10 | 6.86248 |[2.58177 |0.88602 |2.65805 |0.64654 |0.23364 |0.07189 |274.897
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Table 2 Sensitivity analysis for various ¢ when K =12, 4 =4.0,4=3.0,n=1.0, N=35,
p=05

q Ly W Pioss A Py Py Py F

0.1 [5.79744 |2.04569 |0.94466 |2.83398 |0.68460 |0.15611 |0.09558 |274.027
0.2 |5.7718 2.03521 |0.94533 |2.83598 |0.68488 |0.15435 |0.09647 |273.988
0.3 |5.74568 |2.02455 |0.94600 |2.83801 |0.68516 |0.15255 |0.09738 |273.949
0.4 |5.71907 |2.01370 |0.94669 |2.84008 |0.68545 |0.15072 |0.09830 |273.909
0.5 [5.69194 |2.00266 |0.94740 |2.84219 |0.68574 |0.14886 |0.09924 |273.868
0.6 |5.66429 |1.99143 |0.94811 |2.84434 |0.68603 |0.14696 |0.10020 |273.827
0.7 |5.6361 1.97999 |0.94884 |2.84653 |0.68634 |0.14503 |0.10118 |273.784
0.8 |5.60735 |1.96834 |0.94959 |2.84876 |0.68665 |0.14305 |0.10218 |273.741
0.9 [5.57802 |1.95648 |0.95035 |2.85104 |0.68696 |0.14104 |0.10320 |273.697

the parameters are taken as K =12,A=3.0,u=4.0,1=1.0,p=0.5,Cy =
2,C;=10,Cs =5,Cp = 30,C, = 50 and C, = 10.

Table 1 shows the impact of the threshold value N on the state of the system.
When N increases, the average time for which the system stays in idle mode
increases. This results in an increase in the parameters P;,Lg, Wy and F.
Correspondingly, any increment in the threshold value N means a decrease in
Pioss, 2*, Pg and Pg. Table 2 describes how the system is affected by the value of g.
When ¢ increases, so does the probability of state change into start-up phase,
resulting in a decrease in the average time that the system stays in the idle mode.
This results in a decrease in the parameters P;,L, W and F. Therefore, there is a
corresponding increase in the quantities Py, A", Pg and Ps.

Figure 3 considers dependence of the total energy consumption rate (F) on
threshold value N and probability ¢. It is seen that for fixed threshold value N the
total energy consumption rate decreases when the probability g increases. Further,
with fixed probability g the total energy consumption rate increases when the
threshold value N increases. To ensure the minimum total energy consumption rate,
we can carefully establish the threshold value N and the probability ¢ in the system.

Figure 4 shows dependence of the expected waiting time of a data packet in the
system (W) on probability g and threshold value N. It is observed that for fixed N,
the expected waiting time of a data packet spent in the system decreases when the
probability g increases. Further, with fixed probability ¢, the expected waiting time
of a data packet spent in the system increases when the threshold N increases. To
achieve this, we can carefully setup the threshold value N and the probability g in
order to ensure the minimum expected waiting time of a data packet in the system.

Figure 5 plots the effect of 7 on the expected number of customers in the system
(Ly) for various values of N. It can be seen that L; monotonically decrease as n
increase. When N increases it leads to the increase of L for fixed 5. Figure 6
provides the impact of buffer size (K) on blocking probability (Pj,s) for various
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Fig. 3 F versus g and N

Fig. 4 W, versus g and N

values of threshold N. For a fixed threshold N, blocking probability increases with
increase of buffer size K. But, for fixed buffer size K, blocking probability decreases
with increase of threshold N. Therefore, one can adjust the threshold N and the
buffer size (K) in order to minimize the blocking probability.
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Fig. 5 Effect of 5 on L

Fig. 6 Effect of K on Py,

loss

10 12 14 16 18 20 22 24

5 Conclusion

In this paper, we have proposed a randomized N-policy queuing model with
start-up time, to prolong the lifetime of Wireless Sensor Networks. The working of
a single server has been described with the assumption that each server follows
half-duplex communication. The probabilities of sleep, idle, start-up and busy states
have been derived using the proposed model. The performance indices of the same
have been presented. We have also calculated the value of total energy consumed.
The results that we obtained validate our theoretical analysis and prove that our
approach is indeed an efficient method for improving the lifetime of Wireless
Sensor Networks.
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Overview on Location Management
in PCS Network: A Survey

Abantika Choudhury, Abhijit Sharma and Uma Bhattacharya

Abstract Location Management is an important and key issue in any wireless
communication network to deliver the services of mobile user and the network
needs to keep track of that mobile user constantly. Two methods for location
management exist-Location update (LU) and Paging. Both location update and
paging takes huge cost in terms of bandwidth, battery power, memory space,
computing time etc. More location updates reduce cost of paging and the vice versa
is also true. Since the LU cost is much higher than the cost of paging, this paper
focuses on location management using LU only. A thorough study of different
existing LU procedures of location management process in Personal
Communication Service (PCS) network and its related research work are presented
in this paper.
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1 Introduction

Nowadays it becomes necessary to communicate one another residing far from each
other, where wireless communication may play a great role. In personal commu-
nication service (PCS) network, we use different wireless nodes like mobile phones,
laptops etc., which can communicate via wireless communication. Here, we mainly
draw the attention on the location management in PCS network, which is a process
to locate the mobile stations (MS) and deliver the various services required.
Location update (LU) means, the mobile user periodically update their location in
the network, so that the network can update their database profile of that particular
user. Paging is the process in which network searches for a mobile terminal by
sending polling signal depending upon the last updated location. Again higher is the
LU cost, lower is the paging cost and vice versa. LU cost is very much higher than
that of paging cost (near about 10 times). So minimizing the LU cost is much more
profitable than minimizing a paging cost. In this paper, we study about the location
management (LM) process occurs in PCS network. Several types of dynamic LM
schemes (in this scheme, MS always updates their current location to VLR) and
their performances have been observed. Dynamic scheme’s are distance based
location management (DBLMS) [1], movement based location management
(MBLMS) [1], pointer based [1] and time based location management [1].
Comparative studies of above mentioned approaches of dynamic LM schemes are
given in Tables 1 and 2.

Related research works on different approaches in location management are
discussed in Sect. 2. In Sect. 3, we draw the conclusion followed by references.

Table 1 Comparison between major static LU schemes

LU schemes Update Paging Location Major drawback

cost cost accuracy
Always update High Low One cell No. of updates is too high
Never update Low High One LA Whole LA needs to be paged
Paging cell Low High Several cells Long time delay in large

network

Static-interval Constant | High Several cells Unnecessary updates by
based stationary users
Reporting Low High Several cells High computational overhead
centres
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Table 2 Comparison between major dynamic LU schemes

LU schemes Update |Paging |Location Major drawback
cost cost accuracy

Time based Low High Several cells | Unnecessary updates by stationary
users

Movement Low High Several cells | High computational overhead on MS

based side

Distance based | Low High Several cells | High computational overhead on MS
side

HLR-level Low High One cell to « Extra burden on current HLR

replication several cells « Increased call establishment delay

VLR-level Low High Several cells | Overhead of regularly updating
distributed mobility information

Pointer based | Low High Several cells | Increased call establishment delay

2 Related Research on Different Approaches
of Location Management in PCS Network

Sections 2.1, 2.2 and 2.3 contain related research work on various approaches of
dynamic LM. Research work in 3G network is described in Sect. 2.4.

2.1 Location Management Using Pointer Based Approach

A MHA-PB [2] method preserves the location information of different MSs
concurrently by using DHA [2, 3] based scheme. Parallel registration of CoAs [2] is
occurred in this method [2]. FA maintains the cache of CoAs of outgoing MS.
UMTS-First [2] and WLAN-First [2] are two approaches proposed by the method
[2]. An algorithm is provided to analyze and design the LDA [4]. When the MS
enters in a LA under a new LDA, MS is registered with the current LA instead of
Home Location Register (HLR). When the MS moves from its own LDA to next
LDA a pointer is kept from home LDA to the current LDA. LDR also keeps track
of its inter LDA movement frequency of the user. If it is found that in inter LDA
movement LA of a user is not in FVLA [4] list, LDR sends update request to HLR.
Here, the proposed methods minimize the registration cost.

2.2 Location Management Using Movement
Based Approach

A method [5] is proposed to predict the current location of MS with the help of
common mobility patterns model [5] from a collection of MSs. The model [5] finds
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ULP [5] and learns cell residence time for each ULP. ULP provides important
information about mobility behavior of MSs. UATs [5], associated with each UAP
[5] are stored in ULP. SMS [6] model characterizes the smooth movement of
mobile users in accordance with the physical law of motion. The model [6] is
formulated by semi markov process [6] to analyze the steady state properties. To
reduce the overhead in MBLMS, a simple scheme [7] of cell-ID assignment is
proposed. In this scheme [7], network sends only the ID of centre cell of a LA-ring
[7] and a threshold value [7] to MS. The MS can compute IDs of all other cells in its
location area. This saves a significant amount of bandwidth by minimizing the
signaling traffic at VLR level. Two different call handling models i.e. CPLU [8]
model and CWLU [8] model are proposed for cost analysis and minimizing of
MBLMS scheme. The exact LU costs of a MBLMS under CPLU and CWLU
models are analyzed using a renewal process approach. This is found that a LU cost
under CWLU is lower than that in CPLU. Author [8] also proposed some theorem
for the simulation technique. A model [9] is able to predict the current location of
MS in the network by using a hybrid model [9] of MLP [9] and SOFM [9]. This
approach reduces the cost of repeated registration and predicts the location of MS.
A non optimal search method [10] yields a low search delay and low search cost,
where 2D Markov-walk [10] mobility model is used to describe a broad mobility
pattern. Each cell is assigned a co-ordinate value by which the mobile station’s
location is denoted and by Markov method the probability to go to some other cell
is found out. In a Markov model [11] for the PCS network, the cells are allocated by
co-ordinates and six directions are determined for the possible movements of any
MS. Probability of moving towards any direction is found out and the system can
predict the location of a MS.

2.3 Location Management in Distance Based Approach

A ring level Markov chain mobility model [12] describes the movement of MS
depending upon the mobility pattern of a mobile user. The analysis done by the
model [12] makes possible to find the optimal distance threshold that minimizes the
total cost of location management in DBLMS. A framework [13] is proposed and
the location update cost is analyzed by considering Impact of call arrivals and the
initial position of the MS.

2.4 Other Approaches in Location Management

A MS can calculate its distance from the base station, by using the RSS [14] and
finds out its location by means of an AGA [14] method. Some metrics have been
proposed in [15] to find out optimized LU cost. The method [15] introduces cell
structure and the shortest route to reach the HLR from the last registered MSC/VLR.
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An analytical model is developed [16] to investigate the busy line effect on inter
service time distribution. In this approach, closed form analytical formulae for inter
service time is calculated. Based on the analytical results the influence of busy line
effect on modeling the portable movements is observed. Cost analysis for location
management without considering the busy line effect may lead to unreliable result.

2.5 3G PCS Network

A new scheme [17] of 3G location management is proposed, where GLR [17]
works as intermediate register between HLR and VLR. GLR contains roamer
subscriber profile and location Information. The service area of GLR is called GLA
[17] which consists of no. of LAs. When MS moves within a GLA, the registration
takes place in GLR. Otherwise, registration is done in HLR. A GR [18] location
tracking process is proposed for 2-level distributed database architecture in 3G
network. The network consists of a number of radio areas (RA) [18]. Each RA
updates their database according to its necessity. The database will update to its
higher authority after getting a group updation of all the RAs under a single
database. Authors [19] applied the some mathematical lemmas in three level
architecture [17, 19] and studied DYNAMIC-3G [19] and STATIC-3G [19]
schemes. A binary search algorithm [19] is proposed to find the optimal threshold
which minimizes the total cost function of DYNAMIC-3G. A new GR location
tracking strategy [20] with 2-level distributed database architecture is introduced in
3G wireless networks. The strategy [20] reduces the total LU cost in RA [20].
The RWL [20] list holds IDs of all newly moving MSs for group registration. The
signaling cost of LU is expected to reduce significantly.

3 Conclusion

Motivation of this survey is to study on location management in PCS network.
Location management consists of two different processes-location update and
paging. The fact that location update is at least 10 times costlier than paging leads
us to focus our survey work on location update process. Location updating can be
of two types- static and dynamic. Three types of updating such as distance based,
movement based and time based occur repeatedly in static one. Updating in
dynamic one uses approaches based on threshold based, replication based and
pointer based. Various user mobility models are random walk model, fluid flow
model, shortest path model and selective prediction model. Research work on 2G
and 2.5G PCS network deal location management using pointer forwarding
approach, movement based approach, distance based approach and also some other
approaches. Another scheme of 3G location management scheme also exists. Two
tables in this paper show comparison between major dynamic LU schemes.
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Self-Organized Node Placement
for Area Coverage in Pervasive
Computing Networks

Dibakar Saha and Nabanita Das

Abstract In pervasive computing environments, it is often required to cover a
certain service area by a given deployment of nodes or access points. In case of
large inaccessible areas, often the node deployment is random. In this paper, given a
random uniform node distribution over a 2-D region, we propose a simple dis-
tributed solution for self-organized node placement to satisfy coverage of the given
region of interest using least number of active nodes. We assume that the nodes are
identical and each of them covers a circular area. To ensure coverage we tessellate
the area with regular hexagons, and attempt to place a node at each vertex and the
center of each hexagon termed as target points. By the proposed distributed
algorithm, unique nodes are selected to fill up the target points mutually exclusively
with limited displacement. Analysis and simulation studies show that proposed
algorithm with less neighborhood information and simpler computation solves the
coverage problem using minimum number of active nodes, and with minimum
displacement in 95 % cases. Also, the process terminates in constant number of
rounds only.

Keywords Area coverage - Node deployment - Pervasive computing - Wireless
sensor networks - Hexagonal tessellation

1 Introduction

In many applications of pervasive computing from home and health care to envi-
ronment monitoring and intelligent transport systems, it is often required to place
the sensors or computing nodes or access points to offer services over a predefined
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area. In some cases, like mobile surveillance, vehicular networks, mobile ad hoc
networks, wireless sensor networks etc., the nodes are mobile and have limited
energy, limited storage and limited computation and communication capabilities.
These networks are often self-organized, and can take decision based on their local
information only. In wireless sensor networks (WSN), large number of sensor
nodes are spatially distributed over an area to collect ground data for various
purposes such as habitat and ecosystem monitoring, weather forecasting, smart
health-care technologies, precision agriculture, homeland security and surveillance.
For all these applications, the active nodes are required to cover the area to be
monitored. Hence, for these networks, the coverage problem has emerged as an
important issue to be investigated. So far, many authors have modeled the coverage
problem in various ways but most of them considered static networks. For deter-
ministic node deployment, centralized algorithms can be applied to maximize the
area coverage assuming the area covered by each node to be circular or square
[9, 11, 12]. Many authors solved the coverage problem by the deterministic node
placement techniques to maximize the network lifetime and to minimize the
application-specific total cost. In paper [3], authors investigated the node placement
problem and formulated a constrained multi-variable nonlinear programming
problem to determine both the locations of the nodes and data transmission pattern
in order to optimize the network lifetime and the total power consumption. Authors
in [10, 15] proposed random and coordinated coverage algorithms for large-scale
WSNs. But unfortunately, in many potential working areas, such as remote harsh
environments, disaster affected regions, toxic regions etc., sensor deployments
cannot be done deterministically. For random node deployment, virtual partitioning
is often used to decompose the query region into square grid blocks and the cov-
erage problem of each block by sensor nodes is investigated [6, 13, 14].
Whether the node deployment be deterministic or random, there is little scope of
improving the coverage once the nodes are spatially distributed and they are static.
Hence, mobility-assisted node deployment for efficient coverage has emerged as a
more challenging problem. Many approaches have been proposed so far, based on
virtual force [5, 18, 20], swarm intelligence [7, 8], and computational geometry
[16], or some combination of the above approaches [4, 17]. In [19], a
movement-assisted node placement method is proposed based on Van Der Waal’s
force where the relationship of adjacency of nodes was established by Delaunay
Triangulation and force is calculated to produce acceleration for nodes to move.
However, the computation involved is complex and it takes large number of iter-
ations to converge. Authors in [1] proposed a distributed algorithm for the auton-
omous deployment of mobile sensors called Push and Pull, where sensors
autonomously coordinate their movements in order to achieve a complete and
uniform coverage. In [16], based on Voronoi diagram, authors designed and
evaluated three distributed self-deployment algorithms for controlling the move-
ment of sensors to achieve coverage. In these protocols, sensors move iteratively,
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eventually reaching the final destination. This procedure is also computation
intensive and may take longer time to converge. Moreover each node requires the
location information of its every neighbor to execute the algorithm.

In this paper, given a random node deployment over a 2-D region, a simple
self-organized distributed algorithm is proposed to satisfy coverage of a given
region of interest using minimum number of nodes with limited mobility. To avoid
an iterative procedure, here some target points are specified deterministically by
tessellating the area with regular hexagons. After deployment, each node computes
the nearest target point. Next, a unique node closest to a target point is selected in a
distributed fashion based on local position information only, to move towards the
target point. In this way, nodes attempt to fill up the target points mutually
exclusively with minimum displacement. The set of nodes selected is made active
to cover the area. It is evident that compared to the works in [16, 19], the com-
putation involved in this algorithm is significantly simple, it requires no location
information of its neighbors and it converges faster in two rounds only. Analysis
and simulation results show that proposed algorithm with less neighborhood
information and simpler computation solves the coverage problem using minimum
number of active nodes, and with minimum displacement in 95 % cases. Also, the
process terminates in constant number of rounds only.

The rest of the paper is organized as follows. Section 2 defines the problem and
introduces the basic scheme of area coverage. Section 3 presents the distributed
algorithm for self-deployment. Section 4 evaluates the performance of the proposed
protocol by simulation. Finally, Sect. 5 concludes the paper.

2 Movement Assisted Area Coverage

2.1 Problem Formulation

Let a set of n nodes S = {s1, 52, . . ., 5, } be deployed randomly over a 2-D region A.
It is assumed that each node is homogeneous, and covers a circular area with fixed
sensing radius r. The goal of this paper is that given the random uniform distri-
bution of a set of n nodes over a 2-D plane, to select a subset P C S and to place
them at nearest target points such that the cardinality of P is minimum and it covers
the area. Our objective is to develop a light weight self-organized distributed
algorithm for node rearrangement to reduce the amount of computation and rounds
of communication, and the average distance traversed by a node, to maximize
coverage utilizing minimum number of nodes. This in turn helps us to conserve
energy better and hence to enhance the network lifetime.
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2.2 Area Tessellation

Given a rectilinear area to be covered by nodes, Fig. 1 shows a typical regular
placement of nodes such that the overlapped region is minimum and the area is
fully covered using minimum number of nodes. The positions of all the nodes
basically defines a set of regular hexagons that tessellates the area as shown in
Fig. 2. The sensor nodes are to be placed exactly on the vertices and the centers of
the hexagons, termed here as the target points. In [2], it is proved that such node
placement technique maximizes the area coverage using minimum number of
nodes. In this case, the minimum number of nodes corresponds to the total number
of target points, and can be computed easily as a function of the sensing radius r as
shown below.

Let A be a 2-D axis-parallel rectangle L x W with (0, 0) as the bottom-left corner
point, termed here as the origin. For any arbitrary bottom-left corner point (xo, yo),
the co-ordinate system is to be translated appropriately. The tessellation of A with

Fig. 1 Target points for node
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regular hexagons of side / is shown in Fig. 2, where 1 = v/3r [1]. It is to be noted
that the target points lie along some rows and columns parallel to the x-axis and y-
axis respectively. Rows are separated by a distance:

/ h? 3
5W: hz—zzir.

Similarly, columns are separated by a distance:

h V3

From Fig. 2, it is clear that, each even row-i starts with a target point (0, i.0w),

whereas each odd row-j starts with a target point (J/,j.0w). Hence given the area A,
the total number of rows is given by: N,,, = L)—Vm + 1,. The total number of target

points is,
N=N L + Nrow
261 2 |

Therefore, to cover the area A, the number of nodes to be deployed is n > N, to
fill up the target points exclusively. However, in practice, with random distribution
of nodes, the area to be monitored is over-deployed, and n >> N, providing suffi-
cient redundant nodes to ensure coverage.

2.3 Nearest Target Point Computation

Let a set of n nodes S = {sy,s2, ..., 5, be deployed randomly over a 2-D region A.
Each node-i only have the information of its physical location (x;,y;) and the
sensing range r. Now to estimate the location of its nearest target point, it should
have the knowledge of the origin, i.e. the bottom-left point of the area. The sink
may directly broadcast it to all nodes for a static area. In case, the area of interest is
dynamic, or depends on the deployment, the nodes may determine the origin as the
point with minimum abscissa and ordinate of all the nodes deployed as described
below. Here, during initialization, each node-i broadcasts its own location (x;, y;),
and maintains two variables initiated as x,,;; = x;, and y,,;, = y; to keep the mini-
mum abscissa and ordinate of all of the deployed nodes. It receives the messages
with locations (xj7 yj) from other nodes-j, and if x; < x,,;, and/or y; < y,,;, the values
of X,in (Vmin) are changed appropriately, and if there is any update, the new message
is broadcasted again, otherwise it is ignored. In this way, after sufficient time, say T,
all the nodes will acquire the same value of x,,;, and y,;, and consider it as the
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origin of the area under consideration. In case of an event, the affected nodes may
define the event area in terms of this origin dynamically. Now, the initialization
phase is completed and the next phase starts. In the worst case, each node may have
to transmit n messages to complete the procedure.

After initialization phase, the nearest target point is to be computed by each
node. We assume that each node knows the origin (Xin, Ymin) of A. Next, each node
i at location (x;,y;), attempts to find out its nearest target point. It computes

. |xi - xmin|
= I B —
(i) = N ( 5

and

. |y: - yminl

Here NI(x) denotes the nearest integer value of x. Next, it finds the location of its
nearest target point T;(xz;, yr;) as:

yri = ty(i) - ow
xri = t,(i) - h, whent(i) is even,

h
=t(i)-h+ 5 otherwise.

Thus, each node finds its nearest target point and broadcasts it to its neighbors
which lie within its communication range to select a unique node in a distributed
fashion to be moved to a given target point exclusively. So, it is important to define
the communication range of a node to define its set of neighbors.

2.4 Role of Communication Range

So far, we have mentioned the sensing range of the sensor node-i that defines the
circular area with radius r, centered at node-i to be the area covered by node-i.
When a node executes a distributed algorithm, it is very important to identify its
neighborhood with which it can communicate directly. For that we should specify
the communication range r, of a node-i which indicates that when a node-i trans-
mits, a node-j can receive the packet if and only if, the distance between the nodes
d(i,j) <r.. It is important to note that for all practical purposes, r. is independent of
r, since the transceiver hardware of the sensor node determines r. and r is the
property of the sensing hardware. For the proposed algorithm, it is required that
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each node should cooperate with its neighboring nodes which are within a distance

of 2(h +r) = 2(1 + v/3)r. So, here we assume that . > 2(1 4 v/3)r, where r is the
sensing range.

3 Algorithms for Area Coverage

In wireless sensor networks, since nodes have limited computing and communi-
cation capabilities, it is always better to adopt distributed algorithms where nodes
may take decisions with simple computation based on their local information only
to produce a global solution.

Algorithm 1: Target Point Computation

Input: node: i(z,y)
Output: Target point: T;(zri, yri)
ty — NI(%);
if t, is even number then
‘ ty «— NI($);
xp; — ty X h;
else

te — |z — &;
ty — NI(t2);

wr; — (tz X h) + 53

Yyri — ty X [

Here initially, each node is in Active mode and knows its location and the origin
(Xmin, Ymin) Of the area to be covered. In the first round, each node-i assumes a virtual
tessellation of the area with hexagon tiles and compute its nearest target point by
Algorithm 1. It broadcasts a Target message with data (#;(x,y), d;), where ;(x,y) is
its nearest target point and d; is its distance from f;(x,y). Each node-i waits till it
receives Target messages from all of its neighbors. Then it checks if it is at min-
imum distance from the target #;(x,y). Then node-i is selected to fill up the target
ti(x,y). The case of tie may be resolved by node-id. It broadcasts Selected(i, t;(x,y))
message and moves to #;(x, y) point with displacement d; and goes to Active state.
Otherwise, it goes into the Idle state. It is clear that within the circle C; of radius r
around a target point f;(x, y), if there exists at least one node, it will be filled up by
it. The problem arises if any circle C; is originally empty due to initial random node
deployment. In that case, the Idle nodes will execute a second round of computa-
tion. Each idle node-i finds if there is any unfilled target node around it, i.e. within
the six adjacent circles overlapping with C;. Next it finds the unfilled target points
and sort them according to the distance from it. Next it follows the same procedure
described above for each target unless it becomes selected or all the targets are
filled up.
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The distributed Algorithm 3, describes the sequence of steps of the procedure.

Algorithm 2: Node Selection for Target Point

Input: node: i, STATUS (active =1 or idle=0)
Output: movement: true/false
movement=true;
for each neighbor node do
if receives target(t’ (z,vy), d’) message then
if t'(x,y) ==t/ (z,y) // same target point then
if d* > d’ then
movement=false;

STATUS(i) « 0;

if d == d’ then
if i > j then
movement=false;
L STATUS(i) < 0;

if movement==true then

Move towards target point t*(z, y);
STATUS(i) «— 1;

| broadcasts Selected(t*(x,y)) message;

Algorithm 3: Distributed Algorithm for Adjacent Target Points

Input: free node n;

Output: Active or idle

for each node i do

Compute nearest target point t'(z,y) (call Algorithm 1);

Compute all six neighbor target points of ti(m7 y) and distances from its position.
Include all the target points in £; sorted by distance D;;

for L£; # {¢} do

Take first point t""(z, y) and d; from £; and D; respectively;
broadcasts target(t'(z,y), d;) message;

‘Wait and listen until receives all Target message from the neighbors;
Call Algorithm 2;

if STATUS(i) == 1 then

Goto Active Mode;

Free £; and D;;

Terminate;

else )
if receives Selected(t’(z,y)) message then
L Remove target point ¢’ (z,y) from L;;

| Terminate and goto idle Mode;

3.1 Complexity Analysis

It is evident that to find the target points Algorithm 1 is computed in constant time.
To take decision for selecting a unique node for each target point, each node waits
until it receives all the farget messages from its d neighbors. Each node takes O(d)
time to get the minimum distance from its d neighbors. Therefore, Algorithm 2
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computes in O(d) time, where d is the maximum number of neighbors of a node.
Finally, each node attempts to fill up at most seven target points. Therefore, the total
time complexity of the distributed algorithm (Algorithm 3) is O(d). In the dis-
tributed algorithm nodes broadcast at most seven Target messages and only one
Selected message. Therefore, per node at most eight messages are needed to
complete the procedure. Hence, the message complexity per node is O(1) only.

4 Simulation Results

In our simulation study, we assume that n nodes, 250 <n <300, are distributed
randomly over a 500 x 500 area with radius r = 28.86 and side of the hexagon
h = 50. All the target points associated with the circles are computed by nodes.
After executing the distributed algorithm, each node moves to its target point. The
performance of the proposed algorithm is evaluated in terms of coverage, rounds of
computation needed and displacement of nodes. The graphs show the average value
of 20 runs for 20 independent random deployments of nodes.

Figure 3 shows the variation of coverage percentage with n, the total number of
nodes deployed. If the total number of target points is 105, for n = 50, 100, 150, the
coverage percentage is found to be 47, 84.57 and 99.36 % respectively. It gives an
idea that how much an area should be over deployed to achieve 100 % coverage
with random node deployment.

In Fig. 4, the variation in the number of computation rounds with 7 is presented.
It is to remember that with random deployment, if there is no empty circle C; with
center at a target #; and radius r, the procedure completes in a single round only.
This fact is exactly revealed in Fig. 4. For n = 100, 150, 200, target points are filled
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up in two rounds whereas if n > 200, the proposed technique takes a single round
to complete.

For a given random deployment of n = 150 nodes, Fig. 5 shows the distances
traversed by each node to fill up target point with r = 28.86. It shows that in more
than 95 % cases, the target is filled up by a node with minimum possible dis-
placement. It is obvious that with greater values of n, this percentage can be
improved further.



Self-organized Node Placement for Area Coverage ... 375

5 Conclusion

In this paper, we propose a self-organized node placement algorithm to satisfy the
coverage of a given region of interest in Wireless Sensor Networks. The area is
logically tessellated by regular hexagonal tiles starting from an origin. To get full
coverage with random deployment of n nodes over a 2D region, we need to place
unique nodes on every target point, which are essentially the vertices and the
centers of the hexagons. With just the knowledge of its own location and the origin,
each node executes a simple self-organized distributed algorithm O(d) time com-
plexity (d is the maximum number of neighbors of a node) and constant message
complexity, to fill up all the target points mutually exclusively with minimum
possible displacement. In case of failure of nodes, existing free nodes may take
necessary action to fill up the empty target points to make the system fault-tolerant.
We evaluate the performance of our proposed model by simulation. It shows that
with sufficient node density the algorithm attains full coverage using minimum
number of nodes and terminates in one round only. Also, in more than 95 % cases
the displacement of an individual node is minimum.
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SNR Enhancement of Brillouin
Distributed Strain Sensor Using
Optimized Receiver

Himansu Shekhar Pradhan and P.K. Sahu

Abstract This paper presents an improvement on signal to noise ratio (SNR) of
long range Brillouin distributed strain sensor (BDSS). Differential evolution
(DE) algorithm is used for receiver (avalanche photo diode (APD)) optimization.
We have extracted the strain information of the proposed sensor using Fourier
deconvolution algorithm and Landau Placzek ratio (LPR). SNR of the proposed
system is realized using Indium Gallium Arsenide (InGaAs) APD detector over
50 km sensing range. We have achieved about 30 dB improvement of SNR using
optimized receiver compared to non-optimized receiver at 25 km of sensing dis-
tance for a launched power of 10 mW. The strain resolution is observed as 1670ue
at a sensing distance of 50 km. Simulation results show that the proposed strain
sensor is a potential candidate for accurate measurement of strain in sharp strain
variation environment.

Keywords SNR - DE - APD - BDSS

1 Introduction

Nowadays, Brillouin distributed sensors become increasingly popular because of its
ability to sense both temperature as well as strain. The distributed fibre sensors are
more attractive toward the sensing applications due to their many advantages such
as: distributed sensing replaces complex integration of thousands of electric sensor
with one optical fibre system. These sensors offer the ability of being able to
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measure physical and chemical parameters along their whole length of the fibre on a
continuously manner. The optical fibre is used as sensing element because it is
cheap, light weight, flexible and immune to electromagnetic interference (EMI) [1,
2]. The distributed sensing system can be a cost-effective as well as flexible solution
because of the use of normal telecommunication fibre as sensing element.
A temperature measurement system using the signature analysis of Raman
anti-Stokes and Stokes backscattered signal is demonstrated by Dakin et al. [3].
Raman scattering based temperature sensor are very popular because Raman signal
separation is easier and conventional silica-based optical fibres can be used as the
sensing element. Another advantage is that the temperature sensitivity of Raman
sensor is about 0.8 %/K [4]. However, the downside is that the anti-Stokes Raman
backscattered signal is extremely weak and about 30 dB weaker than the Rayleigh
backscattered signal as a result a high sensitive receiver is required to receive weak
backscattered signal. In order to mitigate the above mentioned difficulties, Brillouin
scattering based distributed sensor is developed. The frequency shift of the Stokes
Brillouin backscattered signal with strain was reported by Horiguchi et al. [5] in
1989. After their reported work, lots of research works on Brillouin distributed
sensor are carried out by the researchers and industries. The mostly focused areas of
research on Brillouin distributed sensor (BDS) is that the performance improvement
such as: sensing range, sensing resolution, spatial resolution and SNR etc. SNR
enhancement of BDS using different optical pulses coding such as simplex code [6],
bipolar Golay codes [7], colour simplex coding [8] are reported in the literature. In
this paper, we have proposed a BDSS system and extracted the strain profile using
optical time domain reflectometer (OTDR) technique and LPR. In the proposed
BDSS system, we have injected a short pulse to the sensing fibre and a spontaneous
Brillouin backscattered signal is detected at the input fibre end. The received
Brillouin backscattered signal intensity can be expressed as the convolution of the
input pulse profile and the strain distribution along the fibre. We have calculated the
SNR of the detecting signal using non-optimized and optimized parameter values of
APD. We have included both thermal as well as shot noise of APD for calculation
of SNR. In particular, we have shown the improvement of SNR of the proposed
system using receiver optimization.

2 Theory and Simulation Model

The schematic of proposed SBSS system for 50 km sensing range is shown in
Fig. 1. We have measured Brillouin backscattered signal using OTDR technique of
the proposed sensor. The principle of OTDR technique is that an optical pulse is
launched into fibre and the backscattered signal is detected at the input fibre end.
The location information can be found out by the delay time and the light velocity
in the fibre.
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Fig. 1 The schematic of the proposed BDSS system

We have optimized the parameters of APD such as Responsivity R, dark current
I,; and ionisation ratio k4 using DE algorithm. The optimum gain of the APD used
as cost function for the optimization process and is given by [9]

{ 4kpTF, } 173 X
T | kagRL(RPy, + 1) )

In the above expression, kg is the Boltzmann constant, T is the absolute tem-
perature equal to 300 K, F), is the excess noise factor, k4 is the ionization ratio or
coefficient, ¢ is the charge of an electron, R, is the load impedance, R is the
Responsivity, P;, is the input power to the receiver. The typical value of the other
parameters of Eq. 1 are taken as R, = 1kQ and F, =2 [9]. We have used DE
algorithm to maximize the cost function. In DE algorithm, we have used the
mutation factor 0.5, number of populations 10 and number of generations 100 in
our proposed algorithm. The maximization of APD optimum gain in Eq. 1 is done
by taking three variables as R (from 1 to 9 A/W) I; (from 1 to 10 nA) and k4 (from
0.01 to 1). We have considered the processes involved in DE algorithm [10] to
maximize the optimum gain of APD. In the proposed system, we have considered
the backscatter impulse response f(¢) defined as the backscattered signal power in



380 H.S. Pradhan and P.K. Sahu

response to an injected unit delta function signal. Assuming constant propagation
loss of fibre throughout its length, f(¢) can be expressed as

f) = %ocgngpinexp(—%cz) (2)

where v, is the group velocity within the fibre, S is the backward capture coefficient,
Din 1s the optical power injected to the fibre, op is the Brillouin scattering coefficient
of the fibre defined as ap = (87°n®p?ksT)/(324pv2) [11]. Where n is the refractive
index of fibre core, p is the photoelastic coefficient, p is the density of the silica, v,
is the acoustic velocity and o is the wavelength of the incident light. In the
proposed strain sensing system, the received backscattered power at the input of the
fibre P(¢) can be expressed as the convolution of the injected pulsed power p(¢) and
the backscatter impulse response f(f) and is given by

P(1) = p(1) @ f (1) (3)

In simulation, we have considered a pulse of width wy, and power p;, is launched
into the 50 km long fibre and have received the backscattered power at the input
fibre end with the addition of white Gaussian noise. Similarly, for calculation of
LPR, which is the ratio of Rayleigh signal intensity to Brillouin signal intensity, we
have calculated the Rayleigh backscattered power. Rayleigh backscattered power
Pg, with the function of fibre length z is given by [12]

Pr(z) = %pvawOSvgexp(—bRZ) 4)
where y, is the Rayleigh scattering coefficient. We have considered the strain
dependence of the Brillouin backscattered signal intensity is given by Ip =
(IRT)/(Ty(pv>Br — 1)) [13]. Where I and Ip are the Rayleigh and Brillouin
backscattered signal intensities respectively, Ty is the fictive temperature, 3, is the
isothermal compressibility and v, can be expressed as v, = v/((E(1 — 0))/(p(1 +
0)(1 —20))) [13]. Where E is the Young’s modulus and ¢ is the Poisson’s ratio.
The variation of Young’s modulus of silica with the strain is given by E =
Eo(1 + 5.75¢) [14]. Where Ej is the Young’s modulus in unstrained fibre and ¢ is
the tensile strain applied to the fibre. Assuming the Poisson’s ratio is independent of
strain, Ip can be rewritten as

kIIR
b=l +5750) — 1 ®)

where k; =T /Ty and k, = (Eofr(1 —0))/(((1+0)(1 —20))). To obtain the
strain profile along the sensing fibre, we have considered the LPR at the unknown
strain ¢ is compared with the known reference strain &g, and given by
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s:i(l—%>+sR (6)

K, LPR (&)

The strain sensitivity of the proposed sensor is K;. For calculation of SNR, we
have used (InGaAs) APD receiver. The photo current of the receiver can be
expressed as [9]

Ip = MRP;, (7)

where R is the responsivity of the photo receiver and P;, is the input power to photo
receiver. We have considered the noise powers such as: Gaussian noise, (d%) as
well as thermal noise, (a%) and shot noise, (ag) of APD for calculation of total
power. The shot noise power of APD can be calculated by the given expression
03 = 2qM*F4(RP;, + 1) Af [15]. In the above expression, Af is the effective noise
bandwidth and F, 1is the excess noise factor can be expressed as
Fp =kaM + (1 — k4)(2 — (1/M)). Similarly, the thermal noise power of APD can
be calculated by the given expression o7 = 4(kT/R;)F, Af [16]. Where F, is the
amplifier noise figure. The SNR of the proposed sensing system over a 50 km
sensing range can be expressed as:

7 M*R*P?,

SNR = —
oG +o5+or og+ogtor

(8)

where I,% is the Brillouin backscattered signal power at the output of APD and
O'ZG + a§ + 6% is the total noise power of the proposed system. We have realized
SNR of the proposed sensor using non-optimized as well as optimized receiver.

3 Simulations and Results

The optimum gain of APD is maximized using DE algorithm and the best solution
shown in Fig. 2. We have calculated the Raleigh backscattered power and Brillouin
backscattered power with additive white Gaussian noise of variance of 65 = 107'W
for 50 km sensing range. A laser source operating at 1550 nm with 10 MHz linewidth
is used for simulation. A rectangular pulse of width 100 ns and power 10 mW is
launched to the sensing fibre and the backscattered signal is received at the input fibre
end. The other parameters based on silica fiber such as o =0.2dB/km,
k=138x10"2J/K, S = 1.7 x 1073,n = 1.45,y, = 4.6 x 1071 /m,p = 0.286,
p =2330kg/m?, Ty = 1950K, Ey =71.7GPa, f; =7 x 107! m?/N and ¢ =
0.16 are used for simulation. We have simulated the proposed 50 km strain sensor
using Eq. 3. In the simulation process, we modeled a strained source with an artificial
rectangular pulse variation of strain distribution around the point z = 25 km from
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Fig. 2 The best solution of
DE algorithm

4.

w
[,

Optimum Gain

25

H.S. Pradhan and P.K. Sahu

5

N

w

20 40 60 80 100
Number of Generations

the end point of the optical fibre whereas the rest of the fibre maintained at zero
strain. We have calculated LPR(&g) for unstrained fibre by taking eg = Ope. Similarly,
LPR(¢) for strained fibre is calculated by taking ¢ = 3000ue. We have extracted the
strain of proposed sensing system using FourD algorithm. The strain sensitivity Kj is
9.1 x 10~* %ue~" [17] with respect to Brillouin intensity is considered for simulation
process. The strain profile of the proposed system extracted using Eq. 6 and shown in
Fig. 3. We have estimated the strain resolution by the exponential fit of the standard
deviation of measured strain distribution versus distance. The strain resolution using
FourD algorithm is shown in Fig. 4. We have observed the strain resolution of 1670ue
at 50 km distance using FourD algorithm. We have calculated SNR of the proposed
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Fig. 4 Strain resolution of
proposed system using FourD
algorithm
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system using InGaAs APD using non-optimized and optimized optimum gain for
50 km sensing range. The non-optimized parameter values 1, 0.9, 10 nA are used for
R, ks and I; respectively in simulation process. The SNR of the proposed system is
calculated using Eq. 8. Figure 5 shows the SNR of the proposed sensor using both
non-optimized receiver and optimized receiver. The 30 dB improvement of the SNR is
observed in Fig. 5 at 25 km of distance for optimized receiver compared to

non-optimized receiver.

Fig. 5 SNR with and without
receiver optimization of the
proposed sensor

60

T T T T T T
: — Without receiver optimization
— With receiver optimization

20 25 30 35 40 45 50
Fibre Length(km)



384 H.S. Pradhan and P.K. Sahu

4 Conclusion

The improvement of SNR in Brillouin distributed strain sensor is investigated in
this paper. The strain profile of the proposed system is extracted using LPR and
FourD algorithm over 50 km sensing range. The optimization of receiver APD is
done using DE algorithm. Using optimized receiver 30 dB improvement of SNR is
observed at 25 km of distance. In the proposed strain sensing system, the strain
resolution is observed 1670u¢ at a distance of 50 km. Simulation results indicate
that the proposed strain sensor can be used for accurate strain measurement in long
range sensing applications.
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Comparative Performance Analysis

of Different Segmentation Dropping
Schemes Under JET Based Optical Burst
Switching (OBS) Paradigm

Manoj Kumar Dutta

Abstract Optical burst switching (OBS) is the most promising technique to
explore the huge bandwidth offered by the optical fiber. In OBS network sender
does not wait for an acknowledgment of path reservation and uses only one-way
reservation for data transmission. In spite of being very promising this one-way
reservation policy of OBS technology may create contention during data trans-
mission. Contention in the network leads to loss of packets as a result the efficiency
of the optical network deteriorates. To achieve optimum performance of an OBS
network it is essential to employ proper contention resolution techniques. This
article investigates the contention resolution capability of segmentation based
dropping scheme for JET based OBS network. Performances of three different
segmentation burst dropping policies such as head dropping; tail dropping and
modified tail dropping are discussed and compared for above mentioned networks.
Both finite and infinite input cases are considered here.

Keywords OBS network - Contention resolution - Segmentation based dropping -
Throughput - Carried traffic - Offered traffic

1 Introduction

OBS is assumed to be the most efficient switching paradigm for wavelength divi-
sion multiplexing (WDM) system to explore the huge raw bandwidth available by
an optical fiber [1-3]. Different signaling protocols are associated with optical burst
switching scheme viz. just-enough-time (JET), just-in-time (JIT), tell-and-go
(TAG), and tell-and-wait (TAW) [1, 4]. JET provides more efficient bandwidth
utilization compared to JIT and TAW schemes, and a better QoS compared to TAG
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protocol, so JET-based OBS scheme is the best approach for deployment of optical
burst switched networks [5].

OBS networks uses one-way reservation protocol and does not wait for the
reservation acknowledgement of the entire optical path so there is always a chance
of occurring contention in the intermediate nodes. Loss of burst means loss of data
which in turn essentially degrades the performance of the network. So reduction of
burst loss probability is essential in OBS network. Many dropping policy algo-
rithms are reported in literature by scientific community. Conventional reactive
contention resolution technique uses wavelength conversion, optical buffers and
space domain approach [4]. However for these policies additional resources are
required which may increase network cost and complexity. To avoid this problem
another technique namely segmentation based dropping policy was adopted [6, 7].
In this scheme only the contending portion of any one bursts is dropped instead of
dropping the entire burst. The advantage of this scheme is that the burst loss
probability reduced significantly without using any addition hardware but by uti-
lizing fragmented burst. Segmentation based dropping scheme involves mainly
three different types of dropping schemes namely head dropping, tail dropping and
modified tail dropping. In the present analysis all the three types of dropping
policies are estimated to find the best possible one to achieve the optimum effi-
ciency of a JET based OBS network using segmentation based dropping scheme

[3].

2  Burst Segmentation

In OBS networks the data packets are first assembled to form a burst and then
transmitted. Control packets are sent out-of band. The control packet includes
different information such as destination address, length of the burst, quality of
service requirements and offset time etc. In segmentation dropping scheme the data
burst is re-divided into small segments which may include one or more than one
packet. Every segment of a burst contains information such as portioning point,
checksum, length and offset time.

If any contention occurs in the intermediate nodes only overlapped portion of
any one burst is dropped instead of complete burst. The commonly used burst
dropping policies includes head dropping and tail dropping. In case of head
dropping the header part of the contending burst is dropped (Fig. 1a), and in case of
tail dropping the tail part of the original burst is dropped (Fig. 1b). Head dropping is
advantageous in sense of preemption less by next one [8, 9].

Advantage of tail dropping scheme over head dropping is that in case of tail
dropping scheme the corresponding header packet is never being dropped so there
is a very less chance of out of sequence delivery of the packets. The dropped
portion of the segment is retransmitted later on. In case of modified tail-dropping
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Fig. 1 Contention and corresponding segment dropping policy. a Head-dropping, b Tail-dropping

scheme, if the contending burst is having less number of segments than the original
burst then the contending burst will be entirely dropped and vice versa. In this
approach packet loss probability during the contention reduces significantly [10].

3 Mathematical Calculations for Blocking Probabilities

Considering Poisson arrival process the packet loss probability of a JET segmen-
tation dropping with infinite channel is given by [7],

o . »
L
'21 LV
i=
PJETseg(lrgﬁnite Input Channels) — y ( 1 )

where y is n.p (p = M is the offered load, n = NoW is total number of output
channels), while remaining being the virtual channels. The virtual channels are used
by the burst when all the real channels are busy. For finite input channels (NgWg)
the packet loss probability of JET segmentation dropping scheme is given by,

PJETseg(Finile Input Channels) —

N\
S (o) ko mewt ()
p bp)" n kL.(NeWg —k)! (1 4 2)NeWe

4
k=n+1 u

)

where exp (—R/bp) is the node ideality factor and can be modeled as a function of
bandwidth utilization (b), incoming data rate (R) and available bandwidth () [11].

These equations are used to find out the performance of an OBS network
employing burst segmentation techniques. Efficiency of OBS network is usually
measured by calculating blocking probability under the appropriate node and traffic
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assumptions. In the present analysis Egs. (1) and (2) have been used to estimate the
blocking probability and normalized carried traffic for three different kinds of burst
dropping schemes.

4 Simulation and Results

Equations (1) and (2) have been used to carry out the simulations using MATLAB
tools to measure the blocking probability reduction capacity of the segmentation
based dropping scheme for different network parameters. Probability of blocking vs
the offered load for three different dropping policies under consideration has been
presented in Fig. 2, the result reveals that modified tail dropping scheme works
most efficiently because modified tail dropping policy is having the advantage of
very less out of sequence packet delivery probability and the dynamic dropping
capacity of the smaller burst between the original and the contending burst.

For example, it can be seen that up to normalized offered traffic value of 0.4 the
modified tail dropping scheme provides negligible blocking probability. The
qualitative nature of blocking probability curves for all three dropping policies are
almost similar but with a quantitative difference. Hence JET segmentation based
modified tail dropping scheme is the best dropping technique among the three
discussed.

Performance analysis of head dropping, tail dropping and modified tail dropping
schemes of segmentation dropping based contention resolution technique for finite
input channels and infinite input channels have been displayed in Figs. 3 and 4
respectively. The analysis was based on carried traffic vs normalized offered traffic.
Result shows that all the dropping schemes are performing better for a system with
finite input channels.
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Fig. 3 Carried traffic versus
offered traffic for Pseg (finite
input channels)

Fig. 4 Carried traffic versus
offered traffic for Pseg
(infinite input channels)
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In this article the contention resolution by using segmentation based dropping
scheme for JET based OBS network has been discussed. There are generally dif-
ferent types of burst dropping policies are possible. First by dropping the header of
the contending burst, second by dropping the tail of the original burst and finally by
dropping the smaller segment out of the contending and original burst. Effort has
been given to compare the performance of three above mentioned dropping poli-
cies. Simulation result shows that the modified tail dropping provides the best

contention resolution.
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Free-Space Optical Communication
Channel Modeling

G. Eswara Rao, Hara Prasana Jena, Aditya Shaswat Mishra
and Bijayananda Patnaik

Abstract Free-space optical (FSO) systems have proved as the best technologies
for communication and surveillance systems. These systems are merged with other
technologies for providing robust applications. In FSO systems, when laser light is
transmitted through the atmospheric channel, severe absorption is observed espe-
cially because of fog, snow, heavy rain etc. Therefore, we have discussed here
different free space optical channel modelling techniques for mitigating these
effects.

Keywords Free-space optics - Atmospheric turbulence - Rayleigh distribution,
Gama—Gama modeling - Probability distribution function

1 Introduction

Out of many recent technologies free space optics (FSO) has proved as a vital
technology in wireless communication systems. FSO is useful for outdoor links,
short range wireless communications, and backbone of existing fiber optic com-
munication systems [1, 2]. FSO technology is limited to the channel impairments.
Unfortunately, the atmosphere has large number of noises, hence not an ideal
communication channel [2]. Because of pressure and temperature variations of the
atmosphere, it fluctuates the received signal amplitude and phase in the FSO sys-
tems and hence the bit error in the digital communication links [3]. Detailed
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challenges of FSO communication systems in atmospheric turbulence effects given
by Henniger and Wilfert [4]. Zhu and Kahn [5] chronicled assorted different
techniques to minimise the intensity fluctuations caused by atmospheric turbulence
and shown spatial diversity technique to nullify the fading effect, at different
receivers and they have chronicled the use of maximum feasibility detection
technique. Differential phase-shift keying (DPSK) technique is proposed by Gao at
el. [6] to improve the receiver sensitivity of FSO systems. They have shown that
under same channel constrains DPSK technique is better than on—off-keying
(OOK) based techniques. Using the same bandwidth, theoretical analysis and
numerical results are illustrated, OOK has a lower sensitivity than DPSK system,
and thus DPSK format is very satisfactory for atmospheric channels and in wireless
optical communication systems it has the broad anticipation [6].

2 Free Space Optical Communication Systems

In the proposed optical wireless communication system the major subsystems are
shown in Fig. 1. LASER (light amplification by stimulated emission of radiation)
beam is used as a wireless connectivity for the FSO system; free-space is used as
the communication channel for carrying the data. In the received signal indis-
criminate fluctuations, which is called as scintillation, is observed due to the
atmospheric turbulence [7]. The performance of the FSO system is mainly affected
by the free space channel. Thus the analysis of the free space channel is an
important role for measuring the performance of the system. The three predominant
parameters that affects the optical wave propagation in FSO systems are scattering,
absorption, and changes in refractive index [8].

Source—# Modulator Driver »| Laser Diode Transmit Opticsl

Transmitter

Atmospheric
Channel

Destinatione==d Demodulato Amplifier Photo Detector Receive Optics

Receiver

Fig. 1 Block diagram of FSO communication system
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3 FSO Channel Modelling

The fading strength of the FSO channel depends on the (i) link distance,
(ii) refractive index structure parameter C? of the medium and (iii) wavelength of
the optical radiation. This model generally depends on Rytov variance 7. It is
given by [7],

oh = 1.23C2p"/6711/6 (1)

where, p = 2n/A is the optical wave number, Cﬁ is the refractive index structure
parameter, Z is propagation link distance, which is a constant for horizontal paths.

3.1 Rayleigh Distribution

The Rayleigh model is used in FSO systems to describe the communication channel
gain. For deeply faded channels the density function of the Rayleigh is highly
concentrated. The scintillation index is 1 for the Rayleigh channel.

For Rayleigh distribution the PDF is given by [7],

£y = izexp{iz}, >0 @)

(o) 203

3.2 Gamma-Gamma Distribution

For the Gamma—Gamma distributed channel the PDF of the intensity fluctuation is
given by [7]

ot+p

f(L) 2((;xﬁf)2 7K (2V/#PL), L >0 ®)

L is the intensity of the signal, K(, g is the modified Bessel function of the
second order, which denotes the scintillation of the uniform plane waves and during
the time of zero-inner scale, it will be [7, 9],

o= (4)
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1
p= 05103 (5)

exp Vi —1
(1+OA696,§)

3.3 Lognormal Distributions

In the log-normal model, the log intensity of the laser light traverses the medium is
normally distributed with an average value of —c?/2. The probability density
function of the received irradiance is given by [10-12],
1
f(I) = expl —

2
(ln (i) + 0123/2)
12 I

2no%" 1 20%

>0 (6)

where, I is the signal irradiance in the absence of scintillation, I represents the
destination irradiance.

4 Results and Discussion

The probability density function (pdf) and irradiance for various channel models
have been plotted. Figures 2 and 3 show the pdf and irradiance for Gamma—-Gamma
and Rayleigh channel models. It is observed that that the Gamma—Gamma model

Fig. 2 Pdf and irradiance for Gamma gamma pdf vs irradiance plot
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Fig. 3 Pdf and irradiance for Rayleigh PDF for variance = 0.5
Rayleigh channel 14 , T
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performs better for all regimes from weak to strong turbulence region. Figure 4

shows the output response of the multipath Gamma—Gamma modeled channel for
the input PPM signal.
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Fig. 4 Response of the multipath Gamma—Gamma modeled channel for the input PPM signal
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5 Conclusion

Mathematical modelling is used to find out the symbol error probability under
different type of channel models used in FSO communication for the turbulence
channel models such as the Rayleigh, Gamma—Gamma model distribution are valid
from weak to strong turbulence regime. It should be noted that the Gamma—Gamma
model performs better for all regimes from weak to strong turbulence region. So we
can conclude that Gamma—Gamma model is to be preferred under weak to strong
turbulence regime as channel model for FSO communication systems.
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Wavelet Based RTL-SDR Real Time
Signal Denoising in GNU Radio

U. Reshma, H.B. Barathi Ganesh, J. Jyothi, R. Gandhiraj
and K.P. Soman

Abstract Noise removal is considered to be an efficacious step in processing any
kind of data. Here the proposed model deals with removal of noise from aperiodic
and piecewise constant signals by utilizing wavelet transform, which is being
realized in GNU Radio platform. We have also dealt with the replacement of
Universal Software Radio Peripheral with RTL-SDR for a low cost Radio
Frequency Receiver system without any compromise in its efficiency. Wavelet
analyzes noise level separately at each wavelet scale in time-scale domain and
adapts the denoising algorithm especially for aperiodic and piecewise constant
signals. GNU Radio companion serves well in analysis and synthesis of real time
signals.

Keywords Signal denoising - Wavelets - Continuous wavelet transform
Multirate signal processing « GNU radio companion
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1 Introduction

Problem proposed is removal of noise from an aperiodic and PieceWise Constant
(PWC) signal. These signals occur in many contexts like bioinformatics, speech
signals, astrophysics, geophysics, molecular biosciences and digital imaginary.
Preprocessing of above said data is an undeniable paramount in any vital means of
communication in present epoch. Each data has its own attribute and are essentially
not the same. While denoising these attributes are considered based on the data
chosen and denoised accordingly. The data chosen here is a real time 1D signal which
is affected by noise by itself during transmission, or on recording the same. The
salient idea behind the pre-processing stage is to retain the default quality of the data
chosen rather than the re-styled one. In recent years many noise reduction techniques
have been developed to produce a commotion free signal from the noise signal. Some
of the algorithms used are Least Mean Squares Filtering, Adaptive Line Enhancer,
Spectral Subtraction, Wiener filter, subspace, and spatial temporal prediction and
much more [1, 2]. In PWC signal sudden variation in signal amplitude pose a fun-
damental challenge for conventional linear methods, e.g. Fast Fourier Transform
(FFT) based noise filtering. While doing the above methods, signals converge slowly
that is magnitudes of Fourier coefficients reduce much slower with increase in fre-
quency. All these algorithms have their own pros and cons like reduced recoverability
of data, computational complexity, less efficiency in processing real time signal and
so on, which led to propose a wavelet transform based denoising method which offers
simplicity and efficiency. Smoothing refers to removing high frequency components
and retaining the low frequency components. Wavelet based denoising is not a
smoothing function [3]. Wavelet retains the original signal regardless of the fre-
quency content of the signal. The point to be stressed is that most of these algorithms
are analyzed in MATLAB environment but introducing the same in GNU Radio can
be applied more effectively for a real time signal [4]. In most cases Universal Software
Radio Peripheral (USRP) and GNU Radio clubs up together to develop a real time
Software Defined Radio (SDR) system. Since the outcome of such a combination
were exorbitant this system could not be used in labs, research institutes, hobbyists
and other commercial areas. RTL-SDR was then utilized for the same purpose, but
this could not provide the efficiency (8 bit Anaolog to Digital Converter) that USRP
(Typically 12 bit ADC) could afford to. Hence this work proposes an idea to over-
come the above problem by introducing wavelet transform based denoising a signal
which will be a key term for replacing USRP with RTL-SDR.

2 Literature Survey

Various researchers have proposed wavelet based denoising on 1D and 2D signals
based on traditional way of thresholding and wavelet shrinkage which are
unavailing for signals with high frequency noise content. Most of these methods
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were simulated in MATLAB which are exorbitant for commercial and educational
basis. Moreover processing of real time signals becomes ineffectual. So a suitable
platform and adequate algorithm is required. Slavy G. Mihov, Ratcho M. Ivanov
and Angel N. Popov have proposed a denoising technique using wavelet transform
which was applied on a large dedicated database of reference speech signals con-
taminated with various noises in several SNRs [5]. S. Grace Chang, Bin Yu and
Martin Vetterli proposed a spatially adaptive wavelet thresholding method for
image denoising. This is based on context modeling, a common technique used in
image compression to adapt the coder to changing image characteristics [6]. Sylvain
Sardy, Paul Tseng and Andrew Bruce have proposed a robust wavelet oriented
predictor by having an optimizer model. Which is a nontrivial optimization problem
and solved by choosing the smoothing and robustness parameters [7]. Sylvain
Durand, Jacques Froment proposes a traditional wavelet denoising method based on
thresholding and to restore the denoised signal using a total variation minimization
approach [8]. It was made sure that the restoration process does not progressively
worse the context information in the signal that has to be considered as a remark in
the denoising step [8]. By observing this, wavelet transform based real time signal
denoising is proposed in GNU Radio.

3 Wayvelet Transform in GNU Radio for Denoising
3.1 Noise

Data captured from the real world known as signals do not exist without noise. In
order to recover the original signal, noise must be removed. This task is more
complex when the signal is aperiodic or piecewise constant in nature. The linear
method achieved by low pass filtering is effective if and only if the signal to be
recovered is sufficiently smooth, but it is not enough since piecewise constant
signals are likely to introduce Gibbs phenomena while doing low pass filtering. By
using Fourier transform aperiodic and signal overlapping cannot be substantially
recovered from the noise affected signal in time-frequency domain. Wavelet
transform in time-scale domain best suits for effective recovery of noise free signal
from the contaminated one. In recent years Software Defined Radio has become an
emerging field where it uses software instead of hardware components with Digital
Signal Processor (DSP) or Field Programmable Gate Array (FPGA). SDR results in
hardware reconfiguration by means of updating adoptable software written in DSP
or FPGA. Therefore, SDR is a preferable choice in developing a wireless system
instead of a traditional hardware radio when reconfigurability is required. At
receiver end when SDR is built using RTL-SDR it results in reduced reconstruction
performance when compared to SDR with USRP. This will introduce the noise
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occurrence in the signal mainly on flat top region of the signal. Wavelet transform
based denoising will be solution to the above problem.

3.2 Wavelet

Wavelets could be dealt only with a prior knowledge in function spaces. In vector
space, the vectors are represented as orthogonal unit vectors called bases. Fourier
series is an extension of this idea for functions which are generally called as signals.
Function is quantity which varies with respect to one or more running parameter,
usually time and space. On the other hand Fourier transform gets struck with
time-frequency localization. The above scenarios could be overcome using
Wavelets. Similar to vector, function has its orthogonality characteristics and these
orthogonal functions spans the function space. Wavelet obeys the above property in
time-scale domain. Signal manipulation and interrogation using wavelets were
developed primarily for the signals which are aperiodic, noisy, intermittent and
transient. Current applications of wavelets include climate analysis, financial time
series analysis, heart monitoring, condition monitoring of rotating machinery,
seismic signal denoising, denoising of astronomical images, crack surface charac-
terization, characterization of turbulent intermittency, audio and video compression,
compression of medical and thump impression records, fast solution of partial
differential equations, computer graphics and so on [3]. Based on the application
continuous or discrete wavelet transform could be used. Here denoising is done
using a continuous wavelet transform. Wavelets are waves that don’t last forever or
in other words functions that are not predominant forever. It is significant which
means exists only in particular range. Mathematically wavelet is represented as [3],

vl ==v(7) m

where, a and b are scaling and translation parameters which when varied gives
new scaling and translation functions. The transform is performed by placing
various scales of wavelet in various positions of the signal. This transforms the
signal into another representation which will be more useful form, for analyzing the
signals which is known as wavelet transform. By performing this in smooth and
continuous manner it becomes a Continuous wavelet transform (CWT). Wavelet
transform is defined as [3],

wab) = [0 W("”) . )
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Unlike Fourier transform, we have a variety of wavelets that are used for signal
analysis. Choice of a particular wavelet depends on the type of application used
which will be dealt in the next section.

3.3 Multirate Signal Processing

One way to perform wavelet transform is through the use of different prediction and
multirate signal processing steps. Here the predictor is type of wavelet transform
used and Multirate signal processing blocks are used to form the scaling functions
and filter banks. The complexity of Digital Signal Processing applications are
reduced by altering the sampling rate used at different stages there by providing cost
effective Digital Signal Processing structures [9]. The most basic blocks in multirate
signal processing are M-fold decimator and L-fold interpolator. Wavelet transform
is performed through interconnection of decimators, interpolators and filters by
considering the rules that governs its interconnection [10]. Decimation is the pro-
cess by which the sampling rate is reduced by an integer D without resulting in
aliasing. Performing decimation mathematically is expressed as [9],

o) ={ o oo €N ®)
X4[n] = x[Dn]. 4)

The M-fold decimator only keeps one out of every M elements of x[n] and
ignores the rest. Interpolation is the inverse of the decimation where it is used to
increase the sampling rate of a signal without changing its spectral component. This
process will reduce the time period between the samples of the signal. Interpolation
via zero insertion between the original sample signals will be mathematically
expressed as [9] (Fig. 1),

L
0, otherwise

¥(n) = {x(ﬂ), n=0,+L +2L,.... 5)

3.4 GNU Radio

GNU Radio as a Software Defined Radio, which operates in multimode and per-
forms multiple functions of receiving, processing and transmitting both real and
non-real signals. A typical application of multirate digital signal processing in GNU
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Fig. 1 Analyzer and
synthesizer > H, > 2 ‘ —
xa(n) ™
- H > 2y —
—_— 2 f - Gy
A
Xo
—_— 2 1! > G, _1

Radio applications provides the tools like filter, decimator and and interpolator [11].
These tools could be used for performing wavelet transform in GNU Radio. Using
available blocks in GNU Radio denoising the signal is effective by having wavelet
transform. USRP is a range of SDR designed for development of transceiver system
which could be controlled and used in GNU Radio platform. This set up results in
an expensive system typically in the range of Lakhs. RTL-SDR is a substitute for
USRP which generally has reduced efficiency when it comes to reconstruction of
signals in receiver end. This typically ranges in few thousands and best suited for
commercial purpose if modified for better efficiency which could be possibly
achieved by inserting wavelet transform based denoising in receiver end.

4 Proposed Model

Before denoising a signal it is prerequisite for processing the signal i.e. information
about signals maximum frequency and selection of wavelet. As mentioned in
Sect. 3.2, it is necessary to select the required wavelet depending upon application
for effective result and reconstruction. Miss selection of wavelets may lead to
discontinuity in the signal. For example to work with the signals with flat tops Haar
wavelets are relevant. Daubechies and Coiflet wavelet could be used for signals
with sharp edges. Smooth signals use Symlet, Gaussian-Spline or Morlet wavelets.
In this case the PWC signal are denoised using Haar wavelets. Speech signal and
the signals which are received through RTL-SDR and USRP are denoised using
Symlets. Maximum frequency information about a signal must be known in prior to
avoid aliasing while applying scaling operation. Since scaling is done using a
decimator sampling rate and maximum frequency information of a signal are taken
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Daubechies Coiflet

Haar Symmlet

Fig. 2 Different wavelet functions

into consideration. The proposed model is shown below, Consider the following
signal (Fig. 2),

eln] = x[n] + g[n}. (6)

To recover the original signal x[n] from contaminated signal e[n] the noise g[n]
must be removed. The non-smooth signal undergoes wavelet analysis which is
achieved by using decimator, low and high pass filters. Changing the tapping
coefficients in decimator will result in a different wavelet functions and these are
scaled by placing decimators in cascaded structure. The approximation order is K if
all its wavelets have K vanishing moments [3]. That is,

/Wwwm:Qi:QhogmszL 7)

In this case K = 4 when and sampling rate is 32 kHz. As the number of
decimators gets increased new function spaces will be introduced and this could be
mathematically represented as,

o VoCVC...Ve and .. WolW,LW,.... (8)

where W, is the complementary space of V,. In the synthesis part thresholding of
high frequency coefficients i.e. approximated coefficients will take place to
smoothen the contaminated signal. Smoothing takes place while reconstructing
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Fig. 3 Piecewise constant signal denoised in GNU Radio

signal from coarser scale to finer scale. In simple words we omit the coefficients
required to reconstruct the high frequency components. For example,

Vi=Via+ Wi and V;= Vi + CWpy. ©)

where, C is the Thresholding factor.

S Experimental Results

The test signals are transmitted using USRP (USRP N210-Carrier Frequency =
100 MHz) and received through RTL-SDR (RTL2832) and USRP. Further, de-
noising is done using wavelet transform in GNU Radio (Fig. 4). After denoising,
the Mean Square Error (MSE) rate of these signals were calculated. Results showed
that there was only small (1.38 dB) variation on receiving the same signal by means
of RTL-SDR and USRP after denoising. Respective MSE rates were RTL-SDR
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Fig. 4 Received RTL-SDR and USRP signals denoised in GNU Radio

a0

4.997246 dB and USRP 4.997137 dB which shows that replacement of USRP with
RTL-SDR shows almost no variation in system efficiency when wavelet transform
based denoising applied in the receiver end for efficient signal reconstruction. Two
more test signals [Speech signals (Figs. 5 and 6) and PWC signals (Fig. 3)] were
included to check the performance of the proposed model. It showed great per-
formance in denoising these signals.
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6 Conclusion

Various aperiodic and piecewise constant signals that were corrupted with noise
was effectively retained by using wavelet transform based denoising in GNU Radio
platform. Though there were methods which previously existed for the removal of
noise from a 1-Dimensional signal in GNU Radio, this proposal proves to be simple
and effective with less computational steps. There was only a small variation in
mean square error rate (1.38 dB) on receiving the same signal by means of
RTL-SDR and USRP after denoising. Hence a commercial cost effective SDR
could be built by replacement of USRP with RTL-SDR at receiver end. As we have
dealt with real time signals this method could be used in various applications like
reception of NOAA satellite signal and FM signals. Denoising an image by
receiving NOAA satellite signal may prove to be one such application for future
development.
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A New Way for Combining Filter
Feature Selection Methods

Waad Bouaguel and Mohamed Limam

Abstract This study investigates the issue of obtaining stable ranking from the
fusion of the result of multiple filtering methods. Rank aggregation is the process of
performing multiple runs of feature selection and then aggregating the results into a
final ranked list. However, a fundamental question of is how to aggregate the
individual results into a single robust ranked feature list. There are a number of
available methods, ranging from simple to complex. Hence we present a new rank
aggregation approach. The proposed approach is composed of two stages: in the first
we evaluate he similarity and stability of single filtering methods then, in the second
we aggregate the results of the stable ones. The obtained results on the Australian
and German credit datasets using support vector machine and decision tree confirms
that ensemble feature ranking have a major impact in the performance improvement.

Keywords Feature selection - Credit scoring

1 Introduction

The principal purpose of the dimensionality reduction process is, given a high
dimensional dataset x;, i~ x; = (xil,xiz, .. ,xf) that describes a target variable Y;
using d features, to find the smallest pertinent set of features X = (X!, X?2,..., X9),
which represent the target variable as all the original set of features do [1, 2]. The
process of feature selection in one of the most important task in the pre-analyse that
not only consists in finding a reduced set of feature but also the choice of appro-
priate set based on their pertinence to the study [3].
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We consider the case of a financial dataset containing data about credit appli-
cants. The class feature, is represented by the solvability level of an applicant, who
can be credit worthy or not credit worthy. The class of solvability is assigned to
each credit applicant by the credit mangers of the bank. Each customer is repre-
sented through a set of features that represent his current credit situation, the past
credit history, duration of credits in months, behavior repayment of other loans,
value of savings or stocks, stability in the employment, etc. [4].

In general, classification methods use collected information of each credit
applicant to classify new ones. Feature reduction, in this context, is employed to
find the minimal set of feature which can be used to represent the class of a new
credit applicant.

Irrelevant and redundant features decrease the classification performance because
they are usually mixed with the relevant ones witch confuse classification algorithms
[5], feature selection is useful in this case in order to construct robust predictive
models. Many feature selection methods are proposed in literature such as filter and
wrapper methods [5]. Filter methods study the fundamental properties of each feature
independently of the classifier [6]. In opposite to filters, wrappers use the classifier
accuracy to evaluate the feature subsets [7]. Wrappers are the most accurate, but in
this case accuracy comes with an exorbitant cost caused by repetitive evaluation [5].

According to [8] filter methods outperforms wrapper methods in many cases.
However with the huge number of classical filter methods is difficult to identify
which of the filter criteria would provide the best output for the experiments [9, 10].
Then, the best approach is to perform rank aggregation.

According to [11] rank aggregation improve the robustness of the individual
feature selection methods such that optimal subsets can be reached [12]. Rank
aggregation have many merits. However, an important number of different rank
aggregation methods have been proposed in the literature witch make the choice
difficult [11].

Thus, this paper discusses the major issues of filter approach and presents a new
approach based on rank aggregation. Evaluations on a credit scoring problem
demonstrate that the new feature selection approach is more robust and efficient.

This paper is organized as follows. Section 1 briefly reviews majors issues of
filter feature selection and give the most famous filtering techniques. Section 3
describes our proposed approach. Experimental investigations and results on two
datasets are given in Sect. 4. Finally, Sect. 5 provides conclusions.

2 Filter Framework and Rank Aggregation

In this section we will try to give an overall description of some of the most popular
univariate filtering methods. Filter methods have many advantages but the most
obvious ones are their computational efficiency and feasibility [13]. This advantage
allows decision makers to create a complete picture of the available information by
examining the data from different angles of various filtering approaches without
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Table 1 Popular filter feature selection methods

Distance Dependence Information

Euclidean distance: Measure the | Pearson: Measure of | Mutual Information: Measure
root of square differences linear dependence the amount of information shared
between features of a pair of between two variables | between two features

instance

Relief: Measure the relevance of | Chi-squared: Information Gain: Information
features according to how well Measure the statistical | gain but normalized by the

their values separate the instances | independence of two entropy of an attribute. Addresses
of the same and different classes | events the problem of overestimating the
that are near each other features with multiple values

increasing the computational complexity and that what makes filter methods
extremely effective in practice.

As discussed before, filters select relevant features regardless of the classification
algorithm using a independent evaluation function. According to Dash [14], these
independent evaluation functions may be grouped into four categories: distance,
information, dependence and consistency, where the first three are the most used
[15]. Each category have its own specificity and may have large number of filtering
methods. Table 1 give the list of the most popular filter feature selection methods.

Filtering methods or further rankers choose one of the independent function
discussed before to rank feature according to their relevance to the class label by
giving a score to each feature. In general a high score indicates the presence of a
pertinent and relevant feature and all features are sorted in decreasing order
according to their scores [16]. Many ranks are available in the literature, making the
choice difficult for a particular task [8]. According to [17, 18] there is no single best
feature ranking method and can not chose the most appropriate filter, unless we
evaluate all existing rankers, which is impossible to realise in most domains.

According to [18] rank aggregation which is an ensemble approach for filter
feature selection that combine the results of different rankers, might produce a better
and more stable ranking than individual rankings. Hence, in this work we inves-
tigate a new method combining several rankings.

3 Proposed Approach for Combining Filter Feature
Selection Methods

3.1 First Ranking for Single Filters and Stability Control

Many studies show that the stability of an ensemble feature selection model is a
curtail topic that influences the final result and the future classification [19].
According to [12] a stable feature selection method is preferred over unstable one in
the construction of the final ensemble. Hence we begin by reducing statistical
variations of each individual filter in order to retain just the stable ones. According
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to [19] the stability of each ranker may be quantified by its sensitivity to the
variations in the training set. Hence we quantify the stability of each filter by the
ranks they give to each feature on several iterations. Each filter was run 10 times for
each dataset. In each run a feature ranking is obtained for each filtering method.

According to [19] the stability of a ranker can be measured using a measure of
similarity for the ranking representation. Then, we use the Spearman footrule dis-
tance [20] as a simple way to compare two ordered lists. Spearman distance
between two lists is defined as the sum overall the absolute differences between the
ranks of all features from both lists [7]. According to [7, 20], As the Spearman
value decreases as the similarity between the two lists increases. Then, the final
stability score is the mean of similarity over all the lists for the evaluated filter.
Once the final stability score is computed for each filter, we choose the stable ones
for the next step. Hence we compare stability score with a threshold of 80 %. If the
stability of a filter is less or equal to 80 % the selected filter is conserved for
aggregation else it is considered as no stable and eliminated. Figure 1 illustrates the
process of choosing the stable filters.

Iteration 1 2 10 Stability

i
T — Filter 1
T Conserved

Dataset
" 81% Filter 2
sene Conserved

3% Filter 3
EEEE — Eliminated

Fig. 1 The process of choosing the stable filters
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Fig. 2 The fusion process
3.2 Merging Different Filter Methods

Once the most stable filter are selected by the previous stage we move to their
combination to provide a more robust result where the issue of selecting the
appropriate filter is alleviated to some level [12].

Several rankers are independently applied to find different ranked lists of the
same size. Then, these lists of features are merged by selecting feature by feature
from each list, starting from the feature on the top of each list and so on [21].
Figure 2 illustrates the fusion process for an example of three filters.

4 Experimental Investigations

4.1 Datasets Description and Performance Measures

The adopted herein datasets used for evaluation are the Australian and German credit
datasets from the UCI repository of machine learning, available on these links:
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Table 2 Australian dataset: P R FM ROC area

comparison between the new

filter method and the other br

feature selection methods Relief 0.682 0.813 0.742 0.575
Ml 0.829 0.770 0.801 0.542
7> 0.832 0.761 0.804 0.580
Mean 0.829 0.792 0.810 0.600
Median 0.831 0.789 0.808 0.613
New approach 0.850 0.854 0.852 0.662
SVM
Relief 0.695 0.798 0.743 0.602
MI 0.831 0.770 0.800 0.611
7> 0.818 0.835 0.827 0.590
Mean 0.823 0.843 0.828 0.620
Median 0.821 0.845 0.832 0.621
New approach 0.845 0.821 0.833 0.798

e http://www.cse.ust.hk/ ~ qyang/221/Assignments/German.
e https://archive.ics.uci.edu/ml/datasets/Statlog+(Australian+Credit+Approval).

To implement and test our approach we use four individual filtering techniques
from Weka software namely: relief, XZ mutual information, and correlation [22].
Each filter is performed 10 time and the first three filters are retained as the most
stable one with a stability score over 80 %. The aggregation of these retained filters
is performed with Spearman distances.

The obtained results by our proposed approach are compared to two well known
rank aggregation techniques: mean, median [7, 23] and also compared to the results
given by the individual feature selection methods. Decision trees DT and support
vector machine SVM are used as classifiers to evaluate the obtained feature subsets.

The performance of our proposed method is evaluated using three performance
measure from the information retrieval field [7]: precision (P), recall (R) and
F-measure (FM) and results are presented in Tables 2 and 3.

We investigate the recall results for the set of feature selection methods. For the
Australian dataset the best recalls are achieved by our approach for the DT and with
the median aggregation for SVM classifier. For the German dataset Table 3 shows
that the highest recall is achieved in two times by the new aggregation method with
DT and SVM classifiers. We remark from Tables 2 and 3 that the results of
aggregation techniques outperform the results of individual feature selection
methods, this confirm our hypotheses that aggregation bring more robustness and
stability to individual classifiers results. From Tables 2 and 3 we notice that for
precision and F-measure the proposed approach always archives the best results.

Graphical tools can be also used as an evaluation criterion instead of a scalar
criterion. In this section we use the area under the ROC curve to evaluate the effect
of selected features on classification models. Hence, the best combination of
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Table 3 German dataset: P R M ROC area
comparison between the new
filter method and the other

Decision tree

feature selection methods Relief 0682 [0555 0669 [0.631
MI 0516  |0534 0525 |o0.621
P 0737 |0477 |0579 |0.600
Mean 0750 |0542 0612 |0.682
Median 0750 |0545 0613 |0.727

New approach 0.782 0.601 0.689 0.725

Support vector machine

Relief 0.517 0.511 0.514 0.692
MI 0.603 0.534 0.566 0.701
7> 0.705 0.489 0.577 0.622
Mean 0.766 0.552 0.627 0.780
Median 0.756 0.560 0.643 0.781

New approach 0.823 0.812 0.817 0.812

features is the one that gives the highest area under the ROC curve will be con-
sidered as the most suitable for the classification task.

If we look in ROC area results’ we notice from Tables 2 and 3 that proposed
approach achieves the highest values with German dataset for both DT and SVM
and respectively with the Australian dataset.

5 Conclusion

A new approach for rank aggregation in a feature selection context was presented in
this study. We tried to implement a robust model for ranking based on ensemble
feature selection. In a first part we investigated the stability of filtering methods then
we conduct an aggregation on the most stable one. Results on two credit datasets show
a remarkable improvement when using our new rank aggregation method compared
to the individual rankers and other competitive aggregation methods taken as input.
To simplify our work we used a simple similarity criterion, it would be better to study
other similarity measure to compute the degree of stability of filtering methods.
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Design and Implementation of Interactive
Speech Recognizing English Dictionary

Dipayan Dev and Pradipta Banerjee

Abstract Computer synthesis of natural speech is one of the major objectives for
researchers as well as linguists. The technology furnishes plenty of functional
applications for human-computer interaction. This paper describes the procedure
and logic for implementation of a software application that uses the technology of
conversion of Speech to Text and Text to Speech synthesis. Basically, its a software
application which will recognize the word spoken by the user using the microphone
and the corresponding meaning will be delivered through the computer speaker. We
measured the performance of the application with different main memory size,
processor clock speed, L1 and L2 cache line sizes. Further, this paper demonstrates
the various factors on which the application shows the highest efficiency and
providing the suitable environment for it. At the end, the paper describes the major
use of the application and future work included for the same. This paper describes
the procedure and logic for implementation of a software application that uses the
technology of conversion of Speech to Text and Text to Speech synthesis.
Basically, its a software application which will recognize the word spoken by the
user using the microphone and the corresponding meaning will be delivered
through the computer speaker. We measured the performance of the application
with different main memory size, processor clock speed, L1 and L2 cache line sizes.
Further, this paper demonstrates the various factors on which the application shows
the highest efficiency and providing the suitable environment for it. At the end, the
paper describes the major use of the application and future work included for the
same.
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1 Introduction

Speech is the primary and effective way of communicating with Humans. Speech
Technology found a great popularity in middle of 20th century due to few block-
buster movies of 1960s and 1970s. [1] For this it became an interest topic of
research for the scientists from then onwards. In 2011, Apple created a speech
technology enabled computer, named Knowledge Navigator, that explains the
mechanism of Multimodal User Interface (MUI) and Speech User Interface (SUI).
The computer also demonstrates the intelligence of voice-enable systems. These
inventions show the inclinations of researchers towards building speech enabled
applications.

As the time progresses, the field of speech processing application have found a
vast diversity in day to day tasks of human being. There are many speech recog-
nition systems available in the recent days. Few of them are IBMs viaVoice [2],
Dragon Naturally Speaking [3], Phillips FreeSpeech and L&Hs Voice Xpress [4].
Though there are no such widely used speech recognition systems, due to the
unreliable recognition capacity. From the last few years, scientists have put many
efforts to perfect the recognition techniques. We have used Java Speech API, thats
uses on hidden Markov Model (HMM), which is so far the most widely accepted
technique for speech recognition.

This paper explains the implementation of a software application, Interactive
Speech Recognition English Dictionary (ISRED) that deals with speech recognition
as well as speech synthesis. The application is made in such a way that it is almost
completely immune to noise distortion caused during the speech recognition phase.
We have used Java Speech API to serve the recognition purpose, which uses the
HMM, that is widely accepted now-a days. The task of this system is, it will
recognize the user’s spoken word using the microphone and it’s corresponding
meaning will be delivered by the through the speaker. The major challenges in this
implementation are:

Speech recognition

Creating the database of a dictionary

Connecting the database with the speech recognition engine
Speech synthesis

Evaluation of best performance of ISRED, various tools is used, which is dis-
cussed in the later stage of the paper. Various factors, such that, main memory size,
clock speed of the processor, L1 and L2 cache line size etc. are discussed to find out
the best environment on which the application shows the optimum efficiency.

The remainder of this paper is organized as follows. We discuss the basics of
speech recognition in Sect. 2. The Sect. 3 discusses speech synthesis part, In Sect. 4
we introduce the proposed flowchart of our work, algorithms and grammars used.
The next part, Sect. 5 shows the step by step operation of the application UI. The
next section deals with the performance evaluation of the application considering
various factors. The conclusions are given in Sect. 7.



Design and Implementation of Interactive Speech Recognizing ... 423

2 Speech Recognition

When we utter a speech, fundamentally, the speech gets converted to analog signal
with the help of microphone. This signal is managed by the sound card installed in
the computer, that converts the signal to digital form [5]. The whole speech remains
in binary form in our system which is used by users through various programs.

An acoustic model is formed through capturing chucks of speech, then con-
verting them into texts and corresponding statistical depiction that compose the
words. These are operated by some speech recognition engine which recognizes the
speech.

The acoustic model of speech-recognition software converts the speech into
small speech elements, termed as phonemes [6, 7]. After that, the language is
matched with the digital dictionary, that is stored in memory of the computer [5].
Based on the digital form, if any match found, the words get displayed on the
screen. So, in general a speech recognition engine is composed of the following
components:

e Language model or grammar
e Acoustic Model
e Decoder

In Fig. 1, the feature extraction phase comprised of three stages. The initial
phase, acoustic front end or speech analysis executes spectral-temporal analysis of
the signal and originates some unprocessed characteristics of the power spectrum.
The second phase comprises an extension of feature vector, which is an amalgam of
static and dynamic properties. The last phase of the whole process, though always
not present, converts this extension of feature to more compressed and vigorous
vectors, which is delivered to the recognizer as an input [8].

3 Speech Synthesis

The speech synthesis is one of the major challenges in making any kind of speech
enabled software [9].

A speech synthesizer, usually called text-to-speech (TTS) technology transforms
the text languages into digital speech.

3.1 Working of a TTS System

The TTS [10] process comprises of two main parts: a front end and a back end. The
front end does the text analysis. In this phase, the unprocessed text is transmuted
into proximate words. The method is termed as tokenization. The front end assigns
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Fig. 1 Components of speech recognition engine

each word a phonetic transcription. Other task includes division of texts to prosodic
units. This whole process of assignment of phonetic transcriptions into words is
called text-to-phoneme conversion. The front end outputs the linguistic depiction,
which consists of the prosody information as well as phonetic transformation. The
synthesizer has a back end which is capable of speech waveform generation. At this
point of time, the prosodic and phonetic information produces the acoustic output.
Both these phases are termed as high and low level synthesis.

A simple model of whole approach is shown in Fig. 2. In our application, the
input text is a spoken word by the user.

The string is then passed through a pre-processing stage and later on an analysis
is performed to convert it into some phonetic depiction. At the last stage, low-level
synthesizer comes to play, which generates the desired speech sound.

Iput e Ponetcee Syntheszed Speech

inguisticl | Prosody and speech
I:>Textandlmgwst|c = Y and p —

analysis | generation

Fig. 2 A simple speech synthesizer working procedure
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3.2 Detailed Block Diagram of a Text-to-Speech Synthesizer

Here the block diagram of the TTS engine is given showing the intermediate steps
(Fig. 3).

4 Design Procedures

We have implemented and verified the whole application in J2SE platform. The
user interface is built in Java-Swing platform. For the database part, the help of
Windows Apache MySQL and PhP (WAMP) is taken [11].

4.1 The Flowchart of the Implementation

The checkpoints of the application ISRED is given in Fig. 4.

4.2 Building the Dictionary for Acoustic Symbols

To make the software more attractive to almost all users, the first thing to do is the
flexibility in the pronunciation. Build the dictionary was the toughest thing to do in
this project. For this, we had to judge the accent of different person, while doing the
pronunciation of a particular word, as the proper word should be recognized by the
speech engine for the correct recognition, which is the basis of this project. We
trained the SRE with the thousand of words, having different kind of accents. This
has made the application impregnable to any kind of noisy environment. In Fig. 5,

( N\
Phasing
fer Intonation Speech
fex :: > Wave form [:>
|:> Analysis |:> Generation

Duration

Utterance o

composed of

wo?ds Linguistic composed of
Analysis Phonemes

Fig. 3 Intermediate steps of a text-to-speech synthesizer
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Fig. 4 Flowchart of the Audio Input (By
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we have showed the syntax of the .DIC file with was the backbone for the appli-
cation. Here we provided the syllable of word Opportunists in three different
accents that are actually stored in the dictionary file .DIC.

During the speech recognition phase, SRE will match these words from the file
with the spoken word in the digital form to get the desired result.

OPPORTUNISTS (1) AAPER TUW N IH S
OPPORTUNISTS (2) AAPERTUWNIH S S
OPPORTUNISTS 3) AAPERTUWNIHS TS

4.3 Grammar Used in This Project

We have used Java Speech Grammar Format (JSGF) [12] to append with our
speech recognition engine to match with the acoustic symbols [13].
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4 AN INTERACTIVE VOICE RECOGNITION ENGLISH DICTIONARY VERSION 0.1 =
Feew

Chck to Start Chck 1o know the meaning Bt

Fig.

5 The application is waiting for the user to utter some word

Following is an example to show the working of our grammar.

public <Welcome> = Hi;

public <completeWelcome> = <Welcome> Dipayan

This grammar file allows the system to identify two sentences. “Hi” and “Hi
Dipayan”.

Each grammar file has two components: The grammar header and the grammar
body.

Algorithm 1: Recognizer()

0 N O kW N

10
11
12
13
14
15
16
17

Data: Input Speech through microphone
Result: Delivery of corresponding meaning
initialization;
User speaks through the microphone to send a word to the application.
The recognizer allocates its engine surface.
while true do
if Audio Signal=Audible then
Audio Processed;
Processed Audio Parsed by the recognizer;
All possible pronunciations checked as per our own Indian dialect
recognition system;
Parsed audio word deciphered to the most appropriate English word;
Identified word displayed in text format;
Text = matched word;
Call Processor(Text);
Processing of the meaning of the word, ‘Text’ for Audio synthesis;
Identified word vocal output through Speakers after Speech Synthesis.
else
Error receiving proper signal;
Re-request user for an decipherable audible input;
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Algorithm 2: Processor(Text)

Data: Word from Recognizer()

Result: Retrieve the corresponding of the identified 'Text’ meaning from the
Database

1 if Identified word confirmed by the user then

2 Dictionary is searched for the identified word;

3 The meaning queried corresponding to that word entry;

4 Processing of the Word Meaning for Speech synthesis;

5

6

7

Call Synthesis(Text);
else
L Re-request User for another input;

The .gram files we used for the projects have the following format:
<name> = Dipayan |Pradipta| Silchar;

When using <name>, the user should prompt Dipayan or Pradipta or Silchar. No
words other than these will be accepted.
There is a provision for Optional Grouping in JSGF: [ ]

public <welcome> = [Welcome] Dipayan;

Algorithm 3: Synthesis(Text)

Data: Text meaning of the word from Processor(Text)

Result: Synthesize it and pass it to Recognizer()

Customized speech engine configured;

Allocate the synthesizer; High speech quality selected;

Word parsed to identify its pronunciation;

Pronunciation deciphered voiced through the speech engine as per the set
parameters;

5 Notify the engine on successful completion of the Synthesis;

W N

When user wants to use <welcome>, he must say “Welcome Dipayan” or
“Dipayan”. As “Welcome” is defined inside the square bracket, it denotes an
optional grouping. Therefore, the user may utter it but “Dipayan” is compulsory.

5 Experiments and Results

5.1 Before the Recognition

Figure 5 shows the initial phase of the application. Here after clicking the button
click to start, the application starts recognizing voice from the user.
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5.2 Verifying the Word Recognized

Figure 6 shows the next phase of the application. In this phase, the application
displays the word that is recognized by it for verifying that with the user. If the
displayed word matches with the word spoken, the user can press the button Click
to know the meaning, to know to meaning of the word. Or else, he can press the
button click to start again to start recognizing the correct word.

5.3 Delivering the Output

Figure 7 shows the last phase. In this phase, the application displays the meaning of
the word, in the given text-area as well as delivers the meaning through the com-
puter speaker also.

6 Performance Evaluation

ISRED is analyzed with three different approaches. Initially, the application is run
on various platforms as to comprehend how ISRED behaves with changing envi-
ronment. Speech inputs are collection and executed so as to regulate the quality of
the samples. Later on, VTune, an Intel toolkit is used to gather the performance

& AN INTERACTIVE VOICE RECOGNITION ENGLISH DICTIONARY VERSION 0.1 o L

Chck 1o Stan Tk 1o know The meaning Bt

Fig. 6 The uttered word is recognized by the application and displays it the text-area
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—
4 AM INTERACTIVE VOICE RECOGNITION ENGLISH DICTIONARY VERSION 0.1 s

Chck 1o Start Chick 1o know the meaning Exit

The Meaning of the wodd is © addifion

Fig. 7 The application displays the desired meaning of the word in the text-area along with
delivering it through the speaker

counter values [14, 15]. A system simulator, SoftSDV as well as a simulator for
cache memory is applied to observe the behavior of system memory in detail.

6.1 Real Time Performance on Different Platforms

XRT is used, which is real time ratio, a parameter used for measurement of speech
engines speed. xRT, showing a lower values means better performance of the
application. We ran the ISRED application on different platforms as follows:

1. PentiumlIV, 1.8 GHz, 2 MB L2 cache, 4 GB SDRAM

2. PentiumlV, 2.2 GHz, 512 kB L2 cache, 2 GB SDRAM

3. PentiumCore i3, 2.66 GHz3 MB L2 Cache, 2 GB SDRAM

4. PentiumCore i3, 3.33 GHz Processor3 MB L2 Cache, 4 GB SDRAM

At the beginning, each system is rebooted and the speech application is run. At
the 1st run, the system TLB and cache memory are initialized. The ISRED appli-
cation is stopped and then started again, after the first run. The second time, the
running time is again observed. Figure 8a shows the outcome of both the runs on
the mentioned platforms. Except the CPU frequency, the 3rd and 4th platform are
quite similar. The first one possesses a slower CPU, but has a larger level 2 cache
size. We collected more data points for the first two platforms and the processing
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Fig. 8 Real time performance analysis. a Plot of xRT with 4 different processors. b CPU
utilization of the application, with variation of RAM size. ¢ Plot of XRT with various RAM size.
d Time taken by each task to execute the application

speed is found to be nearly indistinguishable. The lack of CPU frequency is
compensated by the larger L2 cache, though having a slower speed.

We extend our experiment with the testing of memory by altering the SDRAM
of the system. This is done for the 1st platform from where the CPU utilization rate
as well as real time rate is calculated. Figure 8b, c portrait the results. The CPU
utilization and real time performance of the application give its best results after
1 GB RAM size. The efficiency seems extremely poor when the application is
deployed in 512 MB. Therefore, a RAM of 1 GB is crucial to get the maximum
efficiency of the application.

The task distribution of executing the ISRED is achieved from VTUNE. The
result is shown is Fig. 8d, divided by major computation of the application.
Figure suggests, the speech recognition part takes the longest amount of time while
running the application.

6.2 More Detail Memory Behavior Study

Software simulator tools are used in our application to observe different experi-
ments related to system’s memory. We dealt with SiftSDVs CPU model and after
initialization of SoftSDV we first ignore the initial 55 billion instructions.
370 million reference trace of L2 cache is collected from 1 billion instructions,
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Fig. 9 Experiments for more detail memory behavior. a Cache miss % for the application, varying
the DL1 cache line size. b Miss rate of different L2 cache size keeping the DL1 cache size constant

which were applied to the cache. The traces are collected and submitted to a
trace-driven cache simulator as input. L2 cache was warmed using the collected
references and then the simulation using the traces was performed.

Cache behavior of level 1 was analyzed. The DL1 cache was found to have very
good locality. Figure 9a shows the cache line miss rate for different cache sizes. The
cache sizes against the % of cache- miss is plotted in the figure. The plot shows that,
during the process, ISRED shows poor cache miss ratio when the DL.1 cache size is
less than 32 kB and thereafter shows almost identical amount of cache miss. This
high amount of cache miss with smaller DL1 cache size is due to the fact that, the
application goes through various state change in the HMM stage as well as during
the fetching of data from the Dictionary database.

Figure 9b portraits the cache miss ratio versus L2 cache size for fixed DL1 cache
sizes. Figure shows a significant decrease in the miss rate 4 MB onward. This result
is somewhat expected as three big data storage such as dictionary database, lan-
guage model and acoustic model are used for managing the application. Moreover,
ISRED uses a relative large database. In the process of searching the database,
numerous words are visited one by one. So, having a big cache size is advisable
which gives the best efficiency.

7 Conclusion and Future Work

The idea behind this project is to develop a compact digital dictionary that uses
speech as a medium of input and the output will come as audio version. The main
goal is to make interactive and user friendly software such that any person with
even a little knowledge of computer can use this software and get the meaning of a
desired word in no time.

ISRED application based on Java API which is platform independent. Several
tools are used to explore its performance and various conclusions is suggested
where ISRED shows best efficiency. Our study indicates that, this application
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requires a relative high clock speed processor to show its best performance. Since it
uses a large data structure, it possesses excellent data spatial locality. But accessing
the acoustic model and language model are quite random and hence shows very
little temporal locality. Experiment also shows that, to achieve optimize perfor-
mance, we should use L1 cache line of more than 32 kB and L2 cache line of more
than 4 MB.

There are still some scopes of improvement left in this, like the application can
be embedded on the chip and can be used with any mobile phones, tablet, pc etc.
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On Careful Selection of Initial Centers
for K-means Algorithm

R. Jothi, Sraban Kumar Mohanty and Aparajita Ojha

Abstract K-means clustering algorithm is rich in literature and its success stems
from simplicity and computational efficiency. The key limitation of K-means is that
its convergence depends on the initial partition. Improper selection of initial cen-
troids may lead to poor results. This paper proposes a method known as
Deterministic Initialization using Constrained Recursive Bi-partitioning (DICRB)
for the careful selection of initial centers. First, a set of probable centers are
identified using recursive binary partitioning. Then, the initial centers for K-means
algorithm are determined by applying a graph clustering on the probable centers.
Experimental results demonstrate the efficacy and deterministic nature of the pro-
posed method.

Keywords Clustering - K-means algorithm - Initialization - Bi-partitioning

1 Introduction

Clustering is the process of discovering natural grouping of objects so that objects
within the same cluster are similar and objects from different clusters are dissimilar
according to certain similarity measure. Various methods for clustering are broadly
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classified into hierarchical and partitional methods [1, 2]. Hierarchical methods
generate a nested grouping of objects in the form of dendrogram tree.
Single-linkage and complete-linkage are the well known hierarchical clustering
methods. The major drawback of these algorithms is their quadratic run time which
poses a major problem for large datasets [3]. In contrast to hierarchical methods,
partitional methods directly divide the set of objects into k groups without imposing
the hierarchical structure [1].

K-means is a popular partitional clustering algorithm with the objective of
minimizing the sum of squared error (SSE) which is defined as the sum of the
squared distance between the cluster centers and the points in the cluster. K-means
starts with k randomly chosen initial centers and assign each object in the dataset to
a nearest center. Iteratively, the centers are recomputed and objects are reassigned
to the nearest centers. Due to its simple implementation, K-means has been
extensively used in various scientific applications. However, the results of K-means
strongly depend on the choice of initial centers [1, 3, 4].

If the initial centers are improperly chosen, then the algorithm may converge to a
local optimum. Number of approaches have been proposed to wisely choose the
initial seeds for K-means [5-10].

A sampling based clustering solution for initial seed selection was suggested by
Bradley and Fayyad [5]. The idea was to choose several samples from the given set
of objects and applying K-means on each of the sample independently with random
centers. The resulting centroids from each subcluster is the potential guess of the
centers for the whole dataset. Likas et al. [8] proposed global K-means algorithm
which incrementally chooses k cluster centers one at a time. Experimental results
demonstrated that their method outperforms the K-means algorithm. But, this
method is computationally expensive as it requires N execution of the K-means
algorithm on the entire dataset, where N is the number of objects in the dataset [4].

Arthur and Vassilvitskii proposed an improved version of K-means known as
K-means++ [7]. It chooses the first center ¢; randomly from the dataset and other
centers ¢;, 2 <i<k are chosen such that distance between c¢; and the previously
chosen centers is maximum. Both theoretically and experimentally they have shown
that, K-means++ not only speed up the convergence of the clustering process but
also yields a better clustering result than K-means.

Alternatively, may initialization methods were discussed by considering the
principal dimensions for splitting the dataset [6, 9]. Ting and Jennifer [9] proposed
two divisive hierarchical approaches, namely PCA-part method and Var-part
method which identify the centers for K-means algorithm using k-splits along the
better discriminant hyperplanes.

Erisoglu et al. [6] proposed a method which first defines the subspace of the dataset
X along two main dimensions that best represent the spread of the dataset. Then, the
data point with the longest distance from the centroid of X in the subspace is chosen as
the first cluster center. The subsequent centers are chosen such that the center ¢; has
the maximum distance from the previously computed centers cy, . . ., c;_j.

Min-Max algorithm proposed by Tzortzis and Likas [10] tackles initialization
problem by implementing a weighted version of the K-means by assigning weights
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to the clusters in proportion to their variance. This weighting scheme attains high
quality partition by controlling the clusters with larger variance.

There are various methods for cluster initialization, a comparative study of
which can be seen in [4]. However, many of the methods run in quadratic time
[8, 11] which degrades the efficiency of K-means. In this paper, we propose an
initialization method which runs in O(nlgn) time using constrained recursive
bi-partitioning. The performance of the proposed algorithm has been demonstrated
using experimental analysis.

The rest of the paper is organized as follows. The description of K-means
algorithm is given in Sect. 2. The proposed method is explained in Sect. 3. The
complexity of the proposed method is discussed in Sect. 4. The experimental
analysis is shown in Sect. 5. The conclusion and future scope are given in Sect. 6.

2 K-Means Algorithm

Let X = {x;,x2,...,%,} be the set of objects to be clustered into k groups, where &
is the number of classes of objects, which must be known a priori. The objective of
K-means is to find a k-partition of X such that the sum of squared error
(SSE) criterion is minimized. Let S = {S1,S,,...5¢} be the set of partitions
returned by K-means and let y; be the center of the partition s;. The sum of squared
error (SSE) is defined as follows [1].

k
SSE =3 > d(y, )" (1)

i=1 xjes;

where d(...) denotes the distance (dissimilarity). K-means algorithm starts with k
arbitrary centers and iteratively recomputes the centers and reassigns the points to
the nearest centers. If there is no change in centers, then the algorithm stops. The
K-means algorithm is described as follows.

Algorithm 1 K-means Algorithm [2]

Input: Dataset X.
Output: k clusters of X.

Randomly choose k centers pi, 1 <i < k.

For each object x; in X, compute distance between x; and p;, 1 <i <k.

Assign x; to the partition s;, such that the distance between x; and p; is minimum.
Recompute centers; repeat steps 2 and 3 if there is change in centers. Else stop.

B Lo o~
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Fig. 1 K-means converging to a local optimum with random center initialization. a A given
dataset with four clusters. b Randomly chosen initial centers. ¢ The result of K-means with centers
chosen in (b)

As the initial centers for K-means partition are chosen randomly, two or more
centers may collide in a nearby region. As a consequence, the points are forced to
be assigned to one of the nearest centers, leading to poor results. This is illustrated
in Fig. 1. It is clear from the figure that, K-means gets trapped with local optimum if
the initial centers are not chosen properly.

3 Proposed Method

The proposed method is a two-step process. In the first step, it identifies a set of
probable centers by dividing the dataset X into kK partitions. During the second step,
the actual centers are determined by grouping the probable centers into k subsets,
where center of each subset is considered as one of the k centers for K-means
algorithm.

3.1 Identifying Probable Centers

K-means algorithm tries to assign the points to a cluster based on a nearest center.
Representing a cluster using a single prototype (center) may not capture the intrinsic
nature of clusters [12]. Motivated from [12], we identify a pool of K,k > k most
likely points from the dataset, such that the spread of each cluster in the dataset is
well represented by a subset of these points. We call these points as probable
centers denoted by Y = {y1,y2,...,y¢}. In order to identify a set of probable
centers, this paper proposes an algorithm known as Constrained Bi-partitioning
algorithm.

Constrained Bi-partitioning Algorithm Generally a Bi-partitioning method
recursively split the dataset into a binary tree of partitions [13]. It starts from the
root node that contains the given dataset X and split the node into two subsets X;
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Fig. 2 The probable centers. a The dataset. b The probable centers are marked in red dots (color
figure online)

and X, based on certain partitioning criteria. The recursive splitting stops once k
partitions are identified.

This paper proposes an improved version of Binary partitioning known as
Constrained Bi-partitioning algorithm. The basis of bipartitional criteria adapted in
our proposed algorithm lies in choosing the two centers for splitting a node in the
tree. Two centers p and g are chosen such that they are the farthest pair of points in
the node in order to maximize the inter-cluster variance. While Bi-partitioning
algorithm stops when k partitions are identified, the constrained algorithm continues
the splitting process as long as the size of the subset to be partitioned is greater than
/1. Thus, the number of partitions is not preset. The leaf nodes, the subsets which
cannot be partitioned further, are stored in the set of partitions S = {S1, S2,...,S¢ }.
The center of each partition S; in S is considered to be a probable center y;.

Figure 2 shows an example of a dataset and its probable centers. It is obvious
from the figure that, each cluster is covered by a subset of probable centers. The
actual centers of the K-means algorithm can be identified by merging these prob-
able centers into k groups.

3.2 Computation of k Initial Centers from k' Probable
Centers

Once the set of probable centers ¥ = {y1,y2,...,yy } are recognized, next we need
to identify the k disjoint subsets of Y. The probable centers must be grouped such
that the closeness between the centers within a subset is high as compared to the
closeness between the centers of different subsets. This in turn maximizes the
inter-cluster separation of the final clusters produced by the K-means algorithm.
The relative inter-connectivity of the probable centers intuitively expresses the
neighboring nature of the subsets and the breaks in the connectivity gives a clue on
the separation of actual clusters in the dataset. In order to identify such breaks, we
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Fig. 3 MST-based partitioning of probable centers for the dataset shown in Fig. 2a. a The MST of
probable centers. b k disjoint subsets of probable centers

employ Minimum Spanning Tree (MST)-based representation of probable centers,
as MST of a set of points can be used to reflect the similarity of the points with their
neighborhood [14]. Simply removing k£ — 1 longest edges from the MST results in £
disjoint subsets of nearest centers, such that each subset would represent a cluster.
This is illustrated in Fig. 3.

As each y;eY may or may not belong to the dataset X, we choose a best
representative point ;¢ X from each §; such that r; is closest to y;. Let R =
{r1,ra,...,ry} denotes the set of best representative points identified in the above
manner. Prim’s algorithm on R generates MST T, removing k — 1 longest edges
from 7} yields k clusters of best representative points. Finally, the actual centers for
K-means algorithm are computed from the center of the k clusters. The proposed
method DICRB is summarized in Algorithm 2. The result of K-means initialized
with the proposed method is demonstrated in Fig. 4.

0 0 0
0 5 10 15 20 25 30 35 40 O 5 10 15 20 25 30 3 40 O 5 10 15 20 25 30 35 40

Fig. 4 Result of K-means initialized with proposed method. a The centers identified by proposed
method marked in red dots. b The final clusters identified by K-means initialized with proposed
method. ¢ Result of K-means with random initialization (color figure online)
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Algorithm 2 Deterministic Initialization using Constrained Recursive Bi-partitioning
(DICRB) Algorithm

Input: Dataset X.
Output: k initial centers for K-means algorithm.

1. Let S be the set of partitions and initialize S = ¢.
Initialize the node to be splitted X' = X.
3. Repeat
3.1 if size of X' > /n
3.1.1 Find the center u of the node X'.
3.1.2 Find a point o €X' such that d(o, j1) is minimum.
3.1.8 Choose two centers peX’ and qeX’ such that p is farthest point from o and
q s farthest point from p.
3.1.4 Split the node X' into two nodes X, and X, according to centers p and q.
3.1.5 Recursiwvely apply bi-partitioning on X, and Xq.
3.2 else S ={SUX'}
Until there is no node to split
Identify a set of probable centers Y = {y1,y2, -, yr }, where y; is the center of
the subset s;.
6. Build a set of best representative points (R) by choosing points closer to each prob-
able center y;eY .
Construct MST Ty of R.
Remove k — 1 longest edges from T1 to get k clusters.
9. Center from each of the k clusters corresponds to actual center for K-means algo-
rithm.

o

Sila

o =N

4 Complexity of the Proposed Method

The complexity of the DICRB method is analyzed as follows. The steps 1-4 take
O(nlgn) time to construct binary partitioning tree. Step-5 takes O(n) time to
identify the probable centers from each partition. Similarly O(n) time is needed to
find the best representative point set R in step-6. As the size of the set R is O(y/n),
Prim’s algorithm in step-7 takes O(n) and clustering in step-8 takes O(+/n) com-
plexity. Hence, the overall time complexity to identify the initial cluster centers for
K-means algorithm is O(nlgn).

5 Experimental Results

The proposed method of initialization is compared against random initialization
based on the number of iterations (/) required for convergence, SSE and Adjusted
Rand Index (ARand) [15] of clusters after the convergence. The tests are conducted
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on four synthetic and four real datasets. The K-means algorithm with randomly
chosen initial centers and K-means algorithm with proposed method of initialization
are run for 100 times on the identical datasets and the average value of I, SSE and
ARand are observed. We also report the maximum and minimum number of iter-
ations taken by both the methods.

The synthetic datasets DS1, DS2, DS3 and DS4 used in our experiments are
chosen such that each dataset would represent different kind of clustering problem.
The details of these datasets are given in Table 1 and are shown in Fig. 5. The
results of K-means on these datasets are shown in Tables 2 and 3. It is evident from
the results provided in the Tables 2 and 3 that, K-means initialized with proposed
method performs better in terms of constant number iterations and improved cluster
quality with respect to internal as well as external quality measures.

We have observed the results of proposed method also on few real datasets taken
from UCI Machine Learning Repository (http://archive.ics.uci.edu/ml/). The details
of these datasets can be seen in Table 1. Our proposed initialization method
maintains the stable results from K-means according to the number of iterations,
minimized error and improved cluster separation as compared to K-means with
random centers. This is evident from the results shown in Tables 4 and 5.

Table 1 Details of the 2-Dimensional synthetic datasets

datasets.. No. gf instances (n), Dataset N 3

no. of dimensions (d), no. of

clusters (k) DS1 399 6
DS2 788 7
DS3 600 15
DS4 300 2
Real datasets
Dataset n d k
Iris 150 5 3
Ruspini 75 2 4
WDBC 569 32 2
Thyroid 215 5 6

15—
B3 & _
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» 5t 1’};’" a% ¢
15 1o} L 2 [ P st -
| o} & BT
“ 3 S i R
X I » » 5. %v;:.* \ ¥
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Fig. 5 Synthetic datasets used for experimental study
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Table 2 Comparison of
initialization methods
according to number of
iterations (I) on synthetic
datasets

Table 3 Comparison of
initialization methods
according to SSE and
adjusted rand index of clusters
on synthetic datasets

Table 4 Comparison of
initialization methods
according to number of
iterations (I) on real datasets

Table 5 Comparison of
initialization methods
according to SSE and
adjusted rand index of clusters
on real datasets
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Dataset Method Avg () Max (I) Min (I)
DS1 Random 13 39 5
Proposed 9 9 9
DS2 Random 16 33 6
Proposed 10 10 10
DS3 Random 1 20 4
Proposed 6 6 6
DS4 Random 8 13 4
Proposed 6 6 6
Dataset Method SSE Adjusted rand
DS1 Random 4801.04 0.6936
Proposed 4733.10 0.8361
DS2 Random 12322.38 0.7967
Proposed 11514.35 0.9277
DS3 Random 1001.47 0.8485
Proposed 186.57 0.9091
DS4 Random 11885.37 0.6229
Proposed 11876.01 0.6536
Dataset Method Avg (I) Max (I) Min (I)
Iris Random 9 15 3
Proposed 6 6 6
Ruspini Random 4 9 2
Proposed 2 2 2
WDBC Random 10 14 8
Proposed 8 8 8
Thyroid Random 9 15 3
Proposed 3 3 3
Dataset Method SSE Adjusted rand
Iris Random 106.35 0.8749
Proposed 87.31 0.9799
Ruspini Random 29385.95 0.7360
Proposed 13269.65 1.000
WDBC Random 11689.49 0.6972
Proposed 11640.71 0.7988
Thyroid Random 528.28 0.5608
Proposed 502.11 0.5907




444 R. Jothi et al.

I Random Initialization
I Proposed Method

1 T T T T T T T T T T
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10 Independent Runs of K-means

Fig. 6 Adjusted rand index of random and proposed method on iris dataset in each run

With random initialization method, the initial centers are arbitrary in each run
and thus the final clustering results are not deterministic. With the proposed
method, the initial centers are chosen from a pool of probable candidate centers
which always produce deterministic clustering results. The Fig. 6 shows the
Adjusted Rand value obtained from random initialization and proposed method on
Iris dataset for 10 runs of K-means. As can be seen from the figure, the Adjusted
Rand value for random initialization method changes with every run where as it
remains constant in the proposed method, showing the deterministic nature of our
algorithm.

6 Conclusion

This paper proposed an initialization method for K-means algorithm using con-
strained recursive bi-partitioning. The efficiency of the proposed method was
demonstrated through experiments on different synthetic and real datasets. While
the clustering results of K-means algorithm with random initialization is unstable,
our proposed method of initialization produces deterministic results. As a future
work, we will carry out an extensive analysis of DICRB method on more datasets.



On Careful Selection of Initial Centers for K-means Algorithm 445

References

10.

11.

12.

13.

14.

15.

. Jain, A.K., Murty, M.N., Flynn, P.J.: Data clustering: a review. ACM Comput. Surv. 31(3),

264-323 (1999)

. Han, J., Kamber, M.: Data Mining, Southeast Asia Edition: Concepts and Techniques. Morgan

Kaufmann, Los Altos (2006)

. Xu, R., Wunsch, D., et al.: Survey of clustering algorithms. IEEE Trans. Neural Networks 16

(3), 645-678 (2005)

. Celebi, M.E., Kingravi, H.A., Vela, P.A.: A comparative study of efficient initialization

methods for the k-means clustering algorithm. Expert Syst. Appl. 40(1), 200-210 (2013)

. Bradley, P.S., Fayyad, U.M.: Refining initial points for k-means clustering. ICML 98, 91-99

(1998)

. Erisoglu, M., Calis, N., Sakallioglu, S.: A new algorithm for initial cluster centers in k-means

algorithm. Pattern Recogn. Lett. 32(14), 1701-1705 (2011)

. Arthur, D., Vassilvitskii, S.: K-means++: the advantages of careful seeding. In: Proceedings of

the Eighteenth Annual ACM-SIAM Symposium on Discrete Algorithms, pp. 1027-1035
(2007)

. Likas, A., Vlassis, N., Verbeek, J.J.: The global k-means clustering algorithm. Pattern Recogn.

36(2), 451-461 (2003)

. Ting, S., Jennifer, D.G.: In search of deterministic methods for initializing k-means and

gaussian mixture clustering. Intell. Data Anal. 11(4), 319-338 (2007)

Tzortzis, G., Likas, A.: The minmax k-means clustering algorithm. Pattern Recogn. 47(7),
2505-2516 (2014)

Cao, F., Liang, J., Jiang, G.: An initialization method for the k-means algorithm using
neighborhood model. Comput. Math. Appl. 58(3), 474-483 (2009)

Liu, M., Jiang, X., Kot, A.C.: A multi-prototype clustering algorithm. Pattern Recogn. 42(5),
689—-698 (2009)

Chavent, M., Lechevallier, Y., Briant, O.: DIVCLUS-T: a monothetic divisive hierarchical
clustering method. Comput. Stat. Data Anal. 52(2), 687-701 (2007)

Zahn, C.T.: Graph-theoretical methods for detecting and describing gestalt clusters. IEEE
Trans. Comput. 100(1), 68-86 (1971)

Halkidi, M., Batistakis, Y., Vazirgiannis, M.: On clustering validation techniques. J. Intell. Inf.
Syst. 17(2), 107-145 (2001)



Rule Based Machine Translation: English
to Malayalam: A Survey

V.C. Aasha and Amal Ganesh

Abstract In this modern era, it is a necessity that people communicate with other
parts of world without any language barriers. Machine translation system can be
very useful tool in this context. The main purpose of a machine translation system is
to convert text of one natural language to a different natural language without losing
its meaning. The translation of text can be done in several ways mainly, rule based
and corpus based—each of which uses various approaches to obtain correct
translation. In this paper, we focus on the various machine translation approaches
with a core focus on English to Malayalam translation using Rule Based approach.

Keywords English to malayalam machine translation - RBMT - Transfer rules

1 Introduction

Machine translation is a field in Natural Language Processing that converts text in
one source language to a different target language. The ultimate aim of a translation
system is to achieve correct language translation with minimum human interven-
tion. Some of these systems use linguistic information of both source and target
language, while some others translate on the basis of mathematical probabilities.
The former are called Rule based machine translation (RBMT) systems and the
latter are Statistical machine translation (SMT) systems. The conversion of lan-
guages can be either in single direction—from source to target language or bidi-
rectional between the language pairs. Bilingual translation systems are designed for
exactly two languages whereas the systems capable of producing translations for
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more than two languages are called multilingual systems. These systems are mul-
tilingual in the aspect that they translate from one source language to multiple target
languages as well as to-and-fro between the languages. There exist different
approaches [1] to machine translation mainly: Rule based approach and Corpus
based approach.

1.1 Rule Based Machine Translation (RBMT)

One of the earliest translation method developed is the RBMT system. It uses
linguistic rules and language order for its conversion to destination language. This
information includes knowledge about syntax, semantics and morphology of each
language respectively in addition to the information obtained from dictionary.
The RBMT systems follow various approaches for translation namely; Direct,
Transfer and Interlingua approach. In all of these approaches, the rules are an
important factor during various stages of translation. The much discussed diagram
of machine translation is given in Fig. 1. The figure shows the translation of source
text to target text through different RBMT approaches [1, 2].

a. Direct approach

Direct approach of Machine Translation (MT) directly translates the input language
into output language with the help of a dictionary. In a Direct MT system, each new
language pairs require creation of new system. Also, it may produce satisfactory
results only for simple sentences. The performance of such systems relies upon the
accurate entries of words found in dictionary [3].

b. Interlingua approach

The Interlingua approach of translation involves translating the source sentence to
an intermediary state called interlingua. The interlingua representation is then
translated to the target language in order to produce meaningful translation.

Fig. 1 RBMT approaches Interlingua (IL)

Syntactic &
Semantic
Analysis

Syntactic &
Semantic
Generation

Transfer

Direct

Source text - Target text
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Since this intermediate state is not language dependent, it can be used for any
languages. Thus Interlingua approach can be followed for multilingual translation
by translating the same interlingua to multiple languages.

c. Transfer approach

In Transfer approach the translation is based on transfer rules. This approach
represents the text to a less language dependent representation rather than the
independent representation of Interlingua approach. The three phases of translation
are: Analysis stage, Transfer stage and Generation [2]. The source text is converted
to a source dependent representation with the help of parser. It is then transferred to
target—language dependent representation using transfer rules. The transfer rules
are applied at each step for ensuring correct translation. The necessary morpho-
logical inflections for the sentences are added in the third phase.

The development of RBMT systems involve much effort to coordinate between
various stages of translation. Even then, RBMT systems are guaranteed to produce
nearly correct output always as it is based on syntax and semantics of both lan-
guages, and not on any probability measures. The accuracy of output can be
enhanced if the translation is limited to a particular domain. The quality of trans-
lation can be further increased by pre-processing the input sentence. RBMT systems
designed for various domains can be integrated to a single system. Such systems
could correctly translate sentences irrespective of the domain. In [4] they use
Moses, an open source decoder to integrate multiple RBMT systems to hybrid
system.

1.2 Corpus Based Machine Translation

The complexity of creating RBMT system paved way for developing other MT
approaches. The more recent approaches [1, 3] of translation are Corpus based
machine translation (CMT) and Hybrid based translation (HBT). Corpus based MT
require enormous amount of corpus data to translate the text. The two major
classifications of CMT are SMT [Statistical Machine Translation] and EBMT
[Example Based Machine Translation]. Hybrid approach is a relatively new
advancement which utilises the properties of both Rule-Based and Corpus-Based
approaches.

1.2.1 Statistical Machine Translation

SMT makes use of corpus and calculates the order of words in both the source—
destination languages using mathematical statistical probability. i.e., SMT is based
on the probability distribution P (t/s), which indicates the probability to convert a
source sentence ‘s’ to a target sentence ‘t’ [3]. SMT addresses ambiguity problems
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and works well for unrestricted collection of text. Statistical machine translations
are further categorised as word based and phrase based translation.

1.2.2 Example Based Machine Translation

The EBMT systems use the sample sentences stored in the database for translation
of new sentence. The system stores large amount of translated texts in its corpora
for reference. This prior information increases the chance of correctly translating
new sentences of same pattern. When a new sentence has to be translated it is
checked with existing corpus to find a matching pattern. Once the matching pattern
is found, then the input sentence is translated accordingly with help of database. It is
likely to get correct translation, if the corpus is sufficient with varying sentence
patterns. The corpus of the system can be made rich by adding new translations to
the database and reusing them afterwards.

1.2.3 Hybrid-Based Translation

The Hybrid approach of MT utilises properties of RBMT and SMT and is proven to
have better efficiency. Some Hybrid systems use a rule-based approach followed by
correction of output using statistical information. On the other hand, in some
systems statistical pre-processing is done followed by correction using transfer
rules. Hybrid systems are more powerful as they are based on both rules and
statistics.

2 Related Works

Since our research concentrates on translation of language from source to target
language, the related works are classified as MT works in India and English to
Malayalam MT Systems. This classification helps us to better understand the tools
and technologies used in various MT systems.

2.1 Machine Translation Works in India

Machine translation works in India started in 1991 although it began during 1960°s
in the world. Google translate, Bing-translate, Systran etc. are some famous sta-
tistical machine translation systems available worldwide. The works in machine
translation from English to Dravidian languages had started a few years back. Due
to the morphological complexities involved, not much interest has been shown in
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developing computational resources for Malayalam language. Thus the linguistic
works in this language are limited and inadequate.

Machine translation from English to the Indian languages and among various
Indian languages is dynamically in progress. AnglaBharati is one of the early MT
system financed by TDIL Programme [5] and developed by Indian Institute of
Technology (IIT)-Kanpur. AnglaBharati MT System [phase I (1991) and II (2004)]
is for conversion of English to Assamese, Bangla, Hindi, Malayalam, Nepali,
Punjabi, Telugu, and Urdu languages. Since they use Interlingua approach of
RBMT, a single analysis on English language is sufficient to develop an interlingua.
This intermediate structure is translated to different Indian language output.
Anubharati [phase 1 (1995) and II (2004)] developed by IIT-Kanpur translates
Hindi to any other Indian languages, using example-based approach. Anusaaraka
(1995) [6], designed by IIT-Kanpur along with University of Hyderabad translates
from Punjabi, Bengali, Telugu, Kannada, Marathi and English into Hindi using
concepts of ‘Paninian Grammar’. The RBMT approaches for English—Malayalam
language pair limit only to a few systems. One of them has been done for six
worded sentences [7] and another for simple sentences in general domain [8]. Better
results of machine translation can be achieved if the transfer rules cover all possible
sentence pattern, and also with the help of an improved bilingual dictionary. Since
creating a machine translator system with such specifications is a tedious task, most
translators limit the translation to a domain.

2.2 English to Malayalam Machine Translation

The growth of English to Malayalam machine translation systems began with the
development of AnglaMalayalam. Analysis of some of the English to Malayalam
Machine Translation systems are shown in Table 1.

Table 1 Analysis of English-Malayalam machine translation systems

MT system Method Year | Domain Evaluation criteria
AnglaMalayalam Interlingua 2008 Health, Accuracy 75 %

[18] tourism

English to Rule 2009 | General Works up to 6 word simple
Malayalam [7] based sentences

English to Statistical 2009 | General BLEU score 16.10
Malayalam [19]

English to Rule 2011 General Accuracy: 53.63 %
Malayalam [8] based

English to Transfer 2012 Simple Word error rate: 0.429
Malayalam [13] based sentences F-measure: 0.57
English to Hybrid 2013 | History BLEU score 69.33
Malayalam [20] based
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In addition to these, an Example based Malayalam to English MT system [9]
claims quality results for 75 % of their test sets. Another rule based MT system
translates sentences from English to Malayalam and Hindi [10] with F-mean of
0.74. This system was designed for translating sentences from administration
domain.

2.3 Working Procedure of RBMT Systems

The Machine translation involves various pre-processing steps of NLP like to-
kenisation, stemming, POS [Part of Speech] tagging, and the rest. There are various
NLP tools available like NLTK [11], openNLP etc. to do preprocessing tasks. The
working procedure of a general rule based machine translation using transfer
approach is as described. The input sentence is tokenised and parsed with help of
parser. The source parse tree is converted to target parse tree using transfer rules.
The transfer rules are formulated according to the target language structure. Then
words from target parse tree are mapped with a bilingual dictionary to obtain the
word meaning in output language. Later, the morphological inflections are added to
the words for obtaining meaningful text. In [12] they use OAK parser to obtain the
POS tag and parse tree of English sentence. In [7, 8, 13] Stanford parser offer POS
tagging, parse tree and provide dependency information of the input sentence. The
dependency information indicates how words in a sentence are related to each other.
The input text is tokenised and a tag corresponding to each word is assigned by the
parser. The Stanford parser [14] uses Penn Tree Tagset for this. Utilising this
information as well as the transfer rules, the source parse tree is reordered to target
parse tree. Word reordering is done according to the transfer rules and each sen-
tence follows definite rule patterns. The tag of the word in source language is
represented on left side and right side tags represent target language words. The
rules are devised in such a way that English language maintains Subject—Verb—
Object order whereas the target language (Indian) adhere Subject—Object—Verb
order. In [15] the correct word order of Marathi language was obtained upon
post-order traversals on the parse tree. It used a named entity tagger to identify
person names, location etc. Also it had special features for solving word sense
disambiguation of prepositions. In [13] the nouns, pronouns and verbs are mor-
phologically generated with the help of transformation rules. A FST based
Malayalam morphological synthesizer is used for machine translation in [8]. Also
an SVM based English to Malayalam transliterator is used for translating named
entities.

The major concern in machine translation is the ambiguities in the meaning of
words based on the context. Malayalam language has diverse morphological
variations and it uses suffixes for words, compared to prefixes in English language.
Such issues in translation can be resolved by considering the semantic information
about the text. The meaning of words suitable to the context can be then selected. In
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Malayalam there are seven case markers for nouns alone. Similarly the inflections
for verbs, adverbs and adjectives have to be added to get perfect translation.

In short, the working of RBMT system for English to Malayalam language using
transfer based approach can be described as follows. After the POS tagging of
English sentence by parser, they are reordered according to transfer rules. The
transfer rules represent the rules required for reordering sentences to target language
format. The words from reordered target parse tree are mapped with English to
Malayalam dictionary. The dictionary provides the Malayalam meaning which can
be substituted to respective English counterparts. The words that are not in dic-
tionary like named entities, place names etc. are transliterated. The necessary
morphological inflections are added to the Malayalam sentence to generate mean-
ingful translation [16, 17]. The efficiency of the MT system can be raised by
restraining the translation to a particular domain. Thereby the dictionary contains
more words specific to the domain. This makes the system more productive by
providing correct word meanings and thereby to get more accurate translations.

3 Conclusion

Attempts to build machine translation systems for various languages are in progress.
But a perfect system with its output much close as that of human translator has not
yet achieved. In order to achieve reasonable translation quality, one challenge is to
create a corpus or dictionary with enormous number of corpora consisting of words
or sentences pertaining to the target language. On the other hand, RBMT systems
take time to generate transfer rules for all sentence structures. The area of interest
here is a study on rule based MT system using transfer approach for translation from
English to Malayalam language. The parser generates a parse tree for the input
sentence. The source parse tree is reordered with the help of transfer rules to obtain
target parse tree. The words are then mapped with bilingual dictionary and transli-
terator to obtain Malayalam words. The final output sentence in Malayalam is
represented with proper suffixes attached. The translation accurateness of RBMT
systems can be increased by making it domain specific. Thus it could cover all words
of that particular domain and the grammar rules. The multiple RBMT systems of
different domains can be combined to provide robust English to Malayalam trans-
lation system. i.e., our ultimate aim is to minimize the limitation of RBMT system by
incorporating as many rules so as to make the system error prone free.
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Time Series Forecasting Through
a Dynamic Weighted Ensemble Approach

Ratnadip Adhikari and Ghanshyam Verma

Abstract Time series forecasting has crucial significance in almost every practical
domain. From past few decades, there is an ever-increasing research interest on
fruitfully combining forecasts from multiple models. The existing combination
methods are mostly based on time-invariant combining weights. This paper pro-
poses a dynamic ensemble approach that updates the weights after each new
forecast. The weight of each component model is changed on the basis of its past
and current forecasting performances. Empirical analysis with real time series
shows that the proposed method has substantially improved the forecasting accu-
racy. In addition, it has also outperformed each component model as well as various
existing static weighted ensemble schemes.

Keywords Time series forecasting - Forecasts combination - Changing weights -
Forecasting accuracy

1 Introduction

A time series is a sequential collection of observations, recorded at specific intervals
of time. Time series forecasting is the estimation of unknown future data through a
mathematical model, constructed with available observations [1]. Obtaining rea-
sonably precise forecasts is a major research concern that led to the development of
various forecasting models in literature [2, 3]. However, there are generally a
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number of obstructing issues, of which some are related to the time series itself,
whereas others are related to the particular model. As such, no single model alone
can achieve uniformly best forecasts for a specific category of time series [4]. On
the other hand, extensive research evidences show that combining forecasts from
multiple conceptually different models is a very prolific alternative to using only a
single model [3, 5, 6]. Together with mitigating the model selection risk and
substantially improving the forecasting accuracy, this approach also often outper-
forms each component model.

Fascinated by the strength of forecasts ensemble, a large amount of works has
been carried out in this direction over the past few decades [3, 5, 7]. As a result,
several forecasts combination approaches have been evolved in literature. These
include simple statistical ensembles, e.g. simple average, trimmed mean,
Winsorized mean, median [8] as well as more advanced combination methods.
These approaches are mostly based on forming a weighted linear combination of
component forecasts, where the final combining weights are fixed for each model.
However, instead of using constant weights throughout, it can be potentially ben-
eficial to update the weights after specific intervals of time. But, this topic has
received considerably limited research attention so far. Some notable works on
combining forecasts through time-dependent weights are those of Deutsch et al. [9],
Fiordaliso [10], and Zou and Yang [11]. Each of them has demonstrated that
combining with time-varying weights can be advantageous over conventional static
weighted linear combinations methods.

This paper proposes a forecasts combination approach that updates the weights
after generation of each new forecast. As such, the component weights vary with
each time index, thereby making the combination scheme dynamic. The associated
weight of each constituent model is updated on the basis of its past and current
forecasting performances. The proposed ensemble is constructed with nine indi-
vidual models and is tested on four real time series datasets. The forecasting per-
formances of the proposed method is compared with those of the component
models as well as various other static weighted linear combination methods, in
terms of two well-known absolute error measures.

The rest of the paper is organized as follows. Section 2 briefly describes the
forecasts combination methodology and Sect. 3 presents the proposed dynamic
ensemble approach. Section 4 reports the details of empirical works and finally
Sect. 5 concludes the paper.

2 Combination of Multiple Forecasts

A linear combination is the most common method of combining forecasts. For the

o (i 0 NOIN
dataset Y:[yl,yz,...,yN]T and its n forecasts YO:[&E),yg),.‘.,y}(\,)

(i=1,2,...,n), the forecasts from a linear combination are given by:
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5)]( = le}l(cl) —+ W2_)A7]<CZ) +...4+ Wn)A)]En) (1)

Vk=1,2,...,N.

In (1), w; is the weight to the ith forecasting model Vi = 1,2, ..., n. Usually, the
combining weights are assumed to be nonnegative, i.e. w; > 0Vi and unbiased,

ie. > w; =1 [2, 12]. Some widely popular methods of linearly combining fore-
i=1

casts are briefly discussed below.

e The simple average is the easiest combination method that assigns an equal
weight to each component forecast, i.e. w; = 1/nVi=1,2,...,n. Due to its
simplicity, excellent accuracy, and impartiality, simple average is often a top
priority choice in forecasts combination [2, 8].

o The trimmed mean, Winsorized mean, and median are other robust alternatives
to simple average. A trimmed and Winsorized mean both forms a simple
average by fetching an equal number of o smallest and largest forecasts and
either completely discarding them or setting them equal to the (o + 1)th smallest
and largest forecasts, respectively [8]. The simple average and median are both
special cases of trimmed mean, corresponding to no trimming and full trimming,
respectively.

e In an Error-based (EB) combination, the weight to each model is assumed to be
inversely proportional to its in-sample forecasting error, so that:

wi=e '/ e (2)
i=1

Vi=1,2,...,n.

Here, ¢; is an in-sample forecasting error of the ith model. This method is based
on the rational ideology that a model with more error receives less weight and
vice versa [2, 12].

e The Ordinary Least Square (OLS) method estimates the combining weights
w; (i =1,2,...,n) together with a constant w, through minimizing the Sum of
Squared Error (SSE) of the combined forecast [12, 13]. As the actual dataset is
unknown in advance, so in practice, the weights are estimated through mini-
mizing an in-sample combined forecast SSE.

e The outperformance method, proposed by Bunn [14] determines a weight on the
basis of the number of times the particular model performed best in the past
in-sample forecasting trials.
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As per the formulation (1), all the aforementioned methods assume static
time-invariant weights. As stated in the outset, there has been very limited research
on combining forecasts through time-varying weights.

3 The Proposed Dynamic Ensemble Approach

In this study, we modify the static time-invariant weighted linear combination
scheme (1) to the following dynamic framework:

(1)

~ ~(1 (2)
Yk = Wk 1Yx

+ Wkﬂj’k + ...+ Wk,ny,((m (3)
Vk=1,2,....N.

Here, wy; is the weight to the ith model at the instance k. Now, the weight wy ;
depends on both the model index i and the time index k. As usual, we assume
nonnegativity and unbiasedness of the weights, i.e. wx; >0 (Vi =1,2,...,n) and
Swri=1(Vk=1,2,...,N). We consider Mean Squared Error (MSE) and Mean
i=1
Absolute Percentage Error (MAPE) to evaluate the forecasting performances of the
component models [15]. These are defined below.

N

1 .
MSE = NZ(y, —5,)? (4)
=1
Ly =y
MAPE = - "[=—=1| x 100 (5)
Nt:l M

In the proposed formulation, we update the weights wy ; after generation of each
new forecast on the basis of the past and present forecasting performances of the
component models. The past performance of each model is evaluated on an
in-sample validation dataset, whereas the present performance is assessed through
the out-of-sample forecasts, obtained till now. The requisite steps of the proposed
ensemble framework are presented in Algorithm 1. The algorithm uses the standard
matrix notations, popularized by Golub and Van Loan [16].
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Algorithm 1 The proposed dynamic ensemble framework

Inputs: The in-sample dataset Yi, = [yl,yz,...,me}T; the sizes Niy, Nya, Nis of
the training, validation, and testing sets, respectively, so that Ni, + Nyqa = N;
and Ni, + Nis = N (size of the whole time series); the n forecasting models
M; (i=1,2,...,n).

Output: The combined forecast vector Y = [, +1, UNoy+25 - - - » UNsyt Nea) -

Steps:
1. for i =1 ton do
2. Fit the model M; to the in-sample training dataset Y = [y1,¥2, ..., yNh,]T.

3. Use it to forecast the validation dataset Yva = [YNy 41, YNew 425 - -« s YUNee+Noa |
4. Obtain the in-sample forecast Y = [g}xzﬁ_l, Q%Zﬁ—w ce gg\izr+Nvd:|
//Yffd) is the forecast of Yva through M.
Using M; forecast the testing dataset Yis = [Yny,+1, YNy +25 - - - » yNiI)+NtS]T.
Obtain the forecast ?E:) = [QE‘Z)HH’ gj%i>n+2, e ,g%?n+NtS}
//Yé:) is the forecast of Yis through M;.
7. end for
(1 (2 <r(n
8w =0y, F= [T ve]
NisXn
(1) <7 (2 o (n 5
V= [V ] Y=

//w, F, and V are respectively the weight, forecast, and validation matrices.
//w and Y are initialized to the zero matriz and empty vector, respectively.

9. Set w (1, :) =1/n //Set the initial weights as w1, =1/n (Vi=1,2,...,n).
10. for k =1 to Nis do
1. Y= [Y |F (k, ) w(k, :)’]; Y= [Yvd\Y]

//Find gr =F (k, )w(k, ) = > g%?n_*_lwk,i through (3) and append it to Y.

i=1
12 Seti=1
13.  while (: <n and k < Nis) do
14. Y; = [V(, ) |[F(1: k)]
15. w(k+1,%) =1/error (Y*,Y})
o // Weight is the inverse absolute error between Y™ and Y.

16. t=1+1
17.  end while
18, w(k+1,:)=w(k+1,:)/sum(w(k+1,:)) //Make the weights unbiased.
19. end for

The steps 14 and 15 of Algorithm 1 implements our proposed weight assignment
and renewal mechanism. The successive forecasting errors has a key role in weights
estimation. In this work, MSE is used as the absolute error function.
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4 Empirical Results and Discussions

The effectiveness of the proposed dynamic ensemble approach is evaluated on four
real time series datasets with nine component forecasting models. These nine
models are selected from the following widely popular classes: random walk [17],
Box-Jenkins [18], Artificial Neural Network (ANN) [17, 19], and Support Vector
Machine (SVM) [20, 21]. The random walk and Box-Jenkins models assume linear
data generation function, whereas, ANN and SVM have recognized success records
in modeling nonlinear structure in a time series [17, 21]. The subclass Box-Jenkins
models, viz. Autoregressive Integrated Moving Average (ARIMA) and Seasonal
ARIMA (SARIMA) [15] are used in this work. These two models are commonly
expressed as ARIMA (p,d,q) and SARIMA (p,d,q) x (P,D,Q)’, respectively
[15, 17]. The parameters (p,P), (d,D), and (g, Q) respectively signify the auto-
regressive, degree of differencing, and moving average processes, “s” being the
period of seasonality. We have considered three well-known classes of ANN
models, viz. Feedforward ANN (FANN) [17], Elman ANN (EANN) [2, 22], and
Generalized Regression Neural Network (GRNN) [4]. Both iterative (ITER) and
direct (DIR) approaches [23] are adopted for implementing each ANN model.
Finally, the Least Square SVM (LS-SVM) framework, pioneered by Suykens and
Vandewalle [21] is considered for SVM models.

The experiments in this study are carried out on MATLAB. The default ARIMA
class of the Econometric toolbox, the neural network toolbox [24], and the
LS-SVMlab toolbox [25] are respectively used for fitting the Box-Jenkins, ANN,
and SVM models. The appropriate number of input (i) and hidden (%) nodes of an
ixhxo ANN are selected through in-sample training-validation trials. The
number of output (0) nodes is 1 for iterative approach and it is equal to the testing
dataset size for direct approach. Each FANN is trained for 2000 epochs through the
Levenberg Marquardt (LM) backpropagation training algorithm, using the corre-
sponding MATLAB function trainlm [24]. Similarly, each EANN is trained
through the traingdx function, based on gradient descent with momentum and
adaptive learning [24]. For SVM, the Radial Basis Function (RBF) kernel is used.
The optimal SVM regularization constant (C) and RBF kernel parameter (o) are
estimated from the ranges [1075, 10°] and [27'°, 2!°], respectively through tenfold
crossvalidation technique.

The following four real time series datasets are used in this study. (1) Emission:
contains monthly records of CO, emission in parts per million (ppm), Mauna Loa,
US from January, 1965 to December, 1980 [26], (2) Inflation: contains monthly
inflation in consumer price index numbers of industrial workers of India from 31
August, 1969 to 30 September, 2014 [27], (3) Google: contains monthly Google
stock prices from 19 August, 2004 to 24 February, 2014 [28], (4) Facebook:
contains the daily closing stock prices of Facebook from 18 May, 2012 to 3
September, 2014 [28]. The first one is a monthly seasonal time series, whereas the
rest three are non-stationary, nonseasonal series. Prior to fitting the forecasting
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models, the observations of each time series are normalized to lie in the [0, 1]
interval through the following transformation:

__ ,(min)
(new) Yt — )
Vi - y(max) _ y(min) (6)
Vi=1,2,...,Ny.

In (6), Y= [ylay27 <. '7yNu~]T’ Y(neW) = [y(lnew>’y(2neW)’ o "yl(\?treW)
ing dataset and its corresponding normalized set, respectively, y(™" y(m2%) being
respectively the minimum and maximum values of Y. The forecasts of each model
are again transformed back to the original scale. All the necessary modeling
information of the four time series is presented in Table 1 and their respective plots
are depicted in Fig. 1.

In the present work, we have compared the forecasting accuracy of our proposed
dynamic ensemble method with that of the nine component models as well as seven
other widely recognized static linear combination schemes. The forecasting error of
each method is measured in terms of MSE and MAPE. The effectiveness of the
proposed approach depends a lot on the choice of the in-sample validation dataset.
As such, to have a reasonable similarity between the in-sample validation and
out-of-sample testing datasets, we have considered them to be of equal length, i.e.
Nyq = Nis. Table 2 presents the obtained forecasting results through all methods for
the four time series datasets. The results of the proposed ensemble method is shown
in bold scripts.

From Table 2, we can see that the proposed dynamic weighted ensemble
approach has achieved overall lowest forecasting errors among all methods in terms
of both MSE and MAPE. From the obtained results, it can be said that the approach
of using time-variant weights is a fruitful alternative to the common static weighted

T
} are the train-

Table 1 Information of the time series datasets

Information Emission Inflation Google Facebook
Size (total, (192, 32) (542, 100) (498, 100) (576, 92)
testing)
Box-Jenkins SARIMA ARIMA ARIMA ARIMA
0,1,1) x (0,1,1)*? | (2,1,0) (2,1,0) (1,0,0)
ITER-FANN |14 x 10 x 1 2x1x1 S5x9x1 9x11x1
DIR-FANN 8 x 14 x 32 5% 3 x100 4 x 10 x 100 2x2x%x92
ITER-EANN |14 x 14 x 1 9x 14 x1 12x 14 x 1 13x15x%x1
DIR-EANN 10 x 17 x 32 5x10x 100 |3 x 7 x 100 3x11x92
ITER-GRNN [10x 1 x 1 13x11x1 5x9x1 3x1x1
DIR-GRNN 16 x 3 x 32 3x 11 x100 |4x7x100 2x1x92
LS-SVM (3.47, 3.843) (0.457,7.366) | (0.0054,0.0713) | (4984.848, 0.527)
(C,0)
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Fig. 1 Plots of the time series. a Emission. b Inflation. ¢ Google. d Facebook

Table 2 Obtained forecasting results through all methods

Forecasting errors | Emission Inflation Google® Facebook
MSE MAPE | MSE MAPE | MSE MAPE | MSE MAPE

Random walk 0.221 |0.102 3.54 19.28 15.755 | 1.097 4349 |2.582
Box-Jenkins 0451 |0.163 9.117 [30.763 |14.908 |1.051 4.671 |2.785
ITER-FANN 0.132 |0.0763 |10.083 |32.661 |[21.228 |1.316 5.358 |2.789
DIR-FANN 0.295 |[0.117 6.401 |24.871 |21.317 |1.252 6.301 | 2971
ITER-EANN 0.117 |0.0721 9.885 |27.115 |18.916 |1.059 5.772 | 2.951
DIR-EANN 0.331 |0.131 8.224 28376 |22.332 |1.22 543 2.794
ITER-GRNN 0.434 |0.141 9.656 |28.986 |26.922 |1.472 4736 | 2.649
DIR-GRNN 0.353 |0.126 6.527 |24.365 |16.029 |1.111 6.899 |[3.344
LS-SVM 0.177 | 0.0867 5.592 |20.174 |23.028 |1.413 5.93 2.944

Simple average 0.16 0.0814 2.172 | 13.838 4.388 |0.588 1.678 | 1.518
Trimmed mean® 0.168 |0.0834 2322 | 14.164 4.2 0.584 1.886 | 1.639
Winsorized mean | 0.166 | 0.0835 2.336 | 14.282 4.036 |0.576 1.907 | 1.629

Median 0.176 | 0.0859 2.529 | 14.787 5.075 |0.631 2.056 | 1.799
EB¢ 0.138 [0.074 2.363 | 14.256 5.262 |0.649 1.747 | 1.528
OLS 0.19 0.101 2.789 | 14.247 6.261 | 0.685 1.73 1.524
Outperformance 0.137 |0.0746 2.259 | 14.902 7.742 | 0.789 2.142 | 1.723
Proposed 0.132 | 0.0719 2.15 13.751 3912 |0.559 1.599 |1.474

# Original MSE obtained MSE x 10—4
20 % trimming is used
¢ The weight to each model is proportional to in-sample MSE
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Fig. 2 Plots of the actual testing dataset and its forecast through the proposed method for:
a Emission. b Inflation. ¢ Google. d Facebook

combination methods. In Fig. 2, we depict the actual testing dataset and its forecast
through the proposed dynamic ensemble method for each time series. The solid and
dotted lines respectively represent the actual and predicted series. The closeness
between the testing and predicted series is clearly evident in each subplot of Fig. 2.

5 Conclusions

Obtaining reasonably precise forecasts for a time series has indispensable impor-
tance in almost every branch of science and engineering. In spite of several existing
forecasting models, none can be guaranteed to provide uniformly best results. On
the other hand, extensive research works in this domain have demonstrated that
combining forecasts from multiple models substantially improves the forecasting
accuracy as well as often outperforms each component model. Most of the forecasts
combination techniques in literature assigns static time-invariant combining
weights to the component models.

This paper proposes a dynamic ensemble approach that updates the combining
weights after obtaining each new forecast. Unlike the static ensemble methods, a
combining weight in the present formulation depends on both the particular model
as well as the time index. Each time, an weight is updated on the basis of the past
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and most recent forecasting performances of the respective component model.
Empirical results with four real time series datasets and nine component models
demonstrate that the proposed dynamic ensemble has substantially improved the
forecasting precision for each time series. Also, the proposed approach has
achieved reasonably better forecasting results than each component model as well
as various other well recognized static time-invariant combination schemes. Thus,
from the present study it can be concluded that using time-dependent combining
weights can be a fruitful approach for improving time series forecasting accuracy.
In future works, the proposed dynamic ensemble mechanism can be further
explored for other varieties of forecasting models as well as more diverse time
series datasets.
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A Novel Graph Clustering Algorithm
Based on Structural Attribute
Neighborhood Similarity (SANS)

M. Parimala and Daphne Lopez

Abstract Graph Clustering techniques are widely used in detecting densely con-
nected graphs from a graph network. Traditional Algorithms focus only on topo-
logical structure but mostly ignore heterogeneous vertex properties. In this paper we
propose a novel graph clustering algorithm, Structural Attribute Neighbourhood
Similarity (SANS) algorithm, provides an efficient trade-off between both topo-
logical and attribute similarities. First, the algorithm partitions the graph based on
structural similarity, secondly the degree of contribution of vertex attributes with
the vertex in the partition is evaluated and clustered. An extensive experimental
result proves the effectiveness of SANS cluster with the other conventional
algorithms.

Keywords Structural attribute similarity - Graph clustering - Neighborhood

1 Introduction

Clustering plays a vital and indispensable role in grouping them into set of clusters.
The main purpose of clustering is to group similar objects in same cluster and
dissimilar objects in different cluster. Clustering process is applied in various
domains [1, 2] such as business and financial data, biological data, health data and
so on. Graph Structure is a well-studied expressive model [3] to study the rela-
tionship among the data and visualize the data in graph structure. Clustering in
graph [4] deals with grouping of similar vertices based on connectivity and
neighborhood. Clustering in graph involves in various scientific [5] and medical
applications such as community detection in social network [6, 7] functional related

M. Parimala (<) - D. Lopez
School of Information Technology & Engineering, VIT University, Vellore 632014, India
e-mail: parimala.m@vit.ac.in

D. Lopez
e-mail: daphnelopez@vit.ac.in

© Springer India 2016 467
A. Nagar et al. (eds.), Proceedings of 3rd International Conference

on Advanced Computing, Networking and Informatics, Smart Innovation,

Systems and Technologies 43, DOI 10.1007/978-81-322-2538-6_48



468 M. Parimala and D. Lopez

protein modules in protein-protein interaction network [8] and co-author relation-
ship in citation network. Basically graph clustering is classified under three cate-
gories. Structural Graph Clustering [9, 10] is based on the connectivity and
common neighbours between two vertices but it ignores to focus on the properties
of the vertices. Recently, with the increase of rich information available, vertices in
graphs are associated with the number of attributes that describes behavior and
properties of the vertices. Attributed Graph Clustering [11, 12] is similar to data
clustering where the objects with similar properties are grouped but it fails to
represent the relationship of the objects. Structural Attribute Graph Clustering [13]
groups the objects based on both structure and attributes. The resultant cluster
balances the structure and homogeneous properties of vertices. A best clustering
algorithm would generate clusters that has cohesive intra-cluster similarity and low
inter-cluster similarity by balancing both the structural and attribute similarities.
The proposed method focuses on balancing both the similarities.

The rest of this paper is organized as follows. Section 2, discusses the literature
work in the graph clustering field and the general idea of SANS algorithm is
described in Sect. 3. Section 4 presents the experimental result and analysis.
Finally, Sect. 5 summarizes the work.

2 Related Work

Most of the existing graph clustering algorithms focuses only on structural simi-
larity [14] that avoids the attribute information. Normalized cut [15], Modularity
[9], and Structural density [10] are some of the measures used to find the Structural
Similarity. For example in social network, communities are detected based on
relationship among the users but ignores the personal profile such as interest,
gender and education. Considering only the attribute similarity [16] would lead to
clusters with rich attribute information but it fails to identify the topological
structure of the network. The concept of similarity score [11, 12] to find the sim-
ilarity between the vertices of directed graphs is discussed by Vincent, 2004 [17].
When this similarity is applied to social network, communities are formed based on
the personal profile but interaction among the users is not identified. Structural
attributed graph [18, 19] plays a vital role in finding the communities based on their
interaction as well as on their attribute information. Even though the existence of
Structural attributed graph is inevitable, maintaining the tradeoff between the two
types of information in the clustering process becomes a challenging task. Some of
similarity measures used are distance model [20], probabilistic model [21] and
neighborhood based model [13, 22].
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3 Problem Definition

A directed graph (G) is represented as set of vertices (V) and set of edges (E) where
n denotes the number of vertices present in the graph G. The proposed algorithm
Structural Attribute Neighborhood Similarity Algorithm (SANS) partitions the
graph into k clusters (C;...Cy) based on the structural and attribute similarity. The
Structural similarity is based on the Weight Index (WI) and attribute similarity is
based on the Similarity matrix. The preliminary definition needed for the SANS
algorithms is defined as follows.

Definition 1 (Weight Index) Given a n x n Weight Matrix (W), the Weight Index
(W] for each vertex v; is the sum of weights of incoming and outgoing edges at v;.

WI(v;) = zn:Wij + i:sz
= =

where W;; denotes the edge weight between the vertices v; and v;.

Definition 2 (Similarity Matrix) Let m denotes the number of attributes for each
vertex. The similarity between the v; and v; with respect to attribute is indicated as S,

1 m
Sij = EZk:l Sijm

where,

- 0, if v; and vj do not match for the m™ attribute
ym = 1, if v; and v; match for the m™ attribute

Properties
If any two objects v; and v; are similar then, it satisfies the following properties,
(i) Symmetry: S(v;,v;) = S(vj,v;)
(i) Positivity: 0 < S(vi, vj) <1Vv;andv;
(i) Reflexivity: S(v;,v;) = 1ifi=

The following properties holds good if any two objects v; and v; are dissimilar,

(i) Symmetry: D(v;,v;) = D(v;,v;)
(i1) Positivity: D (vi, vj) >0V v;and v;
(i) Reflexivity: D(v;,v;) = 0if i =
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4 Algorithm

The proposed algorithm Structural Attribute Neighborhood Similarity (SANS)
groups the object based on the attribute and structural similarity of the vertices.
Weight Index (WI) value for each vertex is detected using the Weight matrix (W).
The vertex with maximum weight index value is considered as centroid or Center.
The number of centroids formed is the number of clusters (k) needed for the given
dataset. Thus the SANS algorithm automatically detects the k value. The neigh-
borhood vertices of the Center are grouped to that cluster. Then, each vertex in the
cluster is compared with the vertices that are not in any of the cluster. The vertex is
grouped with the cluster if the similarity value of the vertex is greater than threshold
value. This process is iteratively done to generate k clusters. The SANS algorithm is
proposed as follows.

SANS (Structural Attribute Neighborhood Similarity) Algorithm

Input: A directed graph G, set of vertices V and set of edges E.
Output: Number of k clusters (C......C,) formed with k centroids (Center)

Algorithm:

1. Calculate the Weight Index (WTI) for vertices
2. Construct the nxn Similarity Matrix.
3.C=0; i=1

4. Repeat for each vertex v, in V'

(i) Select the vertex with highest weight index as centroid (Center) for the
cluster C, .

Center = max  WI(v;)
viev-ULZh ¢

(1) Group the neighbourhood vertices of v; to the C,

C; = Center U N[v;] // Structural similarity
(iii) For each vertex in C,

If the similarity value between the vertex in cluster and other
vertices are greater than the threshold value, then it is grouped.

i-1
C= {ve V' —UC; such that S, >threshold }//attribute similarity
r=0

5. Until V- UC, #{p} ; i=it1
r=0
6. Return £ clusters {C,...... C.}
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5 Implementation

The data set for the implementation of the proposed algorithm is derived from
DBLP Bibliography data focusing on three research areas as Graph Theory (GT),
Data Mining (DM) and Graph Clustering (GC). Using this data a co-author graph
with 200 nodes and their co-author relationships is built. Significant attributes that
contribute meaning is the Primary topic and Count (Number of papers) for each
author. Primary topic for each author is selected from one of their keywords in the
paper. The algorithm is implemented and its performance is compared with the
algorithms stated below:

(i) k-SNAP: Groups vertices with same attribute in the cluster. It ignores the
topological structure of the graph that represents the co-author relationship.

(i1) S-Cluster: This algorithm considers Structure similarity but avoids the attri-
bute similarity.

(iii)) SA-Cluster: Both structural and attribute similarities are considered. In this
algorithm the value for number of cluster (k) to be formed must be given by
the user. Since the process is iterative, it is more expensive.

(iv) SANS Algorithm: The significance of this algorithm is it considers both
structural and attributes similarities like SA cluster, but it automatically detects
number of clusters to be formed and is less expensive.

The procedure is described as follows: This algorithm examines the DBLP
dataset automatically, and calculates the number of clusters as k = 50. The k-SNAP
clusters group the authors based on their primary topic and ignores the co-author
relationship among them. The S-cluster method groups the authors who collaborate
with each other but ignores the similar topic of research. Interestingly, SA-cluster
and SANS algorithm cluster the dataset based on co-author relationship and attri-
bute similarity of the author. The cluster formed by these two methods contain
authors who have close co-author relationship and who work on the same topic but
never collaborate. For example, Xuding Zhu and Loannis G. Jollis are experts on
Graph theory but they have never collaborated. As a result, S-cluster assigns these
two authors into two different clusters, since they are not reachable from each other
and due to the lack of co-author connectivity. Whereas SA-cluster and SANS
cluster assigns these two authors in the same cluster. Similar cases can be found in
other cluster in different area of research. Even though SA-cluster and SANS
methods maintains a tradeoff between the structural and attribute similarity, the
proposed algorithm (SANS) outperforms SA-cluster in the following ways.

(i) The number of cluster (k) to be formed is automatically detected by the
proposed algorithm.

(i) The optimal nodes are selected based on the frequency of the vertex. For
example, in DBLP dataset the author with more number of papers are selected
for the clustering process which is inferred from the Count attribute for each
author.
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(iii) Since the clustering is based on neighborhood distance, SANS algorithm is
faster than SA-Cluster which uses random walk distance to group the author.

(iv) SA-Cluster is more expensive than the SANS cluster, as it calculates the
random walk distance iteratively.

The quality of the k cluster {Vi}f:l is measured using density function.

(v,-,vj) LFRRVES Vi, (v,;vj) cE

density<{Vi}f:1) = i |E|

i=1

Figure 1 shows the density comparison of four algorithms on DBLP dataset
when the cluster number k = 50. The density value of SA-Cluster and S-Cluster are
close. They remain around 0.4 (Table 1) or above even when k is increasing. The
density value of proposed method SANS has a high density of around 0.5 when
compared to the above two algorithms. On the other hand, k-SNAP has a very low
density value because it groups the graph without considering the connectivity. We
also compare the efficiency of different clustering algorithms. Figure 2 exhibits the
runtime of various methods on DBLP dataset. As we can observe, k-SNAP is more
efficient as it cluster the nodes based on the similarity of the attributes. SA-Cluster
is slower than the S-Cluster, as it iteratively computes the random walk distance for
each iteration, whereas the other method computes only once. The proposed
clustering algorithm (SANS), group the objects based on the neighborhood which is
slower than k-SNAP but faster than the S-Cluster and SA-Cluster.

Fig. 1 Quality comparison of
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Ta‘}’)“? I Cluster quality i pe [k SNAP | S-Cluster | SA-Cluster | SANS
each iteration 1 0.1 0.45 0.42 0.50
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This paper introduces a new graph clustering algorithm based on structural and
attribute similarities. The proposed algorithm partitions the graph into k clusters
which have both high intra-cluster similarity and homogeneous attribute values.
Neighborhood distance is used to measure the structural similarity to find the vertex
connectivity whereas similarity index is used to measure the attribute similarity to
find the vertex closeness. Quality of the clusters is validated using density function.
Experimental results on the real dataset prove to be a balanced method between
attribute and structural similarity.
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Change-Point Detection in Enterprise
Attack Surface for Network Hardening

Ghanshyam S. Bopche and Babu M. Mehtre

Abstract Applications of change-point detection typically originate from the
perspective of enterprise network security and network monitoring. With the
ever-increasing size and complexity of enterprise networks and application port-
folios, network attack surface keeps changing. This change in an attack surface is
detected by identifying increase or decrease in the number of vulnerabilities at
network level. Vulnerabilities when exploited successfully, either provide an entry
point to an adversary into the enterprise network or can be used as a milestone for
staging multi-stage attacks. In this paper, we have proposed an approach for
change-point detection in an enterprise network attack surface. In this approach,
a sequence of static attack graphs are generated for dynamic (time varying)
enterprise network, and successive graphs in a sequence are compared for their
dissimilarity for change-point detection. We have presented a small case study to
demonstrate the efficacy and applicability of the proposed approach in capturing
a change in network attack surface. Initial results show that our approach is capable
of capturing the newly introduced vulnerabilities into the network and is able to
differentiate these vulnerabilities for efficient network hardening.
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1 Introduction

With the constant evolution of TCP/IP protocols and hence enterprise networks,
there may be new plausible security risks as new servers, workstations, or services
are added to the network. These network assets are increasingly vulnerable and
always a soft target of sophisticated cyber attacks from potential adversaries such as
hackers, corporate competitors, disgruntled employees, government agencies, etc.
In order to keep the security posture of an enterprise network up to date, enterprise
networks need to be scanned and hardened regularly.

Present day vulnerability scanners such as, Nmap, Nessus, Retina, GFI
LanGuard, etc. identify vulnerabilities in isolation, i.e., vulnerabilities local to a
system only. For an enterprise network of reasonable size, vulnerability scanners
can report a large number of vulnerabilities. From the defender’s standpoint, an
administrator has to identify the vulnerabilities, which really matters in securing
enterprise network. In other words, administrator has to identify vulnerabilities that
allow an adversary to enter the network or the vulnerabilities that can be used as a
milestone for staging multistage attacks against the enterprise network.

An attack graph- a “multihost, multistage™ attack detection technique derives all
possible attack paths available to an adversary. In order to do this, a network model
description such as vulnerability information, network configuration, and network
reachability information is used. The cause-consequence relationship between the
extant vulnerabilities is taken into account to draw multistage correlated attack
scenarios (that are used by an adversary to get incremental access to enterprise
critical resources). Understanding such relationship is vital for optimal placement of
the security countermeasures and hence for efficient network hardening.
Vulnerability scanners are not capable of finding such correlation among the vul-
nerabilities. Further, prioritization of vulnerabilities for efficient network hardening
based on a scanning report alone is highly impossible and not a viable solution in
terms of time, and effort.

In this paper, we have used an attack graph-based approach for the detection and
prioritization of vulnerabilities, which really plays a key role during network
compromise. We have taken a snapshot of a network at time ¢ and generated an
attack graph. It is obvious that, it shows the vulnerabilities and their dependency on
each other, which may lead to network compromise when exploited successfully.
The graph-assisted metrics proposed in literature, for example shortest path metric
[1], the number of paths metric [2], mean of path lengths [3], and others [4, 5] can
be used to identify attack paths/attack scenarios of special interest. Even though
administrator is aware about these attack paths and causal vulnerabilities, she
cannot patch/fix all because of the various constraints. The constraint may be
countermeasure cost, limited security budget, unavailability of patch/workarounds,
patch time, etc. Unpatched vulnerabilities will straightaway appear in the attack
graph generated for the same network over time At called sampling interval. The
administrator already knows external causes of these vulnerabilities. She has to
worry about the new vulnerabilities that will be introduced into this attack
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graph/enterprise network over time A¢. For an enterprise network of reasonable
size, an attack graph is of enormous size. Searching newly introduced vulnerabil-
ities manually in this graph is not feasible in real time. Again, identifying the most
relevant vulnerabilities for efficient network hardening is also poses great
difficulty/challenge. This challenge motivates our work. We used graph
similarity-based approach to solve above said problem. We have compared the
attack graphs generated at time ¢ and ¢t + Ar for their similarity (may not be
structural) in terms of common nodes and edges and by applying some heuristics
we have identified the most relevant among the newly introduced vulnerabilities.

The remainder of this paper is organized as follows: Sect. 2 presents an attack
graph model. Section 3 discusses our method of the change-point detection in terms
of number of newly introduced vulnerabilities in a successive attack graph. A case
study is presented in Sect. 4 to demonstrate the usefulness of our approach. Finally,
Sect. 5 concludes the paper.

2 Preliminaries

An attack graph for the enterprise network is a directed graph representing prior
knowledge about vulnerabilities, their dependencies, and network connectivity [6].
In this paper, we have generated labeled, goal-oriented attack graphs for the
enterprise network. Exploits and security conditions are the two types of nodes in
the attack graph. Here, exploit represents an adversary action on the network host in
order to take advantage of extant vulnerability. Security conditions represent
properties of system or network relevant for successful execution of an exploit. The
existence of a host vulnerability, network reachability, and trust relationship
between two hosts are the kind of security conditions required for successful
exploitation of vulnerability on a remote host.

Exploits and conditions are connected by directed edges. No two exploits or two
security conditions are directly connected. Directed edge from security condition to
an exploit represent the require relation. It means, an exploit cannot be executed
until all the security conditions have been satisfied. An edge from an exploit to a
security condition indicates the imply relation [7]. It means, successful execution of
an exploit will create few more conditions. Such newly created security conditions,
i.e., post-conditions act as a pre-condition for other exploits. With the perception of
an attack graph discussed above, Wang et al. [8] formally defined an attack graph as
an exploit-dependency graph as follows:

Definition 1 (Attack Graph Model) Given a set of exploits e, a set of conditions c,
a require relation R, C ¢ X e, and an imply relation R; Ce X c, an attack graph G
is the directed graph G(eUc, R, UR;), where (e Uc) is the vertex set and (R, UR;)
is the edge set [8].
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As evident from the Definition 1, an attack graph G is a directed bipartite graph
with two disjoint sets of vertices namely, exploit and condition. The edge set consist
of two types of edges, namely, require edge and imply edge. As an important
feature of an attack graph, require relation, i.e., R, should be always conjunctive,
whereas the imply relation, i.e., R; should be always disjunctive [8]. The con-
junctive nature of the conditions implies an exploit cannot be executed until all of
its preconditions have been satisfied. An imply edge should identify those condi-
tions which can be generated after the successful execution of an exploit.
Introduction of a new vulnerability in an enterprise network is shown in an attack
graph by the exploit, it’s pre-conditions and post-condition.

3 Change-Point Detection

Change-point detection in the attack surface of an enterprise network can be
determined by representing a given network, observed at time ¢ and ¢ 4+ At¢, by
attack graphs G and G', respectively. An attack surface represents, the set of ways
an adversary can compromise an enterprise network [9]. A¢ an arbitrary sampling
interval depends on the time required for gathering vulnerability information,
network configuration details and construction of an attack graph. It is an important
parameter in security monitoring, defines how often an attack graph is constructed
and governs the type of vulnerability (attack) can be detected. For a given window
of time W and for a given enterprise network, attack graphs are generated (at
discrete instants of time depending on Ar). This leads to the sequence of an attack
graphs. Then the consecutive attack graphs in a sequence are analyzed for the
detection of change in attack surface.

The algorithm presented in this paper works on labeled attack graphs. Let Ly and
Lg denote the finite set of vertex and edge labels in an attack graph, respectively.

Definition 2 An attack graph G is a four-tuple G = (V, E, p, u), where

V is a finite set of vertices i.e., V = eUc.

ECV x Visaset of Edges i.e., E = R, UR;

p : V. — Ly is a function assigning labels to the vertices
u : E — Lg is a function assigning labels to the edges

Here, Ly and Lg represents the set of symbolic labels uniquely identifying each
node and each edge, respectively in an attack graph G. Application of a minimum
spanning tree algorithm (MST) on both G and G, gives the nodes and edges present
in each graph. Once nodes and edges with respect to each input attack graph are
identified, following three cases are considered:

1. G’'\G: nodes and edges unique to G’ only, i.e., G’ — G. These nodes represent
newly introduced vulnerabilit(y)ies in the network.
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2. G\G': nodes and edges unique to G only, i.e., G — G'. These nodes and edges
belong to the vulnerabilities that are already patched.

3. GNG’: nodes and edges that are common to both G and G’. Common nodes and
edges appeared because of the persistence of some vulnerabilities in an enter-
prise network both at time ¢ and # + Az. These vulnerabilities and their external
causes (i.e., preconditions) are already known to the administrator but because
of some constraints like limited security budget, unavailability of patches etc.
those vulnerabilities are unpatched.

Case 1 is of special interest to an administrator since it gives information about
the newly introduced vulnerabilities into the network. Our goal is to analyze these
vulnerabilities for their use by an adversary in multistage attacks. Case 1 gives the
node set N consisting of exploits, pre-conditions, post-conditions, i.e., N = eUc
and edge set M consisting of require relation and imply relation, i.e., R, UR; with
respect to the newly introduced vulnerabilities. The edge set M gives more infor-
mation about the vulnerability dependency and hence is of special interest.

For each exploit there should be two or more pre-conditions need to be satisfied
conjunctively. It means second node/vertex in two or three require relations (i.e.,
edges in set M), is common. This common vertex represents an exploit and the node
preceding to it in those edges represent the pre-conditions required for its exploi-
tation. Removal of any one of these pre-conditions can stop an exploit from exe-
cuting. If the exploit is the first vertex in one or more imply relations (edges), then
the second vertex of those edges represent the post-condition of an exploit. This
post-condition may act as a precondition for other exploits. An approach of iden-
tifying and differentiating new vulnerabilities introduced in an enterprise network
during the time period Af is given in algorithm 1.

4 Case Study

In this section, a case study is presented to detect the vulnerability change in an
attack surface of an enterprise network by means of dissimilarity between con-
secutive attack graphs generated for the same enterprise network at time ¢ and
t + At. From the context of an input attack graphs, it is shown that the obtained
results provide unique security relevant information, which will enhance the
security administrator’s ability in hardening network security more efficiently.

A network similar to [10] has been considered as the test network. Topology of
the test network is given in Fig. 1. There are 4 hosts in the network viz. Host, (Hy),
Host, (Hy), Host, (H) and Hosts (H3). The description of each host is given below:

Hy: a Web Server (Windows NT 4.0)

H,: a Windows Domain Server (Windows 2000 SP1)
H,: a Client (Windows XP Pro SP2)

Hj;: a Linux Server (Red Hat 7.0)
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Algorithm 1 Change-point Detection in Attack surface
Input:
G — an attack graph for an enterprise network at time ¢
G’ — an attack graph for the same network at time ¢t + At
At — a sampling interval
Output:
Ezploit C (V' — V) — is a set of new exploits/ vulnerabilities added to the G over
the time interval At
Initial C Exploit — is a set of new exploits that can initiate new attack paths.
Middle C Exzploit — is a set of new exploits that can be part of attack paths but
does not initiate a new attack path
PreCondn[i] — pre-conditions of an exploit i € Exploit
1: (V,E) + MST (G) > Apply minimum spanning tree algorithm
(MST) on G to identify all the unique
nodes and edges in G

2: (V' E') + MST (G") > Apply MST on G’ to identify all the
unique nodes and edges in G’

3 (V' =V),(E'-E)) + G\G > Compute (G' — G). It gives vertices, i.e.,
(V' = V) and edges, i.e., (E' — E) belong
to G’ only

4: if (G'\G = ¢) then

5: Print: “no new vulnerability introduced into the enterprise network”

6: else

7: for allv e (V' —V) do

8: if (v == j) for two or more (i,j) € (E' — E) then

9: FExploit + v > v is an exploit

10: PreCondn + i > i is the pre-condition for an exploit v
11: end if

12: end for
13: for all ¢’ € Exploit do

14: if (¢/ == 1) for one or two (i,j) € (E' — E) then

15: PostCondn < j > j is the post-condition of an exploit ¢’
16: end if

17: end for

18: for all (i,j) € (E' — E) do

19: if i,j € (Exploit U PostCondn) then

20: E" = (i,])

21: end if

22: end for

23: for all i € Exploit in G” do > G” is constructed out of E”. G” is a bi-

partite graph and may have one or more
connected components

24: find indegree 4(7)

25: if (6(¢) == 0) then

26: Initial < i > 7 is the first exploit in an attack sequence
27: else

28: Middle < i > i is the middle exploit in an attack paths
29: end if

30: end for

31: for all i € Initial do

32: Find PreCondnli] > Identify pre-conditions of an exploit,
which can initiate a new attack sequence

33: end for
34: for all i € Middle do
35: Find PreCondnli] > Identify pre-conditions of an exploit,

which does not initiate a new attack se-
quence but can be part of other attack
sequence

36: end for

37: end if




Change-Point Detection in Enterprise Attack Surface ... 481

Fig. 1 Network
configuration [10]

Internet

8 Attacker

Firewall

Host Ho: IS web server
(Windows NT 4.0)

Firewall

=
e
Host H,: a Windows

domain server
(Windows 2000 SP1)

Host Ha: a client Host Hs: a Linux server
(Windows XP SP2) (Red Hat 7.0)

Here host Hj is the target machine for an attacker and MySQL is the critical
resource running over it. The attacker is an entity with malicious intent from outside
the internal network. Here the attacker’s intention is to gain root-level privileges on
host H;. The job of a firewalls is to separate internal network from the Internet and
the connectivity-limiting firewall policies for the network configuration are given
in Table 2. Tables 1 and 3 shows the system characteristics for the hosts available in
the network at time ¢ and ¢ + At, respectively. Such kind of data is available in
public vulnerability databases viz. National Vulnerability Database (NVD),
Bugtraq, Open Source Vulnerability Database (OSVDB) etc. Here external firewall
allows any external host to only access services running on host Hy. Connections to
all other services/ports available on other hosts are blocked. Host’s within the
internal network are allowed to connect to only those ports specified by the

Table 1 System characteristics for network configuration at time ¢ [10]

Host Services Ports Vulnerabilities CVE IDs

H, IIS web service 80 IIS buffer overflow CVE-2010-2370

H, ssh 22 ssh buffer overflow CVE-2002-1359
rsh 514 rsh login CVE-1999-0180

H, rsh 514 rsh login CVE-1999-0180

H; LICQ 5190 LICQ-remote-to-user CVE-2001-0439
Squid proxy 80 squid-port-scan CVE-2001-1030
MySQL DB 3306 local-setuid-bof CVE-2006-3368
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Table 2 Policies for connectivity-limiting firewall

Host Attacker Hy H, H, H;

Attacker Localhost All None None None

Hy All Localhost All All Squid
LICQ

H, All 1IS Localhost All Squid
LICQ

H, All IS All Localhost Squid
LICQ

Hj All s All All Localhost

Table 3 System characteristics for network configuration at time ¢ + Az [10]

Host Services Ports Vulnerabilities CVE IDs

H, IIS web service 80 IIS buffer overflow CVE-2010-2370
ftp 21 ftp buffer overflow CVE-2009-3023

H, ftp 21 ftp rhost overwrite CVE-2008-1396
ssh 22 ssh buffer overflow CVE-2002-1359
rsh 514 rsh login CVE-1999-0180

H, Netbios-ssn 139 Netbios-ssn nullsession CVE-2003-0661
rsh 514 rsh login CVE-1999-0180

H; LICQ 5190 LICQ-remote-to-user CVE-2001-0439
Squid proxy 80 squid-port-scan CVE-2001-1030
MySQL DB 3306 local-setuid-bof CVE-2006-3368

connectivity limiting firewall policies as shown in Table 2. In Table 2, All specifies
that source host may connect to any port on a destination host in order to have
access to the services running on those ports. None indicates that source host is
prevented from having access to any port on the destination host [10].

An attack graph for the network configuration at time 7 and ¢ + At is shown in
Fig. 2. These graphs for the same enterprise network at different instant of time (for
the sampling interval Af) are generated using model checking-based tool called
SGPlan [11, 12]. Existing vulnerabilities in the test network are logically combined
to generate different attack scenario, which in turn represents different attack paths.
Attack graph is generated by collapsing several such attack paths for the same
initial and goal condition. As shown in Fig. 2, nodes in both the attack graphs
represent an exploit, required pre-conditions and implied post-conditions. Exploits
are shown by a circle and named by alphabets.

As evident from the Fig. 2, number of attack paths for an attack graph at time ¢
are only 2, whereas it is 16 for an attack graph at time ¢ + Az. It is because of an
increase in the number of vulnerable services in the enterprise network within the
sampling interval Az. Vulnerabilities appeared in an attack graph (i.e., in an
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