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Preface

It is indeed a pleasure to receive overwhelming response from researchers of
premier institutes of the country and abroad for participating in the 3rd International
Conference on Advanced Computing, Networking, and Informatics (ICACNI
2015), which makes our endeavor successful. The conference organized by School
of Computer Engineering, KIIT University, India during 23–25 June 2015 certainly
marks a success toward bringing researchers, academicians, and practitioners in the
same platform. We have received more than 550 articles and very stringently have
selected through peer review 132 best articles for presentation and publication. We
could not accommodate many promising works as we tried to ensure the quality.
We are thankful to have the advice of dedicated academicians and experts from
industry to organize the conference in good shape. We thank all people partici-
pating and submitting their works and having continued interest in our conference
for the third year. The articles presented in the two volumes of the proceedings
discuss the cutting edge technologies and recent advances in the domain of the
conference.

We conclude with our heartiest thanks to everyone associated with the confer-
ence and seeking their support to organize the 4th ICACNI 2016.
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Fuzzy Logic Based UPFC Controller
for Voltage Stability and Reactive Control
of a Stand-Alone Hybrid System

Asit Mohanty, Meera Viswavandya, Sthitapragyan Mohanty
and Dillip Mishra

Abstract This paper is mainly focused on the implementation of fuzzy logic based
UPFC controller in the isolated wind-diesel-micro hydro system for management of
reactive power and enhancement of voltage stability. For better analysis a linearised
small signal transfer function system is considered for different load inputs. The
fuzzy based UPFC controller has been tunned to improve the reactive power of the
off grid system. Simulation in MATLAB environment has been carried out and the
effectiveness of fuzzy tuned controller is established..

Keywords Reactive power compensation � Standalone wind-diesel-micro hydro
system � UPFC

1 Introduction

Renewable energy sources by nature are intermittent and non predictable though
they are plentily available in the nature. Hybrid energy sources combining multiple
energy sources mitigate this problem to a great extent as because shortfall due to
one source is replenished by other. Generally standalone hybrid models exist near
the place of consumption and can be connected to the main grid. One or more
renewable sources are combined to form a Hybrid system where the inadequacy of
generation of power because of one source is met by the other source [1, 2]. Wind
Diesel Micro hydro system is quite popular choice of combined energy source
where a combined network of wind, micro hydro and diesel system work to provide
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continuous power supply to the load, Turbines used in this particular model are
Induction generators and they use the Synchronous generator based Diesel engine
as back up [3–5]. Turbines having Induction generators have some operational
difficulties as they require reactive energy for its smooth working. The much needed
reactive energy is provided by the Synchronous machine to a small extent but the
real compensation is impossible without the FACTS devices who not only manages
the reactive power but enhances the overall stability of the system.

Capacitor banks [6–8] which is mentioned in many articles fail to assist in the
compensation of reactive energy and improve voltage stability. Its because the wind
is intermittent and load change is unavoidable. The voltage problem and reactive
power mismatch are mitigated by the FACTS devices [9–11].

UPFC is one of the important member of FACTS devices which has been
utilized like SVC and STACOM for compensation of reactive power. UPFC acts as
a better compensator and increases the voltage stability and angle stability.
Management of reactive energy is extremely essential as shortfall of reactive power.
makes the system voltage varying. The importance of reactive power can be
accessed from the fact that the shortfall of reactive power makes the whole system
unstable. UPFC like other FACTS members has proven its ability in compensating
reactive energy and improving the stability margin. Furthermore a Fuzzy logic
controller can be added to the UPFC Controller to tune the parameters and improve
the stability status of the system to a great extent.

A simulink based Fuzzy logic tuned wind diesel micro hydro system is discussed
with reactive power compensator like UPFC with step change in load, for better
transient stability. For better analysis the mathematical model has been derived. The
proportional and integral constants are finely tuned by the Fuzzy controller.

2 System Configuration and Its Mathematical Modeling

The wind-diesel-micro hydro hybrid system essentially takes the generating devices
like wind turbine and micro hydro turbine to supply power to the loads. The backup
is provided by the Diesel generator. The synchronous based Diesel genset also
helps the system in improvement of reactive power. The single line system block
with UPFC controller is shown in Fig. 1. The system parameter table is shown in
this paper and is mentioned as Table 3 (Fig. 2).

The balanced equation of Reactive power of (SG, UPFC, IG, and LOAD) is
expressed as [13].

The reactive power balance equation of the system for uncertain load ΔQL is

DQSG þ DQUPFC ¼ DQL þ DQIG þ DQIGH ð1Þ

4 A. Mohanty et al.



DQSG þ DQUPFC � DQL � DQIG � DQIGH deviates the system output
voltage.

DV Sð Þ ¼ KV

1þ STV
DQSG Sð Þ þ DQCOM Sð Þ � DQL Sð Þ � DQIG Sð Þ � DQIGH½ � ð2Þ

QSG ¼
E0
qV cos d� V2

� �

X0d
and DQSG ¼ Vcos d

X0dDE0q
þ E0q cos d2V

X0dDV
ð3Þ

IG

SG

UPFC

Exciter

Reactive power 
IG

Reactive Power 
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Wind

Fuel

Reactive 
Power

BusBar 

0V ∠

Reactive 
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Fig. 1 Wind diesel micro hydro hybrid system block
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Fig. 2 Transfer function of fuzzy logic based UPFC controller
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Using SVC as compensator

DQsvc sð Þ ¼ Kc DV sð Þ þ Kd DBsvc sð Þ ð4Þ

2.1 UPFC Controller

The work of UPFC is to compensate Reactive power as well as Active Power by
supply of AC Voltage. It may act in series with the amplitude and phase angle with
that of Transmission network. In this case one Inverter either supplies or absorbs
real power and the second Inverter also sends or gets reactive power. In this way
shunt compensation has been done. The supplied powers completely rely on the
injected voltages and bus voltages. The injected reactive energy by the UPFC
Controller depends on Vm and angle δ (Figs. 3 and 4). So the small change in
reactive power is equal to

DQUPFC ¼ Kj Dd Sð Þ þ KkDV Sð Þ ð5Þ

I
P

K
K

s
+

1

Mdc

Mdc
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sT+
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dcV

Δ αα

δ

Fig. 3 Shunt controller

dcrefV

mindcV

maxdcV

dcV

iQ

iQ

QV

1

MQ

MQ

K

sT+

IQ
PQ

K
K s+

Fig. 4 Series controller
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3 Fuzzy Logic Controller (FLC)

A fuzzy set has much more generalised approach than the ordinary sets. The
proposed self tuned Fuzzy controller operates in 3 stages i.e. Fuzzification inference
engine and defuzzification. These three stages with the help of membership func-
tions tune the parameters of UPFC controller (Fig. 5).

3.1 Self-Tuning Fuzzy PI Controller

As power system is non linear a self tuned Fuzzy controller is designed to tune the
proportional and integral controllers.of the PI controller. A PI controller can be
explained as U(s) = KpE(s) + Ki ∫ E (s) and E*Kp + Ki * ∫ E = U. The design of
Fuzzy controller is such that the inputs and outputs are taken into account. Kp and
Ki of the PI controller are tuned by the inference engine of FLC. For this Fuzzy
controller error and change in error work as inputs and the output as proportional
and integral constants.

lPi ¼ min l Eð Þ; l DEð Þð Þ; lIi = min l Eð Þ; l DEð Þð Þ

The fuzzy controller uses seven linguistic variables so that there are 49 rules and
it uses triangular membership function for tuning the Kp and Ki. An auto tuned
fuzzy controller has input membership functions as error (E) and change in error
(Del E) and in the output it gives tuned values of Kp and Ki (Tables 1 and 2).

FUZZY
LOGIC

PULSE

PI Controller SYSTEM

1/ Z

R

-

KP KI

E

E

E

Y

+

PI
Controller

Fig. 5 Fuzzy PI controller
block

Table 1 Fuzzy rule for Kp E/ΔE NL NM NS Z PS PM PL

NL VL VL VB VB MB M M

NM VL VL VB MB MB M MS

NS VB VB VB MB M M MS

Z VB VB MB M MS VS VS

PS MB MB M MS MS VS VS

PM VB MB M MS VS VS Z

PL M MS VS VS VS Z Z
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4 Simulation Results

From the simulation based on UPFC controller with fuzzy logic performances of
different parameters are noticed. The wind diesel micro hydro hybrid power system
is simulated in MATLAB/Simulink environment. With a step load change of (1–
5) % and variable input parameters like wind and hydro energy, Variation of all
existing system parameters are noticed and plotted as shown (Fig. 6). During
observation it is found that UPFC provides good performance with increase size of
synchronous generator than induction generator. Vital parameters such as settling
time and peak overshoot are found reduced in case of fuzzy controller with respect
to traditional PI Controller. The Control signal is noticed after fuzzification, rules
creation and defuzzification. It provides good damping but it has some Negatives
like creation of membership function, making of rules and suitability of scaling
factors which is done by trial and error method (Fig. 7).

Table 2 Fuzzy rule for Ki E/ΔE NL NM NS Z PS PM PL

NL Z Z VS VS MS M M

NM Z Z VS MS MS M M

NS Z VS MS MS M MB MB

Z VS VS MS M MB VB VB

PS VS MS M MB MB VB VL

PM M M MB MB VB VL VL

PL M M MB VB VB VL VL
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Fig. 6 Comparative results of wind diesel micro hydro hybrid system
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5 Conclusion

This work has described a fuzzy logic tuned UPSC controller in the DG based
hybrid system and discusses its impact in the management of reactive power and
voltage stability. The parameters of the wind-diesel-micro hydro system perform in
a better manner after proper tuning of the PI controller is done by Fuzzy controller.
The simulated results show less settling duration and better overshoots. This par-
ticular hybrid system after the inclusion UPFC controller with soft computing
approach performs robustly and takes the entire model to a more stable level.

Appendix

Table 3 Parameters of wind-diesel system

System Parameter WindDieselSystem
Wind (IG)Capacity  (Kilowatt)
Diesel(SG) Capacity
Load Capacity

100 KW
100 KW
200 KW

Base Power in KVA 200KVA

PSG,=  0.4 in KW  PIG,= 0.6 in Kilowatts  PL(pu)= 1.0  in KW  
QSG  = 0.2 in KW  QIG,pu=0.189 in KVAR  QL(pu)= 0.75 in KVAR 
T’do  = 5.044 
Eq( pu) = 1.113  PIN,pu in  Kilowatts =0.75   in Radian= 2.44

X’d =0.3 
Eq’(pu) = 0.96 r1=r2(pu)=0.19 Xd,(pu)=1.0 
V(pu) =   1.0

X1=X2(pu) = 0.56 T’do,s= 5      T (S)= 0.05  
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20%

40%

60%

80%

100%

Del V Del Eq DelEfd Del QSG Del QIG Del Angle DelE'q DelQupfc

Fuzzy

 PI
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Contro
ller

Fig. 7 Settling time of different parameters
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APSO Based Weighting Matrices
Selection of LQR Applied to Tracking
Control of SIMO System

S. Karthick, Jovitha Jerome, E. Vinodh Kumar and G. Raaja

Abstract This paper employs an adaptive particle swarm optimization (APSO)
algorithm to solve the weighting matrices selection problem of linear quadratic
regulator (LQR). One of the important challenges in the design of LQR for real time
applications is the optimal choice state and input weighting matrices (Q and R),
which play a vital role in determining the performance and optimality of the con-
troller. Commonly, trial and error approach is employed for selecting the weighting
matrices, which not only burdens the design but also results in non-optimal
response. Hence, to choose the elements of Q and R matrices optimally, an APSO
algorithm is formulated and applied for tracking control of inverted pendulum. One
of the notable changes introduced in the APSO over conventional PSO is that an
adaptive inertia weight parameter (AIWP) is incorporated in the velocity update
equation of PSO to increase the convergence rate of PSO. The efficacy of the APSO
tuned LQR is compared with that of the PSO tuned LQR. Statistical measures
computed for the optimization algorithms to assess the consistency and accuracy
prove that the precision and repeatability of APSO is better than those of the
conventional PSO.

Keywords APSO � LQR � Inverted pendulum � Riccati equation � Tracking
control
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1 Introduction

Linear Quadratic Regulator, a corner stone of modern optimal control, has attracted
considerable attention in the recent years due to its inherent robustness and stability
properties [1]. A minimum phase margin of (−60°, 60°) and a gain margin of
(−6, ∞) db provided by LQR enable the system to yield satisfactory response even
during the small perturbations. Moreover, by minimizing a quadratic cost function
which consists of two penalty matrices, namely Q and R matrices, LQR yields an
optimal response between the control input and speed of response. Hence, the LQR
techniques have been successfully applied to a large number of complex systems
such as vibration control system [2], fuel cell systems [3] and aircraft [4].
Nevertheless, one of the major issues of LQR design for real time applications is the
choice of Q and R weighting matrices. Even though, the performance of LQR is
highly dependent on the elements of Q and R matrices, conventionally the matrices
have been tuned either based on the designer’s experience or via trial and error
approach. Such approach is not only tedious but also time consuming. Hence, in
this paper the conventional LQR design problem is reformulated as an optimization
problem and solved using particle swarm optimization algorithm.

In literature, several results have been reported on PSO based state feedback
controller design. For instance, in [5] selection of weighting matrices of LQR
controller for tracking control of inverted pendulum has been solved using PSO. In
[6] the performances of GA and PSO for FACTS based controller design have been
assessed and reported that both the convergence and time consumption of PSO are
less than those of the GA based feedback controller design. PSO based variable
feedback gain control design for automatic fighter tracking problems have been
investigated in [7] and it has been reported that PSO based LQR design yields better
tracking response than the LMI based methods. However, the standard PSO has two
important undesirable dynamical properties that degrade its exploration abilities.
One of the most important problems is the premature convergence. Due to the rapid
convergence and diversity loss of the swarm, the particles tend to be trapped in the
local optima solution when solving multimodal tasks. The second problem is the
ability of the PSO to balance between global exploration and local search exploi-
tation. Overemphasize of the global exploration prevents the convergence speed of
swarm, while too much search exploitation causes the premature convergence of
swarm. These limitations have imposed constraints on the wider applications of the
PSO to real world problems [8]. Hence, to better the convergence rate and speed of
conventional PSO, we propose an adaptive PSO, whose inertia weight is varied
adaptively according to the particle’s success rate. The key aspect of the proposed
APSO is that an adaptive inertia weight parameter (AIWP), whose weights are
varied adaptively according to the nearness of the particles towards the optimal
solution, is introduced in the velocity update equation of conventional PSO to
accelerate the convergence of the algorithm. To assess the performance of the
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APSO based LQR control strategy, simulation studies have been carried out on a
benchmark inverted pendulum, which is a typical single input multi output system
(input: motor voltage, output: cart position and pendulum angle).

2 Problem Formulation

Consider a linear time invariant (LTI) multivariable system,

_X tð Þ ¼ AX tð Þ þ Bu tð Þ ð1Þ

Y tð Þ ¼ CX tð Þ þ Du tð Þ ð2Þ

The conventional LQR design problem is to compute the optimal control input u�

by minimizing the following quadratic cost function.

J u�ð Þ ¼ 1
2

Z1

0

XT tð ÞQX tð Þ þ uT tð ÞRu tð Þ� �
dt ð3Þ

where Q ¼ QT is a positive semi definite matrix and R ¼ RT is a positive definite
matrix. By solving the following Lagrange multiplier optimization technique, the
optimal state feedback gain matrix (K) can be computed.

K ¼ R�1BTP ð4Þ

where P is the solution of following ARE.

ATPþ PA� PBR�1BTPþ Q ¼ 0 ð5Þ

The elements of Q and R matrices play a vital role in determining the penalty on
system states and control input when the system deviates from the equilibrium
position. Normally, the Q and R matrices are chosen as diagonal matrices such that
the quadratic performance index is a weighted integral of squared error. The sizes of
Q and R matrices depend on the number of state variables and input variables
respectively. As an alternate to conventional trial and error based manual tuning of
these weighting matrices, in the following section, a bio-inspired evolutionary
algorithm, an adaptive PSO, has been incorporated in the LQR control strategy for
the optimal selection of Q and R.

3 Adaptive PSO

In the last decade, several variants of PSO have been put forward to enhance the
performance of conventional PSO. All the proposed variations are mainly to
improve the convergence and exploration-exploitation capabilities of PSO. One of
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the variations incorporated in the PSO is the use of inertia weight parameter to
accelerate the convergence of particles towards optimum value. As the inertia weight
not only determines the contribution rate of a particle’s previous velocity to its
current velocity but also yields the required momentum for the particles to move
across the solution space, it is important to control the inertia weight to strike a
balance between the global search and local exploitation. The larger value of inertia
weight concentrates more on global search, while the smaller inertia weight focuses
highly on fine tuning the current search space. A comprehensive survey on the use of
inertia weight schemes in PSO algorithms is given in [9]. In this paper, we extend the
idea of adaptive inertia weight strategy to solve the LQR optimization problem.

To implement an adaptive inertia weight strategy, it is important to evaluate the
position of the swarm during every iteration step. Hence, the success percentage
(SP) of particles is used to update the velocity adaptively. Large value of SP
indicates that the particles have reached the best value and the particles are slowly
progressing towards the optimum, whereas a small value of SP implies that the
particles are fluctuating around the optimum value with very less improvement.
Hence, the success rate can be used to modify the inertia weight adaptively. If the
fitness of the current iteration is less than that of the previous iteration the success
count (SC) is set to 1, else it is set to zero. Computing the ratio of the SC to the
number of iterations, the SP value is computed and used to arrive at the adaptive
inertia weight parameter (AIWP) as given below. Table 1 gives the pseudo code of
an adaptive PSO algorithm.

wðtÞ ¼ ðwmax � wminÞSPþ wmin ð6Þ

Table 1 APSO pseudo code

1: Randomly initialize Particle swarm, minimum and maximum values of
inertia weight (wmin,wmax)

2: for i <=100

3: Set Success Count (SC) = 0

4: Evaluate the fitness of particle swarm using f ¼ ISE ¼ R
e2ðtÞdt

5: for i = 1 to 30

6: if f\fpbesti
7: SC = SC + 1

8: fpbesti  f

9: xpbesti  xi
10: end if

11: if f\fgbesti
12: fgbesti  f

13: xgbesti  xi
14: end if

15: for d = 1 to dimensions

16: vdi t þ 1ð Þ ¼ w � vdi tð Þ þ c1 � rand1 pbestdi tð Þ � xdi tð Þ� �þ c2 � rand2 � pbestdg tð Þ � xdi tð Þ
� �

(continued)
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4 Single Inverted Pendulum

Single inverted pendulum is used as a typical benchmark system to evaluate
effectiveness of various control schemes due to its highly nonlinear and inherently
unstable properties. It consists of a DC motor and a pendulum, which is attached to
the shaft of the motor. Two encoders are used to measure the position of the cart
and the angle of the pendulum. Figure 1 shows the schematic diagram of a single
inverted pendulum.

Two control schemes, namely swing up control and stabilization control, are
used to meet the control objective of maintaining the pendulum angle at zero degree
while the cart tracks the reference trajectory. The stabilization control is imple-
mented using LQR due to the practical limitation on control input (motor voltage)
given to the cart system. Using Euler-Lagrangian energy based approach the
nonlinear equation of motion of pendulum can be written as

Mc þ Mp
� �

xc
::
tð Þ þ Beq _xc tð Þ � Mplp cos a tð Þð Þ� �

€a tð Þ þ Mplp sin a tð Þð Þ _a2 tð Þ ¼ Fc tð Þ
ð7Þ

and

�Mplp cos a tð Þð Þ xc:: tð Þ þ Ip þ Mpl
2
p

� �
€a tð Þ þ Bp _a tð Þ � Mpglp sin a tð Þð Þ ¼ 0

ð8Þ

Table 1 (continued)

17: xdi t þ 1ð Þ ¼ xdi tð Þ þ vdi t þ 1ð Þ
18: end for

19: PS = SC/100;

20: w ¼ ðwmax � wminÞ � SPþ wmin

21: end for

22: end for

Fig. 1 Schematic diagram of
single inverted pendulum
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To obtain the state model, four variables namely, cart position, pendulum angle,
cart velocity and pendulum velocity are taken as state variables and the state space
model is obtained by linearizing the model around the equilibrium point
(sin ðaÞ ffi a, cos ðaÞ ffi 1). The following numerical state space model of inverted
pendulum system is borrowed from [10] for controller design.

_xc
_a
xc
::

€a

2
64

3
75 ¼

0
0
0
0

0
0

2:2643
27:8203

1
0

�15:8866
�36:6044

0
1

�0:0073
�0:0896

2
64

3
75

xc
a
_xc
_a

2
64

3
75

þ
0
0

2:2772
5:2470

2
64

3
75u ð9Þ

y ¼
1
0
0
0

0
1
0
0

0
0
1
0

0
0
0
1

2
64

3
75

xc
a
_xc
_a

2
64

3
75 ð10Þ

5 Results and Discussion

The APSO based LQR tracking control algorithm is implemented in MATLAB
2013b. Table 2 gives the parameters used for PSO and APSO algorithms. The
dimension of the optimization algorithms are chosen to be 3 as the number of
variables to be optimized in the LQR design is 3 (q11, q22 and r). Moreover, the
number of iterations, particle size and cognitive acceleration constants in both PSO
and APSO are same except the inertia weight. In case of conventional PSO inertia
weight is linearly varied, whereas in APSO the inertia weight is adaptively varied
according to the particle’s success rate as given in (6). According to the fitness
function ISE, the optimization algorithms are executed for the specified number of
iterations and the global best of the particles, the weights of LQR, are obtained.
Figure 2 illustrates the fitness function of both PSO and APSO algorithms.

Table 2 Parameters of PSO
and APSO algorithms

Parameters PSO APSO

No. of population (N) 30 30

No. of iterations (i) 100 100

Dimensions (d) 3 3

C1 0.9 0.9

C2 1.2 1.2

Inertia weight (w) 0.9 AIWP
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From Table 3, it can be inferred that the minimum fitness function of APSO is
less than that of the PSO, which accentuates that the accuracy of the APSO is better
than that of PSO. Moreover, the convergence speed of APSO is faster than that of
PSO. Figure 3 shows the surface plot of the optimization algorithms. It can be noted
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Fig. 2 Fitness function of PSO and APSO

Table 3 Statistical analysis
of PSO and APSO

Statistical parameter PSO APSO

Mean lð Þ 0.1011 0.0316

Standard deviation rð Þ 0.2123 0.0367

Minimum mxð Þ 0.00032 0.0020

Maximum Mxð Þ 0.6962 0.1122

Range Rð Þ 0.6942 0.1119
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Fig. 3 Surface plots of PSO and APSO
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that the smoothness of the convergence is significantly better in APSO compared to
PSO. Table 4 gives the corresponding Q and R matrices and controller gain of LQR
obtained using the PSO and APSO algorithms.

5.1 Trajectory Tracking Response

To assess the tracking response of the APSO tuned LQR controller framework, a
square test signal of 0.05 Hz with 40 cm (peak to peak) displacement amplitude is
given and the response is illustrated in Fig. 4.

From Table 5, which gives the time domain specifications of the cart position
response, it is worth to note that both the settling time and the dead time of the
APSO tuned LQR is better than those of PSO tuned LQR. The pendulum angle
response and its corresponding motor voltage are shown in Fig. 5. Table 6 gives the
deviation and convergence time of pendulum angular response. The convergence
time of APSO based pendulum angular response is faster than that of PSO tuned
pendulum angle response.

Table 4 Weighting matrices and state feedback controller gains of PSO and APSO

Optimization
algorithm

Weighting matrices Controller gain

PSO Q ¼ diag 31:88 8:97 0 0½ �
R ¼ 0:22

K ¼ �82:61 145:47 �53:16 18:85½ �

APSO Q ¼ diag 13:65 8:92 0 0½ �
R ¼ 0:002

K ¼ �82:61 145:47 �53:16 18:85½ �

0 10 20 30 40 50 60
-50

0

50

Time (sec)

X
m
 (

cm
)

0 10 20 30 40 50 60
-5

0

5

Time (sec)

E
rr

or
 (

cm
) PSO

APSO

Desired
PSO
APSO

Fig. 4 Cart position and tracking error for square trajectory
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6 Conclusions

In this paper, the weight selection problem of LQR has been solved using the APSO
algorithm and the efficacy of the controller has been tested on a benchmark inverted
pendulum. To increase the convergence speed and precision of the conventional
PSO, an AIWP has been introduced in the velocity update equation of PSO.
Statistical measures calculated for the optimization algorithms prove that the
introduction of AIWP significantly increases both the accuracy and consistency of
the conventional PSO. Moreover, the trajectory tracking response of inverted
pendulum accentuate that compare to PSO tuned LQR, the APSO tuned LQR
controller framework can result in not only improved tracking response but also
reduced tracking error.

Table 5 Comparison of cart position response

Optimization method Time domain parameters Performance index ISE

td ts %Mp

PSO 0.4 3.5 20 0.412

APSO 0.25 3 10 0.376
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Fig. 5 Pendulum angle and motor voltage for square trajectory

Table 6 Pendulum angle response

Optimization method Angle deviation (°) Convergence time (s)

PSO 1.3 3.2

APSO 1.2 3.0
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Application of Fuzzy Soft Multi Sets
in Decision-Making Problems

Anjan Mukherjee and Ajoy Kanti Das

Abstract Alkhazaleh and Salleh presented a fuzzy soft multi set theoretic approach
to solve decision-making problems using the Roy-Maji Algorithm, which has some
limitations. In this research work, we have proposed an algorithm to solve fuzzy
soft multi set based decision making problems using the Feng’s algorithm, which is
more stable and more feasible than the Alkhazaleh–Salleh Algorithm. The feasi-
bility of our proposed algorithm in practical applications is illustrated by a
numerical example.

Keywords Decision making � Soft set � Level soft set � Fuzzy soft set � Fuzzy soft
multi set � Fuzzy soft multi set part

1 Introduction

In 1999, Molodstov [12] initiated the notion of soft set theory as a general math-
ematical tool for dealing with vagueness, uncertainties and not clearly defined
objects. Research works on the soft set theory are progressing rapidly. Some new
algebraic operations and results on soft set theory defined in [2, 10]. Adding soft
sets [12] with fuzzy sets [15], Maji et al. [9] defined fuzzy soft sets and studied their
basic properties. As a generalization of soft set, Alkhazaleh and others [1, 4–6, 14]
proposed the notion of a soft multi set and its basic algebraic and topological
structures were studied. Alkhazaleh and Salleh [3] initiated the notion of fuzzy soft
multi set theory and presented its application in decision making using Roy-Maji
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Algorithm [13]. Maji et al. [11] first proposed the application of soft sets for solving
the decision making problems and thereafter in 2007, they also presented an
application on fuzzy soft sets based decision making problems in [13]. Kong et al.
[8] mentioned that the Roy-Maji algorithm [13] was wrong and they introduced a
revised algorithm. Feng et al. [7] studied the validity of the Roy-Maji algorithm
[13] and mentioned that the Roy-Maji Algorithm [13] has some limitations. Also,
they proposed an adjustable approach to fuzzy soft sets based decision making
problems by using thresholds and choice values.

In fact, all these concepts have a good application in some real life problems.
But, it is seen that all these theories have their own difficulties that is why in this
paper, we are going to propose an algorithm to fuzzy soft multi set based decision
making problems using Feng’s algorithm, which is another one new mathematical
tool for solving some real life applications of decision making problems. The
feasibility of our proposed algorithm in practical applications is illustrated by a
numerical example.

2 Preliminary Notes

In this current section, we briefly recall some basic notions of soft sets, fuzzy soft
multi sets and level soft sets.

Definition 2.1 [12] Suppose that, U be an initial universe and Ê be a set of
parameters. Also, let ~P Uð Þ denotes the power set of the universe U and Â� Ê.
A pair ð~F; ÂÞ is said to be a soft set over the universe U, where ~F is a mapping
given by ~F : Â ! ~P Uð Þ.
Definition 2.2 [3] Suppose Ui : i 2 Kf g be a set of universes, such that \i2KUi ¼
/ and let for each i 2 K, Ei be a sets of decision parameters. Also, let ~U ¼Q

i2K FS Uið Þ where FS Uið Þ is the set of all fuzzy subsets of Ui, Ê ¼ Q
i2K EUi and

Â� Ê. A pair ð~F; ÂÞ is said to be a fuzzy soft multi set over the universe ~U, where ~F
is a function given by ~F : Â ! ~U.

Definition 2.3 [3] For any fuzzy soft multi set ð~F; ÂÞ, where Â� Ê and Ê is a set of

parameters. A pair eUi;j; ~FeUi ;j

� �
is said to be a Ui—fuzzy soft multi set part of

ð~F; ÂÞ over U, 8eUi;j 2 ak and ~FeUi ;j
� ~F Â

� �
is an approximate value set, for ak 2 Â,

k 2 1; 2; 3; ::;mf g, i 2 1; 2; 3; ::; nf g and j 2 1; 2; 3; ::; rf g.
Definition 2.4 [7] Let - ¼ ð~F; ÂÞ is a fuzzy soft set over the universe U, where
Â� Ê and Ê is a set of parameters. For t 2 ½0; 1�; the t-level soft set of - is a crisp

soft set L -; tð Þ ¼ ~Ft; Â
� �

defined by ~Ft eð Þ ¼ u 2 U : l~FðeÞðuÞ� t
n o

; 8e 2 Â:
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Definition 2.5 [7] Suppose - ¼ ð~F; ÂÞ be a fuzzy soft set over U, where Â� Ê and
Ê is the parameter set. Let k : Â ! ½0; 1� be a fuzzy set in Â, which is called a
threshold fuzzy set. The level soft set of the fuzzy soft set - with respect to the

fuzzy set k is a crisp soft set L -; kð Þ ¼ ~Fk; Â
� �

defined by ~Fk eð Þ ¼
u 2 U : l~FðeÞðuÞ� k eð Þ

n o
; 8e 2 A:

Definition 2.6 [7] Let - ¼ ð~F; ÂÞ is a fuzzy soft set over a finite universe U, where
Â�Ê and Ê is the set of parameters. The mid-threshold of the fuzzy soft set - define
a fuzzy set mid- : Â ! ½0; 1� by 8e 2 Â; mid- eð Þ ¼ 1

Uj j
P
u2U

l~FðeÞðuÞ and the level

soft set of - with respect to the mid-threshold fuzzy set mid-, namely L -;mid-ð Þ is
said to be mid-level soft set of -:

Definition 2.7 [7] Let - ¼ ð~F; ÂÞ be a fuzzy soft set over a finite universe U,
where Â�Ê and Ê is the parameter set. The max-threshold of the fuzzy soft set -
define a fuzzy set max- : Â ! ½0; 1� by 8e 2 Â; max- eð Þ ¼ max

u2U
l~FðeÞðuÞ and the

level soft set of - with respect to the max-threshold fuzzy set max-, namely
L -;max-ð Þ is said to be top-level soft set of -:

3 An Adjustable Approach Based on Feng’s Algorithm

3.1 Feng’s Algorithm Using Choice Values

The details of Feng’s Algorithm [7] for solving a decision-making problem based
on a fuzzy soft set are as follows:

Algorithm 1 (Feng’s Algorithm)

1. Input the fuzzy soft set - ¼ ð~F; ÂÞ
2. Input a threshold fuzzy set k : Â ! ½0; 1� (or select a threshold value t 2 ½0; 1� or

select mid-level decision criterion or select top-level decision criterion) for
solving decision making problem.

3. Obtain the level soft set L -; kð Þ of - with respect to the threshold fuzzy set k (or
L -; tð Þ or L -;midð Þ or L -;maxð Þ).

4. Present the level soft set L -; kð Þ (or L -; tð Þ; or L -;midð Þ; or L -;maxð Þ) as in
tabular form and also, obtain the choice value si of ui 2 U; 8i.

5. The final optimal decision to be select uk if sk ¼ maxi si.
6. If k has more than one value, then any one of uk may be chosen.
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3.2 Application of Fuzzy Soft Multi Sets in Decision-Making
Problems

In this section, we propose an algorithm (Algorithm 2) for fuzzy soft multi sets
based decision making problems, using Feng’s Algorithm [7], as described above.
In the following, we have to show our algorithm (Algorithm 2):

Algorithm 2

(1) Input the (resultant) fuzzy soft multi set ð~F; ÂÞ
(2) Apply the Algorithm 1 (Feng’s Algorithm) to the first fuzzy soft multi set part

in ð~F; ÂÞ, to obtain the decision Sk1 .
(3) Modify the fuzzy soft multi set ð~F; ÂÞ, by taking all values in each row, where

the choice value of Sk1 is maximum and changing the values in the other rows
by 0 (zero), to get ð~F; ÂÞ1.

(4) Apply the Algorithm 1 (Feng’s Algorithm) to the second fuzzy soft multi set
part in ð~F; ÂÞ1, to obtain the decision Sk2

(5) Modify the fuzzy soft multi set ð~F; ÂÞ1, by taking the first two parts fixed and
apply the method as in step (3) to the next part, to get ð~F; ÂÞ2

(6) Apply the Algorithm 1 (Feng’s Algorithm) to the third fuzzy soft multi set part
in ð~F; ÂÞ2, to obtain the decision Sk3 .

(7) Finally, we have the optimal decision for decision maker is ðSk1 ; Sk2 ; Sk3Þ.

3.3 Application in Decision-Making Problems

Let us consider three universes U1 ¼ h1; h2; h3; h4f g, U2 ¼ c1; c2; c3f g and U2 ¼
v1; v2; v3f g are sets of houses, cars and hotels respectively and let EU1 ¼
eU1;1; eU1;2; eU1;3

� �
; EU2 ¼ eU2;1; eU2;2; eU2;3

� �
; EU3 ¼ eU3;1; eU3;2; eU3;3

� �
be the

sets of respective decision parameters related to the above three universes.
Let ~U ¼ Q3

i¼1 FS Uið Þ, ~E ¼ Q3
i¼1 EUi and Â�Ê, such that

Â ¼ a1 ¼ ðeU1;1; eU2;1; eU3;1Þ; a2 ¼ ðeU1;1; eU2;2; eU3;1Þ;
�

a3 ¼ ðeU1;2; eU2;3; eU3;1Þ; a4 ¼ ðeU1;3; eU2;3; eU3;1Þ;
a5 ¼ ðeU1;1; eU2;1; eU3;2Þ; a6 ¼ ðeU1;1; eU2;2; eU3;2Þ; a7 ¼ ðeU1;2; eU2;3; eU3;3Þ; a8 ¼ ðeU1;3; eU2;3; eU3;3Þ

�
:

Assume that, Mr. X wants to buy a house, a car and rent a hotel with respect to
the three sets of decision parameters as in above. Suppose the resultant fuzzy soft
multi set be ð~F; ÂÞ given in Table 1.

First, we apply the Algorithm 1 (Feng’s Algorithm) to the U1—fuzzy soft multi
set part in ð~F; ÂÞ to obtain the decision from the first fuzzy soft multi set part U1.
Now we represent the U1—fuzzy soft multi set part in ð~F; ÂÞ as in Table 2.
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In the Table 3, we see that the maximum choice value (sk) is s3 = 6 and scored by
h3. So we modify the fuzzy soft multi set ð~F; ÂÞ, by taking all values in each row
are fixed, where the choice value of h3 is maximized and changing the values in
other rows by 0 (zero), to get ð~F; ÂÞ1 as in Table 4.

We apply the Algorithm 1 (Feng’s Algorithm) to the U2—fuzzy soft multi set
part in ð~F; ÂÞ1, to obtain the decision from U2—fuzzy soft multi set part in ð~F; ÂÞ.
Now we represent the U2—fuzzy soft multi set part in ð~F; ÂÞ1 as in Table 5.

In Table 6, we see that the maximum choice value (sk) is s1 = 3 and scored by c1.
Therefore, we modify the fuzzy soft multi set ð~F; ÂÞ1 by taking all values in each
row are fixed, where the choice value of c1 is maximized and changing the values in
other rows by 0 (zero), to get ð~F; ÂÞ2 (Table 7).

Similarly, we apply the Algorithm 1 (Feng’s Algorithm) to the U3—fuzzy soft
multi set part in ð~F; ÂÞ2, to obtain the decision from U3—fuzzy soft multi set part in
ð~F; ÂÞ. Now we represent the U3—fuzzy soft multi set part in ð~F; ÂÞ2 as in Table 8.

In Table 9, we see that the maximum choice value (sk) is 2, scored by v1 and v2.
Thus, the final optimal decision for decision maker Mr. X is h3; c1; v1ð Þ or

h3; c1; v2ð Þ; i.e. Mr. X may chose h3; c1; v1ð Þ or h3; c1; v1ð Þ:
Remark 1 In the step (7) of our algorithm (Algorithm 2), if there are too many
optimal choices obtained, then decision maker may go back to the step (2) as in our
algorithm (Algorithm 2) and replace the level soft set (decision criterion) that he/she
once used to adjust the final optimal decision in the fuzzy soft multi set based
decision making problems.

Table 1 The tabular
representation of the fuzzy
soft multi-set ð~F; ÂÞ

Ui a1 a2 a3 a4 a5 a6 a7 a8
U1 h1 0.3

0.4
0.9
0.7

0.8
0.9
0.3
0.8

1
0.8
0.7
0

0.8
0.6
0.1
0.5

0.4
0.6
0.8
0.7

0.9
0.6
0.7
0.5

1
0.9
0.8
0.4

0.8
0.7
1
0.9

h2
h3
h4

U2 c1
c2
c3

0.8
0.6
0.6

0.8
0.8
0.5

0.8
0.6
0.3

0.5
0.3
0.1

1
0.9
0.9

0.8
0.8
0.5

0.8
0.8
0.5

0.8
0.8
0.5

U3 v1
v2
v3

0.9
0.7
0.9

0.7
0.6
0.5

0.5
0.5
0.7

0.5
0.3
0.4

0.8
0.5
0.4

0.8
0.8
1

0.5
0.6
0.8

0.8
0.9
0.9

Table 2 Tabular
representation of U1—fuzzy
soft multi set part of ð~F; ÂÞ

a1 a2 a3 a4 a5 a6 a7 a8
U1 h1

h2
h3
h4

0.3
0.4
0.9
0.7

0.8
0.9
0.3
0.8

1
0.8
0.7
0

0.8
0.6
0.1
0.5

0.4
0.6
0.8
0.7

0.9
0.6
0.7
0.5

1
0.9
0.8
0.4

0.8
0.7
1
0.9
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Table 3 Mid-level soft set of
the U1—fuzzy soft multiset
part in ð~F; ÂÞ, with choice
values

a1 a2 a3 a4 a5 a6 a7 a8 Choice value
(sk)

U1 h1
h2
h3
h4

0
0
1
1

1
1
0
1

1
1
1
0

1
1
0
1

0
0
1
1

1
0
1
0

1
1
1
0

0
0
1
1

s1 = 5
s2 = 4
s3 = 6
s4 = 5

Table 4 The tabular
representation of the fuzzy
soft multi-set ð~F; ÂÞ1

Ui a1 a2 a3 a4 a5 a6 a7 a8
U1 h1

h2
h3
h4

0.3
0.4
0.9
0.7

0.8
0.9
0.3
0.8

1
0.8
0.7
0

0.8
0.6
0.1
0.5

0.4
0.6
0.8
0.7

0.9
0.6
0.7
0.5

1
0.9
0.8
0.4

0.8
0.7
1
0.9

U2 c1
c2
c3

0.8
0.6
0.6

0
0
0

0
0
0

0
0
0

1
0.9
0.9

0
0
0

0
0
0

0.8
0.8
0.5

U3 v1
v2
v3

0.9
0.7
0.9

0
0
0

0
0
0

0
0
0

0.8
0.5
0.4

0
0
0

0
0
0

0.8
0.9
0.9

Table 5 Tabular
representation of the U2—
fuzzy soft multi set part in
ð~F; ÂÞ1

a1 a2 a3 a4 a5 a6 a7 a8
U2 c1

c2
c3

0.8
0.6
0.6

0
0
0

0
0
0

0
0
0

1
0.9
0.9

0
0
0

0
0
0

0.8
0.8
0.5

Table 6 Mid-level soft set of
the U2—fuzzy soft multi set
part in ð~F; ÂÞ1; with choice
values

a1 a2 a3 a4 a5 a6 a7 a8 Choice value
(sk)

U2 c1
c2
c3

1
0
0

0
0
0

0
0
0

0
0
0

1
0
0

0
0
0

0
0
0

1
1
0

s1 = 3
s2 = 1
s3 = 0

Table 7 Tabular
representation of the fuzzy
soft multi set ð~F; ÂÞ2

Ui a1 a2 a3 a4 a5 a6 a7 a8
U1 h1

h2
h3
h4

0.3
0.4
0.9
0.7

0.8
0.9
0.3
0.8

1
0.8
0.7
0

0.8
0.6
0.1
0.5

0.4
0.6
0.8
0.7

0.9
0.6
0.7
0.5

1
0.9
0.8
0.4

0.8
0.7
1
0.9

U2 c1
c2
c3

0.8
0.6
0.6

0
0
0

0
0
0

0
0
0

1
0.9
0.9

0
0
0

0
0
0

0.8
0.8
0.5

U3 v1
v2
v3

0.9
0.7
0.9

0
0
0

0
0
0

0
0
0

0.8
0.5
0.4

0
0
0

0
0
0

0.8
0.9
0.9
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Advantages of our algorithm (Algorithm 2) are as follows:

(1) From the above illustration, we have seen that our algorithm (Algorithm 2) is
too simple and less computation than Alkhazaleh–Salleh Algorithm [3].
Because instead of computing comparison tables and calculating scores as in
Alkhazaleh–Salleh Algorithm [3], we have to consider only choice values of
objects form the level soft sets of fuzzy soft multi set parts in the fuzzy soft
multi set.

(2) Also, our algorithm (Algorithm 2) is an adjustable algorithm, because the level
soft set (decision rule) used by decision makers, which are changeable. For
example, if we take top-level decision criterion in step (2) of our algorithm
(Algorithm 2), then we have the choice value of each object in the top-level
soft set of fuzzy soft multi set parts in the fuzzy soft multi set, if we take
another decision rule such as the mid-level decision criterion, then we have
choice values from the mid-level soft set of fuzzy soft multi set parts in the
fuzzy soft multi set.

4 Conclusion

In [8], Kong et al. mentioned that the Roy-Maji Algorithm [13] was wrong and
Feng et al. [7] mentioned that the Roy-Maji Algorithm [13] has some limitations
and Alkhazaleh and Salleh [3] presented an application of fuzzy soft multi set based
decision-making problems using Roy-Maji Algorithm [13], so Alkhazaleh–Salleh
Algorithm [3] is not sufficient to solve fuzzy soft multi set based decision making
problems. In this study, we have proposed an algorithm for fuzzy soft multi set
based decision making problems using Feng’s algorithm [7], which is more stable
and more feasible than the Alkhazaleh–Salleh Algorithm [3] for solving
decision-making problems based on fuzzy soft multi sets.

Table 8 Tabular
representation of U3—fuzzy
soft multi set part in ð~F; ÂÞ2

a1 a2 a3 a4 a5 a6 a7 a8
U3 v1

v2
v3

0.9
0.7
0.9

0
0
0

0
0
0

0
0
0

0.8
0.5
0.4

0
0
0

0
0
0

0.8
0.9
0.9

Table 9 Mid-level soft set of
the U3—fuzzy soft multi set
part in ð~F; ÂÞ2; with choice
values

a1 a2 a3 a4 a5 a6 a7 a8 Choice value
(sk)

U3 v1
v2
v3

1
0
1

0
0
0

0
0
0

0
0
0

1
0
0

0
0
0

0
0
0

0
1
1

s1 = 2
s2 = 1
s3 = 2
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Fuzzy kNN Adaptation to Learning
by Example in Activity Recognition
Modeling

Vijay Borges and Wilson Jeberson

Abstract Activity Recognition is a complex task of the Human Computer
Interaction (HCI) domain. k-Nearest Neighbors (kNN) a non-parametric classifier,
mimics human decision making, using experiences for segregating a new object.
Fuzzy Logic mimics human intelligence to make decisions; but suffers from
requiring domain expertise to propose novel rules. In this paper a novel technique is
proposed that comes with efficient fuzzy rules from the training data. The kNN
classifier is modified by incorporating fuzzification of the feature space by learning
from the data and not relying solely on domain experts to draw fuzzy rules.
Additional novelty is the efficient use of the Fuzzy Similarity Relations and Fuzzy
Implicators for hybridization of the kNN Classifier. The proposed hybridized fuzzy
kNN classifier is shown to perform 5.6 % better than the classical kNN counterpart.

Keywords k-Nearest neighbors � Human activity recognition � Smart environ-
ments � Ubiquitous computing � Fuzzy sets

1 Introduction

Ubiquitous Computing unobtrusively gathers data from various devices/sensors,
processes it; as to control physical processes and interact with human beings.
Environments having Ubiquitous Computing facilities are called as Smart
Environments [1]. This work focuses on Activity Recognition (AR), that would use
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the underlying smart environment to infer/reason the activities of living entities
(mostly humans) in an integrated manner. AR has varied applications like; security
surveillance, activity recognition in smart infrastructures, assisted living etc.

Human Activities are very complex, as there may be multiple ways to do the
same activity either concurrently/interleaved or in a shared fashion. The corre-
sponding data in Smart Environments is also redundant, overlapping and seldom
missing/ambiguous. kNN classifier maps a test object to the most common decision
class among its k closest neighbors. But kNN classifier suffers loss in accuracy in
the domain of human AR due to the stated complexities. Fuzzy set theory [2], is a
natural, linguistic computing paradigm attempting to characterize imperfect
data/information in a human-like form, by modeling vague (not clearly understood
or expressed) information, with a degree of belonging to a certain concept.
Extending fuzzy sets to kNN classifier, allows partial membership of an object and
shows measures of its importance (strength) to different decision classes.

It is shown here that using the hybridized kNN with fuzzy extensions, the
complex task of human Activity Recognition gives better classification accuracy
over traditional kNN classifier. The novelty is learning fuzzy memberships from the
k-nearest data samples; eliminating the need for Domain Experts to propose fuzzy
memberships to get discriminating Fuzzy Rules [2]. Another novelty is the efficient
use of fuzzy similarity relations and fuzzy implicators in the hybridization of the
kNN Classifier. This paper is organized as follows. Section 2, introduces necessary
theoretical background for fuzzy sets. In Sect. 3, the proposed hybridized Fuzzy
kNN is presented: various fuzzy similarity relations and fuzzy implicators are
shown. Experimentation is performed on the proposed hybridized Fuzzy kNN using
real-life dataset and is reported in Sect. 4. The paper concludes in Sect. 5.

2 Fuzzy Set Theory

Due to human psychoanalytical classification mechanism, traditional set theory falls
short in capturing humans vague decision boundaries. Fuzzy set theory, allows to
associate a degree of membership to the belongingness of an object to a subset. This
degree of membership allows vague decision boundaries to crop in, capturing
humans psychoanalytical classification mechanism. For example, human activities
like, sleeping, toileting, eating, cannot be aptly portrayed with crisp boundaries but
rather vague boundaries using Fuzzy Set Theory which plays a pivotal role in
decision making.

Given a universe of objects U, and a class C. An object x 2 U (also called input
pattern, feature vector), is said to belong to C, depending on the characteristic
function lC : U ! ½0; 1�. This characteristic function defines Fuzzy Sets; which
associates to every object x an associated degree of membership to the class C, as
lCðxÞ, and formally shown as fx; lCðxÞg. The advantages of fuzzy set theory is
critical to the domain of Activity Recognition, where human interactions
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(vague, overlapping) in smart environments have to be clearly classified to rec-
ognizable activities by associating human interactions to various degrees of
memberships to the activity classes.

2.1 Fuzzification of Feature Space by Learning from Data

The criticality to Fuzzy Set theory is in getting truly discriminating Fuzzy
Membership Function (FMF), so that the input feature space can be correctly
classified to appropriate output decisions/classes. The domain expert is assigned to
come with these discriminating FMF’s. Getting FMF’s have their own challenges,
like: (a) FMF’s are problem dependent, there are hardly any “one-fit-all” FMF’s for
a class of problems; (b) FMF’s deteriorates in the presence of absurd/noisy input
data; (c) for dynamic problem spaces, static FMF’s from the domain expert may be
difficult to obtain. Hence a novel model is proposed by building these FMF’s by
learning from the input data itself, and thus eliminating the need of a domain expert.

Let X ¼ fx1; x2; ::; xNg where xi 2 R
p, be a set of input patterns (feature vectors)

[human activity interactions in smart environment] and A ¼ fa1; a2; ::; aMg, be a
set of pre-defined output classes [human activities/activity classes]. The need is to
generate fuzzy rules using a mapping, f : fxi; ::; xjg ! ak . Let xi½k�, with interval

range xi½k��; xi½k�þ
� �

, be divided into three fuzzy regions, low, medium, high. The
xi½k�, is then assigned a membership grade corresponding to the fuzzy region/fuzzy
set, F ¼ flow;medium; highg, using the membership function, lFðxi½k�Þ, where
lFðxi½k�Þ 2 ½0; 1�. In this work, lFð:Þ, is defined as a pðxi½k�; c; kÞ, and given as:

pðxi½k�; c; kÞ ¼
2ð1� k xi½k� � c k=kÞ; if k=2� k xi½k� � c k � k
1� 2ðk xi½k� � c k=kÞ; if 0� k xi½k� � c k\k=2
0; otherwise

8<
: ð1Þ

where k, is the scaling factor of the function pð:Þ, c is the central point and k:k, is
the Lp-norm. The Euclidean norm is used for experiments (refer Sect. 4).

To generate c; k, for the fuzzymembership function, pð:Þ, over fuzzy regionsF, for
input range xi½k�, where i ¼ 1; 2; . . .;N; k ¼ 1; 2; . . .; p; N: number of input patterns
(vectors) and p: features of each pattern; the following methodology is employed. Let
rmedium ¼ avgðxi½k��; xi½k�þÞ, be used to sub-divide the interval range into
½xi½k��; rmediumÞ, ðrmedium; xi½k�þ�. Corresponding to the three fuzzy ranges, we define
Hminmedium ¼ Hminlow ¼ xi½k��, Hmaxlow ¼ Hminhigh ¼ rmedium, Hmaxmedium ¼ Hmaxhigh ¼
xi½k�þ, cmedium ¼ rmedium. To calculate kmedium, we define two points r1 ¼ cmedium �
ðHmaxmedium � HminmediumÞ=2 and s1 ¼ cmedium þ ðHmaxmedium � HminmediumÞ=2; which
would give kmedium ¼ s1� r1. We set rlow ¼ r1; rhigh ¼ s1. Using clow ¼ rlow, we
next define two new points r2 ¼ clow � ðHmaxlow � HminlowÞ=2 and
s2 ¼ clow þ ðHmaxlow � HminlowÞ=2; which would give klow ¼ s2� r2. Similarly,

Fuzzy kNN Adaptation to Learning by Example … 31



setting chigh ¼ rhigh, we next define two new points r3 ¼ chigh � ðHmaxhigh �
HminhighÞ=2 and s3 ¼ chigh þ ðHmaxhigh � HminhighÞ=2; which would give
khigh ¼ s3� r3. These quantities are then used in Eq. (1), to fuzzify the feature space.

3 Modified Fuzzy k-Nearest Neighbor Classifier

In the domain of Activity Recognition in smart environments, the user (actor)
interacts with the environment to do a pre-defined set of activities. An Annotator
(observer) would collect these interactions and allocate a set of these interactions
with the correct activity label (class label). These annotated collections of interac-
tions are called as the training set. In the near future whenever the user interacts with
the smart environment, the interactions are recorded and the resultant collection set
is called as the test set. It is the task of the classification algorithm to provide the
correct activity label to collections in the test set by using the training set.

A k-Nearest Neighbors (kNN) algorithm is one of the best non-parametric
classification algorithm, that assigns an activity label to an input pattern based on
the majority of the k-closest (based on distance metrics) neighbors it finds in the
training set. kNN has accuracy sometimes matching the ideal Bayes Classifier.
kNN’s limitations are; the choice of k, that either slows-down/speeds-up the clas-
sifier; it always provide a classification even to absurd input patterns; when input
pattern is vague (like in the case of human activities) kNN classifier fails to capture
the vagueness in the pattern and its accuracy dips.

Here a modified Fuzzy kNN classifier is proposed, that hybridizes the traditional
kNN, by adapting to problems where input patterns are vague, carry insufficient
knowledge and contain noisy/absurd data. To address these problems, the fuzzy
memberships functions are learnt from the training data itself. From that, fuzzy
similarity measures are defined to quantize the degree to which two input patterns
are similar for every feature in the patterns. Finally, the resultant fuzzy rules are
connected using various fuzzy residuum t-norms and implicators [3], to get reduced
and most discriminating fuzzy rules (rules with the best classification criteria).

3.1 Theory on Fuzzy Similarity and Rules Reductions
via t-Norms

From Sect. 2.1, for an input pattern xi 2 R
p, the fuzzified feature space would be

xi ¼ ½pðxi½1�; clow; klowÞ;pðxi½1�; cmedium; kmediumÞ; pðxi½1�; chigh; khighÞ; pðxi½2�; clow; klowÞ; . . .;
pðxi½p�; chigh; khighÞ�. Traditional Fuzzy kNN classifier [4], would generally take the
test object t 2 R

p and find the FMF to the k nearest neighbors training data (say N,
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be set of k nearest neighbors), using the formula, ZtðjÞ ¼
Pp

n¼1 xi½n�ð1=LpðtðnÞ;xi½n�ÞPp

n¼1ð1=LpðtðnÞ;xi½n�Þ
;

where Lpð:Þ: Is the conventional Lp norm. The fuzzy rule to get the correct class
(activity) label would simply be: Class ¼ argmax8j2NZtðjÞ.

The conventional Fuzzy kNN classifier is modified, by partitioning the input
feature space to determine the fuzzy equivalence classes. These fuzzy equivalence
classes are determined using fuzzy similarity relations for every feature between the
test object t and the Nearest Neighbors x, that are returned by the traditional kNN
classifier. Various fuzzy similarity relations R, over all the features a; given by
Eqs. (2) and (3), are experimented with:

lRa
ðx; tÞ ¼ 1� jaðxÞ � aðtÞj

jamax � aminj ð2Þ

lRa
ðx; tÞ ¼ exp

�ðaðxÞ � aðtÞÞ2
2r2a

 !
ð3Þ

To consolidate the resulting FMF’s using either Eqs. (2) and (3), over the subset
of features w�p, the following induction is used: lRw

ðx; tÞ ¼ \
a2w

lRaðx;tÞ Resulting in

induced similarity relation over all the subset of features and is analogous to the
antecedent part of the fuzzy rule. To get the consequence part of the fuzzy rule, a
novelty is introduced. Let the consequence part [i.e. the decision class(s)/activity
label(s)], of the fuzzy rule be itself a fuzzy concept, C�A. A T-transitive fuzzy
similarity relation for a fuzzy concept C, for a given test object x, is got as:

lRwCðxÞ ¼ inf
y2U

I lRw
ðx; yÞ; lCðyÞ

� �
; where I, is the fuzzy implicator and are given in

many ways:

Largest Ilðx; yÞ ¼ 0; if x ¼ 1 and y ¼ 0
1; otherwise

�
ð4Þ

Łukasiewicz IŁðx; yÞ ¼ minð1� xþ y; 1Þ ð5Þ

Finally, correct decision class (fuzzy concept) C, to the test object y, is allocated
using, Class ¼ sup

C�A
lRwCðyÞ
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3.2 Proposed Algorithm of the Modified Fuzzy kNN
by Learning from Data (FNN-LD)

The proposed Algorithm 1, takes training set L, of human interactions in smart
environment which are correctly labeled from set C by the Annotator; and, a test
pattern t, for which the decision class is to be provided; as its inputs. At line (1), the
function X getNearestNeighborsðL; K; tÞ, makes a call to the traditional Nearest
Neighbor algorithm, which returns K closest neighbors to the test pattern t, using
some distance metric. At line (3) the input feature space is fuzzified by using the
input data itself. The Fuzzy Similarity Relation R, is determined between the nearest
neighbors x got from line (1), and the test patten t, at line (6). This is innovative
because many of the human activities being vague, overlapping, concurrent etc.
(discussed in Sect. 1); are aptly captured by the fuzzy similarity relation. There are
other alternative fuzzy similarity relations in Eqs. (2) and (3), either of which could
be used. At line (8), the consequence part of the Fuzzy Rule is constructed for every
decision Class C; via the T-transitive relation between the test pattern t belonging to

the considered decision class lCðyÞ
� �

, and previously found induced fuzzy simi-

larity relation at line (6). Line (9), finds the decision class to be allocated to the test
pattern t. Algorithm 1, has quadratic time complexity, OðNpÞ, where N: number of
input pattern and p: features of each pattern.
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4 Experimental Results and Discussion

For testing and validating the proposed model, a publicly available Cairo dataset,
available from the Washington State Universities CASAS testbed [5] is used. This
dataset has two dementia effected senior residents and a pet, it has 27 motion
sensors (other sensors are ignored), 600 activities that were recorded for a period of
3 months. It has 10 self-explaining macro-activity labels A, that were used for
annotating the datasets by the Annotator; Breakfast, Lunch, Laundry, Dinner,
Leave_home (L_Home), Taking_medicine (R_Med), Night_wandering (N_Wand),
Go_to_Work (C_work), Bed, Bed_to_toilet (B_Toilet). This dataset was selected
since activities are vague like Breakfast, Lunch, Dinner; as all these are eating
related activities; occurring around the dining room. These vague activities happen
at different times in the day, but at exactly what time; would be of concern. This
concern is addressed by using fuzzy set theoretic concepts. The dataset has multiple
residents, having interactions which are concurrent, overlapping, sequential; these
would have to be correctly classified by the proposed Algorithm 1.

A k-fold cross validation, with k ¼ 7, was used to validate the accuracy of the
proposed Algorithm 3.2. Fuzzy similarity relation Eq. (2), and the Łukasiewicz
Fuzzy Implicator Eq. (5), were used for the setup. The feature set used were,
SENSOR[27]: corresponding to 27 motion sensors, DOW[7]: corresponding to
7 days in a week, TOD[7]: where the time in a day was discretized to seven bins
{[0–5),[5–10),[10–12),[12–15),[15–18),[18–21),[21–0)}. The K of the kNN
Algorithm when set to K ¼ 11, was seen to be best performing, for the Cairo
dataset. The accuracy of the proposed Algorithm 3.2 (FNN-LD) was compared to
other classifiers like Naive Bayesian(NB), Improved Naive Bayesian (INB) [6],
Traditional kNN (kNN) and the result is tabulated in Table 1. The Improved Naive
Bayesian (INB) [6], is a heuristic way of improving the Naive Bayes’, skewed data
biases, systematic and weighted magnitude errors. The FNN-LD overall accuracy
was the highest at 79.71 %; outperforming the traditional kNN by over 5.60 %, INB
by over 2.52 % and NB by 16.47 %.

Table 1 Accuracy of the proposed FNN-LD algorithm versus the naive bayesian, improved naive
bayesian, traditional kNN approaches for different validation rounds

Val.# # Test Obj. Acc. NB (%) Acc. INB (%) Acc. kNN (%) Acc. FNN-LD (%)

1 86 83.95 91.55 85.98 93.03

2 92 70.42 70.93 79.78 88.68

3 88 64.91 70.58 70.40 74.32

4 93 69.23 75.03 76.54 70.18

5 87 58.96 74.88 61.72 68.63

6 91 61.91 76.20 74.44 75.69

7 63 72.73 85.08 79.48 87.42

Avg. (%) 100 68.44 77.75 75.48 79.71
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5 Conclusion and Future Direction

The proposed FNN-LD Algorithm, fuzzifies the input feature space by learning
from the data. This eliminates the need of a domain expert in coming with dis-
criminating fuzzy membership functions. Using these fuzzified regions, a hybrid-
ization of the traditional kNN algorithm is made possible. The proposed algorithm
was tried on a smart environment dataset that had vague, overlapping, concurrent
human activities, which had to be properly classified. The FNN-LD Algorithm gave
an improved accuracy of 79.71 % augmenting its robustness. At every round of
validation, the Algorithm 1, gets called afresh. As such the fuzzy similarity relation
R at step (6), get re-calculated from scratch. This is reflected in the validation
rounds where the accuracy of the FNN-LD varies from 93.03 % to 68.63 %. In the
future updated fuzzy similarity relation R would be used across validation rounds,
instead of re-calculating from scratch. Another limitation is the lack of experimental
results of missing and absurd data on the efficiency of the FNN-LD. The FNN-LD
can be further improved by using Fuzzy Granular Computing concepts [2], in the
future.
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Plant Leaf Recognition Using Ridge
Filter and Curvelet Transform
with Neuro-Fuzzy Classifier

Jyotismita Chaki, Ranjan Parekh and Samar Bhattacharya

Abstract The current work proposes an innovative methodology for the recognition
of plant species by using a combination of shape and texture features from leaf
images. The leaf shape is modeled using Curvelet Coefficients and Invariant
Moments while texture is modeled using a Ridge Filter and some statistical measures
derived from the filtered image. As the features are sensitive to geometric orienta-
tions of the leaf image, a pre processing step is performed to make features invariant
to geometric trans-formations. To classify images to pre-defined classes, a Neuro
fuzzy classifier is used. Experimental results show that the method achieves
acceptable recognition rates for images varying in texture, shape and orientation.

Keywords Curvelet transform � Invariant moment � Ridge filter � Neuro fuzzy

1 Introduction

Plants play a crucial role in Earth’s ecology by providing sustenance, shelter and
maintaining a healthy breathable atmosphere. Plants also have important medicinal
properties and are used for alternative energy sources like bio-fuel. Building a plant
database for quick and efficient classification and recognition is an important step
towards their conservation and preservation. This is especially significant as many
plant species are at the brink of extinction due to incessant de-forestation to pave
the way for modernization. In recent years computer vision and pattern recognition
techniques have been utilized to prepare digital plant cataloging systems. Most of
these techniques rely on extraction of visual properties from plant leaf images and
representing them as computer recognizable features using data modeling
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techniques. Properties like shape and texture [1] and shape, texture and color [2]
have been used for discrimination. Different data modeling techniques like fractal
dimensions [3], Fourier analysis [4], and wavelets [5] have been applied. The
current work proposes an innovative scheme of a plant recognition system based on
shape and texture of the leaf. Shape is modeled using Curvelet Transform and
Invariant Moments, while texture by using a Ridge Filter and some statistical
measures derived from it. Experiments using a neuro-fuzzy classifier demonstrate
acceptable recognition accuracies. The organization of the paper is as follows:
Sect. 2 outlines the proposed approach, Sect. 3 provides details of the dataset and
experimental results obtained, Sect. 4 compares the proposed approach vis-à-vis
some contemporary approaches, Sect. 5 brings up the overall conclusions and
scopes for future research.

2 Proposed Approach

As mentioned above, the proposed approach uses a combination of shape and
texture features. The feature values are however sensitive to the size and orientation
of the leaf image. To make them invariant to translation, rotation and scaling, a
pre-processing step is used to standardize these parameters before feature
calculation.

2.1 Pre-Processing (PP)

The objective of the pre-processing step is to standardize the scale and orientation
of the image before feature computation. The raw image (I) is typically a color
image oriented at a random angle and having a random size. See Fig. 1. The image
is first converted to binary (bw) and grayscale (gs) forms. To make features
rotation-invariant, the angle of the major axis of the leaf is extracted from the image
and used to rotate it so that the major axis is aligned with the horizontal line (rg and
rb). If visible, the white bounding rectangle is removed to superimpose the leaf over
a homogeneous background (cg). At this point even though the leaf is horizontal, it
can have varying translation factors with respect to the origin. To make the features
translation-invariant, the background is shrunk until the leaf just fits within the
bounding rectangle (pg and pb).

Fig. 1 PP steps of the original image I
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To make the features scale-invariant, the image is rescaled to standard dimen-
sions, called ‘segments’. Since the ratio of major axis to minor axis, henceforth
called ‘aspect ratio’ (R) is different for different leaf types, rescaling to a single size
will produce distortions due to non-uniform scaling. Hence a scheme is devised so
that the leaf can be scaled to one of 6 pre-determined segments based on different
values of this ratio, with no or minor distortions. The output of the pre-processing
block for each leaf image, is its segment number (s), and the grayscale and binary
versions (pg and pb). The segment number assigned to each class along with the
aspect ratio is tabulated below in Table 1. If R[ 13, subsequent feature values were
found to give inconsistent results.

2.2 Curvelet Transform (CT)

Curvelets were first introduced in [6]. Subsequently a faster form was developed
called Fast Discrete Curvelet Transform (FDCT) which had two variants: unequally
spaced Fast Fourier Transforms (USFFT) and wrapping function. The current work
utilizes the wrapping function, which involves several sub-bands at different scales
consisting of different orientations and positions in the frequency domain. An image
with dimensions M � N is subjected to FDCT which generates a set of curvelet
coefficients C indexed by scale a, orientation b and spatial location parameters p
and q. Here 0�m�M, 0� n�N and ua;b;p;q is the curvelet waveform.

Cða; b; p; qÞ ¼
XM;N

m¼0;n¼0

f m; nð Þua;b;p;qðm; nÞ: ð1Þ

2.3 Invariant Moment (IM)

For a digital image, the moment m of pixel Pðx; yÞ is defined as: m ¼ x:y:Pðx; yÞ.
The moment of the entire image is the summation of moments of all its pixels. More
generally the moment of order ðp; qÞ of an image is given by

Table 1 Pre defined scaling dimensions mapped to segments

Segment R Size (M × N) Segment R Size

1 R ≤ 1.4 300 × 300 4 2.4 < R ≤ 3 100 × 300

2 1.4 < R ≤ 2 200 × 300 5 3 < R ≤ 5 65 × 300

3 2 < R ≤ 2.4 140 × 300 6 5 < R ≤ 13 45 × 300
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mpq ¼
X

x

X

y

xpyqPðx; yÞ: ð2Þ

Hu [7] proposed 7 moment features that can be used to describe images and are
invariant to rotation. The first of these φ1 is given by the following:

u1 ¼ m20 þ m02: ð3Þ

To make the moments invariant to translation the image is shifted such that its
centroid coincides with the origin of the coordinate system. The centroid of the
image in terms of the moments, is given by:

xc ¼ m10

m00
; yc ¼ m01

m00
: ð4Þ

Then the central moments are defined as

lpq ¼
X

x

X

y

ðx� xcÞpðy� ycÞqPðx; yÞ: ð5Þ

It can be verified that

l00 ¼ m00; l10 ¼ 0 ¼ l01: ð6Þ

To make the moments invariant to scaling, the moments are normalized by
dividing by a power of l00

cpq ¼
lpq

ðl00Þx
;x ¼ 1þ pþ q

2
: ð7Þ

The normalized central Hu moments are defined by substituting m terms in
Eq. (3) by γ terms. The first normalized central invariant moment of an image I is:

M1ðIÞ ¼ c20 þ c02: ð8Þ

2.4 Ridge Filter (RF)

In computer vision algorithms, particularly those dealing with image analysis, edge
detection forms an important step for recognizing the shape, location and orienta-
tion of image objects. In some cases however we might be more interested in
gaining information about the nature of surfaces on such objects. Ridge detection is
a step towards understanding the corrugatory nature of these surfaces. Ridge filters
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have been mostly used to enhance the ridge and valley structures of fingerprint
images as part of minutiae extraction modules [8]. In this paper we use a ridge filter
to enhance vein structures of a leaf to model its texture content. To compute ridge
information, a grayscale image is first partitioned into a grid of non-overlapping
blocks. The standard deviation within each block is evaluated and a threshold is
used to determine whether the region is a part of the object or the background. This
generates a mask showing the pattern of ridge lines on the surface. The mask is
normalized to have zero mean and unit standard deviation. From the mask image
gradients are calculated and the local ridge orientation at each point is estimated.
The ridge frequency is obtained within each block by rotating the block using the
orientation values and finding peaks in projected grey values along the ridges. The
spatial frequency of the ridges is determined by dividing the distance between the
first and last peaks by number of peaks. The frequency and orientation values are
used to generate a ridge filter to enhance ridge lines of the original image.

2.5 Statistical Measures

A normalized histogram p is calculated from the image data using a specified
number of bins N. Three statistical measures calculated from the normalized his-
togram are uniformity (U), entropy (E) and third moment (T). If p ¼
½xð1Þ; xð2Þ; . . .; xðNÞ� depicts the histogram and μ the mean of the distribution then:

U ¼
XN

i¼1

½xðiÞ�2 ð9Þ

E ¼ �
XN

i¼1

½x ið Þ:log2xðiÞ� ð10Þ

T ¼ 1

ðN � 1Þ2
XN

i¼1

½x ið Þ � l�3 ð11Þ

2.6 Features

The binary pre-processed image (pb) is subjected to a Curvelet Transform. From all
possible coefficients C, the one with the highest energy (CC) is retained as it
contains the most significant information pertaining to the image shape. See Fig. 2.
The shape feature (FS) is formulated by computing M1 from CC as per Eq. (8).
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FS ¼ M1ðCCÞ ð12Þ

The grayscale pre-processed image (pg) is subjected to a Ridgelet Filter to
enhance the ridge structures of the leaf. See Fig. 2. Three statistical measures as
defined in Eqs. (9)–(11) computed from the filtered image form the texture feature
(FT).

FT ¼ fU;E; Tg ð13Þ

To study the joint effects of shape and texture features, a combined feature
vector FC is used for class discrimination and recognition

FC ¼ FS;FTf g ð14Þ

2.7 Classification

A leaf class consists of a set of member images. Each class is characterized by a
collection of the FC vectors obtained during a training phase. A test image with its
computed vector is said to belong to a specific class if the probability of its feature
values being a member of that class is maximum. Since there is no prior mathe-
matical model based on which data samples may be classified, classification is done
solely on the basis of a number of observations which is used to train a Neuro
Fuzzy Classifier (NFC) so as to combine the advantages of a fuzzy classification
scheme and the automatic adaptation procedure of a neural network.

3 Experimentations and Results

To study validity of the proposed scheme, experimentations done using 600 images
from Flavia [9] involving 30 classes having 10 images per class for training and 10
for testing. Each image is of size 300 × 225 and in JPG format. Figure 3 shows
samples of the dataset. Overall accuracy obtained is 97 %. Details are shown in
Table 2.

Fig. 2 Curvelet coefficient CC and ridge structures of a leaf
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4 Analysis

To put the current work in perspective with other contemporary works, their
approaches were applied to the current dataset. Color, texture and shape features in
[10] produce an accuracy of 74.3 %. Due to the large number of features, resource
overheads were also high. The LBP based method of [11] was sensitive to noise,
and different patterns of LBP were seen to produce incorrect classifications giving
an accuracy of 37 %. Color information of [12] produces incorrect classifications
due to small variations of green shades between leaves giving a 31 % accuracy.
Fourier basis functions [4] produce an accuracy of 16 % as these are sinusoidal in
nature with infinite lengths, and cannot suitably model transient signals with sharp
changes, as is often encountered along leaf contours.

5 Conclusions

This article discusses a method of characterizing plant leaves by using a ridge filter
and statistical measures to model texture information, together with Curvelet
coefficients and invariant moments to model shape. Prior to feature extraction, the
leaf image is made invariant to transformations through a pre-processing stage. To
avoid distortion for leaves having different aspect ratios, a set of 6 predefined
segments have been proposed. Classes are categorized using neuro fuzzy classifiers.
Experimental results demonstrate that the proposed approach is effective in dis-
criminating between 30 classes of leaf images having a variety of textures and

Fig. 3 Samples of the dataset

Table 2 Percentage recognition accuracies

Class Acc (%) Class Acc (%) Class Acc (%) Class Acc (%) Class Acc (%)

1 100 7 100 13 100 19 90 25 100

2 100 8 100 14 100 20 100 26 100

3 90 9 100 15 100 21 100 27 90

4 100 10 100 16 90 22 90 28 100

5 100 11 90 17 100 23 90 29 100

6 100 12 100 18 90 24 90 30 100
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shapes. Future work would involve research along two directions: (1) combination
of other shape, texture and color based features with the current method. (2) Using
other classifiers like k-Nearest Neighbor, Support Vector Machine etc.

References

1. Beghin, T., Cope, J.S., Remagnino, P., Barman, S.: Shape and texture based plant leaf
classification. In: International Conference on Advanced Concepts for Intelligent Vision
Systems (ACVIS), pp. 345–353 (2010)

2. Kebapci, H., et al.: Plant image retrieval using color, shape and texture features. Comput. J. 53
(1), 1–16 (2010)

3. Du, J.-X., Zhai, C.-M., Wang, Q.-P.: Recognition of plant leaf image based on fractal
dimension feature. Neurocomputing 116, 150–156 (2013)

4. Yang, L.W., Wang, X.F.: Leaf image recognition using fourier transform based on ordered
sequence. Springer LNCS. 7389, 393–400 (2012)

5. Wang, Q-P., Du, J-X., Zhai, C-M.: Recognition of leaf image based on ring projection wavelet
fractal feature. In: International Journal Innovative Computing, Information and Control,
pp. 240–246 (2012)

6. Candès, E., Donoho, D.: Curvelets—a Surprisingly Effective Nonadaptive Representation for
Objects with Edges, pp. 1–10. Vanderbilt University Press, Nashville (2000)

7. Hu, M.K.: Visual pattern recognition by moment invariants. IRE Trans. Inf. Theory 8(2), 179–
187 (1962)

8. Hong, L., Wan, Y., Jain, A.K.: Fingerprint image enhancement: algorithm and performance
evaluation. IEEE Trans. PAMI 20(8), 777–789 (1998)

9. Flavia Dataset: http://sourceforge.net/projects/flavia/files/Leaf%20Image%20Dataset/
10. Kadir, A., Nogroho, L.E., Susanto, A., Santosa, P.I.: Neural network application on foliage

plant identification. Int. J. Comput. Appl. 29, 15–22 (2011)
11. Wang, X., Liang, J., Guo, F.: Feature extraction algorithm based on dual-scale decomposition

and local binary descriptors for plant leaf recognition. Elsevier Digital Image Process. 34,
101–107 (2014)

12. Caglayan, A., Oguzhan, G., Can, A.B.: A plant recognition approach using shape and color
features in leaf images, vol. 8157, pp. 161–170 Springer LNCS (2013)

44 J. Chaki et al.

http://sourceforge.net/projects/flavia/files/Leaf%2520Image%2520Dataset/


An Effective Prediction of Position
Analysis of Industrial Robot Using
Fuzzy Logic Approach

P. Kesaba, B.B. Choudhury and M.K. Muni

Abstract Industrial robots have been extensively used by many industries as well
as organizations for different applications. This paper introduces some qualitative
parameters to find out the best predictive value as per the comparison to experi-
mental value. In the fuzzy-based method, the weight of each criterion and the rating
of each alternative are described by using different membership functions and
linguistic terms. By using four techniques triangular, trapezoidal, Gaussian and
Hybrid membership functions, the effective prediction of robot angle with their
position is determined in accordance to space of Robot. This paper compares four
techniques and found that the Hybrid membership function is the effective one for
determination of effective prediction measurement as it shows a good agreement
with the experimental result. By taking help of this paper the user can easily access
to any point of the workspace locations. It is very effective one by the fuzzy logic
systems to analyze the work space.

Keywords Six axis industrial robot � Fuzzy logic � Triangular � Trapezoidal �
Gaussian � Hybrid membership function

1 Introduction

Due to high labor costs and precision in repetitive works many industries have to
rely on production automation to keep their competitive advantage. One of the most
flexible and powerful automation technologies available today is industrial robotics.
The selection of an industrial robot is a significant problem to the design engineer
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and depends on the task to be performed. Equipped with the right tool and operated
in optimum path, standardized Industrial robots can perform numerous production
tasks. Application of industrial robots are motivated by various technical and eco-
nomical reasons like increase the quality of finished products, reduce the waste,
increase degree of uniformity of quality, increase degree of operating safety etc. The
control of a robot is very difficult in varying operational conditions like manufac-
turing environment. For these industrial applications the best alternative approach
would be fuzzy logic. Fuzzy set theory provides a systematic calculus linguistically,
and it performs numerical computation by using linguistic labels based on mem-
bership functions. Fuzzy logic controller gives better results and can be used where
conventional controller is not suitable. It is evident that no detail mathematical
description is required for fuzzy logic algorithm. Fuzzy logic algorithms can be best
suited for non-accurate, subjective and uncertain source of information. It translates
qualitative and imprecise linguistic statements into precise computer statements.

2 Literature Review

A fast path planning method by optimization of a path graph for both efficiency and
accuracy is given by Hwang et al. [1]. The authors had proposed a path graph opti-
mization technique employing a compact mesh representation. Gasparetto et al. [2]
described a new method for smooth trajectory planning of robot manipulators.
Bhalerao et al. [3] proposed an efficient parallel dynamics algorithm for simulation of
large articulated robotic systems. The method presented in this paper relies on the
Divide-and-Conquer-Algorithm (DCA) and the Articulated Body Algorithm (ABA).
Srikanth et al. [4] addresses kinematic analysis of 3 D.O.F of serial robot for industrial
applications. The study of motion is divided into kinematics and dynamics.
A multi-agent approach based on fuzzy logic for a robot manipulator is given by
Kazar et al. [5] proposed the method of modeling and control of a manipulator arm
using fuzzy logic that can help the robot to join a well defined goal. The simulation
results show the effectiveness of the approach. Abd et al. [6] presented a paper to solve
a multi-objective problem in robotic flexible assembly cells. The methodology pro-
posed by the authors is based on three main steps: (1) scheduling of the RFACs using
different common rules, (2) normalization of the scheduling outcomes, and
(3) selection of the optimal scheduling rules, using a fuzzy inference system. Ahmad
et al. [7] presents a paper on investigations into the development of hybrid intelligent
control schemes for the trajectory tracking and vibration control of a flexible joint
manipulator using composite fuzzy logic control. The results are presented in time and
frequency domains. The performances like input tracking capability, level of vibra-
tion reduction and time response specifications examined and a comparative
assessment of the control techniques is presented and discussed. The simulation
results show the effectiveness of the approach. Das and Parhi [8] have developed an
methodical study on fuzzy system using some input parameters to the fuzzy mem-
bership functions for forecast of crack and relative crack depth.
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3 Methods of Solution

3.1 Forward Kinematics Equation for Six
Axis Industrial Robot

The Aristo robot has six DOF with all rotary type joints. The first three DOF are
located in the arm which allows determining the robot position and the following
three DOF are located in the end effectors to provide orientation. The present work
deals with forward kinematics analysis of the robot where the position and orien-
tation of the end effector are derived from the given joint angles and link parameters.
The homogeneous transformation matrix for the 6R robot is as follows:

T ¼
nx ox ax px
ny oy ay py
nz oz az pz
0 0 0 1

2
664

3
775 ð1Þ

where
px C1 d6 C23C4S5 þ S23C5ð Þ þ S23d4 þ a3C23 þ a2C2½ � � S1 d6S4S5 þ d2ð Þ
py S1 d6 C23C4S5 þ S23C5ð Þ þ C23d4 þ a3C23 þ a2C2½ � � C1 d6S4S5 þ d2ð Þ
pz d6 C23C5 � S23C4S5ð Þ þ C23d4 � a3S23 � a2S2Þ
where Ci ¼ cos hi; Si ¼ sin hi and CiJ ¼ cosðhi þ hJÞ; SiJ ¼ sinðhi þ hJÞhi = Joint
angle, di = Link Length

The input variables are six joint angles (A1–A6) within the given specified limits
and outputs are the position of the end-effector (world coordinates X, Y and Z). The
software used for the simulation of the robot is Aristo Version 1.4 presented in
Fig. 1. Fifty seven numbers of input variables in terms of joint angles are taken
experimentally and the output in terms of locations “X, Y and Z” are also obtained
experimentally using forward Kinematics.

3.2 Fuzzy Logic System

Fuzzy logic is an extension of classical logic and uses fuzzy sets instead of classical
sets. Fuzzy logic is a logic approximate reasoning which may be viewed as a
simplification and addition of multi valued logic. Like classical set theory is used to
develop classical logic, similarly fuzzy set theory is required to create fuzzy logic.
Figure 2 outlines a simple architecture for a fuzzy logic controller.

The fuzzy controller has been developed where there are 6 inputs and 3 outputs
parameter. The natural linguistic representation for the inputs is as follows

Industrial robot input capacity = “Input angle is h1 is A1”, “Input angle is h2 is
A2”, “Input angle is h3 is A3”, “Input angle is h4 is A4”, “Input angle is h5 is A5”
and “Input angle is h6 is A6”,
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Industrial robot output capacity = “Output Location is X is O1”, “Output
Location is Y is O2” and “Output Location is Z is O3”,

The natural linguistic term used for the output is
Industrial robot Location = “OutputX= O1” and “OutputY= O2” and “OutputZ=

O3” Based on the above fuzzy subset the fuzzy rules are defined in a general form
as follows:

If A1 is (A1)i and A2 is (A2)j and A3 is (A3)k and A4 is (A4)l and A5 is (A5)m
and A6 is (A6)n then O1 is (O1)ijklmn and O2 is (O2)ijklmn and O3 is (O3)ijklmn

where i = 1 to 9; Because of “Input angles A1 to A6” are having nine mem-
bership functions. From the above expression, one set of rules are written as:

If A1 is (A1)i then Output (O1) is (O1)i. The Linguistic Terms Used for Fuzzy
Membership Functions for angle A1 is given in Table 1. Similarly for other angles
the linguistic terms are used accordingly.

The capacity of Robots is expressed in terms of four membership functions
like triangular, trapezoidal, Gaussian and Hybrid as input to the fuzzy controller.

Fig. 1 Coordinates of robots using aristo simulation

Input Fuzzification Computational 
Unit

Rule base

Defuzzification Output

Fig. 2 Fuzzy controller architecture
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The triangular membership function is collection of three points forming a triangle.
These membership functions are simple and fast when compared to other mem-
bership functions. Gaussian membership functions are popular methods for speci-
fying fuzzy sets and have the advantage of being smooth. The trapezoidal
membership function has a flat top and the advantage of simplicity. Hybrid
membership function is combination of triangular, Trapezoidal as well as Gaussian
membership function. The outputs obtained from fuzzy controllers are analyzed and
compared to obtain the best effective technique for Robot selection. There are fifty
seven fuzzy rules developed to acquire the outputs and some of the fuzzy rules are
given in Table 2. The output of hybrid membership functions consists of four
triangles, three Gaussians and two trapezoidal functions. It is a combination of all
the membership functions.

Table 1 Linguistic terms used for fuzzy membership functions

Membership functions Terms Linguistic term descriptions

A1VL A11 Very low value of angle for input angle “A1”

A1L A12 Low value of angle for input angle “A1”

A1M A13 Medium value of angle for input angle “A1”

A1G A14 Good value of angle for input angle “A1”

A1VG A15 Very Good value of angle for input angle “A1”

A1VVG A16 Very very good value of angle for input angle “A1”

A1H A17 High value of angle for input angle “A1”

A1VH A18 Very high value of angle for input angle “A1”

A1VVH A19 Very very high value of angle for input angle “A1”

Table 2 Fuzzy rules used for fuzzy inference system

Sl.
no.

Some of rules used in fuzzy controller

1 If (ANGLE1 is AIVL) and (ANGLE2 is A2VL) and (ANGLE3 is A3VL) and
(ANGLE4 is A4VL) and (ANGLE5 is A5VL) and (ANGLE6 is A6VL) then
(OUTPUTX is O1VG)(OUTPUTY is O2VVH)(OUTPUTZ is O3VVH) (1)

2 If (ANGLE1 is AIVL) and (ANGLE2 is A2VL) and (ANGLE3 is A3VL) and
(ANGLE4 is A4VL) and (ANGLE5 is A5VL) and (ANGLE6 is A6VL) then
(OUTPUTX is O1H)(OUTPUTY is O2VVH)(OUTPUTZ is O3VH) (1)

3 If (ANGLE1 is AIL) and (ANGLE2 is A2L) and (ANGLE3 is A3L) and (ANGLE4 is
A4L) and (ANGLE5 is A5L) and (ANGLE6 is A6L) then (OUTPUTX is O1VVH)
(OUTPUTY is O2VH)(OUTPUTZ is O3VH) (1)

4 If (ANGLE1 is AIM) and (ANGLE2 is A2 M) and (ANGLE3 is A3 M) and
(ANGLE4 is A4 M) and (ANGLE5 is A5 M) and (ANGLE6 is A6 M) then
(OUTPUTX is O1VVH)(OUTPUTY is O2G)(OUTPUTZ is O3H) (1)

5 If (ANGLE1 is AIG) and (ANGLE2 is A2G) and (ANGLE3 is A3G) and (ANGLE4
is A4G) and (ANGLE5 is A5G) and (ANGLE6 is A6G) then (OUTPUTX is O1VH)
(OUTPUTY is O2L)(OUTPUTZ is O3VVG) (1)
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4 Results and Discussions

With the help of experimental setup fifty seven nos. of results are taken as given in
Table 3 and in Fig. 1 and also fifty seven nos. of Fuzzy rules are developed. The
different closeness values are calculated from the different fuzzy membership
functions presented in Table 2. The six input variables and three outputs with
Hybrid Membership Function are given in Table 4 and also in Fig. 3. The fuzzy
controllers developed here for prediction of closeness with the experimental value.
The predicted result from fuzzy controllers for closeness of Robots is compared
with the experimental results and shows a very good agreement. It has been
observed that the result of Fuzzy controller using Hybrid membership function
shows more accurate result in comparison to other three controllers. So from this it
can be presumed that the developed fuzzy controller along with the technique can
be used as a robust tool for selection of Robots. Figure 4 shows the graphical
representation of Input variables (“A1–A6”) and Output (Location “O1–O3”) with
Hybrid Membership Function for Capacity of the Robot. All the results of four
membership functions are developed and output values X, Y and Z of these
membership functions are compared and presented in Figs. 5, 6 and 7 respectively.

Table 3 Experimental results taken from six axis industrial robot

θ1 θ2 θ3 θ4 θ5 θ6 X Y Z

1 81.50 −88.88 90.63 8.50 85.50 8.50 83.70 298.10 350.00

2 64.50 −86.63 91.88 25.50 76.50 25.50 98.20 301.40 369.30

3 56.00 −85.50 92.50 34.00 72.00 34.00 97.65 300.12 357.98

4 47.50 −84.38 93.13 42.50 67.50 42.50 159.50 311.04 350.08

5 39.00 −83.25 93.75 51.00 63.00 51.00 210.70 280.90 340.60

6 30.50 −82.13 94.38 59.50 58.50 59.50 383.05 241.60 340.40

7 13.50 −79.88 95.63 76.50 49.50 76.50 389.10 152.60 328.70

8 5.00 −78.75 96.25 85.00 45.00 85.00 390.50 101.05 321.70

9 −54.50 −70.88 100.63 144.50 13.50 144.50 290.40 −351.23 233.39

10 −63.00 −69.75 101.25 153.00 9.00 153.00 224.89 −430.14 216.37

11 −71.50 −68.63 101.88 161.50 4.50 161.50 155.10 −456.45 198.95

12 −80.00 −67.50 102.50 170.00 0.00 170.00 130.00 −360.00 190.00
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Fig. 3 Output (location “O1”) with hybrid membership function for capacity of the robot

Fig. 4 Graphical representation of Input variables (“A1–A6”) and output (location “O1–O3”)
with hybrid membership function for capacity of the robot
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5 Conclusion

The results obtained from all four membership function viz. triangular, Gaussian,
trapezoidal and hybrid of the fuzzy logic controller (FLC) are validated with
experimental results of six axis industrial robot. From the above results it is con-
cluded that the result obtained from hybrid membership function is very close to the
experimental results. So within a specified capacity of the robot it is easy to predict
the required position of the end-effector by using Fuzzy logic method. For future
works the authors suggest that the technique can be applied for more DOF using
Fuzzy logic and other soft computing techniques like GA, ACO etc.
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Pitch Angle Controlling of Wind Turbine
System Using Proportional-Integral/Fuzzy
Logic Controller
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Abstract Blade pitch angle and tip speed ratio (TSR) control approaches are very
important in Wind Turbine (WT) to achieve a constant output torque for stability of
WT operation. Therefore, accurate and effective control techniques are investigated
and designed to supply constant output torque to the Permanent Magnet
Synchronous Generator (PMSG). Furthermore, two controlling approaches, i.e.
Proportional-Integral (PI) and Fuzzy Logic (FL) based blade pitch angle and TSR
control are implemented, and their performance is investigated in terms of torque
stability and response time. The complete system is modeled in MATLAB/Simulink
environment. The performance of the system with these control techniques are
investigated under variable wind speed conditions. The performance of both the
systems is found satisfactory, but system with FLC shows better performance as
compared to PI controller.
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1 Introduction

The role of electrical energy is very important for developing a country. The
shortage of fossil fuels e.g. petrol, diesel, coal and gas etc. is experienced globally
due to exponential increase in the rate of energy consumption. It is forced to explore
more sustainable energy resources [1]. In this context, the WT and photovoltaic
systems are commonly used in various applications e.g. water pumping irrigation
and rural electrification etc. Wind power technology has experienced a notable
escalation, and progressing from last three decade. Today, WT is found as one of
the best growing RE source [1].

The authors have formulated a mathematical model of WT and the mechanical
torque produced by the WT is obtained in [2]. The predefined pitch angle WT
model has been used for power generation with permanent magnet synchronous
generator (PMSG). The authors [3] analysed the dynamic model of PMSG based on
Wind Energy Conversion System (WECS). In [4], the authors proposed a wind
turbine generator system (WTGS) connected with a variable speed turbine gener-
ator. Apart from the generator, the authors also investigated that WTGS contains of
three parts i.e. wind turbine, drive train and PMSG. WT can be categorized into two
kinds based on the axis in which it rotates namely horizontal axis wind turbines
(HAWT) and vertical axis WTs (VAWT). A WT with a blade pitch angle control
using the fuzzy logic (FL) to obtain the maximum output power is designed [5].
The authors have also shown that implementation of FL based pitch angle control to
the WT is most suitable for the low level wind speed regions.

With the motivation of above literature review, the research aspect of this paper
is to investigate and comparative analysis of PI and FL controller based blade pitch
angle and TSR control for torque optimization of WT system.

2 System Description

The complete system comprises three major parts (a) Wind Turbine (b) Permanent
magnet synchronous generator (c) Blade pitch angle and Tip speed ratio controlling
schemes (i) Proportional-integral controller (ii) Fuzzy logic controller. The com-
plete system is shown in Fig. 1.

The paper is outlined as follows. In Sect. 3, the WT modeling is presented. In
Sect. 4, the mathematical modeling of PMSG is reported. In Sect. 5, the blade pitch
angle and tip speed ratio control schemes are discussed in detail. Finally, the results
are discussed in Sect. 6 and Sect. 7 concludes the paper.
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3 Mathematical Modeling of WT

The WT converts the kinetic energy of wind potential into mechanical energy.
A WT can function at a steady state speed with changeable blade pitch angle and
TSR that allows it to produce the constant power at 50 Hz, which is required for
connection with the grid [5]. The power available in the wind is equal to the amount
of energy produce per second wind power (Pwind), power (Pm) and torque (τm)
equations of a WT are given by Eq. (1) as,

Pwind ¼ 1
2
AqV3

w; Pm ¼ 0:5qACpV
3
w; sm ¼ 0:5qACpV

2
w
R
Gk

ð1Þ

where, A is the swept area of rotor blades, ρ is the air density, Vw is wind speed, Cp

is coefficient of performance, R is rotor radius, G is gear ratio and λ is TSR. The
power coefficient characteristic is highly non-linear in nature and reflects the
aerodynamic behaviour of WT. The Cp is expressed in Eq. (2) as,

Cpðk; bÞ ¼ C1
C2

ki
� C3b� C4

� �
e
�C5
ki þ C6k;

1
ki

¼ 1
kþ 0:08b

� 0:035

b3 þ 1
ð2Þ

where, C1, C2…C6 are coefficients, b is blade pitch angle and ki is initial TSR.
The TSR (λ) is expressed in Eq. (3) as the ratio between the speed of the tips of the
blades of a WT and the wind speed.

k ¼ VTIP

VW
¼ x � R=Vw ð3Þ

where, ω is the rotor angular velocity (rad/s). The coefficient of performance Cp, is
expressed as the fraction of energy extracted by WT of the total energy that would
have followed through the area swept by the rotor. The coefficient of power is
expressed in Eq. (4) [6] as,

WT

PI
controller

Fuzzy Logic
Controller

Torque
Sensor

refτ
actτ

1S

2S +_
βΔ

λΔ

PMSG

3S
Fig. 1 Schematic diagram of
blade pitch angle control of
WT-PMSG system
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CpðkÞ ¼ 0:5176
116
k

� 9:06
� �

e
�21
k þ0:735 þ 0:0068k ð4Þ

4 Mathematical Modeling of PMSG

The PMSGs are utilized for various commercial purposes in wide range. The
PMSGs are commonly used to convert the mechanical power output of turbines i.e.
steam turbines, wind turbines etc. into electrical power for the intended system.
The WT and the generator rotate in synchronism with the same shaft without gear
assembly. The mathematical model of the PMSG in the state space equation form is
given by Eq. (5) [6] as,

diq
dt

¼ ð�Rsiq þ xeðLqs þ LlsÞid þ uqÞ
Lqs þ Lls

;
did
dt

¼ ð�Rsid þ xeðLqs þ LlsÞiq þ udÞ
Lds þ Lls

ð5Þ

where, R is the stator resistance, Lq and Ld are the inductances of the generator
along d and q axis and Lls is the leakage inductance of the generator. The electrical
speed (ωe) (rad/s) of the generator and electromagnetic torque equation of PMSG
are expressed in Eq. (6) as,

xe ¼ pxg; sem ¼ 1:5pððLds � LlsÞidiq þ iqwf Þ ð6Þ

where, id and iq are the currents along d and q axis, ψf is the permanent magnetic
flux, p is the number of pole pairs and τem is the electromagnetic torque of the
generator.

5 Blade Pitch Angle and TSR Control Strategies

For controlling the torque using blade pitch angle and TSR, following two con-
trollers namely PI and FLC are considered as,

5.1 Proportional—Integral Controller

The PI controller is a control which has feedback mechanism which is commonly
used in industrial control operations [7]. The optimum combination of proportional
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and integral gain increases the speed of the response and also to minimize the
steady state error. The PI controller equation is expressed in Eq. (7) as,

uðtÞ ¼ KpeðtÞ þ Ki

Z
eðtÞdt ð7Þ

where, Kp and Ki are proportional and integral gain, and used to control the
response of the system. The input of the PI controller is the error between τref and
τactual and the output is change in blade pitch angle or TSR [8, 9].

5.2 Fuzzy Logic Controller

Recently, FLCs are introduced for blade pitch angle control for WT. These con-
trollers are robust and advantageous as their design procedure does not require
exact model information. Their major goal is to implement human
knowledge/information in the form of a program [10, 11]. The main parts of a FLC
are fuzzification, rule base, inference and defuzzification as shown in Fig. 2,

Both the inputs i.e. error (e) and change of error (ce) are shown in Eq. (8) as,

eðkÞ ¼ sref ðkÞ � sactualðkÞ; ceðkÞ ¼ eðkÞ � eðk � 1Þ ð8Þ

The rule base for FLC are shown in Table 1 as,
For the FL controller the output is the change in pitch angle or TSR. This

generated pitch angle targets the WT to produce the optimal torque. The mem-
bership functions for both inputs and output are shown in Fig. 3a–c as,

Rule Base

Inference DefuzzificationFuzzification
e
ce

Fig. 2 Block diagram of FLC

Table 1 Rule base for FLC e/ce NB NM NS ZE PS PM PB

NB NB NB NM NM NS NS ZE

NM NB NM NM NS NS ZE PS

NS NB NM NM NS ZE PM PM

ZE NM NS NS ZE PM PM PB

PS NS NS ZE PS PS PM PM

PM NS ZE PS PS PM PM PB

PB ZE PS PS PM PM PB PB
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6 Results and Discussion

The operating parameters of WT and PMSG are given in Appendix. The perfor-
mance of blade pitch angle and TSR control systems is analyzed for both PI and
FLC based controllers under desired wind speed condition using pitch angle, tur-
bine torque, TSR and PMSG stator currents, rotor speed and electromagnetic
torque.

The wind speed is varied in the range of 10–17 m/s, as shown Fig. 4. Both the
cases of step increase and decrease in wind speed from reference point are con-
sidered. This pattern of wind speed variation is applied to both the systems with PI
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Fig. 3 Membership functions of fuzzy logic controller. a Input variable “e”. b Input variable “ce”.
c Output variable “dβ/dλ”
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and FLC for blade pitch angle and TSR controlling. The transient response of
blade pitch angle and TSR controlling using PI and FL controllers are shown in
Figs. 5 and 6.
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6.1 Transient and Comparative Analysis

The comparison of PI controller and FLC operated system is obtained on the basis
of settling time for pitch angle, TSR, torque, rotor speed and electromagnetic torque
developed. It is clear from Table 2 that FLC based system settles quickly as
compared to PI based system as,

In Figs. 5 and 6 shows the blade pitch angle and TSR control by using PI and FL
controller for defined wind speed variation. It is observed that for obtaining constant
torque, the variation and settling time of pitch angle is less compared to variation in
TSR. As a result of blade pitch angle and TSR variation, the effects of wind speed
variation are compensated and the rotor speed, WT torque and EM torque are found
almost constant. From above transient study, it is observed that the FL based
controller has less settling time than PI controller. The comparative study of these
parameters is summarised in Table 2.

7 Conclusions

In this paper, a study of WT based wind energy conversion system has been carried
out. The real value system model of WT along with the system components are
built in MATLAB/Simulink environment. With the simulation of the complete
WECS using MATLAB/Simulink model, all the results have been obtained for PI
& FLC for both blade pitch angle and TSR control and a their comparative study is
also reported.

The simulation results shows that the reference torque is conveniently achieved
by either adjusting the blade pitch angle or by TSR control using PI & FLC. By
analyzing the output of FLC and PI, it is observed that FLC is better than PI based
controller for torque control of the WT.

Table 2 Comparison of PI
and FLC based system for
blade pitch angle and TSR
control

Parameters Settling time (s)

PI controller FL controller

Pitch
angle

TSR Pitch
angle

TSR

Pitch
angle/TSR

1.17 0.689 0.039 0.03

Torque 0.95 0.225 0.059 0.02

Rotor speed 0.94 0.319 0.289 0.09

EM torque 0.87 0.369 0.269 0.06
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Appendix

Number of blades = 3, Blade radius (R) = 4.5 m, Gear ratio (G) = 40, Air density
(ρ) = 1.2 kg/m3, Wind speed (vw) = 10–17 m/s, Power Coefficient (Cp) = 0.45,
C1 = 0.5176, C2 = 116, C3 = 4, C4 = 5, C5 = 21, C6 = 0.0068, Stator Phase
Resistance (Rs) = 0.4250 Ω, Inductance (Ld, Lq) = 0.0084, 0.0084 H, Inertia
(J) = 0.001469 kg m2, Friction factor (F) = 0.0003035 N m s, Pole pairs = 4,
Kp = 0.02, Ki = 3.0.
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Recognition of Repetition
and Prolongation in Stuttered
Speech Using ANN

P.S. Savin, Pravin B. Ramteke and Shashidhar G. Koolagudi

Abstract This paper mainly focuses on repetition and prolongation detection in
stuttered speech signal. The acoustic and pitch related features like Mel-frequency
cepstral coefficients (MFCCs), formants, pitch, zero crossing rate (ZCR) and
Energy are used to test the effectiveness in recognizing repetitions and prolonga-
tions in stammered speech. Artificial Neural Networks (ANN) are used as classifier.
The results are evaluated using combination of different features. The results show
that the ANN classifier trained using MFCC features achieves an average accuracy
of 87.39 % for repetition and prolongation recognition.

Keywords ANN � Energy � Formants � MFCCs � Pitch � Zero crossing rate

1 Introduction

Stuttering is one of the serious problems in speech pathology. It is a speech disorder
in which flow of speech is disrupted by involuntary repetitions and prolongation of
syllables, words or phrases and pausing. Different types of stuttering events are
interjections, phrase repetitions, word repetitions, syllable repetitions and prolon-
gations [1, 2]. The identification and evaluation of these disfluencies have many
medical applications such as computing the severity of stammering, identification
of problems causing stuttering (psychological and articulatory), therapy to reduce
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the stuttering and so on. Speech Language Pathologists (SLPs) evaluates stuttering
by manually counting the number of disfluent speech units and types of disfluen-
cies. This process of evaluation is time intensive and requires a careful attention of
expert. Also the results of evaluation vary from expert to expert. Hence it is
inconsistent and highly prone to errors [3]. To overcome these difficulties, there is a
need of automatic assessment of stuttering disfluencies. It help SLPs in assessing
the stuttered events and improve the inter-judge agreements between the evaluation
of these events.

The repetition and prolongation are the two prominent stuttered events observed
in patient compared to the other types of disfluencies [4]. The repetition events have
similar acoustic features and prolongation of a phoneme has different features than
its normal pronunciation, therefore it is possible to automatically diagnose these
stuttering patterns. This paper mainly focuses on recognition of repetitions and
prolongations.

Rest of the paper is organized as follows. The research carried out in this area is
reviewed in Sect. 2. Methodology of the proposed approach is discussed in Sect. 3.
Results are analyzed in Sect. 4. Section 5 concludes the paper and highlight the
future scope of the work.

2 Literature Review

A considerable amount of research work has been done in recognition of different
types of stuttering events in a speech signal. This section describes the previous
works that have considered different features, the various datasets and classifiers or
approaches, used for the recognition of stuttered events.

The MFCCs are claimed to be robust in recognition of human voice as it exactly
maps the human auditory response [5]. Hence, most of the researches have con-
sidered MFCCs as a baseline features for the recognition of stuttered events with
different classifiers [6–8]. An ideal approximation to the vocal tract spectral
envelope is provided by the all-pole model of the Linear prediction coefficients
(LPC) while it is applied to the analysis of speech signals which leads to a moderate
estimation of source-vocal separation. Therefore, LPC and Linear prediction
cepstral coefficients (LPCCs) are employed for the repetition and prolongation
recognition [9, 10].

The dataset is a crucial part of the stuttering recognition system. The system
trained using proper dataset may achieve better recognition accuracy. Many
researches have used the dataset made available by University College London
Archive of Stuttered Speech (UCLASS) for the analysis [9, 11]. It includes one
sample each from 2 female and 8 male speakers ranged between 11 and 20 years,
covers a broad range of stuttering rate. In [6], the speech data of 600 stuttering
syllables is collected from 50 students in Beijing Speech Training Centre. The age
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range is from 17 to 42 years. A speech data of 7 males and 3 females collected from
students of Faculty of Electrical Engg, UTM Skudai used in [12]. The word
“Sembilan” (nine) is recorded for 20 samples of data for the normal speech and 15
samples of data for the artificially stuttered speech. In [13], the database consists
recording from 15 clients around the age group of 25 where each person’s speech
consists of 150 words from standard English passage.

Various classifiers have been used to test the effectiveness of the approaches in
recognizing stuttered events. The Support vector machine (SVM) attempts to obtain
a good separating hyper-plane between two classes in the higher dimensional space.
Hence, SVM is used for the repetition and prolongation recognition [8]. Hidden
Markov Models (HMM) are used for recognition of any kind of pattern. The
stuttered speech also consists of patterns for repetition, prolongation, etc. Hence, in
[10] HMMs are used for identification of prolongations of fricatives. In [9], Linear
discriminant analysis (LDA) and k-nearest neighbor (k-NN) algorithms used for
classification of repetitions and prolongations. Both these classifiers try to find a
linear transformation that maximizes class separability in reduced dimensional
space.

From the literature survey, it is observed that many of the researches have been
focused on stuttering event detection using MFCCs, LPC and LPCCs features. In
this work an attempt is made to recognize repetitions and prolongations using
different acoustic and pitch related features like formants, pitch, ZCR and energy
with ANN as a classifier.

3 Methodology

In this work, the process of stuttered speech analysis is divided into four stages:
segmentation, feature extraction, classification and output shown in Fig. 1. The
following subsections explain them in detail.

3.1 Segmentation

In this approach, dataset is collected from audio recording of stuttering treatment in
Hindi language. The four speakers of 25–40 years have repetition and prolongation
disfluencies with the permission of the subject and concerned doctors, their speech
has been recorded with a specific text. The speech signal is manually segmented
into repetition, prolongation and normal speech units. Total 78 segments are
obtained, out of which 32 are repetition, 18 are prolongation and 28 are normal
speech units.
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3.2 Feature Extraction

In this work, spectral and pitch related features are extracted for characterization of
repetitions and prolongations. This subsection explains the process of feature
extraction in brief.

The frequency bands of Mel frequency cepstrum follow human perception
pattern i.e. frequency bands are spaced linearly up to 1 kHz and logarithmic beyond
it [5]. Hence, MFCC features are considered to be robust for the speech recognition
tasks. The articulation mechanism of the vocal tract is same for a particular repe-
tition units and hence MFCC features are expected to be similar for those events. In
this work, 13 MFCC features are considered to develop a baseline system.

Short time energy is a significant characteristic of speech processing [14]. The
energy of the repeated speech unit is identical and it is unstable for prolongation,
hence the energy may be considered for the recognition of repetitions and pro-
longations. Formants represents the resonance of the vocal tract. The position of
formant frequencies and their corresponding magnitudes may differ depending on
the phonemes as articulation mechanism of vocal tract for each phoneme is unique
[15]. Repetition events have the same vocal tract articulation, hence may have
similar formants. In this approach, 4 formants are considered for the experimen-
tation. Pitch is an important attribute of voiced speech, refers to the fundamental
frequency F0 of vocal fold’s vibration. Variation in pitch detected by cepstral
analysis comprises of reduction in the spectrum band for cepstral analysis and
estimation of the vocal tone frequency [16]. This leads to a noticeable change in
cepstral maximum in pitch. There may be a significant change in pitch when
stuttered events occurs in a speech, hence pitch can be considered as a feature for

Fig. 1 Schematic block
diagram of recognition of
repetitions and prolongations
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the repetition and prolongation recognition. Four statistical pitch parameters min-
imum pitch, maximum pitch, average pitch, standard deviation are considered as the
features from each segment. The zero crossing rate is the rate at which the signal
changes from positive to negative or back [14]. ZCR value for repeated phonemes
will be almost same, hence it may distinguish repeated events.

3.3 Classification

A Multilayer Feed forward network using back propagation algorithm is used for
speech pattern classification because of their discrimination and input-output
mapping ability [17]. It consists of an input layer, one hidden layer and an output
layer as shown in Fig. 2. In this approach, feature vector is considered as an
input for the neural network hence size of feature vector decides the number of
neurons in the input layer. The number of output neurons is equal to the number of
output classes. The number of neurons in hidden layers is decided using Oja rule
[17]. The Oja rule is given by, H ¼ T

5ðNþMÞ, where H is number of hidden layer

neurons, N is the size of the input layer,M is the size of the output layer and T is the
training set size. As the number of words used for training an ANN increases the
number of hidden layer neurons also has to be increased.

4 Results and Discussion

In this section, the results achieved using the combination of different features are
discussed. The speech database consists of 32 repetition, 18 prolongation and 28
normal speech units segmented at phoneme and word level from the speech
recordings. The features are extracted from these speech units using the frame size
of 25 ms with a shift of 10 ms. Different combinations of features have been
considered to form the feature vectors which act as input to ANN. In this work,
75 % of the segments are used for training and 25 % is considered for testing. The
number of input, output, and hidden layer neurons are chosen based on the

Fig. 2 Block diagram of
artificial neural network
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number of input, output and number of speech segments used for training the
network.

The classifiers (ANNs) are trained using different combination of features.
13 MFCCs, 4 Formants (F0, F1, F2, F3), 4 Pitch Parameters (Maximum Pitch,
Minimum Pitch, Mean and Variance), ZCR and Energy are considered as a features
for the experimentation. Table 1 shows the recognition accuracy achieved for each
class using combination of these features. The MFCC features alone achieve better
average accuracy of 88.29 % compared to the other combination of features. The
combination of formants, pitch and energy achieves better accuracy of 94.52 % for
repetition events. Prolongation events are classified by combination of MFCC and
formants with the an accuracy of 96.71 %.

5 Summary and Conclusion

In this approach, the performance of ANN classifier in identifying the repetition and
prolongation in the stuttered speech event is evaluated using combination of dif-
ferent features. Repeated and prolonged patterns are characterized in a better way
with out MFCC features. Further, the proposed methodology can be extended to
detect the interjection, and other speech disfluencies in different regional languages.
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Primary Health Centre ATM: PHCATM
See Healthcare Differently

Priyabrata Sundaray

Abstract PHCATM is a product that can accurately and efficiently find relief for
common symptoms by interactively querying the user and providing real time
suggestions. In addition, it has the ability to connect with the nearest medical officer
with live chat whenever demanded for online health check-up. The user can discuss
problems with the medical officer, and be involved in deciding the best care
solution. Finally, the PHCATM module can dispense the prescribed medications
and print out prescriptions written electronically. Too many people in India die due
to lack of diagnosis in first place, availability of medicine in time or in affordable
cost as second.

Keywords Primary health centre � OTC drugs � Chronic diseases � Vaccination �
Online health check-up

1 Introduction

The ever increasing imbalance in economic as well as gender divergence are the
key challenges to the health status of a nation in spite of several health orientated
policies mandated by the government. More than three quarters of medical infra-
structure, work force and other resources oriented towards health are connected
with urban population which constitutes a mere 27 % of total population [1].

Mother India has manifested herself as the most inhabited nation in the world
where around 73 % of population live in rural areas. The medical setups in Indian
rural areas are mediocre. The system lacks in providing any sort of proper orga-
nizational framework in order to dispense quality health services for the 73 % of
rural Indian residents [2]. Moreover while richer section of the society in urban
areas can secure standard healthcare facilities, there is scarcely any proper medical
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care services available to poor slum community. This scenario vehemently express
the hindrances encountered by the Indian villages in terms of health care and
medical supports which they are liable to earn.

Morbidity pattern especially in rural areas is influenced by communicable dis-
eases such as protozoan infections, chicken pox, whooping cough, pneumonia and
tuberculosis or other respiratory infections & waterborne diseases like diarrhoea,
amebiasis, hepatitis infection, typhoid & worm infestations [3]. The health condi-
tion of Indians, is becoming serious, especially for those living at the rural areas.
This is evident from the life expectancy data which is only 63 years, the infant
mortality rate being 80/1000 live births and maternal mortality rate being
438/1,00,000 live births [4].

Approximately 70 % of total deaths, where transmissible diseases are the cause
of 92 % of deaths, is suffered by 20 % of the poorest population of the nation living
at the countryside [5].

It is due the fact that

• The number of doctors assigned per every village is very less and they do not
have the proper equipment to work in emergency.

• Being very far from the city they have shortage of medicines needed in much
time.

• Due to lack in proper health check-up, people in villages are prone to many
contagious diseases [6].

Most of the deaths in villages, which could have been prevented, are caused by
contagious infections, parasitic & respiratory viruses. Infectious viral disease has
more fatal effect in rural areas, having its effect on 40 % rural population as
compared to 23.5 % urban [5]. It is extremely unfortunate that while the fatality
level is twice more at rural as compared to that at urban areas, the people of village
sides are not being provided with access to proper healthcare systems, as the system
and infrastructure were constructed to serve the urban section of the society [7].

Main factors of health problems:

• Lack of knowledge regarding filtering and boiling water before drinking.
• Minimal sanitation (No pit latrines).
• Lack of awareness about vaccination.
• Unavailability of medicines in time of urgency.
• Illiteracy.

Today the perceived need of the villagers for easier access to medicine is an
urgent need. The need to train traditional midwives in hygienic delivery, to make
local health workers more aware of diseases and to educate the community on
sanitation and hygiene, including the harmful effects of the unhygienic conditions is
also necessary (Fig. 1). The exponential rise of population suffering from diseases is
shown in Fig. 1.
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1.1 Present Scenario of Primary Health Centres

Primary health centres (PHCs) started getting established after 1952. 1 PHC needs
to be operational contributing 20,000 people in tribal or hilly region and 30,000 in
case of plain region [8]. But the case is not so. Major problems faced by PHCs
being:

1. Serving large population as PHCs cater to the requirements of more than 60 %
of the population.

2. Lack in adequacy of staff and motivation among them to work for rural and
tribal people.

3. Shortage of medicines or hindrance in dispensing those on time to the needy,
has attributed to gross underutilization of the centers.

4. There is no scope for the involvement of the village people.

Thus the centerpiece idea of PHC, for a decentralized people based integrated
service, based on curative, preventive and promotive measures has been totally
undermined [9]. The concept being a person from the village community is to be
selected & to be provided with the basic essential training, so that even the village
people can cope up with emerging health problems effectively and more efficiently
[10, 11].

1.2 Background

A survey of the environment, life-style, and health status, knowledge, attitudes and
practices in the village of Chengalpattu was carried out prior to find the problems
related to the people living there. In addition to the perceived needs of the villagers
for a school, easier access to medicine and the study identified the need to train
traditional midwives in hygienic delivery, to make local health workers more aware
of diseases and to educate the community on sanitation and hygiene, including the
harmful effects of the unhygienic conditions.

A health profile was obtained from a combined population of around 200. The
profile was drawn from observation of village facilities, informal interviews with
villagers, structured interviews with the village head, and a simple observation to

Fig. 1 Percentage of population suffering from diseases
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detect anemia in women and malnutrition in children. It was found that the village
is a few km walk from the nearest mud road. They had a church and weekly market
but no school. Traditional midwives, herbalists, and untrained sellers of medicines
were available, and the nearest health facility (providing basic medicines and
vaccinations once a month) was 5 km away.

Water was obtained from different sources in the rainy and wet seasons.
Sanitation was minimal (there were no pit latrines). Water was stored satisfactorily in
80 %, and the cooking areas were kept clean in 50 %. During the survey, more than
75 % of the population complained of illness (abdominal pain, scabies, respiratory
infection, bloody stool, muscle strain, fever and insects bites) since the last two
weeks. Fever in children was very common. 70 % of those who were ill sought no
treatment. All of the adults interviewed were illiterate. 15 % of the women were
anemic, and 10 % had received prenatal care at a hospital 15 km away. Only 10 % of
the children had received one or more vaccinations, 30 % were malnourished.

2 PHCATM—A Medicine Vending Machine

PHCATM is much similar to the existing ATM machine but instead of the facility
of transacting money it makes available the facilities such as medication, vacci-
nation reminders and service on demand online check-up etc.
Features of PHCATM:

• Under a common account of a family, the members will be provided with free
first aid.

• Medicines will be provided to the patient at the vending machine installed.
• Reminders about vaccinations due till date will be provided to each individual

visiting the PHCATM.
• Even the people can avail the online check-up facility at their comfort in their

village at regular intervals.
• The service will be available to the people under the “Unique ID” card which

the Government aims at providing to each and every person so that the database
of every patient can be stored.

• This database can be used for analyzing the situation in rural areas of the nation
and allocating budget in the field of health and sanitation. In case of a patient
suffering from the same disease again, the required drugs and doses can be
provided in a quick and effective manner.

• Upon integration with Global Database, the individual’s medical history could
be maintained and available as well as accessible anywhere and anytime for
future reference.

• The machine would be able to check legitimate usage which includes having a
limit on the amount of medications per person. Over-dispensing medication
could mean illegitimate use which is dangerous to the user and creates a liability
for the nation (Fig. 2 and Table 1).
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• The percentage of some common diseases being treated with OTC drugs is
shown in Fig. 2.

• The most commonly used OTC drugs is listed in Table 1.

2.1 Functioning of PHCATM

In case of medicine, once the embedded system decides the proper medicines for
the symptoms shown, Inventory Controller sends the information to PHCATM
authorizing the machine to dispense the medicine. Once the prescribed medicines
are dispensed, the processor prints a receipt for future assistance. The device would
also be instrumented with voice controlled instructions in order to direct the patients
on what to do next (Fig. 3).

Every PHCATM would be connected through server to the nearest medical
officer in case a person demands to avail the online check-up facility. The
medical officer would see to the situation and thus can solve the problem. In case
there is an urgent need to appear before a doctor, the officer prescribes the patient to
the nearest health center to have the treatment being prescribed by the officer.

0 

50 

100 

HEADACHE COUGHS SKIN 

DISEASE

HEARTBURN Allergy

PERCENTAGE OF AILMENTS TREATEDPERCENTAGE OF AILMENTS TREATED
BY OTC DRUGSBY OTC DRUGS

81% 72% 68% 66% 58%

Fig. 2 Percentage of ailments most often treated with over-the-counter products

Table 1 List of most common over the counter drugs

Pain relievers Antihistamines Decongestants Cough medicines

a. Non-steroidal anti-inflammatory
drugs such as Aspirin, ibuprofen,
naproxen

Benadryl Sudafed a. Antitussives—
cough
suppressants

b. Acetaminophen—relieves pain,
reduces fever

b. Expectorants—
Clears mucus
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2.2 Accessibility of PHCATM

The machine has an inbuilt graphical user interface which comes as a handy for a
patient to cope up with the digital environment, doesn’t matter whether he/she is
literate or not. Problem of illiteracy of users can even be overcome by use of
properly designed GUI.

PHCATM is even accessible to blind and visually impaired people since the
keypads at PHCATMs are equipped with Braille.

PHCATM can be incorporated with Complete Blood Count Machine (CBC).
Which will result in helping Medical Officers to judge the illness better through
accurate blood reports and benefit patients.

3 Technical Specifications

PHCATM is a simple data terminal consisting of input as well as output devices
connected to it which can be accessed through UID (Aadhar Card in INDIA) which
communicates through, a host processor, either through a leased line or a dial-up
connection.

Fig. 3 Checkup graphical user interface
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3.1 Inventory Controller

Controlling the inventory of drugs is critical to functioning of machine. GSM link
would enable inventory controller to keep tab on inventory at regular intervals and
report it to the control rooms. That way, replenishment is easy and the tracking too.

3.2 Input

Card reader It captures the account details of the Aadhar card (UID card) holder
and provides back the past information. The host processor utilises this information
to send the request to the nearest Primary Health Center or to the nearest medical
officer.

Keypad The keypad helps the patient to let the host processor acknowledge
which service is required (First aid, Vaccination, Online health checkup etc.).

GSM Link GSM link would enable inventory controller to keep tab on
inventory at regular intervals and report it to the control rooms.

Camera Camera is important to identify symptoms of the patient or block in
case of previous offenders/black-listed user.

Microphone In case of an illiterate or disabled user, keypad and display may not
be of any use. Using microphone to analyze oral commands would be important.

3.3 Output

Speaker The speaker helps the patient with sound response when any key is pressed.
Display screen It helps the patient through every step of the medication process.
Receipt printer The receipt printer furnishes the dispensed medicine list along

with a paper receipt of the services rendered along with the prescription.
Medicine dispenser With the help of inventory controller proper required

medicines are dispensed.
COMPONENTS:

• Hardware
• Software

HARDWARE:

• CPU
• Magnetic/Chip reader
• Display
• Crypto processor
• Record Printer
• Vault
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SOFTWARE:

• Front end

– OS2, Linux, Unix, MS Windows
– Firmware (coded in C ++/Java)

• Back end

DBMS-Oracle, MS SQL Server etc.

4 Conclusion

The PHCATM vending machine is the product which will cater to the requirements
of the rural population, since more than 60 % of patients visiting hospitals require
pathological intervention before treatment. In order to facilitate people with first
aid, medicines and vaccine reminders, PHCATM can be installed in every village.

Every PHCATM would have centers as their referral point for the village people.
Which indicates there should be 1 PHCATM for each village.

• Once this machine is installed in every village, people can rely on it even in the
time when there is no other option available to them since the service provided
would be 24 × 7.

• Since the rural people can’t afford to travel long distances to avail medical
facilities, so they stick to the traditional ways of getting cured. But once this
system is introduced it can save them from travelling such long distances and
even their time would be saved.

• At the same time they can avail much better facility at the comfort of their
homes.

This will surely change the medical facility available presently and will improve
the health conditions prevailing in the rural parts of the world.
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Hybrid Model with Fusion Approach
to Enhance the Efficiency of Keystroke
Dynamics Authentication

Ramu Thanganayagam and Arivoli Thangadurai

Abstract We propose in this paper a novel technique to enhance the performance
of keystroke dynamic authentication using hybrid model with four fusion approach.
Firstly, extract keystroke features from our database. Then generate template from
extracted features, which is compact form of keystroke feature data. Hybrid model
based on combination of Gaussian probability density function (GPDF) and
Support Vector Machine (SVM) will convert test features into scores. At last,
applied four fusion rules on hybrid model to fusing GPDF and SVM scores to
improve the final result. Experimental results show that the performance of the
proposed hybrid model can bring obvious improvement with error rate of 1.612 %.

Keywords Hybrid model � Biometric � Keystroke dynamic authentication and
fusion approach

1 Introduction

Traditional authentication system using passwords, personal cards and
PIN-numbers can easily be breached when a card is stolen or password is com-
promised. Furthermore, difficult passwords may be hard to remember by a legiti-
mate user and simple passwords are easy to guess by an impostor. The use of
biometrics offers an alternative means of identification which helps avoid the
problems associated with conventional methods. Nowadays, losses due to identity
theft is an issue of growing concern, especially considering the increased data
exposure caused by some services on the Internet. In view of this scenario, there is a
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need for enhanced authentication mechanisms, such as by the use of biometrics. In
security area, biometrics tries to recognize users by physiological or behavioral
features of the person. Among the current biometric technologies, keystroke
dynamics is a promising alternative due to several factors [1, 2]. First, it usually
does not need any additional cost with hardware, as a common keyboard is enough
to acquire keystroke data. Second, keystroke dynamics recognition may be per-
formed in background, while the user is typing an e-mail or entering a password.
Consequently, day-to-day tasks of users are not disturbed, which may contribute to
a better acceptability of this technology. Keystroke dynamic is a type of behavioral
biometrics based on the users typing rhythm, which is unique for different people.
Keystroke timing patterns are captured without users knowledge based on the
keystroke events gathered while users typing on a keyboard.

1.1 Motivation and Contribution

Password based authentication is not secure due to several drawbacks [3]:

1. Someone stolen the password
2. Brute force attack (try all possible combination of start with one digit, two digit

passwords and so on)
3. Dictionary attack (try with list of password in the dictionary instead of all

possible combination)
4. Password guessed (if someone look over while type or note it down on paper if

password is difficult to remember)
5. User shared password to others
6. Someone hacked the password.

To overcome the above drawbacks, introduced keystroke dynamic is an addi-
tional parameter to secure password authentication. Keystroke dynamic analyze the
users way of typing on keyboard that is typing pattern and it measures the time
interval between each events of user holding the key and switchover between the
key (one key to another key). Individual keystroke pattern or features are different,
so it is maintain consistency and uniqueness. We study different types of keystroke
features and analyze the performance of individual and combination of features. We
propose a Hybrid model with different fusion approach to combine the scores from
Gaussian probability density function (GPDF) and support vector machine
(SVM) with combination of feature data. The following contributions has been
done:

• Created keystroke database of 100 users
• Extract four types of keystroke features and analyze the performance
• Keystroke feature data transform to scores using hybrid model
• The efficient combination of four fusion approach
• Evaluate Equal error rate (EER).
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1.2 Organization

The rest of paper is organized in the following way: Sect. 2 discussed the review of
related research in the field while Sect. 3 presents the proposed methodology, data
collection, feature extraction and template generation. Section 4 presents our pro-
posed hybrid model and Sect. 5 presents proposed fusion approach. The experi-
mental results analyzed and discussed in Sect. 6. Finally, Sect. 7 provides
conclusions.

2 Related Works

Recent years, researchers were focusing on the collection of number of users
keystroke biometric data for accurate evaluation on user database benchmark,
decreasing the evaluated result errors or improve accuracy and concentrating key-
stroke latency as feature data. Hosseinzadeh et al. [4] conducted experiment on
keystroke authentication using Gaussian Mixture Model. Training and testing data
were collected from 8 users who typed their full name consecutively ten times No
complexity pattern involved in the name characters due to smaller character length, so
it can be easily replicated. Experiment was utilized only two extracted keystroke
features and Expectation Maximization algorithm used to train the Gaussian Mixture
Model. Then, Log-likelihood test platform was performed to identify the probability
of closest data of testing and training data to confirm genuine user authentication.
Overall experiment result is 2.4% FRR and 2.1% FRR, this error rate is high and also
the number of users tested is not enough to conclude the final results obtained. Sang
and Shen et al. [5] authors were implemented SVM classifier in the keystroke
dynamics. Keystroke data collected from ten users. Experiment was performed on one
class SVM which is simulating genuine data and two-class SVM is used to separate
genuine and imposters’ data. The results are reliable but significant weakness is only
ten samples were collected. In [6] authors have implemented HiddenMarkovModels
as classifier in keystroke recognition. Twenty people were enrolled to this experiment
with their password ten times in four different sessions. However, lower length of
eight digit password implemented. A total of 800 samples collected which is enough
for the experiment. The final result of EER is 3.6%which is considerably higher error
rate. Guven et al. [7] proposed new classifier for keystroke authentication. New
classifier is similar to neural network structure. Keystroke raw data was collected
from sixteen users, then extracted the keystroke latency (successive key press or
down). Experiment was conducted on similar to neural network structure to calculate
the weights using statistical method. Statistical method include mean and
standard deviation of the keystroke latencies. User test sample latency value was
compared to standard deviation of reference latency, result is genuine if test latency
fall two times within the standard deviation reference latency, then assume whole
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string being considered as valid. Due to assumption, experiment produced result with
high error rate of FRR of 17 % and FAR of 26 % which was poor performance of
keystroke authentication. Azevedo et al. [8] developed hybrid system based on the
combination of stochastic optimization algorithm (Genetic algorithm) and support
vector machine (SVM) and particle swarm optimization. Hybrid system select the
keystroke features from enrolled users. Experiment was implemented on SVM uses a
Genetic algorithm and particle swarm optimization. First test was conducted on SVM
with Genetic algorithm (evolutionary algorithm) for feature selection with minimum
error rate of 5.18 %when FAR of 0.43% and FRR of 4.75%. Second test was carried
on particle swarm optimization with global acceleration of 1.5 gave a minimum total
error of 2.21 % with error rate of 0.41 % FRR and 2.07 % FAR. This paper, proposed
hybrid model with different fusion approach which is merge the scores produced by
the GPDF and SVM. This approach is able to considerably improve the overall result.

3 Proposed Methodology

We introduce hybrid model in this research, which are the combination of two
matching function namely the Gaussian Probability Density Function (GPDF) and
Support vector machine (SVM). Figure 1 shows proposed hybrid model with two
keystroke features combined and applied fusion rules against the combinations
performed on SVM and GPDF. Hybrid model is developed to calculate the score
between the test user templates against the reference user template (stored in
database). Then, fusion applied for both SVM and GPDF matching scores. The
function of fusion is fusing both matching scores and then fused output score is
compared with a predefined threshold before making a final decision. The decision
should be accepted if fusion output score is greater than threshold value or else
rejected the user authentication. In this paper, four fusion rules are studied.

Fig. 1 Proposed hybrid model with two keystroke features
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3.1 Data Collection

Captured keystroke biometric data with the help of GREYC Keystroke software
developed at GREYC Laboratory [9]. This software is downloadable from the
following address www.ecole.ensicaen.fr/*rosenber/keystroke.html. 100 users’
data was collected with an interval of 6 months apart. These users are university
academic and administrative staffs. Initially, each user is allowed to choose their
choice of username and password during the enrolment process. Next, same users
have to continuously type fixed line of text ‘‘credential evaluation” for fifteen times.
So we collect fifteen samples of each user and total of 1500 (100 user * 15) samples
are stored in the database.

3.2 Feature Extraction and Template Generation

When user type a character on keyboard, two types of events occurred namely, key
press (P) and key release (R). Based on occurrence of specific events, we can
extract keystroke feature data. Four types of keystroke features could be generated
[10] as shown Fig. 2. Extracted four features: (Press-to-Release PR = R1 − P1) the
time between a key being pressed until the key being released, (Press-to-Press
PP = P2 − P1) time between two successive keys being pressed, (Release-to-Press
RP = P2 − R1) time between a key being released to the next key being pressed and
(Release-to-Release RR = R2 − R1) the time between two successive keys being
released. RP feature value may occur negative due to next key being pressed before

Fig. 2 Four keystroke
features extracted from phrase
‘‘AB”
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previous key being released. Template generation is the compact form of four
keystroke features, which is extracted from raw keystroke data. Each user keystroke
data could be converted to one template which consists four types of features of
their mean and standard deviation of keystroke feature of each character of fixed
phrase text. User templates are stored in database and could be retrieved for
authentication purpose. The formula of mean (μ) and standard deviation (σ) as
below,

l ¼ 1
T

�
XT
j¼1

tj and r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPT

j¼1 tj � l
� �2
T

s
ð1Þ

where T represents the number of training samples and tj denotes the value of each
keystroke feature. The user is required to continuously type fixed phrase text
“credential evaluation” for 15 times which yields fifteen samples from each user.
Testing purpose, randomly divide fifteen samples of each user into five and ten
whereas five samples are converted to templates serves as reference for future
authentication and ten samples reserved for testing purpose. Generated five tem-
plates are stored in the database for comparison while test user authentication.

4 Hybrid Model

Hybrid model have two matchers namely, GPDF and SVM. Test and reference
feature data will be converted into individual template. Each template consists four
types of features (PR, PP, RP, RR) of their mean and standard deviation of key-
stroke feature of each character of fixed phrase text. We use both template of two
different combination of features (example: PR and RP) fetch into hybrid model
which consists of: (1) GPDF used to compute the score between test feature tem-
plate and reference feature template. (2) SVM used to compare the scores of each
typing patterns of test feature template and reference feature template to identify
genuine or imposter data. Two matcher scores are in the range of 0 to 1. Then apply
fusion to two matcher output scores, get the final score which will decide the
genuine or imposter user.

4.1 Gaussian (Normal) Probability Density
Function (GPDF)

GPDF [11, 12] is used to analyze the data. It represents the normally distributed
data in the bell shaped curve with mean value is the centroid and variance is a
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measure of dispersion of data around mean. This paper, GPDF is used to calculate
the matching score between user test feature data template and reference feature
data template. Matching score between the ranges of 0 to 1. GPDF modified form as
below

ScoreGPDF ¼
XN
i¼1

exp �ðn� lÞ2
2r2

" #
ð2Þ

where ScoreGPDF represents the GPDF matching score, n denotes the test keystroke
feature of a particular character, μ and σ2 denotes the mean and variance of each
character from reference feature data, respectively. Calculate the matching score
between two templates of test and reference data by apply variance and mean of
reference data and test data into the Eq. (2). Eventually decide the final result of
matching score if closer to 1, then reference feature data template and test feature
data template are similar. Now the test was conducted for one feature of the tem-
plate, the matching score named as sub score. Same experiment should be per-
formed for all four features of the template, eventually final score has been
calculated with average of all sub scores.

4.2 Support Vector Machine (SVM)

SVM is to compare the scores of each typing patterns of training data samples and
test data samples for identifying authorized and unauthorized user. We have done
experiment on linear version of SVM which maps the input user data into a high
dimensional feature space through linear kernel. Detail description of SVM can be
found in [13]. SVM is the determination of the optimal hyper plane which will
optimally separate the two classes of genuine and imposter of input user dataset.
Based on linear kernel function, SVM maps the input user dataset samples in a
high-dimensional feature space and then separate the dataset from the origin with a
maximum margin. SVM algorithm function f is defined as the region that majority
of data from input dataset which contained in one pattern (genuine) as +1, and data
outside this region is −1 (imposter), function f(x) as below

f ðxÞ ¼
XN
i

aiyiKðxi; xÞ þ b ð3Þ

where N represents the size of training data and xi denotes the supporting vector.
Kðxi ; xÞ is the kernel function representing the inner product between xi and x in
feature space. To maximize the margin that is distance between the nearest point of
the training set and the hyper plane is called optimization problem. It could be
solved can be stated as
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ai � 0

X
i

ai � 1
2

X
j;k

ajakyjykKðxj; xkÞ; 0� ai �C for 8i and
X
i

aiyi ¼ 0 ð4Þ

where C denotes the penalization coefficient of data points on hyper plane. Based
on C value to set the width of margin between data points in the middle of the hyper
plane. In order to maximize the performance, we have set the values for the
parameter C = 128.

5 Fusion Approach

Four fusion rules were applied in the hybrid model fusion approach. Table 1 shows
formula of four fusion rules namely sum, weighted sum, product and maximum.
Hybrid model have two matcher of SVM and GPDF whose output range is 0 to 1,
so score normalization is not necessary before fetching to next process of fusion.
Fusion helps to combine the significant information of SVM and GPDF, so it could
increase the overall performance. Reason to employ fusion method to improve the
performance significantly. In this research, we propose fusion to hybrid model that
is fusing between SVM and GPDF scores to produce a final score. At last, fusion
score will decide the user is genuine or imposter.

6 Experimental Results and Discussions

6.1 Experimental Setup

Our experiments were performed with fixed phrase text of users keystroke data.
Collected the raw data of 15 samples from 100 users. Extracted four different
keystroke features (PR, PP, RP, and RR) from 100 users raw data. Then, template
could be generated based on extracted four keystroke features with calculated their
mean and standard deviation for each and every character of the user typed. Each
user data consists of four different templates. Testing purpose, randomly divide
fifteen samples of each user into five and ten whereas five samples are converted to
templates named as training samples and ten samples reserved for testing purpose

Table 1 Various fusion rules Fusion rule Formula

Sum ScoreSUM ¼ ScoreSVMþScoreGPDF
2

Weighted sum ScoreWsum = W1ScoreSVM + W2ScoreGPDF
Product Scoreproduct ¼ ScoreSVMScoreGPDF

2

Max ScoreMax ¼ MAXðScoreSVM ; ScoreGPDFÞ
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named as testing samples. Experiment was carried on all sets of users’ templates
with five training samples versus ten testing samples. Error rates could be calculated
as false rejection rate and false acceptance rate. The false rejection rate (FRR) is the
ratio of genuine user rejected and the total number of user samples attempted. The
false acceptance rate (FAR) is the ratio of approved imposters as genuine users and
the total number of user samples attempted. The experiment was carried by com-
paring the test data sample score against threshold value within the range of 0 to 1
(interval of 0.01), calculate FAR and FRR. Repeated the experiment with increase
the interval each time 0.01, calculated the FAR, FRR values. After tabulation of
FAR and FRR values, equal error rate (EER) is calculated when FAR is near to
FRR value. Tested fifteen different combinations with five training data and ten
testing data. For each combination of sample data, we have obtained final results
could be the average of EER. Experimental results discussed for the next section
could be described with the average value of EER, FAR and FRR.

7 Results

7.1 Keystroke Features Without Fusion

This approach, each keystroke features (PR, PP, RP, and RR) have been applied on
matcher SVM and GPDF without using any fusion approaches. Observing the
performance of four keystroke features on SVM and GPDF in Fig. 3 we notice that
feature PR is obtained better result compared to other keystroke features (PP, RP,
RR). Observing the EER % of four keystroke features without fusion in Table 2 we
notice that PR feature lead the best result of 3.8214 EER % while using SVM. SVM
results of all four keystroke features are better than GPDF results. Apart from that
we performed this experiment with 100 user samples even though the result remains
consistent.
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EER %
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e

GPDF SVM

Fig. 3 Performance comparison of four keystroke features without fusion
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7.2 Hybrid Model with Fusion Approach

We proposed, hybrid model using combination of two keystroke features with four
fusion approach. Initially, two keystroke features have been applied on two matcher
SVM and GPDF, output scores of each matcher named partial score. Then partial
score fused with four fusion rules namely sum, weighted sum, product and maxi-
mum. Each fusion rules were applied separately to partial score and analyzed the
output score shown in Fig. 4. This testing was repeated with all possible combination
of two keystroke features and also repeated with different fusion rules. Eventually
fused output score is compared with a predefined threshold before making a final
decision. The final decision should be accepted if the score is greater than threshold
value or else rejected. Experiment results shown in Table 3 we noticed that PR+RP
feature combination with weighted sum fusion rule produced the best result of
1.612 % EER among other feature combination. PR feature combination with any
other three features provided better results compared to without PR of remaining
feature combination. Noticing that the performance improvement on fusion approach
than the without fusion approach on individual feature. Observed the better results of
two combination features than single keystroke feature used in without fusion

Table 2 EER % of four
features on SVM and GPDF
without fusion

Method PR PP RP RR

SVM 3.8214 9.5531 6.4372 5.7315

GPDF 7.7199 13.875 12.776 11.602
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Fig. 4 Performance comparison of hybrid model with four fusion rules

Table 3 EER % of four fusion rules

EER %

Fusion rule PR+PP PR+RP PR+RR PP+RP PP+RR RP+RR

Weighted sum 2.57 1.612 3.842 6.043 5.961 6.714

Sum 3.015 2.36 4.074 6.341 6.432 7.315

Product 4.124 5.112 7.031 8.64 8.184 9.842

Max 7.443 8.004 10.921 10.944 10.03 11.054
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approach. Among the combination of features used in hybrid model with various
fusion rule, weighted sum rule shown better results than the other fusion rule. Among
the four fusion rules, weighted sum rule results are better and worst results obtained
on max rule. Analyzed the major performance difference between weighted sum and
max rule, scenario of max rule final output is the maximum probability output
between two matchers that is best among the two matcher scores and discard the
even small point difference score value of one matcher but weighted sum rule utilize
both matcher scores with weighted value. Therefore, weighted sum rule have
imposter acceptance is very less, so overall performance is high. Best equal error rate
obtained among all four fusion rule is weighted sum rule at 1.612 %. At the
experimental stage, weighted sum fusion rule was tested with bias weight of
W1ScoreSVM and W1ScoreGPDF in the range starting from 0 with step size 0.1 till 1
value, observed the best result obtained at bias value of W1ScoreSVM ¼ 0:73 and
W2ScoreGPDF ¼ 0:27. Weighted sum rule performs better than sum and product rule
due to the setting of bias weight. Overall observation, two keystroke feature
combination enhance the performance using weighted fusion rules on hybrid model
than individual features used on without fusion method.

8 Conclusions

In light of the current need for enhanced authentication mechanisms, keystroke
dynamics shows as a promising alternative. We discussed a promising method for
the performance enhancement of keystroke dynamic authentication using hybrid
model with four fusion approach. We showed the two keystroke features using
hybrid model with four fusion approach to improve the efficiency of a keystroke
dynamic authentication system. We described that hybrid model by fusing the
scores from two matchers of SVM and GPDF, the result can be improved signif-
icantly than using them individually. We showed in our experiment that using two
keystroke features combination is able to provide best result than individual key-
stroke features. The experimental results showed that proposed hybrid model with
weighted sum rule using two keystroke feature combination is able to obtain better
result of 1.612 % of EER, due to fusion approach helps to increase the performance.
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Multi-class Twin Support Vector Machine
for Pattern Classification

Divya Tomar and Sonali Agarwal

Abstract In this paper, we propose a novel algorithm for multi-class classification,
called as Multi-class Twin Support Vector Machine (MTWSVM) which is an
extension of the binary Twin Support Vector Machine (TWSVM). MTWSVM is
based on “one-against-one” strategy in which the patterns of each class are trained
with the patterns of another class. To speed up the training phase, optimization
problems are solved by Successive Over Relaxation (SOR) technique. The exper-
iment is performed on eight benchmark datasets and the performance of the pro-
posed approach is compared with the existing multi-class approaches based on
Support Vector Machines and Twin Support Vector Machines.

Keywords Twin support vector machine � Multi-class twin support vector
machine � Successive over relaxation � Pattern classification

1 Introduction

Support Vector Machine (SVM) is a binary classifier which separates the patterns of
two classes by generating a maximum margin hyper-plane [1–3]. For this purpose,
it finds solution for a complex Quadratic Programming Problem (QPP). SVM
provides global solution by constructing unique hyper-plane to separate the patterns
of different classes rather than local boundaries as compared to other existing
classification methods. Since SVM follows the Structural Risk Minimization
(SRM) principle, so it reduces the occurrence of risk during the training phase as
well as enhances its generalization capability. SVM has shown better performance
as compared to the other existing machine learning approaches due to which it is
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one of the most widely used classification method that has applications in many
fields ranging from text categorization, speech recognition, defect prediction, dis-
ease detection, intrusion detection, bankruptcy prediction, emotion detection, face
identification, time series forecasting and etc. [4–19]. It is also efficiently extended
to multi-class problems domain [20–24]. But one of the main issues with the
conventional SVM is its high computational complexity. To reduce the computa-
tional complexity of SVM, Jayadeva et al. proposed Twin Support Vector Machine
(TWSVM), a supervised machine learning approach for binary classification [25].
TWSVM solves two SVM-type Quadratic Programming Problems (QPPs), each of
which are smaller than the QPP in a traditional SVM.

TWSVM is suitable for only binary classification while most of the real world
applications such as speaker recognition, disease detection, image classification,
face detection, semantic analysis etc. demand for a multi-classifier. So, in this paper
we proposed a multi-class classifier, MTWSVM which is obtained by extending the
formulation of binary TWSVM on the basis of “one-against-one” strategy. For
M-class classification, MTSVM solves M (M-1)-QPPs and constructs M (M-1)
hyper-planes, (M-1) planes for each class. Thus, it generates M (M-1) binary
TWSVM classifiers where each classifier is trained with the patterns of another
class. The class is assigned to the test pattern on the basis of “max-win” voting
strategy i.e., the class with maximum vote is assigned to the pattern. The vote is
given to a class on the basis of distance of a pattern from its corresponding
hyper-plane. If a pattern lies closer to a class as compared to another class, then the
vote is given to it. In this paper, we analyze and compare the performance of the
proposed approach with other existing approaches.

The paper is organized as follows. Section 2 provides the brief overview of
TWSVM. Section 3 presents the formulation of the proposed approach for both
linear and non-linear cases. Section 4 discusses the experimental results and per-
formance comparison of the proposed approach with the existing approaches.
Finally, concluding remarks are given in Sect. 5.

2 Twin Support Vector Machine

TWSVM is a binary classifier that performs the classification task by constructing
two non-parallel hyper-planes rather than single hyper-plane as in SVM. Consider a
training dataset T ¼ x1; y1ð Þ; x2; y2ð Þ; . . .; xl; ylð Þf g for two-class classification
problem, where xi 2 Rn; i ¼ 1; 2; . . .; l represents input training samples or patterns
and yi 2 {+1,−1} refers to the corresponding class label. Let each class comprises l1
and l2 patterns. Consider two matrices Aþ1 2 Rl1�n and A�1 2 Rl2�n contain the

98 D. Tomar and S. Agarwal



patterns of class +1 and class –1 correspondingly. TWSVM determines following
two non-parallel hyper-planes

xTwþ1 þ bþ1 = 0 and xTw�1 þ b�1 ¼ 0 ð1Þ

by solving two QPPs as follows:

min (wþ1, bþ1; nÞ 12 Aþ1wþ1 þ eþ1bþ1k k2 þ cþ1eT�1n

s.t. � A�1wþ1 þ e�1bþ1ð Þ þ n� e�1; n � 0 ð2Þ

min (w�1,b�1; gÞ 12 A�1w�1 þ e�1b�1k k2 þ c�1eTþ1g

s.t. Aþ1w�1 þ eþ1b�1ð Þ þ g� eþ1; g � 0 ð3Þ

where wþ1;w�1 2 Rn are normal vectors to their respective hyper-plane, bþ1 and
b�1 are bias terms. eþ1 2 Rl1 and e�1 2 Rl2 are the vectors of 1’s of suitable
dimension, cþ1 [ 0 and c�1 [ 0 are penalty parameters and n 2 Rl2 and g 2 Rl1 are
slack variables due to class −1 and class +1 correspondingly. TWSVM constructs
hyper-plane in such a way that each plane lies closest to the patterns of one class
and as far as possible from the patterns of another class.

It assigns the class to a new pattern according to its distance from each
hyper-plane. The pattern is assigned into a class depends on which of the two
planes is nearest to it. TWSVM predicts the class according to the following
decision function:

f xð Þ ¼ arg min
i¼þ1;�1

wi � x þ bij j
wik k ð4Þ

where | . | is the absolute value. TWSVM also works well for the classification of
non-linearly separable data samples or patterns [25]. For this purpose, it determines
two non-parallel kernel generated surfaces.

In, TWSVM the patterns of one class provide constraints to another class and
vice versa, hence, it solves two smaller size QPPs unlike SVM which solved a
single QPP. For ‘l’ data samples or patterns, the computational complexity of SVM
is Oðl3Þ. Suppose data samples are distributed equally in each class. So, each class
comprises l=2 data samples. Thus the computational complexity of TWSVM clas-

sifier is Oð2� ðl=2Þ3 which is four times faster as compared to the conventional
SVM.
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3 Multi-class Twin Support Vector Machine

The formulation of Multi-class Twin Support Vector Machine (MTWSVM) is
based on “one-against-one” strategy in which patterns of one class is trained with
the patterns of another class. For this purpose, it solves M (M-1) QPPs and gen-
erates M (M-1) binary classifiers, where M is the number of classes present in the
dataset. MTWSVM determines (M-1) non-parallel hyper-planes for every class.
Suppose the training dataset contains l patterns. The format of training dataset for
multi-class is given below:

T ¼ f x1; y1ð Þ; x2; y2ð Þ. . .; xl; ylð Þg ð5Þ

where xi; i ¼ 1; . . .; l represents input pattern or data samples in n-dimensional real
space R and yi 2 f1; . . .;Mg represents the class label corresponding to each pat-
tern. Consider the training of the patterns of ith class with the patterns of jth class.
The proposed classifier assumes the patterns of ith class with positive class labels
and the patterns of jth class with negative class labels and vice versa. Suppose the
matrices Ai2 Rli�n and Aj2 Rlj�n represent the patterns of ith and jth class corre-
spondingly. MTWSVM works well for both linear and non-linear type of examples
and its formulation for both cases are obtained as:

3.1 Linear MTWSVM

Consider ith class and jth class, when both classes are trained with each other, the
linear MTWSVM classifier solves following pair of QPPs:

MTWSVM(i) min(wij,bij; nij)
1
2

Aiwij þ ei1bij
�� ��2 þ cieTj1nij

s.t. � Ajwij + ej1bij
� � þ nij � ej1; nij � 0 ð6Þ

MTWSVM(j) min(wji,bji; nji)
1
2

Ajwji þ ej1bji
�� ��2 þ cjeTi1nji

s.t. Aiwji + ei1bji
� � þ nji � ei1; nji � 0 ð7Þ

Equations (6) and (7) determine non-parallel planes for each class as:

fij ¼ ðwij: xÞ þ bij ¼ 0 and fji ¼ ðwji � xÞ þ bji ¼ 0 ð8Þ

where wij;wji 2 Rn are normal vectors to the hyper-plane fij and fji correspondingly
and bij; bji 2 R represent bias terms. ei1 2 Rli and ej1 2 Rlj are two vectors with all
values as 1. ci [ 0 and cj [ 0 correspond to penalty parameters and nij 2 Rlj and
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nji 2 Rli are slack variables. The first term of Eq. (6) or (7) determines the sum of
squared distances of the patterns of ith class or jth class from its corresponding
hyper-plane fij or fji. The constraint requires that the patterns of jth class or ith class
to be at a distance 1 from the hyper-plane fij or fji with soft margin. Minimization of
the first term of Eq. (6) or (7) keeps the corresponding hyper-plane in the close
proximity of the ith class or jth class. The second term of the Eq. (6) or (7) is
attempting to minimize misclassification error due to the patterns of jth class or ith
class. Thus the patterns of each class lie in the close proximity of their corre-
sponding hyper-plane and as far as possible from other planes. Lagrangian corre-
sponding to Eq. (6):

L wij,bij; nij; ai; bi
� �

=
1
2

Aiwij þ ei1bij
�� ��2 þ cieTj1nij

� aTi � Ajwij þ ej1bij
� � þ nij � ej1

� � � bTi nij ð9Þ

where ai 2 Rlj and bi 2 Rlj are non-negative lagrangian multipliers. The
Karush-Kuhn-Tucker (KKT) necessary and sufficient optimality conditions are
obtained as follows:

AT
i Aiwij þ ei1bij
� � þ AT

j ai ¼ 0 ð10Þ

eTi1 Aiwij þ ei1bij
� � þ eTj1ai ¼ 0 ð11Þ

ciej1 � ai � bi ¼ 0 ð12Þ

� Ajwij þ ej1bij
� � þ nij � ej1, nij � 0 ð13Þ

aTi Ajwij þ ej1bij
� � � nij þ ej1
� � ¼ 0, bTi nij ¼ 0 ð14Þ

ai � 0; bi � 0 ð15Þ

Since bi � 0, from Eq. (12):

0 � ai � ci ð16Þ

Equations (10) and (11) lead to:

AT
i

eTi1

� �
Aiei1½ � wij

bij

� �
þ AT

j

eTj1

" #
ai ¼ 0 ð17Þ
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Define Bi ¼ ½Aiei1� and Bj ¼ ½Ajej1�; uij ¼ wij

bij

� �
. With these notations, Eq. (17)

may be reformulated as:

BT
i Biuij þ BT

j ai ¼ 0 or uij ¼ �(BT
i Bi)�1BT

j ai ð18Þ

The inverse of BT
i Bi is essential for the solution of Eq. (18). Although it is

always positive semi-definite but in some situations it may be ill-conditioned. To
solve such condition, a regularization term �I may be added to BT

i Bi. Here, � [ 0
and I is an identity matrix of appropriate dimensions. With regularization term,
Eq. (18) is modified as:

uij ¼ � (BT
i Bi þ �I)�1BT

j ai ð19Þ

The dual of MTWSVM(i) is given by:

DMTWSVM(i) max
ai

eTj1ai �
1
2
aTi BjðBT

i BiÞ�1BT
j ai s.t. 0� ai � ci ð20Þ

Similarly, the dual of MTWSVM(j) is obtained as:

DMTWSVM(j) max
aj

eTi1aj �
1
2
aTj BiðBT

j BjÞ�1BT
i aj s.t. 0� aj � cj ð21Þ

and uji = (BT
j Bj)�1BT

i aj ð22Þ

Equations (18) and (22) determine the hyper-plane parameters. In this way, we
can determine the hyper-planes for each class. MTWSVM seeks M (M-1)
hyper-planes for M-class classification problem. MTWSVM classifier measures the
distance of a test pattern from each hyper-plane and assigns class to it by using
“Max-wins voting strategy” according to which the class with maximum vote wins
i.e., the final class of the test pattern. The vote is given to a class according to the
perpendicular distance of the pattern from the hyper-plane. For example, the per-
pendicular distances of a test pattern ‘x’ from fij and fji planes are measured as:

dij ¼
wij � xþ bij
�� ��

wij

�� �� and dji ¼
wji � xþ bji
�� ��

wji

�� �� ð23Þ

where | . | is the absolute value. If dij \ dji, i.e., the distance of the pattern from ith
class is less as compared to the distance from jth class, then the vote for the ith class
is added by one, otherwise the vote is given to jth class. Thus, for a given pattern,
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we calculate the vote of each class and the class with maximum number of vote is
assigned to it. The algorithm of linear MTWSVM is defined as:

Figure 1 shows the geometric representation of the proposed classifier for
linearly-separable patterns in R2. Here, we consider three classes. The patterns of
each class are denoted by different shapes. The proposed MTWSVM classifier
seeks total 6 hyper-planes, two (3−1 = 2) planes for each class.

Plane23

Class 1

Class 2
Class 3

Plane12

Plane 21

Plane13

Plane 31

Plane32

Fig. 1 Linear MTWSVM
classifier
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3.2 Non-Linear MTWSVM

Sometime it is not possible to separate the classes with linear boundaries. So, a
classifier must be able to work efficiently for both linear and non-linear type of
examples. The formulation of non-linear MTWSVM is obtained with the help of
kernel trick, in which the patterns are mapped to higher dimensional space so that
their separation could become easier. For this purpose, following kernel-generated
surfaces are considered instead of planes:

K x,DT� �
lij þ cij ¼ 0 andK x,DT� �

lji þ cji ¼ 0where i, j = 1,. . .,M ð24Þ

where K is any suitable kernel function and D ¼ ½AiAj. . .AM �T . For ith class and jth
class, when both class are trained with each other, the non-linear MTWSVM
classifier solves following pair of QPPs:

KMTWSVM(i) min lij; cij; nij
� � 1

2
K(Ai,D

TÞlij + ei1cij
���

���
2
+ cieTj1nij

s.t. � K(Aj,D
TÞlij þ ej1cij

� 	
þ nij � ej1; nij � 0 ð25Þ

KMTWSVM(j) min lji; cji; nji
� � 1

2
K(Aj,D

TÞlji þ ej1cji
���

���
2
þ cjeTi1nji

s.t. K(Ai,D
TÞlji þ ei1cji

� 	
þ nji � ei1; nji � 0 ð26Þ

Lagrangian corresponding to Eq. (25):

L lij; cij; nij; ai; bi
� � ¼ 1

2
K(Ai,D

TÞlij þ ei1cij
���

���
2

þ cieTj1nij�aTi � K(Aj,D
TÞlij þ ej1cij

� 	
þ nij � ej1

� 	
� bTi nij

ð27Þ

The KKT conditions are obtained as follows:

K(Ai, D
T) K(Ai, D

TÞlij þ ei1cij
� 	

þ K(Aj, D
TÞai ¼ 0 ð28Þ

eTi1 K(Ai, D
TÞlij þ ei1cij

� 	
þ eTj1ai ¼ 0 ð29Þ

ciej1 � ai � bi ¼ 0 ð30Þ
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� K(Aj, D
TÞlij þ ej1cij

� 	
þ nij � ej1; nij � 0 ð31Þ

aTi K(Aj,D
TÞlij þ ej1cij

� 	
� nij þ ej1

� 	
¼ 0; bTi nij ¼ 0 ð32Þ

ai � 0; bi � 0 ð33Þ

Equations (28) and (29) lead to:

K(Ai, D
T)

eTi1

� �
K(Ai, D

T)ei1

 � lij

cij

� �
þ K(Aj, D

T)
eTj1

� �
ai ¼ 0 ð34Þ

Let Hi ¼ ½K Ai; DT
� �

ei1] and Hj ¼ ½K Aj; DT
� �

ej1]. Then Eq. (34) can be
reformulated as:

HT
i Hi

lij
cij

� �
þ HT

j ai = 0 i.e.,
lij
cij

� �
¼ �(HT

i Hi)�1HT
j ai ð35Þ

The dual of KMTWSVM(i) is given by:

DKMTWSVM(i) max
ai

eTj1ai �
1
2
aTi HjðHT

i HiÞ�1HT
j ai s.t: 0 � ai � ci ð36Þ

Similarly, the dual of KMTWSVM(j) is obtained as:

DKMTWSVM(j) max
aj

eTi1aj �
1
2
aTj HiðHT

j HjÞ�1HT
i aj s.t: 0 � aj � cj ð37Þ

and
lji
cji

� �
= (HT

j Hj)�1HT
i aj ð38Þ

The perpendicular distances of a test pattern ‘x’ from kernel surfaces are cal-
culated as:

dij =
lij.K(x, D

TÞ þ cij

���
���

lij
�� �� and dji =

lji.K(x, D
TÞ þ cji

���
���

lji
�� �� ð39Þ

Non-linear MTWSVM also assigns class on the basis of max-wins voting
strategy.
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3.3 Successive Over Relaxation (SOR) for MTWSVM

MTWSVM contains M (M-1) QPPs which need to be solved. QPP (20) can be
reformulated as follows [26, 27]:

maxai e
T
j1ai �

1
2
aTi Giai s.t. 0� ai � ci ð40Þ

where Gi ¼ BjðBT
i BiÞ�1BT

j . The SOR algorithm is given below:

Choose parameter ti 2 ð0; 2Þ and start with any initial value a0i 2 Rli . Having aki ,
compute akþ1

i according to the following formula:

akþ1
i ¼ ðaki � tiD

�1
i ðGia

k
i � ej1 þ Liðakþ1

i � aki ÞÞÞ] ð41Þ

where Li 2 Rli�li and Di 2 Rli�li are strictly the lower triangular matrix and diagonal
matrix correspondingly. The process terminate if akþ1

i � aki
�� �� is less than some

given tolerance else replace aki by a
kþ1
i and k by k + 1 and repeat the above process.

3.4 Computational Complexity

The proposed MTWSVM classifier solves M (M-1) QPPs and generates M (M-1)
binary classifiers. Consider each class contains approximately l=M patterns. In
“one-versus-one”MTWSVM classifier the patterns of each class provide constraints
to another class and each binary classifier contains l=M constraints. Therefore the

computational complexity of linear MTWSVM is MðM � 1Þð l
MÞ3 ¼ l3ðM�1Þ

M2 .

Computational complexity of “one-versus-one” SVM is O 4ðM�1Þl3
M2

� 	
. The ratio of

computational complexity of “one-versus-one” SVM and MTWSVM is four i.e., our
proposed approach is four times faster than that of “one-versus-one” SVM which
also proves the basic concept of traditional TWSVM which is four times faster than
that of binary SVM.

4 Experimental Results

In order to prove the validity of the proposed approach, we performed the experi-
ment on eight benchmark datasets such as Iris, Wine, Thyroid, Glass, Ecoli,
PageBlock, Shuttle and PenBased using 10-fold cross validation method. All these
datasets are taken from KEEL Data Repository [28]. The performance of the pro-
posed MTWSVM classifier is compared with the existing multi-classification
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approaches based on SVM and TWSVM such as Multi-SVM, One-against-One
SVM (OVA SVM), Multiple Birth Support Vector Machine (MBSVM) [29], Twin -
KSVC [30]. All classifiers are implemented by using matlabR2012a on Windows 7
PC with Inter Core i-7 processor (3.4 GHz) with 12-GB RAM. For non-linear cases,

this research work used Gaussian Kernel function K xi; xj
� � ¼ exp � xi�xjk k2

2r2

� 
:

The selection of parameters also affects the performance of the proposed
MTWSVM. Parameters such as ci, cj and sigma (r) are obtained by using Grid
Search approach from the range- ci, cj 2 f10�8; . . .; 103g, sigma 2 f2�5; . . .; 210g.
Accuracy, also referred as correct classification rate, is obtained by taking the
average of 10-times testing accuracies.

Table 1 presents the comparison of predictive accuracy of linear and non-linear
MTWSVM with the other existing approaches. In Table 1, “. × . × .” indicates the
size of the dataset in following order-total number of patterns, attributes and total
number of classes. The better predictive accuracies are indicated by bold values in
the Table 1. From the table, it is observed that the proposed MTWSVM classifier
obtains better predictive accuracy for Iris, Thyroid, Glass, Ecoli, Pageblock and
Shuttle datasets. For other two datasets it also shows comparable performance.

5 Conclusion

In this research work, we proposed a novel multi-classifier, named as Multi-class
Twin Support Vector Machine (MTWSVM), which is obtained by extending the
formulation of binary TWSVM. MTWSVM utilizes “one-versus-one” concept
according to which the patterns of each class are trained with the patterns of another
class. The training procedure of MTWSVM is speed up by utilizing SOR technique
for solving dual problems. The experimental results prove the validity of the pro-
posed MTWSVM classifier. The results show that the MTWSVM obtains better
predictive accuracy for six datasets like Iris, Thyroid, Glass, Shuttle, Pageblock and
Ecoli datasets while for other datasets it also shows comparable performance. The
computational complexity of MTWSVM is also analyzed which is four times faster
than that of “one-versus-one” SVM and thus follows the basic concept of TWSVM.
The future work is to optimize the parameters selection procedure using some
optimization approaches such as Genetic Algorithm, Ant Colony Optimization,
Particle Swarm Optimization etc. We also want to explore the real world applica-
tion of the proposed MTWSVM classifier. This classifier generates large number of
hyper-planes which increases with the classes thus the implication of having higher
number of planes can also be explored in future work.
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Multi-label Classifier for Emotion
Recognition from Music

Divya Tomar and Sonali Agarwal

Abstract Music is one of the important medium to express the emotions such as
anger, happy, sad, amazed, quiet etc. In this paper, we consider the task of emotion
recognition from music as a multi-label classification task because a piece of music
may have more than one emotion at the same time. This research work proposes the
Binary Relevance (BR) based Least Squares Twin Support Vector Machine
(LSTSVM) multi-label classifier for emotion recognition from music. The perfor-
mance of the proposed classifier is compared with the eight existing multi-label
learning methods using fourteen evaluation measures in order to evaluate it from
different point of views. The experimental result suggests that the proposed
multi-label classifier based emotion recognition system is more efficient and gives
satisfactory outcomes over the other existing multi-label classification approaches.

Keywords Multi-label classification � Emotion recognition � Binary relevance �
Least squares twin support vector machine

1 Introduction

Music plays an important role in everyone’s life. According to the quotes of famous
German philosopher Friedrich Nietzsche, “without music, life would be a mistake”.
Researchers are taking interest in automatically analyzing the emotional contents of
music and several recent developments in the field of Music Information Retrieval
system have been reported [1–7]. Emotion can be conveyed through music. The
recognition of emotion from music plays significant role in the improvement of
information retrieval of music as music database is growing in size. Retrieval of
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music on the basis of emotion is useful for various applications such as music
recommendation systems [8]; content based searching, music therapy, song selec-
tion in hand portable devices [9], in various TV and radio programs etc. Lots of
work has been done in the field of analyzing and recognizing emotional contents of
music. But mostly researchers consider this task as a single label classification task
[3–5, 10]. While a piece of music may contains several different emotions at the
same time. So, the task of emotion recognition from music is a multi-label clas-
sification task. Hence, the objective of this research work is to focus on multi-label
classification methods and to develop an emotion recognition system using music
database.

The goal of multi-label classification is to obtain a model that assigns a set of
class labels to each object or data samples unlike multi-class classification in which
the classifier predicts single class [11–13]. In recent years, multi-label learning has
gained popularity in the research community which results the development of a
variety of multi-label learning algorithms. In multi-label learning, a classifier learns
from a number of data samples or instances, where each data sample can be
associated with multiple classes and so after be able to predict the possible class
labels for a new data sample. Multi-label classification is different from single label
classification problem where each data sample belongs to only one class label from
a set of disjoint class labels L Single label classification problem can be recognized
as a binary classification for Lj j ¼ 2 or multi-class classification for Lj j[ 2. The
need of multi-label classification emerges from the various real world problems
such as in the text categorization a text may belong to different categories, in the
medical diagnosis where a patient may have diabetes and cancer at the same time,
in image and email classification etc.

There are two ways to handle multi-label classification task which we will
discuss in details in the second section. In this research work, we proposed Binary
Relevance based Least Squares Twin Support Vector Machine (BR-LSTSVM)
classifier in which the multi-label problem is divided into several single-label
classification problems. The reason for which we have used Binary Relevance
method will be discussed in Sect. 3. From the literature survey, it is found that
Support Vector Machine (SVM) has shown better performance as compared to the
other existing classifiers [14–19]. But the problem with this is its high computa-
tional complexity [20, 21]. To handle this problem, Jayadeva et al. proposed a novel
classifier Twin Support Vector Machine (TWSVM) which is four times faster than
that of conventional SVM [21]. TWSVM is not only better in terms of speed but
also shows better performance over SVM. But again, TWSVM requires the opti-
mization of two Quadratic Programming Problems (QPPs). In order to utilize the
better speed of TWSVM, Kumar et al. proposed a novel binary classifier named as
LSTSVM which is the least squares variant of TWSVM [22]. In LSTSVM, two
complex QPPs are transformed into two linear equations which are easy to solve.
So, in this paper we used LSTSVM as a base classifier because it has several
advantages such as better generalization ability, faster computational speed and
easier implementation. Therefore, this paper has adopted Binary Relevance based
LSTSVM multi-label classifier for the emotion recognition from music.
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The paper is organized as follows: Section 2 discusses the literature survey on
emotion detection system using music data and various multi-label classification
methods. Section 3 gives the detail description of the proposed approach. Dataset
description, performance evaluation parameters and results are discussed in Sect. 4.
Conclusion is drawn in Sect. 5.

2 Literature Survey

2.1 Emotion Recognition System

Feng et al. analyzed two musical features (tempo and articulation) and by using
these features recognized four different emotions such as happiness, fear, anger and
sadness [23]. Lie et al. recognized emotion from music acoustic data [24]. They
used music rhythm and timbre feature to represent stress dimension and intensity
feature for energy dimension of Thayer model. Yang et al. developed a Music
Emotion Recognition System by utilizing the idea of content based retrieval [3]. For
this purpose, they used regression approach to recognize emotion contents from
music. They predicted the Arousal Valence values of each music sample which
became a point in the arousal-valence plane so that users can efficiently retrieve the
songs by specifying a point in that plane. Han et al. developed a music emotion
recognition system (SMERS) by using Support Vector regression [5]. They focused
on predicting the arousal and valence of an audio content of a song. They extracted
seven different musical features such as rhythm, pitch, tonality, harmonics, temp,
key and loudness and recognized eleven emotions for example- angry, excited,
relaxed, sleepy, pleased, bored, sad, nervous, calm, happy and peaceful based on
these features. In another research work, Yang et al. considered both lyrics and
audio features and recognized emotion from music by using SVM [25]. They
divided the music samples into several frames and extracted both textual audio
features of it. Trohidis et al. used the “Tellegen-Watson-Clark” model of mood and
developed emotion detection system as a multi-label classification task [7]. Authors
compared four multi-label classification approaches and among which random
k-labelsets (RAkEL) performed well. Tzacheva et al. used Thayer’s model to
represent different emotions [4]. They assumed the task of emotion detection as a
single-label classification task and compared the performance of Bayesian Neural
Network and J48 Decision Tree to detect four emotions.

2.2 Multi-label Classification

Multi-label classification problem is mainly divided into two categories: Problem
transformation methods and algorithm adaptation methods.
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2.2.1 Problem Transformation Method

In the problem transformation method, the multi-label classification problem is
transformed into a set of single label problems. This approach is independent from
the algorithm and any existing classification technique can be applied to multi-label
classification problems. Various problem transformation methods are available in
the literature and used by the researchers for transferring multi-label classification
problem into single label problems [11–13, 26, 27].

• Binary Relevance(BR): This is one of the most popular approach of problem
transformation method in which multi label dataset is divided into k single label
datasets ðk ¼ Lj jÞ, each for one class label and a binary classifier is constructed
for each label.Spyromitros et al. proposed a classifier for handling multi-label
data called BRkNN which is the BR followed by kNN (k-Nearest Neighbor)
[28]. If the computation cost of computing k nearest neighbors is ‘C’, then the
computational cost ofBRkNNis |L| × C. This problem can be resolved by
adopting single search for kNN but at the same time it does not consider the
correlation among class labels and generate independent predictions for each
class label. Classifier Chaining (CC) method which is closely related to BR
method includes ‘k’ binary classifiers as in BR. This method is proposed by
Read et al. in which k binary classifiers are linked along a chain in which ith
classifier handles the classification problem associated with the class label ‘i’
[29].

• Ranking by Single Label: In this method, the multi-label dataset is transformed
into single label datasets by using several ways such as-ignorance of instances
with multi-label, random selection of label, counts for each label and find
maximum and minimum counts of labels and assign weight to each label.
A single label classifier generates vote (Probability) and assigns rank to each
class label [13, 30].

• Ranking by Pairwise Comparison (RPC): This method transforms the
multi-label dataset into k(k–1)/2 binary label datasets where k ¼ Lj j and
requires the training of k(k–1)/2 binary classifiers, one for each pair of class
labels. The binary label dataset for each pair of class labels is generated by
taking those examples which associated with at least one of the class label but
not both. For a new data sample, all the binary classifiers are invoked and
ranking is assigned to each label by counting the vote obtained from each
classifier [13, 30].

• Calibrated Label Ranking (CLR): This method is proposed by Furnkranz et al.
which is an extension of previously discussed RPC approach [31]. In this
method, an additional label c0 (also known as calibration label) is added to the
original multi label dataset which partitioned the labels into relevant and irrel-
evant class labels. It generates the ranking of the label as:
ci1 [ ci2 [ � � � [ cij [ c0 [ cijþ1 [ � � � [ cik: Each data sample that is asso-
ciated with a class label is treated as a positive data sample for that particular
label and negative for the calibration label. Then binary classifier is trained with
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these datasets in order to discriminate between the class labels and calibrated
labels and for a new data sample, ranks are assigned to each label by counting
the vote [11, 31]. A variant of CLR, named as Quick Weighted algorithm for
Multi-label Learning (QWML) is proposed by Mencia et al. [32]. The voting
strategy of QWML is different from the majority voting used by CLR. This
approach focuses on classes with “low voting loss”.

• Label Powerset (LP): This method considers each unique set of class labels in
the original dataset as single class label and transformed the original multi-label
dataset into single label datasets. So, the task becomes a single label classifi-
cation problem and assigns the most probable class label to the new data sample.
The random k-labelsets (RAkEL) approach is obtained by ensemble of LP
classifiers where different random subset is used to train each LP classifier.

2.2.2 Algorithm Adaptation Method

Clare and King use C4.5 algorithm for multi-label classification problem with the
modified entropy calculation [33]:

Entropy ¼ �
XN
i¼1

ðp kið Þlog p kið Þ þ q kið Þlog qðkiÞ ð1Þ

where, ðp kið Þ represents relative frequency of class ki and q kið Þ ¼ 1� p kið Þ. This
modified entropy based C4.5 approach allows multiple class labels at the leaves.

• Boosting: AdaBoost.MH and AdaBoost.MR are two extended version of basic
AdaBoost algorithm for multi-label data classification. AdaBoost.MH takes
examples in the form of example-label pairs and the weight of misclassified
example-label is increased in each iteration. AdaBoost.MH minimizes the
hamming loss. While, AdaBoost.MR finds the hypothesis and arranges the
correct class labels on the basis of ranking. Ensemble of classifier chain
(ECC) is a multi-label classification technique that is obtained by combining
several CC classifiers c1,c2,c3,…,cn. Each CC classifier ckis trained with the
random subset of multi label dataset and gives different multi label predictions.
The result of each CC classifier is combined per label and each label obtains a
number of votes [29].

• Lazy Learning: Various algorithm adaptation approaches based on K-Nearest
Neighbor are proposed by the researchers. The process of aggregation of class
labels of a given data samples differs with each other. Multi-label k-Nearest
Neighbor (ML-kNN) approach is a lazy learning approach used for the
multi-label data classification. This algorithm utilizes maximum a posteriori
(MAP) rule to predict the class labels by reasoning with the class labeling
information embodied in the neighbors [34].
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3 Proposed Algorithm

Consider a training dataset D ¼ ðxi; YiÞ; 1� i� n of ‘n’ data samples where xi 2 v
(data sample space) represents input data sample and Yi 2 y (label vector space)
represents class label. Let the training dataset consists ‘m’ features. The objective of
the multi-label learning is to obtain a multi-label classifier that optimizes evaluation
parameters. In this research work, we adopted Binary Relevance (BR) problem
transformation method to develop multi-label classifier for emotion recognition
from music. Although, BR does not handle the label dependency, yet still it has
several advantages over other existing methods such as, it has linear complexity
regarding the number of class labels and any binary classifier can be considered as a
base learner [35]. Binary Relevance method divides the multi-label dataset into Lj j
dataset each for one class. In this way, it divides the multi-label classification
problems into Lj j single label classification problem. For each dataset Dj; 1� j� k,
(where k ¼ Lj j)considers the data samples of jth label as positive and others as
negative. Binary Relevance predicts the class for a new data sample by combining
the labels that are positively predicted by each classifier. As a base classifier, we
used Least Squares Twin Support Vector Machine due to its better generalization
ability and faster computational speed. LSTSVM is a binary classifier that con-
structs two hyper-planes, one for each class by solving following two linear
equations:

min w1; b1; nð Þ 1
2
k X1w1 þ e1b1 k2 þ c1

2
nTn

s:t:� X2w1 þ e2b1ð Þ þ n ¼ e2
ð2Þ

min w2; b2;gð Þ 1
2
k X2w2 þ e2b2 k2 þ c2

2
gTg

s:t: X1w2 þ e1b2ð Þ þ g ¼ e1
ð3Þ

where X1 and X2 are two matrices contain the data samples of positive and negative
class correspondingly. W1 and W2 are the normal vectors to the hyper-plane, b1 and
b2 are bias terms, e1 and e2 are the two vectors of one’s, c1 and c2 are positive
penalty parameters and n and g are slack variables due to the negative and positive
class respectively. Hyper-plane parameters are obtained by solving above two
equations as:

w1

b1

� �
¼ � BTBþ 1

c1
ATA

� ��1

BTe2 ð4Þ

w2

b2

� �
¼ ATAþ 1

c2
BTB

� ��1

ATe1 ð5Þ
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where, A ¼ X1e1½ � and B ¼ X2e2½ �. These parameters generate hyper-planes by
using following equation:

xTw1 þ b1 ¼ 0 and xTw2 + b2 ¼ 0 ð6Þ

The class label is assigned to a given data sample according to the following
decision function:

f xð Þ ¼ arg min
i¼þ1;�1

wi � xþ bij j
k wi k ð7Þ

LSTSVM also gives promising results in the classification of non-linearly sep-
arable data samples with the help of kernel function. Non-linear LSTSVM classifier
determines following kernel surfaces in high dimensional space:

Ker xT;ZT� �
l1 þ c1 ¼ 0 and Ker xT;ZT� �

l2 þ c2 ¼ 0 ð8Þ

Here, ‘Ker’ refers to the kernel function and Z ¼ X1X2½ �T. Non-linear LSTSVM
solves following two linear equations to separate the data samples of two classes:

min l1; c1; nð Þ 1
2
k Ker X1; Z

T
� �

l1 þ ec1 k2 þ
c1
2
nTn

s:t:� Ker X2; Z
T

� �
l1 þ ec1

� � ¼ e� n
ð9Þ

min l2; c2; nð Þ 1
2
k Ker X2; Z

T
� �

l2 þ ec2 k2 þ
c2
2
gTg

s:t: Ker X1; Z
T

� �
l2 þ ec2

� � ¼ e� g
ð10Þ

Equations (9) and (10) determine kernel surface parameters as:

l1
c1

� �
¼ �ðQTQþ 1

c1
PTPÞ�1QTe ð11Þ

l2
c2

� �
¼ ðPTPþ 1

c2
QTQÞ�1PTe ð12Þ

where P ¼ K X1;DTð Þe½ �Q ¼ K X2;DTð Þe½ �. New data sample is classified according
to the following formulation:

class jð Þ ¼ argminðj ¼ 1; 2Þ xTlj þ cj
�� ��

lj
ð13Þ
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In this paper, we used Gaussian Kernel function which is defined as:

KG xi; xj
� � ¼ exp � xi � xj

		 		2
2r2

 !
ð14Þ

where xi and xj are two input vectors. In this way, we construct the binary classifier
for each dataset and determine the class label for each data sample. The positively
predicted class labels by each classifier are combined for a given data sample i.e.,
the data sample belongs to those class labels which are positively predicted by the
classifier in each dataset for that particular data sample. For a new data sample, each
binary classifier predicts the class label. Then the result of each classifier is com-
bined for positive class labels.

4 Numerical Experiment

4.1 Dataset Description

The experiment is performed on Emotions dataset which is taken from Mulan’s
repository [36]. The domain of Emotions dataset is music and it contains 593
instances. Each music instance can be labeled with six different emotions such as
L1 angry-aggressive (189 examples), L2 quiet-still (148 examples), L3
amazed-surprised (173 examples), L4 sad-lonely (168 examples), L5 happy-pleased
(166 examples) and L6 relaxing-calm (264 examples).The dataset contains 72
features which are broadly falls into two main categories: rhythmic and timbre. It
comprises 8 rhythmic features and 64 timbre features. Label cardinality of the
multi-label dataset is the average number of class labels of the data samples. Label
Density of the multi-label dataset is the average number of class labels of the data
samples divided by total number of labels Lj j. Label cardinality and density of
emotions dataset is 1.869 and 0.311 respectively.

4.2 Performance Evaluation Parameters

The metrics require for the performance evaluation of a multi-label classifier are
different than those used in conventional single-label multi-classifier. Let the set of
class labels predicted by the proposed classifier ML-LSTSVM for a given data
sample xi be represented by Pi. This research work used two different types of
evaluation measures-example based and label based. “The example based evalua-
tion metrics measure the average differences of the actual and the predicted sets of
labels over all data samples of the evaluation dataset”. On the other hand,
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“label-based evaluation metrics measure the predictive performance for each label
separately and then average the performance over all labels”. Example based per-
formance evaluation measure includes six metrics (accuracy, precision, recall,
subset accuracy, F1 score, hamming loss) and label-based evaluation measure
includes 8 metrics (macro accuracy, macro precision, macro recall, macro-F1, micro
accuracy, micro precision, micro recall, micro F1) as shown in Table 1.
Here,TPi; TNi;FPi;FNi indicate the number of True Positive, True Negative, False
Positive and False Negative data samples of ith class.

4.3 Results and Discussion

The performance of the proposed BR-LSTSVM based emotion recognition system
is compared with nine existing multi-label classification approaches such as BR,
CC, RAkEL, CLR, MLkNN, ML C4.5, QWML and ECC. In this study, Support
Vector Machine is used as a base classifier in BR, CC, RAkEL, CLR, QWML and
ECC. All these approaches are evaluated against 14 evaluation metrics for example
Hamming Loss, Accuracy, Precision, Recall, Subset Accuracy, F1-Score, Micro
Precision, Macro Precision, Micro Recall, Macro Recall, Micro Accuracy, Macro
Accuracy, Micro F1 and Macro F1. The proposed multi-label classifier
BR-LSTSVM and other existing multi-label classifiers used in this study are
implemented in matlab on windows 7 with Intel Core i-7 processor (3.4 GHz) with
12-GB RAM. The experiment is performed by using 10-fold cross validation

Table 1 Performance evaluation measure

Example based metrics Label based metrics

Accuracy ¼ 1
n

Pn
i¼1

Yi \Pij j
Yi [Pij j Macro Precison ¼ 1

k

Pk
j¼1

TPj

TPj þFPj

Precision ¼ 1
n

Pn
i¼1

Yi \Pij j
Pij j Macro Recall ¼ 1

k

Pk
j¼1

TPj

TPj þFNj

Recall ¼ 1
n

Pn
i¼1

Yi \Pij j
Pij j Macro Accuracy ¼ 1

k

Pk
j¼1

TPj þ TNj

TPj þFPj þ TNj þFNj

F1 score ¼ 1
n

Pn
i¼1

2� Yi \Pij j
Yij j þ Pij j Macro F1 ¼ 1

k

Pk
j¼1

2�Precisonj�Recallj
Precisonj þRecallj

Subset Accuracy ¼ 1
n

Pn
i¼1

IðYi ¼ PiÞ Micro Precison ¼
Pk

j¼1
TPjPk

j¼1
TPj þ

Pk

j¼1
FPj

Hamming Loss ¼ 1
n

Pn
i¼1

YiDPij j
Lj j Micro Recall ¼

Pk

j¼1
TPjPk

j¼1
TPj þ

Pk

j¼1
FNj

Micro Accuracy ¼
Pk

j¼1
TPjþ
Pk

j¼1
TNjPk

j¼1
TPj þ

Pk

j¼1
FNj þ

Pk

j¼1
TNj þ

Pk

j¼1
FPj

Micro F1 ¼ 2�micro precision�micro recall
micro precisionþmicro recall
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method and the parameters are selected by using Grid Search approach. Penalty
parameter is selected from the set of ci 2 10�8; . . . 103


 �
and Gaussian kernel

parameter sigma is chosen from the set of r 2 2�5; . . . 210

 �

. Table 2 shows the
performance comparison of existing multi-label classification approaches with the
proposed classifier BR-LSTSVM for emotions dataset.

The downward symbol associated with the metrics indicates that the value of the
corresponding metric should be as less as possible i.e., the multi-label classifier
performs well if the value of Hamming Loss is low. The upward symbol associated
with the metrics indicates that the value of the corresponding metric should be as
high as possible. i.e., the multi-label classifier performs well if the value of accu-
racy, precision or any other associated metrics is high. The best results obtained by
the multi-label learning approaches in each evaluation measure are indicated by
bold value. From the Table 2, it is clear that the BR-LSTSVM based emotion
recognition system has achieved better performance as compared to the other
existing approaches for 11 evaluation metrics. BR-LSTSVM based music emotion
recognition system performs well on Hamming Loss, Accuracy, Precision, Recall,
F1-score, Micro Precision, Micro Recall, Micro F1, Macro Precision, Macro Recall
and Macro F1. The performance with respect to other evaluation parameters is also
comparable with other existing approaches.

5 Conclusion

It is established through the literature survey that there are several emotion recog-
nition systems based on music database exist but most of them considered the task of
emotion recognition as a single label classification task. While a song or a piece of
music may contains different emotions at the same time. Also, there were many
researchers worked on multi-label music emotion recognition system but did not
achieve better performance. So, in this paper we developed a multi-label classifier
BR-LSTSVM based emotion recognition system. The proposed system achieves
better performance in terms of eleven evaluation parameters as compared to the other
existing multi-label approaches. In this research work, we only considered the
musical features. In future it is interesting to analyze the textual features such as
lyrics of the song with musical features for emotion recognition of a musical content.
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Visibility Enhancement in a Foggy Road
Along with Road Boundary Detection

Dibyasree Das, Kyamelia Roy, Samiran Basak
and Sheli Sinha Chaudhury

Abstract Images and videos of outdoor scenes suffer from reduced clarity due to
presence of fog/haze/mist, and thus it becomes difficult to drive in bad weather
conditions. Several methods have already been proposed to improve the images
acquired in foggy weather conditions. In this paper a novel method of dehazing
using dark channel prior along with masking the sky regions has been proposed, the
output has improved considerably due to clear visibility of separation of sur-
rounding edges from the sky as well as reduced artifacts. Focus on road edge
detection has also been emphasized on, in this work along with dehazing leading to
prominent visibility in foggy conditions.

Keywords Dark channel prior � Edge detectors � Hough transform � RoadEdge
detection

1 Introduction

Presence of haze degrades the outdoor images/videos to a great extent and thus has
become a major problem for outdoor driving in bad weather conditions. Hampered
visibility makes it difficult for the drivers to identify the road edges and get a clear
view of the road while driving. Dehazing has become an important research topic in
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many computer vision based applications such as video surveillance, remote
sensing, object recognition, and tracking. The paper focuses on haze removal along
with road edge detection from single image and video. Haze is caused due to
scattering and absorption of light by tiny air particles known as aerosols in atmo-
sphere before it reaches the camera [3]. The non-deflected scene light reaching the
camera together with the light reflected from different direction forms the airlight
[2]. This phenomenon fades the true color and contrast of the scene objects. Since
haze is dependent on an unknown depth which cannot be measure accurately,
dehazing an image completely becomes impossible but however improvement in
visibility can be rendered by the various approaches of dehazing and visibility
restoration. The various models that have been proposed till date includes, model
proposed by Satherley and Oakley [14] and Tan and Oakley [13], assuming that the
scene depths were known they formulated a physics-based technique to restore
scene color and contrast without using predicted weather information. Narasimhan
and Nayar [6] analyzed the color variation in scene objects under the effect of
homogeneous haze based on a dichromatic atmospheric scattering model. They
considered two images of the same scene taken at different time intervals. Scene
contrast recovery using this model is somewhat ambiguous as the color of the haze
and the scene points are almost same. Fattal [8] presented a method for estimating
the transmission in hazy scenes taking into consideration that the medium trans-
mission function and the surface shading are locally and statistically uncorrelated.
The dark channel prior model by He et al. [7] aimed at dehazing a single image
based on the outdoor haze free image information, a common drawback of the
above two methods is their computational cost and time complexity.

The segmentation part when comes into play gives the idea of the road boundary
detection or the lane detection. The existing methods are purely based on the Hough
transform followed by some edge detection process. The idea proposed by [9] is
vision-based road boundary detection. The optimal path is calculated by Dynamic
Programming (DP) and then randomized Hough Transform is applied. In terms of
ambiguity, the computational time is quite high because of the Dynamic
Programming. In [10] a fast lane detection system is organized using Hough
transform and with the 2D filter. Here, image binarization is done separately which
is an extra step, in terms of complexity. In [11] edge detection for road boundary is
proposed. The filters used are Prewitt and Sobel, which are not much efficient in
detecting edges. The original images which are taken are in form of gray image and
detected edges are not superimposed on the original one, which would have given a
better assistance to the driving system.

The dark channel prior model is effectively used in this paper for real time
application with reduced timing complexity. After dehazing, the artifacts in the
resulting image present mostly in the sky pixels were removed by masking the sky
portion from the image, which resulted in improved output. The proposed model
has been extended to video application along with road edge detection using Hough
transform in the first case and boundary detection of the edges in the second case
and comparatively studied the output images of both the cases. The rest of the paper
is organized as follows. In Sect. 2 the proposed method has been described.

126 D. Das et al.



Section 3 presents the experimental results on both image and video, a comparison
with a few previous methods is also contained. Finally in Sect. 4 proposed model
has been summarized.

2 Proposed Method

2.1 Haze Model

The two factors which are mainly responsible for formation of haze image are direct
contrast attenuation and airlight [2]. Contrast of images are hugely affected due to
haze, the attenuation is caused due to scene light passing through the atmosphere
consisting aerosols where the light gets scattered in different directions or absorbed
[3]. Airlight is caused by scattering of scene light after falling on an air particle
which again gets re-scattered or refracted. This repeated scattering restricts it to
reach the camera directly. The attenuation in contrast and color suffered by the
image depends on the nature of the medium through which the scene light passes
and the scene depth of the original image. So the optical model for the formation of
hazy image as shown by author [2] can be described as:

I xð Þ ¼ J xð Þ t xð Þ þ A 1� t xð Þð Þ: ð1Þ

where I(x) is the original hazy image intensity, x is the pixel index, J(x) is the scene
radiance [3]. The haze removal algorithms aim to recover J from I. A is the global
atmospheric light and t is the un-deflected scene transmission light that reaches the
camera or the observer directly. The transmission t(x) denotes the field depth of the
scene objects. In a homogeneous medium the transmission is expressed as shown in
[7] as:

t xð Þ ¼ e�bd: ð2Þ

β is the scattering coefficient of the medium. The above equation indicates that the
scene radiance is attenuated exponentially with the scene depth d.

2.1.1 Histogram Stretching for Contrast Enhancement

Most of the haze images suffer from degraded contrast of the scene objects. In this
model histogram stretching was done before dehazing in order to shift the pixel
values to fill the entire brightness range, resulting in high contrast. The RGB
normalized image was converted to HSV, histogram stretching was also applied to
the S and V channel before converting it back to RGB.
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2.1.2 Dark Channel Prior Model

The dark channel prior model [7] proposed by He et al. [7] is capable of extracting
the transmission map of the original haze effected image assuming the airlight is
already known. According to this model in haze free outdoor images, the non-sky
regions consist of minimum one color channel in which the intensity is very low at
some pixels. Thus as stated by the authors in [7], the dark channel value of an image
J can be formulated as:

Jdark xð Þ¼ minchannel2fr;g;bg miny2XðxÞ Jchannel yð Þ� �� �
: ð3Þ

Jchannel represents the color channel of J and X xð Þ is a patch around pixel x. The
dark channel value of a haze free image generally tends to zero. This has been
represented by the authors in [7] as:

Jdark xð Þ ! 0: ð4Þ

The color of the most haze opaque pixels in I was taken as A. After estimating
A, the transmission map t(x) was derived by the authors in [7] as:

t xð Þ ¼ 1� wminchannel2XðxÞ minchannelIchannel yð Þ=Achannel� �
: ð5Þ

where w is a constant parameter used to keep some negligible amount of haze in
distant objects to make the images look real, the value of w varies from 0 to 1 [4].
Several techniques have tried to refine the transmission using laplacian matting,
bilateral filtering, guided filters etc., however these steps though helped in pro-
viding better results, it takes a lot of time to process and thus has been avoided here.
Finally from Eq. (1) the dehazed image can be recovered as:

J xð Þ ¼ I Xð Þ � A
tðxÞ þ A: ð6Þ

2.1.3 Masking Sky Patches for Removing Artifacts and Preserving
the Haze Covered Surrounding Edges

It is observed that the resultant dehazed image obtained consist of a lot of artifacts
present mostly in the sky patches, moreover the separation of edges of scene objects
closer to the sky is not clear. Since sky is mostly blue the pixels for the sky were
selected by picking values in the blue plane that are very high. The primary sky
pixels were selected by keeping a threshold > 200 and a mask was applied to each
color plane setting the mask pixels to a maximum value of 255. The resultant image
obtained was visibly clearer and contained less artifacts. However the masking is
only effective in daylight.
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2.2 Edge Detection

Filters are used in the process of identifying image by locating the sharp edges
which are discontinuous. The discontinuities are basically the changed pixel
intensity values which give the boundary of the image. An image has a non-zero
value for the gradient corresponding to many points. Among these points, all of
them do not belong to an edge for some specific application. Thus, few methods are
used which define or specify the existing edge points. Recurrently, detection is
achieved by the thresholding criterion provided [10]. Image segmentation com-
prises edge detection as its first step, has fueled an exhaustive search for a good
edge detection algorithm.

2.3 Edge Detection Methods

There are many edge detection techniques. Amongst them the most frequently used
are:

(1) Roberts edge detection [12]
(2) Sobel edge detection [12]
(3) Prewitt edge detection [12]
(4) Canny edge detection [12]

A comparative study was performed using all the four edge detectors on the
video frames as shown in Fig. 1. The Canny edge detector smoothes the image with
the Gaussian filter. The edges are detected and linked, applying non-maxima
suppression to the gradient magnitude. Evidently, it is noticeable in the Fig. 1 the
result produced by the Canny edge detector is the best amongst the remaining
detectors used here.

2.3.1 Road Boundary Detection

The separation and location of objects in images as well as in video is rendered with
segmentation as an essential process in image processing. MATLAB offers tool for

Fig. 1 Edge detection by a Sobel. b Prewitt. c Roberts. d Canny

Visibility Enhancement in a Foggy Road Along … 129



image processing. MATLAB offers tool for image processing, however detecting a
specific object or segmenting the specific edge is non-trivial. In this paper, two
methods are used for detecting the road edges. The first method used is Hough
transform and the second one is boundary detection technique with the MATLAB
function.

(a) Hough Transform: In image processing applications and computer vision
algorithms, Hough transform is used as a toolto extract image features. The classical
Hough transform [12] identifies and detects the lines in an image. Detecting straight
lines is the simplest case in Hough transform. The straight line is represented as
y = mx + b, where m representing the slope and b is the intercept. The equation of
the line represented in the normal form [12] as:

r ¼ xcos�þysin� ð7Þ

where, r = the geometric distance between the line and the origin
θ = the angle formed by the orthogonal vector directed towards the line in the

first quadrant of the geometric plane.
The linear Hough transform algorithm is used to detect the presence of a line in

an image. A two dimensional array is used along with an accumulator.
Accumulator’s dimension is same as the number of unknown parameters i.e. r and h
in pair (r, θ). The Hough transform algorithm applied at each pixel at (x, y) and its
neighborhood seeks for enough evidence to judge the presence of a straight line. If
the search result is positive then the parameters r and θ of the line are calculated and
then the bin of the accumulator is looked for putting the values, thereby incre-
menting the value of the bin. The local maxima in the accumulator space is
approximated by the bin’s maximum value, which in term gives the lines to be
extracted. Finally, the linear Hough transform [12] results in a 2D matrix containing
the quantized angle. θ and quantized distance r. After, the Hough transform is
performed on the video frame the resultant edge detected output images is shown by
blue solid lines in Fig. 2. One of the edges of the road is detected very correctly but
next to that many lines has been produced which do not show any edge. The
wrongly detected edges have been highlighted by red circles. Another edge is
present, which is though an edge not the road edge but a snow line. In Fig. 3 a plot
of Hough peaks is shown which is a plot of r versus θ.

Fig. 2 Hough Road edge
detection output
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(b) Tracing Boundary: Boundary tracing method gives better result in compari-
son to the previous technique. In the first method with Hough transform the edges
of the road are detected but it segmented the strong edge of the road as well as any
strong edge present in the video frame. The result obtained with Hough transform
as shown in Fig. 4a gives a distinguishable mark in the road edge detection where
there are bends present in the road lines. The road bends are not detected, as well as
in the crossing points of the road, the edge line is extended through the path and
gives a wrong detection. Intuitively, it makes sense to focus on the boundary
detection method. The boundary detection method gives visibly good results as
shown in Fig. 4b, segmenting the desired road edges, the bushes if present and more
remarkably the bends of the roads. This method is also able to detect any obstacle or
any other vehicle present in the road as highlighted with red box in Fig. 5b, thus,
helps in avoiding accidents. The image to be traced has to be a binary image where
non-zero pixel belongs to an object and the background is constituted with the
0-pixel. After the boundaries are detected they are superimposed on the original
image and the output is obtained. The image to be processed has to be logical or
numeric and it must be real with 2-D and non-sparse.

Fig. 3 Plot of r versus θ

Fig. 4 Output after applying. a Hough transform and b Boundary detection methods
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2.4 Extension to Video Application

The proposed model can be easily extended to video application. For a video we
have also included road boundary detection along with dehazing the frames for
better driving during bad weather conditions. The video that is captured is separated
into several frames. The segmentation technique is then applied on each of the
frames. The segmentation procedure encompasses the Hough transform as one
method and boundary detection as other, along with the edge detection. The method
can be applied for real time video applications as well, as the proposed model gives
satisfactory results within a suitable time period. The complete model has been
presented with the help of a block diagram in Fig. 6.

Fig. 5 Sample image showing vehicle as well as road boundary detection. a Original image.
b Output image

Dehazed frame

Fig. 6 Block diagram of proposed model

132 D. Das et al.



3 Experimental Results

The applied dehazing method has been shown step wise in Fig. 7 where (a) refers to
the original hazy image, (b) shows the resultant after applying dark channel prior as
discussed in Eq. (4), (c) shows the estimated transmission as discussed in Eq. (5),
(d) shows the recovered scene radiance and finally in (e) we have shown the
resultant dehazed image after masking.

A comparison of the dehazed outputs using techniques by different authors along
with the proposed technique has been shown in Figs. 8 and 9.

The final results are shown in Fig. 10. The respective steps of road edge
detection are performed and adjacently represented in Fig. 11.

Fig. 7 Dehazing performed on a single frame of a video

Fig. 8 a Original hazy image, b dehazing by Fattal [1], c by He et al. [1] d by Kopf et al. [1] e by
Tan [1] f proposed method

Fig. 9 a Original hazyimage b Dehazing by Tarel et al. c Proposed method output
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Total time taken for processing each frame is around 8.3 s or less. On measuring
the contrast to noise ratio a lot of improvement was observed on the dehazed frame,
the ratio of the original frame is 59.3005 whereas that of the dehazed frame is
94.5843, thus the contrast of the resultant frame has significantly improved as
obvious from the result.

4 Conclusion

In this paper the technique proposed is a novel method for dehazing video, frame by
frame and applying road boundary detection for improving the visibility of road
while driving in bad weather conditions. As the sky patches are unimportant for a
driver, we have completely masked it, which has not only resulted in an enhanced
image but has also reduced artifacts along the surrounding edges. The final output is
comparable with the existing techniques and quite suitable for real time video
processing as the time taken for processing each frame is very less. Moreover the
added feature of road edge detection along with on-road vehicle recognition makes
it a lot easier for a driver to drive in bad weather conditions. However in case of
dense fog on applying the dark channel prior model the resultant image turned dark,

Fig. 10 a Original dehazed image. b Edge detector output. c Final output

Fig. 11 Screenshot of foggy video and final dehazed video output with road edge detection
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though the road edge detection worked perfectly thus the dehazing was not
satisfactory. Thus the future work of this model will stress on improving visibility
in case of denser fog.
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Artificial Neural Network Based
Prediction Techniques for Torch Current
Deviation to Produce Defect-Free Welds
in GTAW Using IR Thermography

N.M. Nandhitha

Abstract In recent years, on-line weld monitoring is the potential area of research.
In this work, torch current deviation prediction systems are developed with
Artificial Neural Networks to produce welds free from Lack of Penetration. Lack of
penetration is deliberately introduced by varying the torch current. Thermographs
are acquired during welding and hotspots are extracted using Euclidean Distance
based segmentation and are quantitatively characterized using the second order
central moments. Exemplars are then created with central moments as input
parameters and deviation in torch current as the output parameter. Radial Basis
Networks (RBN) and Generalized Regressive Neural Networks (GRNN) are then
trained and tested to assess the suitability for torch current prediction. GRNN
outperforms RBN in predicting the torch current deviation with 98.95 % accuracy.

Keywords GTAW � Lack of penetration � RBN � GRNN � Torch current
deviation

1 Introduction

Welding is defined as the process of joining metals in industries. With the advent of
automated welding, large number of weld pieces is produced within a short span of
time. In spite of accurate parameter settings, defects do occur in welds. Hence these
welds are sent to strict quality assessment before dispatched to the end users. Welds
that do not satisfy the standards specified by American Society of Mechanical
Engineers (ASME) are rejected. Rejection of weld pieces result in loss of time,
money and manpower. Hence online weld monitoring is a potential area of research
in recent years.
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On-line weld monitoring involves the following: Selection of a suitable Non
Destructive Testing Technique (NDT) that uses sensors for capturing the defects in
welds during welding, image segmentation techniques that accurately isolate the
weld defects, appropriate features that exactly represent the defects and suitable
non-linear systems for predicting the deviations in weld parameters. In this work,
InfraRed Thermography is used as a NDT technique for on-line weld monitoring. It
uses an IR camera that captures the heat patterns and maps it into thermographs.
This choice is justified because of the following reasons: In Gas Tungsten Arc
Welding (GTAW), the arc is formed between the metal electrode (Tungsten) and
the weld plate. Heat produced by the arc melts the plate and forms a pool which in
turn forms the weld. In nutshell, heat produced at the weld pool mostly determines
the quality of the weld. Heat transferred into the weld pool is in turn dependent on
the torch current, torch speed etc. Hence heat can be used to assess the weld quality.

This paper is organized as follows: Related work is described Sect. 2. Section 3
provides the proposed methodology. Results are discussed in Sect. 4. Conclusions
and future directions are provided in Sect. 5.

2 Related Work

Considerable research is carried out in the area of weld pool monitoring using
thermal cameras. Also suitable signal and image processing techniques for ana-
lyzing thermal signatures obtained from both active and passive thermography are
also cited in the literature. Sreedhar et al. [1] inferred that thermal analysis of weld
pool has distinct features for defective and defect free welds. Vasudevan et al. [2]
developed a computer controlled GTA machine by using Infrared thermography for
sensing the characteristics of the weld pool. Leksir et al. [3] proposed an on-line
weld quality monitoring system for Submerged Arc Welding (SAM). In the pro-
posed technique, weld plates are in motion whereas the welding equipment is
stationary. Weld pool temperature is used as an indicator for weld quality assess-
ment. Fuzzy logic is then used to assess the weld quality as poor or fair or good.
Swiderski and Hlosta [4] used pulsed eddy current stimulated thermography for the
assessment of joints’ quality in metal sheets. It was concluded that thermal contrast
is better than vibrothermography. Aitor Garcia De La Yedra et al. [5] inferred that
Discrete Fourier Transform (DFT), Discrete Wavelet Transform (DWT) and
Thermographic Signal Reconstruction (TSR) results in enhanced weld quality
assessment from thermal images. In all these literatures, it is found that the research
has not proceeded to predicting the deviations in the physical parameters respon-
sible for the defect. Hence in this paper, torch current deviation prediction system is
developed using Radial bases. In order to train the network, input features are
obtained from the descriptors used for representing the hotspots in weld
thermographs.
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3 Proposed Methodology

Of the various defects that occur in GTAW, Lack of Penetration is a very serious
defect and results in immediate rejection of the weld pieces [6]. According to
American Society of Mechanical Engineers (ASME), Lack of penetration is not
permitted except when are of shallow and very short lengths [7]. Hence in this
work, on-line weld monitoring system for Lack of Penetration is proposed using
industrial Infrared Thermography is proposed.

3.1 Image Acquisition and Preprocessing

Lack of Penetration is deliberately introduced during by reducing the torch current
from its optimal value. All the other physical parameters are kept constant
throughout the experiment. Thermal videos are obtained using IR camera (during
welding) and are stored as “.avi” files. As the acquired thermographs are videos,
initially frames are extracted from these files. Also as the first 100 thermographs
do not depict welding, they are not considered for segmentation and further
processing. From the manual interpretation of the thermographs, it is concluded
that the size and shape of the hotspot varies with that of the torch current.
Figure 1 shows the hotspot variation for thermographs acquired with torch current
of 70, 80 and 90 A (90 A is the optimal current). In the pseudocolouring of
thermographs, hotspot is represented with yellow color. From the manual inter-
pretation, it is found that as the torch current increases to the optimal value, the
size of the hotspot also increases.

Fig. 1 Thermographs (frame 162) depicting the weld pool acquired with torch current of 70, 80
and 90 A
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3.2 Image Segmentation for Feature Extraction

Of the various image segmentation techniques, Euclidean distance based image
segmentation is used for extracting the hotspot. It is chosen as it does not involve the
overhead of converting a pseudocolor thermograph into gray scale thermograph.
Also the quantization error involved in color to gray scale conversion can be
avoided. Euclidean Distance based segmentation accurately isolates the defect
region (i.e. to the true size of the abnormality) and completely removes the unde-
sirable regions from the weld thermographs. In Euclidean distance based segmen-
tation, the Euclidean distance is calculated between the average intensities (Red,
Green, Blue domains) of the hotspot and all the pixels (corresponding domains) in
the thermograph. An output image is then obtained by retaining the pixels with
Euclidean distance less than the threshold. Intensities of the other pixels are made as
zero [8, 9]. Once the hotspot region is isolated, the hotspot is represented in terms of
central moments. Central moments are chosen because they are shift and translation
invariant. Exemplars are generated with frame number and the central moments as
input parameters and torch current deviation as the output parameter. The next task is
to develop a non-linear predicting system that predicts the deviation in the physical
parameter responsible for the defect. As the output parameter is also available for
training the network, supervised neural networks are chosen.

3.3 ANN Based Classifiers

Initially Back Propagation Network was used for current deviation prediction. In
this paper, feasibility of other supervised learning algorithms is studied. Two most
commonly used networks that use radial functions are Radial Basis Networks
(RBN) and Generalized Regressive Neural Networks (GRNN) [10]. Performance of
these networks is dependent on the choice of the spread functions. Spread function
should neither be large nor be less. Larger spread function results in fast but abrupt
convergence while smaller spread function results in slow but accurate conver-
gence. In this work, accuracy of prediction is the major concern. As the neural
network predictors are pre-trained with the exemplar set and only the weight
updated neural network is used for prediction, time complexity is not a major issue.
The spread function for RBN and GRNN is 0.0001 and 0.7 respectively.

4 Results and Discussion

A set of 11439 exemplars were created of which two different sets of 5719
exemplars are used for training and testing. Performance of the network is shown in
Table 1. From the Table 1, it is found that both RBN and GRNN results in accurate
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prediction for the shown set of exemplars. However there are deviations between
few sets of actual and desired values in both the classifiers. It is reflected in the
calculation of accuracy. It is found that GRNN has an overall accuracy of 98.95 %
while RBN has only 86.71 %.

5 Conclusion

In this paper, feasibility of RBN and GRNN for the prediction of torch current
deviation is studied for on-line weld monitoring. The performance is compared to
that BPN based predictor. It is found that GRNN results in a better accuracy than
both RBN and BPN for the test dataset that resembles the trained dataset. However
the accuracy of RBN and GRNN for a different set if input parameters are only
13.64 and 25 % respectively. In order to improve the performance of the network, it
is necessary to consider the shape and Fourier descriptors of the hotspot.
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A Study on Cloud Based SOA
Suite for Electronic Healthcare
Records Integration

Sreekanth Rallapalli and R.R. Gondkar

Abstract In order to exchange healthcare information reliability, security and
cost-effectiveness are three important factors where healthcare industry has to focus
upon. Versatile platforms for enterprise-wide information sharing are needed for
payers and providers. To provide quality care to patient’s accurate information
through networks should be required for clinicians and integrated information for
the business operation is needed for administrators. Information access from various
systems like innovation, performance improvement, demand, monetary and many
such other systems is required from both the sides of organization. These organi-
zations must share data externally from application data, medical records of all
patients, medicinal data, chemistry reports and symptomatic information from
various mediator bodies and strictly following the policies and procedures for
storing, modifying, disseminating the electronic health records (EHR). In this era
most of the Health care industries are moving to cloud services for processing and
storing the healthcare data. There is a need to build cloud based SOA suite for EHR
integration. This SOA suite will help healthcare organizations with widespread
integrated capabilities and a fused middleware platform. In this paper we study a
cloud based SOA suite for EHR integration by empowering the transparent,
extensible, protected methods for distributing real and secured information only for
intended recipients.

Keywords EHR � SOA � Healthcare � Networks � Cloud
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1 Introduction

One of the challenging tasks in the healthcare organizations is to exchange the data
within the internal and external partners and also with government agencies [1, 2].
Creating unique or custom-built results for every business challenge is implemented
by most of organization due to lack of effective strategies. This type of applications is
leading to heterogeneous environment and involves too much cost to operate. As per
Gartner a leading survey organization large andmid size healthcare organizations will
have to spend additionally on integrating the healthcare applications. The complexity
in exchanging the data in health care organizations is all about the stringent regulations
like HIPAA, PHIN, and NHIN [3]. These regulations say how the data is formatted,
archived and exchanged throughout. Assistance is required for health care organi-
zations to implement EHR systems that improve the health care data transaction and
implement guidelines to assure the confidentiality and safety. The benefits of imple-
menting EHR includes in improving the quality and convenience for patient care. It
also helps to improve the accuracy of diagnoses and health outcomes. EHRminimizes
themedical errors and increase the security and efficiency of health care administration
[4]. It also minimizes the difficulty in integrating backend information systems.

1.1 Cloud Computing

Service providers who offer various services in a single place to meet the expec-
tations of the customer use Cloud computing as a platform [5]. Cloud computing
provides convenient way of using the services but there are security [6] concerns
like authenticity and confidentiality of the data [7].

1.2 Service Oriented Architecture (SOA)

Any architecture deployed on cloud should provide reusable services, platform
independent services from loosely-integrated suite which is possible with Service
Oriented Architecture (SOA) [5, 8]. SOA supports business integration where in it
is possible to integrate EHR data of healthcare industries.

2 Middleware Platform

A Cloud has many advantages. Its resources are held in house if it is private cloud.
Security, reliability and networks can be provided as per the customer requirement.
It is necessary to provide middleware (Fig. 1) and its functions have to be expanded
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in each of the infrastructure and application layers on cloud. The cloud SOA suite
for health care integration is a component of middleware environment intended to
evaluate data points, link applications, and fulfill various challenges of the today
data based organizations which are highly controlled [9]. The healthcare lifecycle is
streamlined starting from initial stage of initiation and till reporting.

In order to share internal and external information between the health care
organizations and other providers like insurance carriers, a middleware tool can
provide an interface for the same [10, 11]. In order to adhere the standards set by
the healthcare industry such as HL7 and information templates like National
Information Exchange Model (NIEM) which can easily reply to the citizens and
meet all the requirements set by the government.

3 Middleware Architecture for Cloud

The middleware architecture for cloud is shown in Fig. 2. Application servers
which form the hardware on which the applications and software packages run.
Execution platform is provided by this middleware [9]. Roles of cloud operations
middleware, which manages and control the layers shown in the Fig. 2, are
explained below.

Service Oriented Architecture

Business applications and packages

Application framework

Application and 
service 
management

Integration and 
use of 
information

Operation 
management

Data Center Infrastructure

Fig. 1 Middleware platform
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3.1 Dynamic Resource Management

Data center and infrastructure regions use this middleware for managing the
hardware resources which consists of servers, storage and networks.

3.2 Automatic Deployment and Automatic Operation

Operation management region use this middleware for automating the deployment,
setting and operations of the software stack.

3.3 Visualization of Business Services

Application and service management region use this middleware for visualizing
individual business service units.

Public cloud

Cloud Operations middleware

Visualization of business 
services

Automatic deployment 
and automatic operations

Dynamic resource
Management

Application Framework

Development and Runtime 
software

Force.Com

CRM SFA HRM

Fig. 2 Middleware architecture for cloud
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3.4 Development and Execution Software

Application and service management region, information integration and utilization
region use this middleware.

4 Cloud SOA Suite for Electronic Healthcare Integration

In this section Cloud SOA suite for EHR Integration can be studied and analyzed
for its optimal usage. Messaging and data collaboration are the two important
aspects of healthcare IT operations. SOA Suite for healthcare integration1 simplifies
these aspects and its goal can be accomplished by the infrastructure for combined
applications and organization information policies. Simplified dashboards,
advanced monitoring tools are added with this domain-specific application. In order
to track the files and other information without much difficulty dashboards can help
throughout the lifecycle for administrators and clinicians in healthcare organiza-
tions. In order to manage business applications reusable components along with
SOA Suite, a middleware application helps organizations in planning and
deployment. By enforcing the standards such as HL7 and X12N will facilitate the
association between organization health systems and by enforcing certain standards
for messaging. Any Service oriented architecture suite should be supported by data
exchange standards. Cloud based SOA suite also follows the same protocol stan-
dards such as TCP/IP and MLLP, and AS2. All these standards provide the reg-
ulations for the internet data transfer.

All the stakeholders involved in Health care organization can utilize the capa-
bilities provided by the cloud SOA suite for healthcare. The information can also be
exchanged via various devices which have the capability to connect to the cloud
services. In order to share information and promote quality at low cost the suite
connects the information systems on the cloud. In a cloud environment a
general-purpose middleware will simplify the exchange of information.

Cloud based SOA suite can be scalable in line with the property of cloud
scalable feature which can spread across multiple business needs. This feature
allows to import and export the information for any purpose of visits to the
healthcare organizations and in case of emergencies. Figure 3 shows the cloud SOA
suite for electronic health records integration.

The SOA architecture provided to the healthcare organizations will have better
interaction with other healthcare providers in terms of exchange of clinical infor-
mation. Healthcare organizations can also cut down the costs.

Cloud SOA for healthcare organizations can have many benefits [12].

1Oracle SOA suite for healthcare integration connecting clinical and administrative process with
SOA.
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4.1 Platform Integration

To integrate different platforms across cloud computing it is necessary that we use
XML messages between different services. By implementing the XML data the
integration of platforms such as PHP and Java can be achieved. So External systems
component in cloud SOA can be used to get messages from different platforms.

4.2 Service Combination

SOA contains different parts like Healthcare console, Document editor, Database,
Healthcare RE and Enterprise manager which are well defined and function inde-
pendently to provide various services.

Fig. 3 Cloud SOA suite for electronic health records integration
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4.3 Reusability

Services provided by SOA can be reused at large without major changes or
modifications.

4.4 Security

Cloud SOA provides various security measures while exchanging the health care
information among various users. By providing the authentication like username
passwords and encrypting the information exchange between the client data and
server data security among the healthcare providers can be achieved. Security
features provided by cloud SOA can ensure that the data is received for only the
intended recipients.

5 Conclusion

A reliable SOA infrastructure is required for SOA suite in order to integrate the
Healthcare records. The applications can share the information constantly to
leverage essential business processes for healthcare integration. Cloud computing
will ensure to provide scalable infrastructure like hardware, software and any
healthcare applications. SOA make sure that it delivers the software as a service to
all healthcare providers. By implementing cloud SOA healthcare organizations can
minimize the security risk involved in exchange of the information. In this paper
middleware platform and middleware architecture for cloud is studied. Also the
SOA suite required for Health industry is studied. Finally the Cloud based SOA
Suite for healthcare integration is proposed using the existing SOA suite for
Electronic health records integration.
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Hap: Protecting the Apache Hadoop
Clusters with Hadoop Authentication
Process Using Kerberos

V. Valliyappan and Parminder Singh

Abstract Hadoop is a disseminated framework that gives an appropriated file sys-
tem and MapReduce group employment handling on vast bunches utilizing mer-
chandise servers. Despite the fact that Hadoop is utilized on private groups behind an
association’s firewalls, Hadoop is regularly given as an issue multi-inhabitant
administration and is utilized to store delicate information; as an issue, solid vali-
dation and approval is important to ensure private information. Adding security to
Hadoop is testing in light of the fact that all the co operations don’t take after the
fantastic client server design: the record framework is parceled and disseminated
obliging approval checks at different focuses; a submitted bunch employment is
executed at a later time on hubs not the same as the hub on which the customer
verified and submitted the employment; occupation assignments from distinctive
clients are executed on the same register hub; In this paper to address these diffi-
culties, the base Kerberos confirmation system is supplemented by assignment and
ability like access tokens and the idea of trust for optional administrations.

Keywords MapReduce � HDFS � ACL � GPS � Kerberos � RPC � Lucene �
Nutch � Oozie � Setuid

1 Introduction

While the open source schema has empowered the foot shaped impression of
Hadoop to coherently stretch, endeavor associations face arrangement and admin-
istration challenges with enormous information. Hadoop’s center determinations are
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as of now being created by the Apache group and, up to this point, don’t sufficiently
address venture necessities for hearty security, arrangement authorization, and
administrative agreeability. While Hadoop may have its difficulties, its approach,
which takes into account the appropriated preparing of extensive information sets
crosswise over groups of machines, speaks to the fate of big business registering
[1]. Hadoop and comparative NoSQL information stores empower any association,
huge or little, to gather, oversee and investigate huge information sets, yet these
beginning innovations were not outlined on account of extensive security. The
reaction from information security sellers, who give answers for conventional
organized databases, has been to alter their current off the-rack items to secure the
bunch [2] environment. However well-meaning these autonomous methodologies
may be, each one fails to offer a complete furthermore centered security answer for
Hadoop. Just another approach that addresses the one of a kind structural planning
of appropriated registering can meet the security prerequisites of the venture server
farm and the Hadoop group environment [1]. This paper audits the security holes
that exist in all open source Hadoop appropriations while investigating and
assessing the unique ways to Hadoop security being taken by Hadoop dissemina-
tion and information security sellers. At last, a robust pathway for securing dis-
seminated registering situations in the undertaking is given.

1.1 Enormous Data Shows a New Security Challenge

Enormous information starts from various sources including sensors used to
assemble atmosphere data, presents on online networking locales, advanced pic-
tures and features, buy exchange records, and cell GPS signs, to name a couple. On
account of distributed computing and the socialization of the Internet, petabytes of
unstructured information are made every day online and much of this data has an
inherent business esteem on the off chance that it can be caught and dissected. Case
in point, versatile correspondences organizations gather information from cell
towers; oil and gas organizations gather information from refinery sensors and
seismic investigation; electric force utilities gather information from force plants
and appropriation frameworks [1, 3]. Organizations gather extensive measures of
client created information from prospects and clients including charge card num-
bers, standardized savings numbers, information on purchasing propensities and
examples of use. The flood of enormous information and the need to move this data
all through an association has made a huge new focus for programmers and dif-
ferent cybercriminals. This information, which was at one time unusable by asso-
ciations is currently exceptionally profitable, is liable to security laws also
agreeability regulations, and must be ensured (Fig. 1).
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1.2 Hadoop Is not a Secure Method

Hadoop, in the same way as other open source advances, for example, UNIX and
TCP/IP, was not made on account of security. Hadoop developed from other
open-source Apache undertakings, coordinated at building open source web
crawlers. Hadoop was a twist off sub-task of Apache Lucene [4] and Nutch [5]
ventures, which utilized a MapReduce office and a dispersed record framework with
no implicit security. Hadoop is additionally the open-source rendition of the Google
MapReduce structure, and no security was planned into the product as the infor-
mation being put away (open Urls) was not subject to protection regulation [3]. The
open source Hadoop group underpins some security offers through the current
execution of Kerberos, the utilization of firewalls, and essential HDFS authoriza-
tions. Kerberos is not a required necessity for a Hadoop bunch, making it con-
ceivable to run whole groups without sending any security. Kerberos is additionally
hard to introduce and design on the group, and to incorporate with Active Directory
(AD) and Lightweight Directory Access Protocol, (LDAP) administrations. This
makes security dangerous to convey, what’s more therefore obliges the reception of
even the most fundamental security capacities for clients of Hadoop [3]. Venture
associations have been subjected to the dangers connected with information secu-
rity breaks throughout recent decades, and expect that any new engineering that is
embraced by IT and introduced in the datacenter will meet a base set of security
necessities. Endeavors need the same security capacities for huge information as
that set up for “non-huge information” data frameworks, including arrangements
that address client confirmation and access control, strategy authorization and
administration, also information covering and encryption. Numerous associations
require these enormous information shields so as to keep up administrative
agreeability with HIPAA, HITECH, SOX, PCI/DSS, and other security and pro-
tection commands. To date, the open source group has not tended to these security

Fig. 1 HDFS architecture
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holes, and remains concentrated on making enhanced Hadoop innovations, for
example, MapReduce 2.0. For big business associations with information at danger,
particularly those organizations that must hold fast to administrative consistence
commands, this ought to be reason for concern.

1.3 Challenges in Adding Security to Hadoop

Adding security to Hadoop is trying in that not all connections take after the usual
client-server pattern where the server confirms the customer and approves every
operation by checking an ACL.

The scale of the framework offers its exceptional challenges. A 4000 hub
common bunch [2] is relied upon to serve in excess of 100,000 simultaneous
assignments; we expect the bunch size and the quantity of undertakings to incre-
ment about whether. Normally accessible Kerberos [6] servers won’t be capable to
handle the scale of such a variety of errands confirming straightforwardly. The
record framework is parceled and dispersed: the Name-node forms the introductory
open/make record operations and approves by checking document ACLs. The
customer gets to the information straightforwardly from the Data-nodes which don’t
have any ACLs and subsequently have no chance to get of approving gets to.
A submitted cluster occupation is executed at a later time on hubs not quite the
same as the hub on which the client confirmed and submitted the employment.
Henceforth the client’s confirmation at the employment accommodation machine
needs to be engendered for later utilization at the point when the occupation is
really executed (note the client has typically detached from the framework when the
occupation really gets executed). This spread qualifications raises issues of trust and
offers opportunities for security infringement. The errands of an occupation need to
safely get data, for example, assignment parameters, transitional yield of errands,
assignment status, and so on. Transitional Guide yield is not put away in HDFS; it
is put away on the neighborhood circle of each one register hub and is gotten to by
means of a HTTP-based convention served by the Task-trackers. Undertakings
from diverse inhabitants can be executed on the same machine. This imparted
environment offers opportunities for security infringement by means of the APIs of
the neighborhood working arrangement of the figure hub: access to the halfway
yield of different occupants, access to simultaneous undertakings of other occu-
pations and access to the HDFSs neighborhood piece stockpiling on the hub.
Clients can get to the framework through helper administration, for example, Oozie,
our work process framework [3]. This raises new issues. Case in point, ought to the
clients qualifications be passed through these optional administrations or ought to
these administrations be trusted by whatever is left of the Hadoop framework?

Some of these issues are special to frameworks like Hadoop. Others, as indi-
vidual issues, happen in different frameworks. Where conceivable we have utilized
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standard approaches and consolidated them with new arrangements. The general set
of arrangements and how they collaborate, to our insight are genuinely special and
educational to an architect of complex dispersed frameworks.

2 Secure and Non-secure Deployments of Hadoop

Hadoop is conveyed in numerous distinctive associations; not every one of them
oblige an exceedingly secure arrangement. Despite the fact that, to date, just Yahoo!
has sent Secure Hadoop bunches, numerous associations are wanting to change
over their surroundings to a safe one. Henceforth Hadoop needs the choices for
being arranged secure (with solid validation) or non-secure. The non-secure setup
depends on customer side libraries to send the customers side accreditations as
decided from the customer side working framework as a component of the con-
vention; while not secure, this arrangement sufficient for numerous organization
that depend on physical security. Approval checks through ACLs and document
authorizations are still performed against the customer supplied user id. A safe
arrangement obliges that one designs a Kerberos [6] server; this paper depicted the
instruments and arrangements for such a protected arrangement.

The Physical Environment—Every Hadoop bunch at Yahoo! is autonomously
overseen and joined with the more extensive venture system. The security
arrangement of our association directs that each one bunch has doors through which
occupations can be submitted or from which HDFS can be gotten to; the portals
firewall every Hadoop group. Note this is a specific approach of our association also
not a limitation of Hadoop: Hadoop itself permits access to HDFS or MapReduce
from any customer that can achieve it through the system. Every hub in the group is
physically secure and is stacked with the Hadoop programming by framework
directors; clients don’t have immediate access to the hubs and can’t introduce any
product on these hubs. Clients can however login on a group’s door hubs [3, 6].
A client can’t turn into a super user (root) on any of the group hubs. Further, a client
can’t join a non-group hub, (for example, client workstation) to the group system
and snoop on the system. In spite of the fact that HDFS and MapReduce groups are
structurally separate, the groups are normally arranged to superimpose to permit
processing to be performed near its information.

3 HDFS

Correspondence between the customer and the HDFS administration is made out of
two parts:

i. A RPC association from the customer to the Name-node to, say, open or make a
document. The RPC association can be verified through Kerberos or through an

Hap: Protecting the Apache Hadoop Clusters with Hadoop … 155



appointment token. On the off chance that the application is running on a
machine where the client has logged into Kerberos then Kerberos verification is
sufficient. Assignment token is required just when a right to gain entrance is
needed as a feature of MapReduce employment. In the wake of checking
consents on the document way, Name-node returns block ids, square areas and
piece access tokens [7, 8].

ii. A streaming attachment association is utilized to peruse on the other hand
compose the piece of a document at a Data-node. A data-node requires the
customer to supply a block access token produced by the Name-node for the
square being gotten to. Interchanges between the Name-node and Data-nodes is
by means of RPC and shared Kerberos verification is performed. Figure 2
demonstrates the correspondence ways and the system used to verify these
ways.

The Lecture Notes in Computer Science volumes are sent to ISI for inclusion in
their Science Citation Index Expanded.

Tokens as Supplementary Mechanisms—A client submitting a vocation confirms
with the Job Tracker utilizing Kerberos. The occupation is executed later, perhaps
after the client has separated from the framework. How would we spread the
qualifications? There are a few choices: have the client pass the secret key to the
occupation tracker pass the Kerberos accreditations (TGT or administration ticket
for the Name-node) Use an uncommon appointment token passing the secret key is
obviously inadmissible. We decide to utilize an uncommon appointment token
rather than passing the Kerberos accreditations (reasons clarified beneath). After
introductory validation to Name-node utilizing Kerberos accreditations, a customer
acquires an appointment token, which is given to a vocation for resulting validation
to Name-node. The token is actually a mystery key imparted between the customer
and Name-node and should be ensured when disregarded frail channels. Any
individual who gets it can imitate as the client on Name-node. Note that a customer
can only obtain new designation tokens by validating utilizing Kerberos [6, 7].

The configuration of designation token is:
Token-id = {owner-id, renewer-id, issue date, max date,

sequence number}

Fig. 2 HDFS authentication
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At the point when a customer gets an appointment token from Name-node, it
tags a renewer that can restore or drop the token. Of course, assignment tokens are
legitimate for 1 day from when they are issued and may be recharged up to a
greatest of 7 days. Since MapReduce occupations may last more than the legitimacy
of the assignment token, the Job-tracker is determined as the renewer. This permits
the Job-tracker to recharge the tokens connected with a vocation once a day until
the employment finishes. At the point when the employment finishes, the Job
Tracker demands the Name-node to cross out the work’s appointment token.
Recharging an appointment token does not change the token, it simply redesigns its
lapse time on the Name-node, and the old assignment token proceeds to work in the
MapReduce errands [9].

4 MapReduce

A MapReduce employment includes the accompanying stages (as portrayed in
Fig. 3). A customer interfaces with the Job-tracker to demand an occupation id and
a HDFS way to compose the employment definition documents. The Map-reduce
library code composes the points of interest of the employment into the assigned
HDFS arranging index and gains the important HDFS assignment tokens [10]. The
majority of the employment records are noticeable just to the client, yet rely on
upon HDFS security. The Job-tracker gets the employment and makes an arbitrary
mystery, which is known as the employment token. The work token is utilized to
verify the work’s errands to the MapReduce skeleton. Employments are broken
down into assignments, each of speaks to a segment of the work that needs to be

Fig. 3 MapReduce authentication
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done. Since assignments (or the machine that they run on) may come up short, there
can be various endeavors for each one errand. At the point when an assignment
endeavor is allotted to a particular Task tracker, the Task tracker makes a secure
environment for it. Since errands from distinctive clients may run on the same
figure hub, we have decided to utilize the host working framework’s security
surroundings and run the undertaking as the client. This empowers utilization of the
neighborhood document framework and working framework for disengagement
between clients in the group. The tokens for the employment are put away in the
neighborhood record framework and set in the errand’s surroundings such that the
assignment process what’s more any sub-courses of action will utilize the work’s
tokens. Each one running undertaking reports status to its Task tracker and decrease
assignments bring guide yield from different Task-trackers. These gets to are val-
idated utilizing the employment token. At the point when the occupation finishes
(or falls flat), the greater part of the HDFS designation tokens connected with the
employment are renounced [8, 9].

4.1 Job Submission

A customer submitting a vocation or checking the status of an occupation verifies
with the Job-tracker utilizing Kerberos over RPC. For occupation accommodation,
the customer composes the work setup, the employment classes, the data parts, also
the Meta data about the info parts into an index, called the Job Staging registry, in
their home index. This registry is secured as perused, compose, and execute
exclusively by the client. Employments (by means of its assignments) may get to a
few distinctive HDFS and different administrations [10]. Consequently, the occu-
pation needs to bundle the security qualifications in a manner that an undertaking
can later find. The work’s appointment tokens are keyed by the Name-node’s URL.
Alternate accreditations, for instance, a username/secret word mix for a certain
HTTP administration are put away comparatively. The customer then uses RPC to
pass the area of the Staging index and the security certifications to the Job-tracker.
The Job-tracker peruses parts of the employment arrangement and store it in RAM.
With a specific end goal to peruse the employment arrangement, the Job-tracker
utilizes the client’s assignment token for HDFS. The Job-tracker likewise creates an
arbitrary grouping of bytes to use as the occupation token, which is depicted in area
[11]. The security qualifications passed by the customer, and, the occupation token
are put away in the Job-tracker’s framework catalog in HDFS, which is just
intelligible by the “MapReduce” client. To guarantee that the appointment tokens
don’t lapse, the Job tracker replenishes them occasionally. At the point when the
employment is done, the majority of the assignment tokens are negated.

Job and Task confinement—Task-trackers runs errands of the occupations, and
before running the first undertaking of any occupation, it needs to set up a secure
environment for the same. The Task-tracker dispatches a little setuid program (a
moderately little program written in C) to make the occupation registry, and make
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the holder of that employment index the occupation manager client. A setuid
system is utilized since root benefits are obliged to allocate responsibility for index
to some other client. The setuid program additionally duplicates the qualifications
document from the Job-tracker’s framework index into this registry [8, 11, 9]. The
setuid program then switches again to the employment holder client, and does the
rest of the confinement work. That incorporates—duplicating of the employment
documents (arrangement and the classes) from the employment holder’s staging
index. It utilizes the client’s appointment token for HDFS from the certifications
document for these. As a component of the undertaking dispatch, an errand catalog
is made every assignment inside the occupation index. This index stores the tran-
sitional information of the undertaking (for instance, the guide yield records).

The gathering possession at work catalog and the undertaking registries is sit-
uated to the “MapReduce” client. The bunch (cluster) [2] possession is situated
along these lines so that the Task tracker can serve things like the guide yields to
Reducers later. Note that just the employment holder client and the Task tracker can
read the substance of the occupation registry.

Task—The undertaking runs as the client who submitted the occupation. Since
the capacity to change client ids is constrained to root the setuid system is utilized
here as well. It dispatches the assignment’s JVM as the right occupation manager
client. The setuid program additionally handles murdering the JVM if the errand is
slaughtered. Running with this client id guarantees that one client’s employment
cannot send working framework signals to either the Task-tracker or other client’s
undertakings. It likewise guarantees that nearby document authorizations are suf-
ficient to keep data private [8].

Job Token—At the point when the occupation is submitted, the Job-tracker
makes a mystery key that is just utilized by the undertakings of the work when
distinguishing themselves to the structure. As said prior, this token is put away as a
component of the certifications record in the Job-tracker’s framework index on
HDFS. This token is utilized for the RPC through DIGEST-Md5 when the Task
speaks with the Task-tracker to demands undertakings or report status. Furthermore,
this token is utilized by Pipes undertakings, which run as sub-courses of action of
the MapReduce undertakings. Utilizing this imparted mystery, the tyke and
guardian can guarantee that they both have the mystery [8].

Shuffle—At the point when a guide undertaking completes, its yield is given to
the Task-tracker that dealt with the guide undertaking. Each one diminish in that
employment will contact the Task-tracker and get its area of the yield by means of
HTTP. The system needs to guarantee that different clients may not get the guide
yields. The decrease undertaking will figure the HMAC-Sha1 of the asked for URL
and the current timestamp and utilizing the occupation token as the mystery. This
HMAC-Sha1 will be sent alongside the appeal furthermore the Task-tracker will
just serve the appeal if the HMAC-Sha1 is the right one for that URL and the
timestamp is inside the keep going N minutes. To guarantee that the Task-tracker
hasn’t been supplanted with a Trojan, the reaction header will incorporate a
HMAC-Sha1 created from the asking HMAC-Sha1 and secured utilizing the
employment token. The rearrange in the decrease can check that the reaction came
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from the Task-tracker that it at first reached. The preference of utilizing
HMAC-Sha1 over DIGEST-Md5 for the verification of the mix is that it dodges a
roundtrip between the server and customer. This is an imperative thought since
there are numerous mix associations, each of which is exchanging a little measure
of information.

5 Experimental Result

RPC Hadoop customers get to most Hadoop administrations through Hadoop’s
RPC library. In shaky renditions of Hadoop, the client’s login name is resolved
from the customer OS and sent crosswise over as a feature of the association setup
and are not confirmed; this is unstable on the grounds that a learned customer that
comprehend the convention can substitute any client id. For validated bunches, all
RPC’s interface utilizing Simple Authentication and Security Layer (SASL). SASL
arranges a sub-convention to utilize and Hadoop will help either utilizing Kerberos
(by means of GSSAPI) or DIGEST-Md5 [8].

Most applications run on the entryways use Kerberos tickets, while errands in
MapReduce occupations use tokens. The playing point of utilizing SASL is that
utilizing another confirmation plan with Hadoop RPC would just oblige actualizing
a SASL interface and adjusting a tiny bit of the paste in the RPC code. The backed
systems are:

The customer stacks any Kerberos tickets that are in the client’s ticket reserve.
MapReduce additionally makes a token reserve that is stacked by the assignment.
At the point when the application makes a RPC association, it utilizes a token, in
the event that a proper one is accessible. Else, it employments the Kerberos qual-
ifications. Every RPC convention characterizes the kind(s) of token it will
acknowledge. On the customer side, all tokens comprise of a parallel identifier, a
double secret key, the sort of the token (appointment, piece get to, or work), and the
specific administration for this token (the particular Job-tracker on the other hand
Name-node). The token identifier is the serialization of a token identifier protest on
the server that is particular to that sort of token [8, 9]. The watchword is created by
the server utilizing HMAC-Sha1 on the token identifier and a 20 byte mystery key
from Java’s secure random class. The mystery keys are moved intermittently by the
server what’s more, if essential, put away as a component of the server’s relentless
state for utilization if the server is restarted.

6 Conclusion

We were shrewd to supplement Kerberos with tokens as Kerberos servers would
not have scaled to many a large number of simultaneous Hadoop errands. Amid the
outline of appointment tokens, we had considered the option of augmenting a
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Kerberos execution to consolidate instruments so that a Kerberos administration
ticket could be designated and recharged in the manner required for Hadoop. It was
a decent choice to not do that as it would have been trying to have an adjusted
Kerberos server embraced for non-Hadoop use in our association. Further it would
have upset the more extensive appropriation of secure Hadoop in the business.
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Image Analysis for Efficient Surface
Defect Detection of Orange Fruits

Thendral Ravi and Suhasini Ambalavanan

Abstract This work portrays a novel approach for the improvement of a real-time
computerized vision based model for automatic orange fruit peel defect detection.
In this paper at first, different filtering methods and wavelet based method has been
used to denoise the given input image and performs their comparative study. Based
on this study, the wavelet based approach is used for smoothening of the images
together with removing the higher energy regions in an image for better defect
detection as well as makes the defects more retrievable. Finally, orange fruit skin
color defects are identified by using RGB and HSI color spaces. The experimental
test results indicate that the designed algorithm is scalable, computationally effec-
tive and robust for identification of orange fruit surface defects.

Keywords Image processing � Color spaces � Machine vision � Background
segmentation � Defect detection

1 Introduction

India is the largest producer of fruits and vegetables, which contributes the nation’s
growth by increasing the export potential. Diverse agro-climate ensures availability
of all variety fresh fruits in India. It ranks second place in the world with fruit
production rate of 44.04 million tonnes, from an area of 6.1 million hectares. This
implies 10 % of the Indian production rate mainly depends on the fruit cultivation.
Numerous types of fruits are cultivated in India, such as banana, mango, orange,
apple, guava, papaya, pineapple, pomegranate and grapes are the major ones. Out of
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all the fruits, orange is dominant because India is one of the top three orange
producers in the world.

Oranges are cultivated, later they are shifted to the packaging plant for testing
various quality parameters which helps to decide their grade and price. The visual
appearance of orange is one of the prominent considerations while grading, also
helps consumers to select the better quality oranges. The criteria for evaluating the
external appearance of orange, contain a good shape, a visually appetizing look, and
uniform color allocation on the surface. Out of all the factors, the visibility of
surface defects is the most prominent consideration for deciding grade and price of
the fresh fruits, because the quality of fruits is identified by consumers using good
visual appearance along with the presence of non-defect surface area on the fruit.

Fruit quality check by human beings mainly depends on the physical condition,
knowledge, and mood of the human involved in the grading work. Furthermore, the
manual inspection can be inefficient and very time consuming, particularly when
dealing with large productivity. Defect detection using manual analysis of an object
is not a reliable approach because of human errors. For this purpose, packinghouses
need more sophisticated systems that are highly effective in an automated visual
inspection system for detecting skin defects. Several studies have been performed in
order to find the defects and their connection with the quality parameters of fresh
fruits such as olives [1], peaches [2], oranges [3], potatoes [4], bell peppers [5],
stonefruit [6], pistachio [7], dry dates [8], sweet cherry [9], mushroom [10] and
apples [11–13].

The color space is used to represent the pixel color of an image with three color
channels. Generally RGB color space is used in digital images and computers. This
color space depending on three primary colors such as red, green, and blue chan-
nels. Usually objects are described by different color spaces. In some cases a simple
color ratio can give useful information than the other complex techniques. For
example, RGB ratios [14] were used to classify four kinds of pomegranate arils.
They used two image segmentation methods. One method based on the average
values of RGB color coordinates and another method based on the simple threshold
value of R\G ratio. Test results showed that threshold of R\G ratio could be valuable
in classification of the pomegranate arils with 90 % accuracy.

Citrus fruit external defects are identified and compared by using five different
color space transformation methods [15]. The test results show that the highest
discriminatory power obtained by using only the HSI color space. RGB color space
is transformed into HSI color space. Fuji apples are classified into four color
categories using both RGB and HSI color spaces [16]. From HSI color space
separate the ‘H’ color component [17] to classify starfruits into four maturity stages.
Lab color space is also used to classify the fruits. Simple algorithm based on ‘a’
color channel was used to classify strawberry fruits into three color categories [18].

Following on from this, our work proposes (1) to restore the maximum infor-
mation from the acquired noisy images for succeeding process such as segmenta-
tion; (2) to select an efficient color channels with highest discriminatory power for
detecting the surface defects of oranges.
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2 Materials and Methods

To validate the proposed defect detection algorithm, 40 orange fruit images were
randomly selected from the internet. These images were then transferred to the
computer and all proposed algorithms were developed in the MATLAB environ-
ment using wavelet and image processing toolbox version 7.0.

2.1 Preprocessing Operation

An image, is known as an accumulation of information along with the occurrence of
noises during capturing and transferring the data. Presence of noises degrades the
quality of the image, so the information related to an image gets to be lost or
damage. It must be prominent to restore the maximum information from the
acquired noisy images. Filtering is a technique for enhancing the image. In this
paper, six different image filtering methods are compared using the root mean
square error (RMSE) and peak signal to noise ratio (PSNR). If the value of RMSE
is low and the value of PSNR is high, then the applied denoising method is better.

MSE ¼ 1
m� n

Xm�1

x¼0

Xn�1

y¼0

im x; yð Þ � f ðx; yÞ½ �2

where the original image is im(x, y), reconstructed image is f(x, y) and n × n is the
picture size.

PSNR ¼ 10log10 MAX2jMSE
� �

The peak value of the pixels within an image is represented as MAX. In the 8-bit
pixel format image, MAX value is represented by 255.

A statistical measurement of input and denoised input image of one orange fruit
is reported in Table 1. From the statistical measurement, DWT has the high PSNR
value and low RMSE value. The experimental evaluation of our proposed 2D-DWT

Table 1 RMSE, PSNR value
between input and denoised
input image of orange

Filtered method RMSE PSNR (dB)

Mean 0.05 25.57

Gaussian 0.02 33.99

Median 0.05 26.51

Bilateral 0.02 33.21

Weiner 0.05 26.05

DWT 0.01 35.18
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decomposition and reconstruction shows that it removes noise significantly and
more effectively than the other denoising methods. This filtering output serves as
input to succeeding processes. The fundamental objective of the image prepro-
cessing is to improve the image data quality by eliminating undesired distortions
(noise removal) and improving the required features for further processing.

2.2 Background Segmentation

After preprocessing step, the subsequent step is distinguish the fruit from the image
background. To achieve this separation, we accomplished color based segmenta-
tion. To be able to design a more accurate method to accomplish this separation, we
select the HSI color space because it provides more efficient segmentation than
various other color spaces, resulting in a clear difference between fruit and back-
ground colors. In the HSI color space saturation is the amount of gray (0–100 %) in
the color. This means that by analyzing this region separation between fruit and
background is straightforward. The following functions permit the transformation
of RGB to HSI space

H ¼ cos�1
1
2 ½ R� Gð Þ þ R� Bð Þ�

½ R� Gð Þ2þ R� Bð Þ G� Bð Þ�12

( )

S ¼ 1� 3
Rþ Gþ B

min R;G;Bð Þ½ �

I ¼ 1
3
ðRþ Gþ BÞ

Input image transformed into the HSI color model and separate the ‘S’ plane to
recognize the ripen fruits. After this separation, ‘S’ plane image is transformed into
a binary image in which the background areas are represented as black color and the
fruit areas are represented as white color with the pixel value of ‘0’ and ‘1’
respectively. After this binary conversion a closing operation was carried out, to
close small gaps in the object on the image and to smooth the edges.

This resulting binary image was changed over to the same type of the input
image for removal of the background region. For this implementation this binary
mask image was individually multiplied by red, green and blue channels of the
original input image. The color image was restored by composition of red, green
and blue channels obtained from the past step. The resultant image shows the
recognized fruit regions only, from which pixels belong to the background are zero
(black), and those corresponding to the fruit have their original skin color. Figure 1
shows the key steps involved in the background removal and defects detection
algorithm based on the proposed method.
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2.3 Defect Detection Algorithm

The background removal RGB image serves as input to this algorithm. In this work,
the red (R) channel image was preferred to build the defect detection algorithm
because the contrast between the defect region and the normal region in the fruit
image was maximized, thus allowing for a clear distinction of these defect spots
from the rest of the fruit areas. This R channel image was transformed into the
binary image to determine the characteristics from which to evaluate possible
defects on the fruit. These pixels are visible after combining the binary image of the
red component and the negative of the S component binary image. The results of
our proposed surface defect detection algorithm are shown in Fig. 2. In this diagram
the given input RGB images are shown in the first row, segmented binary defect
regions are shown in the second row.

Fig. 1 Steps involved in the defects detection algorithm

Fig. 2 Example of surface defect detection. Input RGB images (top), Binary defect area applying
proposed algorithm (bottom)
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3 Conclusion

This algorithm has been successfully developed for surface defect detection of
orange fruits. Digital processing of fruit images under consideration is divided into
two main stages. The primary stage of this algorithm consists of wavelet based
denoising method for better removal of noise, measured by RMSE and PSNR
value. The second stage used ‘S’ channel of the HSI color space for background
removal and the ‘R’ channel of the RGB color space for finding the possible
defects. This technique accurately detects the surface defect part of the fruit. For the
future recommendation this system can be upgraded by adding the multi types of
fruits and vegetables.
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Segregation of Rare Items
Association

Dipti Rana, Rupa Mehta, Prateek Somkunwar, Naresh Mistry
and Mukesh Raghuwanshi

Abstract Nowadays there are many applications including rare itemsets. Here, this
paper is concentrating Associations of rare itemsets as association rule mining is
considered as one of the most important data mining techniques utilized in the area
of market basket data analysis, stock data analysis for frequent items mining. Also it
is applied for rare itemsets mining in applications like intrusion detection, medical
science, etc. as they have special characteristic like appearing for less number of
times. This paper is categorizing them according to the usages of different basic
approach, storage structure, mining of items, number of database scans and
threshold(s) used, proposing the approach to segregate the rare items from the study
of the number of research works done in this area and analyzed the result.
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1 Introduction

Data mining is nowadays utilized in many applications area as it is providing
number of techniques to mine different types of knowledge like association,
grouping of labelled data and unlabeled data. In contrast to standard statistical
methods, data mining techniques has major advantage of that it mines interesting
information without demanding a priori hypotheses [1]. One of the major data
mining techniques used is association rule mining which derives the relation
between attribute values. This technique individually and successfully applied in
many application domains such as biology, finance, marketing, etc. But, here this
research is to utilize the major feature of this technique to generate rare associations
among the data which may have different features and where relation exists among
the features as well as the among the feature values.

In view of this, the researchers who have interest in frequent association rule
mining can refer [2, 3]. The next Sect. 2 is describing the problem statement and
accordingly Sect. 3 is summarizing the rare association rule mining approaches.
Section 4 is proposing the work and the future work to extend from this analyzation.

2 Problem Formulation

Weather data have number of different attributes or features having time stamp
information. From the study of weather data, it is found that most of the weather
events have frequent occurrence while some weather event association is infre-
quent. For example, normal increment/decrement in temperature is frequent weather
event while the temperature raise and fall to the peak value of temperature series is
infrequent or rare event. There is a need to mine rare weather event from the
weather data. In view of this, the next section is describing the various approaches
of rare association rule mining which already have took place and to have the scope
to continue further in this area.

3 Association Rules Mining

Association Rules Mining (ARM) is an important analysis topic within the knowl-
edge discovery space. For a powerful association rule two measures support and
confidence are widely used [1, 4]. Support of an itemset is defined as the percentage
of datum consists of that itemset. While confidence of rule is percentage of datum
which consists of both antecedent and consequent to the datumwhich has antecedent.

The main goal of most of ARM approaches is to find rules which satisfy the
given minimum support and minimum confidence. The ARM problem can be
solved in two phases, initially find all the frequent patterns and then generate the

172 D. Rana et al.



association rule from them. The key component that creates association rule mining
sensible is the minimum support threshold which prunes the search space to limit
the amount of rules generated.

Mining frequent pattern is not of interest always. In several applications rare
pattern is more interesting like in retailing business, customers buy luxury goods
rarely but they yield more profit than the low price good which are bought fre-
quently. These infrequent items are called rare items. These rare items can generate
more profit than frequent items. The problem of mining rules with low support and
high confidence is named Rare Association Mining.

Initially the algorithm for ARM is used for RARM with low support. But it
generates many too many meaningless frequent patterns and that they will overload
the decision makers, who may find it difficult to know the patterns generated by
data processing algorithms. Other application of RARM is in the area of medical
science, in intrusion detection system etc.

From the literature survey found different categorized work done in the area of
RARM based on Apriori, FP-tree and an evolutionary approach as discussed here.

Apriori Based Approach
Based on the downward closure property following approaches have worked out:

• MS Apriori: In the Mutliple Support Apriori (MS Apriori) algorithm author has
proposed that the use of single minimum support is unable to determine the
nature of different items and therefore different support Minimum Item Support
(MIS) for each individual item is defined [5]. More support for frequent item
and less support for the rare item prevent to pruning of rare items and help to
find frequent rules as well rare rules. The support of a rule is minimum MIS
value out of items present in that rule. MIS values for item

MIS itemð Þ ¼ M itemð Þ if M itemð Þ[ LS; otherwise LS ð1Þ

M itemð Þ ¼ b � f ið Þ; 0\b\ ¼ 1 ð2Þ

where f ið Þ = actual frequency of item i and LS is the Least Support value which
must be satisfied.
All items are in increasing order of their MIS values. Then the first item with
lowest MIS value which has actual support more than its MIS value is chosen to
prune the remaining itemset on the basis of that MIS value. Length 1 itemset list is
generating by adding all items to the list which has support more than the MIS
value of first selected item. This is important because an itemset which is not
frequent may become frequent by adding an item to it. From the Length 1 list it
generates Length 2 list by trying combinations. For the list of length more than 2
say k, join any two element of list of length k-1 which have k-2 item same. This is
the candidate list of length k. for any itemset this list if it’s all subset of length k-1
is not found in the list of length k-1, it is removed from the list. That is how
pruning of list is done. Drawback of MSApriori is that the MIS value of each item
depends on the user defined value of βwhich is hard to determine the proper value.
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• Relative Support Apriori Algorithm (RSAA): The approach adopts two supports
one for rare items and another for frequent items and defines the relative support as
critical value [6]. Relative Support (RSup) of itemset i1, i2, i3,… can be given as

RSup i1; i2;i3; . . .
� � ¼ max sup i1; i2; i3g. . .ð Þ=sup i1ð Þ; sup i1; i2; i3. . .ð Þ=sup i2ð Þ;ð

sup i1; i2; i3. . .ð Þ=sup i3ð Þ; . . .Þ
ð3Þ

where, i1, i2, i3, … are items and sup(x) is support of item x. RSup is always
between 0 and 1. Two lists are generated each time, one of rare itemset and
another by combination of rare and frequent itemset. Pruning is done as in [4]
and also uses relative support threshold. High value of relative support indicates
the high co-occurrence.

• Apriori Inverse: The maximum supports threshold and minimum confidence
threshold [7] are used to find the rare item in this method. If a support of a rule is
below maximum support and confidence is above the minimum confidence,
these rules are referring as sporadic rules. Apriori Inverse is able to find all the
sporadic rules. The superset of rare item is always rare is the inverse property.
This algorithm determines only the sporadic rules using one minimum support
threshold to avoid noise and one maximum support threshold value to find rare
items. The sporadic rules have the property that they fall below user define
maximum support but they fall above the minimum confidence value. The
disadvantage of this approach is it is unable to find all rare itemset. It is faster for
finding sporadic rules.

• Apriori for Rare Association Rule Mining (AfRARM): The main idea of this
algorithm is to traverse the dataset in top down manner [8] opposite to Apriori
which is bottom up approach. The process first finds all rare itemset of largest
length then in the next level finds all its subset and checks whether they satisfy
the rare support or not. The subset of rare item may be rare. This process
continues till all the length 1 rare itemset is found. These rare patterns are used
to generate rules. If rare items are less in the database this approach is efficient.

• RARITY: RARITY algorithm [9] uses the same property as AfRARM [8]. It
starts with the largest itemset and move downwards to the itemset of smaller
length. Initially it starts form the itemset of largest length and at each level the
length of itemset reduces by 1. However for implementation it uses candidate
list, veto list and rare list. Initially all the largest itemset are in the candidate list,
if itemset is found rare it is moved to the rare list otherwise to the veto list. Veto
list contains frequent itemlist. In the next level appropriate subset of rare
itemsets are the new candidates. For each candidate if it is found in the veto list
then it is discarded, if it is not found in veto list the support of candidate is
calculated, if it is rare moved to the rare list otherwise to the veto list. This
process continues until we get the itemset of length one. It is more efficient than
AfRARM [8] because of use of veto list, it uses less number of database scans.

174 D. Rana et al.



• Improved Multiple Support Apriori Algorithm (IMSApriori): In this method the
novel notion of Support Difference (SD) is proposed to determine the minimum
support of each item [10]. SD refers to the appropriate deviation of an item from
its frequency (or support) in order that an itemset involving that items are often
thought of as a frequent itemset which is referred by equation, SD = λ(1 − α)
where λ represents the parameter like mean, median, mode and α represents the
maximum support threshold ranging between 0 to 1. Minimum Item Support
(MIS) is determined by MIS (item) = Support (item) − SD if support
(item) – SD > Least Support otherwise MIS(item) is set to the least support.
Further IMSApriori uses the same approach used in [3] approach for rare rule
generation.

• NBD-Apriori-FR: NBD-Apriori-FR uses the same downward closure property
and bottom-up approach of Apriori algorithm [11]. It takes database D and
minsup as inputs and produces both rare and frequent itemsets as outputs.
Initially for first level it generates three list one of rare itemsets, second of
frequent itemset and third is the zero list for the items which has zero support.
After that for each level it generate three lists first list of frequent itemsets which
has support above the threshold second list of rare itemsets which has support
less than threshold and third list contains the itemsets yield by combining the
frequent items and rare items. A zero list is also maintained for the itemset
which has zero support. If any subset of itemset is found in zero list, the itemset
is moved to the zero list. Before database scan zero list is searched. Finally rare
rule can be generated from the first and third list. This algorithm generates all
the rare rules.

Tree Based Approaches
The best approach of frequent association rule mining is based on tree which
reduces the number of database scan.

• CFP-Growth: In this approach a new data structure MIS-tree is proposed based
on FP-tree [12] in which each item has different support as in [3] together with
their MIS value. Initially the MIS-tree is generated without generating separate
header table. The transaction items are sorted and inserted in the MIS-tree on the
basis of descending order of MIS value. And at the end of database scan, items
which have support less than the Minimum of MIS value are deleted and a
compact tree is generated. For generation of compact tree children of deleted
node is merged to the parent to delete node. To extract rule form this compact
tree the conditional pattern base tree is constructed for each item and based on
MIS value of that item rule is extracted. This structure provides ease for tune the
MIS value.

• IPD based Approach: The method is utilizing a novel notion of Item to Pattern
Difference (IPD) to filter the uninteresting pattern [13]. IPD is defined as dif-
ference of maximum support of individual element in the pattern and support of a
pattern. Maximum Item to Pattern Difference (MIPD) is used defined values set
as a threshold. For each item different support is calculated as in [10]. The tree
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construction is same as in MIS-tree [12]. To mine the compact MIS tree use the
conditional pattern base chooses each frequent length 1 pattern in the compact
MIS tree as the suffix-pattern. For this suffix-pattern construct its conditional
pattern bases. From the conditional pattern bases, construct MIS tree, called
conditional MIS tree, with all those prefix-sub paths that have satisfied the MIS
value of the suffix-pattern and MIPD. Finally, recursive mining on conditional
MIS-tree results in generating all frequent patterns.

• RP-tree: The RP-tree approach is to mine a subset of rare association rules using
a tree structure which is similar to FP-tree [14]. In the first scan support of each
item is calculated. Rare items are those support is less than given support
threshold. In the next scan RP-tree is generated using transaction which has at
least one rare item. The order of items in each transaction during insertion is
according to the item frequency of the original database. The resultant RP-Tree
consists of rare itemsets only. This tree is used for rule generations.

RARM Using Evolutionary Algorithm
The evolutionary approach is also utilized for rare association rule mining which is
based on different concepts other than Apriori and Tree approaches.

• Rare-G3PARM: The algorithm Rare Grammar Guided Genetic Programming
for Association Rule Mining (Rare-G3PARM) starts by generating a set of new
individual conformant to the specified grammar [16]. The algorithm extends the
Grammar Guided Genetic Programming for Association Rule Ming (G3PARM)
approach which is used to mine frequent patterns [15]. The context free
grammar is used for each individual and encoded in a tree shape through the
application of production rules. Rare-G3PARM starts by generating a set of new
individual conformant to the specified grammar. In order to obtain new indi-
viduals, the algorithm selects individuals from the general population and the
pool to act as parents and a genetic operator is applied over them immediately
afterwards with a certain probability. These new individuals are evaluated.

• The elite population or pool is empty for the first generation, otherwise it
comprises the n most reliable individuals obtained along the evolutionary pro-
cess, and the population is combined to form a new set. Then, this new set is
ranked by their fitness, so only the best ones are selected until the new popu-
lation is completed. The update procedure is carried out ranking by confidence
the new set of individuals this ranking serving to select the best n individuals
from the new set for the updating process.

• Only those individuals having a fitness value greater than zero, a confidence
value greater than the minimum-confidence threshold, and a lift value greater
than unity are considered prompting the discovery of infrequent, reliable and
interesting association rules. An important feature of Rare-G3PARM is the use
of the lift measure, which represents the interest of a given association rule.
Traditionally, ARM proposals make use of a support and confidence framework,
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including G3PARM, attempting to discover rules which have support and
confidence values are greater than given thresholds.

LiftðX ! YÞ ¼ ConfidenceðX ! YÞ=Support Yð Þ ð4Þ

• A new Genetic Operator which modifies the highest support condition of a rule
to obtain a new condition having a lower support value, has been implemented.
Notice that the lower the support values of the conditions, the lower the support
value of the entire rule.

4 Summary

Here, it is summarized that, from the study of these all methods, that from one and
half decade works are going on in this area and still it is going on. Here, we have
studied different approaches and divided into three categories like Apriori,
FP-Growth and based on Evolutionary algorithm.

In approach based on Apriori which is using candidate generation, in all the
approaches considering this approach and requires database scan up to the large
itemset size and mining of direction is either top-down or bottom-up. And the major
threshold used is minimum support and in some cases used maximum support and
other related support measures.

In FP-Growth based approach which is mainly based on the usage of storage
structure to mine the information faster with less number of database scans. And
accordingly all the methods used the variation of FP-Tree like structures and require
equal or less number of database scan than the FP-Tree approach which showed the
improvement in the approaches with complexity at the structure level.

Evolutionary algorithm is also applied to mine the association for rare items,
which is very novel for association rule mining which depends upon the charac-
teristics of data and utilization function.

5 Proposed Work

The rare items are having special characteristic like appearing for less number of
times. From the literature survey it is found that numbers of approaches are utilized
to discover the rare associations. The approaches discussed here are complex and
takes more execution time and more number of database scans.

And majorly, when want to mine rare association of item, one can think about
the partitioning of data by utilization of other data mining technique before mining
of rare association.
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Herewith, proposed an approach by utilizing another data mining technique
clustering for rare association rule mining. Clustering is the technique which groups
the data according to the data characteristics where one group data are different than
the other group. Up to the knowledge of the author this approach is yet not utilized
by any researcher.

The approach is proposing to apply basic clustering on the dataset, with the
cluster thresholds like the number of instances then repeatedly apply the clustering
technique to minimize the cluster size with less intra cluster distance and more inter
cluster distance. The process is repeated until; the approach is generating clusters of
rare items having the good accuracy parameter as discussed in the next section and
then applies association rule mining concepts only for those clusters.

Here, as the association rules mining will be applied only for the clusters which
are small in size, that indicates rarely occurring data and thus minimizing the
overall association rule mining tasks.

6 Experiment Analysis and Future Work

The experiment is performed on weather data of Surat from the year 2007 to 2012,
containing different parameters like temperature, humidity, precipitation, etc.
Accuracy of clusters is measured using 3 parameters like average intra cluster
distance, average inter cluster distance and inter/intra cluster ratio. Here, the results
are shown up to the clusters only, not for associations.

Experiment is considered using K-means Clustering of weka. After prepro-
cessing of data, and after the number of experiments where varied the number of
clusters to achieve the higher inter/intra ratio.

The results indicate that 30 clusters are achieved with 2.18 inter/intra ratio. From
which 15 clusters are having good density and 15 clusters are having rare density.
The Tabel 1 shows the achieved result, indicating that both the intra cluster distance
and inter cluster distance are large enough.

But, from the result it is also analyzed that the intra cluster is 3.34 which is also
quite high. Also, after analyzation of clustered records, it is found that for this type
of weather data, the generated clusters are not having typical pattern which does not
make all of them different from each other.

For better clusters, intra cluster distance parameter requires less value and inter
cluster distance parameter requires higher value. Moreover, the number of clusters

Table 1 Experiment result
for clusters

Parameters K-means clustering

Number of cluster 30

Average intra cluster distance 3.34

Average inter cluster distance 7.30

Parameter (inter/intra) 2.18
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are even large enough, here equals in both the cases of frequent and rare. Thus, it is
still required to have less number of clusters with higher inter/intra cluster ratio and
uniqueness in clusters items associations.
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Local Gabor Wavelet-Based Feature
Extraction and Evaluation

T. Malathi and M.K. Bhuyan

Abstract Feature extraction is an essential step in many image processing and
computer vision applications. It is quite desirable that the extracted features can
effectively represent an image. Furthermore, the dominant information visually
perceived by human beings should be efficiently represented by the extracted
features. Over the last few decades, different algorithms are proposed to address the
major issues of image representations by the efficient features. Gabor wavelet is one
of the most widely used filters for image feature extraction. Existing Gabor
wavelet-based feature extraction methodologies unnecessarily use both the real and
the imaginary coefficients, which are subsequently processed by dimensionality
reduction techniques such as PCA, LDA etc. This procedure ultimately affects the
overall performance of the algorithm in terms of memory requirement and the
computational complexity. To address this particular issue, we proposed a local
image feature extraction method by using a Gabor wavelet. In our method, an image
is divided into overlapping image blocks, and subsequently each of the image
blocks are separately filtered out by Gabor wavelet. Finally, the extracted coeffi-
cients are concatenated to get the proposed local feature vector. The efficacy and
effectiveness of the proposed feature extraction method is evaluated using the
estimation of mean square error (MSE), peak signal-to-noise ratio (PSNR), and the
correlation coefficient (CC) by reconstructing the original image using the extracted
features, and compared it with the original input image. All these performance
evaluation measures clearly show that real coefficients of the Gabor filter alone can
effectively represent an image as compared to the methods which utilize either the
imaginary coefficients or the both. The major novelty of our method lies on our
claim—capability of the real coefficients of a Gabor filter for image representation.
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1 Introduction and Related Works

Feature extraction is a crucial step which greatly affects the performance of the
intended applications, and it is an open research problem of Computer Vision.
Depending on the application, nature of the feature to be extracted varies. Feature
extraction can be performed in two ways; namely local and global methods. Global
methods represent the whole image with a single feature vector, whereas in local
methods, a single image can have feature descriptors at multiple feature points [1].
These feature descriptors describe the local image neighborhood around the com-
puted interest points. The features described by both global and local methods
provide different information about the image as the support (neighborhood) used to
extract the intended features is different. Global methods are compact representation
of an image, and the feature vector of an image represented by a global method
corresponds to a single point in higher dimensional space making it suitable for
analysis. As global methods represent the entire image with a single feature, it
assumes that the image contains only a single object and the method fails when the
image has more than one object. This drawback is overcome by local methods.

Feature extraction using Gabor wavelets has many important applications in
Computer Vision. Although the Gabor wavelets are used to extract features for
various applications, but the procedure of feature extraction varies from one
application to another. One important application is face recognition. In face rec-
ognition, Gabor wavelet-based feature extraction is implemented in two ways—
Analytical methods and Holistic methods. In analytical methods, Gabor features are
extracted from a pre-defined feature point, whereas Gabor features are used to
represent the entire image in the holistic methods [2].

In facial expression recognition only a single frequency is selected or the interval
between the neighboring frequencies is increased to reduce the dimensionality of
Gabor feature for each of the orientations [3]. Dimensionality can be further
reduced by using principal component analysis (PCA), and linear discriminant
analysis (LDA). Most of the widely available Gabor-based feature extraction
methods use magnitude information, but the method proposed in [4] only uses
Gabor phase information for facial expression recognition. In [5], a spatially
maximum occurrence model (SMOM) for facial expression recognition (FER) is
proposed. Similarity comparisons between the images are performed by elastic
shape-texture matching (ESTM) algorithm which is based on shape and texture
information. Texture information in the high-frequency spectrum is obtained by
applying Gabor wavelets on the edge images.

Traditional Gabor filter fails in rotation invariant texture analysis as the sinu-
soidal grating varies in one direction. In [6], a circular Gabor filter in which the
sinusoid varies in all orientation is proposed.

Zhang and Ma used Gabor features for medical image retrieval [7]. The energy
from the output of each Gabor filter is given as input to fuzzy sets, and features are
extracted. To improve the retrieval rate, mean and standard deviation of the filter
output is used instead of energy.

182 T. Malathi and M.K. Bhuyan



Chen and Liu proposed a face coding algorithm using Gabor wavelet network
(GWN) [8]. GWN combines the local-feature and template-based characteristics.
Feature extracted by GWN is converted to bit strings, and given them as input to
genetic algorithm for coding.

Gabor wavelet is also used for determining stereo correspondence. Phase
information of Gabor wavelet at different scales is used to find the corresponding
matching pixels along the same scanline [9].

All the existing Gabor wavelet-based feature extraction methods either use
Gabor magnitude or phase as features, which requires the computation of both real
and imaginary coefficients. Subsequently PCA, LDA or statistical measures are
used to reduce the dimensionality of the feature. Additionally, Gabor features are
extracted at specific orientation in order to reduce the dimension of the feature. All
these dimensionality reduction techniques affect the performance of an algorithm.
Hence, the use of both real and the imaginary components of Gabor wavelets
unnecessarily create a burden in terms of memory requirement and the computa-
tional complexity. To address this specific issue, we proposed a new local feature
extraction method only using real coefficients of Gabor filter in spatial domain. It is
experimentally verified that the real coefficients can produce significantly good
results for most of the applications. The organization of the paper is as follows:
Sect. 2 describes the proposed feature extraction method, Sect. 3 shows the
experimental results, and Sect. 4 concludes the paper.

2 Proposed Local Gabor Feature Extraction Method

Feature extraction plays a crucial role in computer vision and image processing
applications such as face recognition, facial expression recognition, texture clas-
sification and segmentation, image retrieval, face reconstruction, fingerprint rec-
ognition, iris recognition and stereo correspondence. Gabor wavelet is a widely
used feature extraction tool in these areas. The motivation behind using Gabor
wavelet Eq. (1) for feature extraction is as follows [10]:

• Simple cells in the visual cortex of mammalian brains can be best modeled by
Gabor function.

• Gabor wavelet is a bandpass filter, and it is an optimal conjoint representation of
images in both space and frequency domain that occupies the minimum area.

• The orientation and scale tunable property of Gabor wavelet helps in detecting
edge and bars which aids in texture feature extraction [11].

• 2D Gabor wavelet has good spatial localization, orientation and frequency
selectivity property.

• Image perception by human visual system is similar to image analysis by Gabor
function.

Gabor function is Gaussian modulated complex Eq. (2) sinusoids which is
given by [12]
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Gabor wavelet is referred as a class of self-similar functions generated by the
process of orientation and the scaling of the 2D Gabor function which is given by

gmnðx; yÞ ¼ a�mg xa; yað Þ; a[ 1

xa ¼ a�m x cos hþ y sin hð Þ and
ya ¼ a�m �x sin hþ y cos hð Þ

ð2Þ

where, h ¼ np
k , m and n are two integers and k is the total number of orientations.

To find the feature vector for a pixel of interest, a small image patch around the
pixel is considered and convolved with Gabor wavelet with different orientations
and scaling. The obtained filter outputs are concatenated to obtain the desired
feature vector.

Figure 1 shows the block diagram of the proposed feature extraction method. Let
us consider an image I of size P� Q. In order to find the feature vector for the pixel
Iði; jÞ, a certain neighborhood Nði; jÞ of size u� v is considered, where ði; jÞ is the
pixel coordinates. This patch is convolved with the Gabor filter kernel gmn for
different orientations and scaling. The features are then extracted by concatenating
the obtained coefficients given by

Fði; jÞ ¼ concat cmn i; jð Þð Þ
cmn i; jð Þ ¼ N i; jð Þ � gmn

ð3Þ

where, “concat” is the concatenation operator and “�” is the convolution operator.
This procedure is repeated for all the pixels of the image. Since Gabor filter is a
complex filter, we extracted three different features: only real, only imaginary, and
both real and imaginary (magnitude) coefficients. Figure 2 shows the output
(magnitude, real and imaginary part) of Gabor wavelet for teddy image.

Fig. 1 Block diagram of the proposed local Gabor feature extraction method
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In general, any function can be reconstructed by the linear superposition of its
bases weighted by the wavelets. 2D Gabor wavelets are nonorthonormal bases i.e.,
they are nonorthogonal wavelets. The function can be approximately reconstructed
when the family of wavelets is orthonormal basis [12]. This is achieved when
0\A�B\2, and the function is reconstructed using the inversion formula
given by

f ¼ 2
Aþ B

X
mn

gmn; fh igmn ð4Þ

where, Aþ Bð Þ=2 is a measure of the redundancy of the frame, B=A is a measure of
the tightness of the frame. When A ¼ B, the frame is called a tight frame and the
reconstruction by linear superposition using the above inversion formula is exact.

Reconstruction of the teddy image using the above inversion formula Eq. (4) is
shown in Fig. 3. Similar to feature extraction, reconstruction of the original image is
also performed by using only real coefficients, only the imaginary coefficients, and
the magnitude. The reconstructed image using the extracted local features are
compared with the original image, and the performance of the reconstruction is
evaluated by using the metrics Mean Square Error (MSE), Peak Signal-to-Noise
ratio (PSNR), and cross correlation (CC).

Extraction of Gabor (magnitude and phase) features is performed by convolving
an image with the Gabor filter. Since Gabor wavelet is complex, feature extraction

Fig. 2 Output of Gabor wavelet filtered image. a Input teddy image, b both the real and the
imaginary coefficients (magnitude), c real part and d imaginary part

Fig. 3 Reconstructed teddy image. a Input teddy image, b magnitude of the output, c real part and
d imaginary part
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is done in two steps: (i) convolution of an image with real Gabor filter to obtain real
coefficients, (ii) convolving an image with the imaginary Gabor filter to obtain the
imaginary coefficients. In general, the computational complexity of Gabor filter is
O PQh2ð Þ, where P� Q is the size of input image, h� h is the Gabor kernel size.
So, the computational complexity is significantly reduced in our method as we
proposed to use only the real coefficients. Apparently, the memory requirement for
storing of all the coefficients of Gabor filter is also reduced. This is because of the
fact that both the real and imaginary coefficients have to be computed and stored in
order to compute the magnitude and phase information. On the other hand, the
proposed method requires half of the memory since it uses only the real coefficients.
Hence, the applications which demand fast computation of features, and also the
implementation with a reduced system memory, the proposed method can be
effectively employed.

3 Experimental Results

The performance of the proposed feature extraction method is evaluated on the
Middlebury stereo images [13, 14]. The feature vectors are extracted using the
Eq. (2).

The original image is reconstructed from the real and imaginary feature vectors
using the Eq. (4). The performance of the proposed feature extraction method is
evaluated by comparing the reconstructed image R with the original input image.
The metrics used to evaluate the performance are MSE, PSNR and CC. The per-
formance of the proposed method is evaluated for different window size, number of
orientations and scales. For all these cases, these three parameters are obtained. The
performance of the proposed method is compared with the holistic Gabor features
[2]. Tables 1, 2, 3, 4 and 5 shows the MSE, PSNR and CC for different window
sizes, number of orientations and number of scales. Parameters used to obtain our

Table 1 Comparison of MSE, PSNR and CC of the proposed method for different window sizes

Window MSE (proposed) PSNR (proposed) CC (proposed)

Size Real Imag Mag Real Imag Mag Real Imag Mag

3� 3 211 642 223 57.58 46.72 56.76 0.968 0.927 0.968

5� 5 297 1108 391 54.03 41.17 51.38 0.957 0.799 0.957

7� 7 464 1541 682 49.64 38.52 45.68 0.927 0.771 0.927

9� 9 623 1718 817 46.77 36.96 43.92 0.901 0.724 0.901

11� 11 681 1345 739 45.02 38.40 44.45 0.891 0.742 0.891

13� 13 955 2391 1009 43.20 33.65 41.98 0.871 0.574 0.871

15� 15 953 2818 1106 43.33 32.18 41.30 0.872 0.491 0.872
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Table 2 Comparison of MSE and PSNR of the proposed method with the holistic approach for
different number of orientations

No. of
orientations

MSE (proposed) MSE
(H)

PSNR (proposed) PSNR
(H)

Real Imag Mag Mag Real Imag Mag Mag

1 211 1222 320 1366 57.58 40.98 53.96 39.30

2 211 642 223 1046 57.58 46.72 56.76 43.57

3 211 643 232 547 57.54 46.71 56.39 48.47

4 211 642 231 524 57.54 46.72 56.42 49.03

5 211 642 232 556 57.54 46.72 56.41 48.41

6 211 642 232 557 57.54 46.72 56.41 48.41

7 211 642 232 556 57.54 46.72 56.41 48.42

8 211 642 232 556 57.54 46.72 56.41 48.42

Table 3 Comparison of Correlation coefficients (CC) of the proposed method with the holistic
approach for different numbers of scaling

No. of orientations CC (proposed) CC (H)

Real Imag Mag Mag

1 0.968 0.897 0.968 0.800

2 0.968 0.927 0.968 0.902

3 0.968 0.927 0.968 0.971

4 0.968 0.927 0.968 0.973

5 0.968 0.927 0.968 0.971

6 0.968 0.927 0.968 0.971

7 0.968 0.927 0.968 0.971

8 0.968 0.927 0.968 0.971

Table 4 Comparison of MSE and PSNR of the proposed method with the holistic approach for
different numbers of scaling

No. of
scaling

MSE (proposed) MSE
(H)

PSNR (Proposed) PSNR
(H)

Real Imag Mag Mag Real Imag Mag Mag

1 211 642 223 398 57.58 46.72 56.76 53.17

2 211 642 223 1046 57.58 46.72 56.76 43.57

Table 5 Comparison of Correlation coefficients (CC) of the proposed method with the holistic
approach for different numbers of scaling

No. of scaling CC (proposed) CC (H)

Real Imag Mag Mag

1 0.968 0.927 0.968 0.987

2 0.968 0.927 0.968 0.902
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experimental results are as follows: Number of scales—1 and 2, window sizes
—3� 3; 5� 5; 7� 7; 9� 9; 11� 11; 13� 13 and 15� 15, number of orientations
—1, 2, 3, 4, 5, 6, 7 and 8. Apparently, low SNR, high PSNR and CC show better
performance. In all these cases, we can see that the performance of the image
reconstructed by using only the real coefficients outperforms the reconstruction
using the imaginary coefficients and the magnitude of the coefficients. Additionally,
reconstruction only by real coefficients is significantly better than the reconstruction
by the magnitude of the coefficients of the holistic Gabor features. This is because,
the receptive field profiles of human visual system can be best modeled by the
product of a Gaussian and either a cosine or sine function [15]. Even receptive
fields are bar detectors, while the odd receptive fields are edge detectors [16]. In
following tables, H corresponds to holistic Gabor features, and the real, imag and
mag denote the real, imaginary and magnitude information respectively.

4 Conclusion

Feature extraction is a vital step in many Computer Vision applications. Due to
some important characteristics of Gabor wavelet, it is one of the widely used filters
for feature extraction. In this paper, we proposed a local Gabor feature extraction
method. To evaluate the performance of the proposed method, the original input
image is reconstructed with the help of the extracted feature vector, and subse-
quently, the performance of our method is evaluated using the metrics such as MSE,
PSNR and CC. Experimental results show that the proposed feature extraction
method can efficiently represent an image. Additionally, we found that the recon-
struction of an image only using the real coefficients outperforms the other two
reconstruction methods i.e., reconstruction only by imaginary coefficients, and
reconstruction by using both the real and the imaginary coefficients (magnitude).
The proposed method clearly has two important attributes—reduced computational
complexity and the less memory requirement. So, the proposed method can be
effectively used for the applications of image representation by a Gabor filter, which
need less computation and also less memory.
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Human Interaction Recognition Using
Improved Spatio-Temporal Features

M. Sivarathinabala and S. Abirami

Abstract Human Interaction Recognition (HIR) plays a major role in building
intelligent video surveillance systems. In this paper, a new interaction recognition
mechanism has been proposed to recognize the activity/interaction of the person
with improved spatio-temporal feature extraction techniques robust against occlu-
sion. In order to identify the interaction between two persons, tracking is necessary
step to track the movement of the person. Next to tracking, local spatio temporal
interest points have been detected using corner detector and the motion of the each
corner points have been analysed using optical flow. Feature descriptor provides the
motion information and the location of the body parts where the motion is exhibited
in the blobs. Action has been predicted from the pose information and the temporal
information from the optical flow. Hierarchical SVM (H-SVM) has been used to
recognize the interaction and Occlusion of blobs gets determined based on the
intersection of the region lying in that path. Performance of this system has been
tested over different data sets and results seem to be promising.

Keywords Video surveillance � Blob tracking � Spatio temporal features �
Interaction recognition

1 Introduction

Video Surveillance is one of the major research fields in video analytics and this has
been mainly used for security purpose. Human Interaction Recognition becomes a
key step towards understanding the human behavior with respect to the scenes.
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Activity/Interaction recognition from the surveillance videos has been considered as
challenging task. The situations such as background clutter, occlusion and illumi-
nation changes may cause difficulty in recognizing the activity of the person.
Recognizing human interactions can be considered as the extension of single person
action. In literatures [1–6], Action refers to the single person movement composed
of multiple gestures such as arm/leg motion and torso motion, Activity refers to the
combination of single or multiple people movement. Interaction may also refer to
the activity that happens between two persons.

In videos, Action can be represented using global features as well as local
features. Global features such as features considered from the entire image frame
and local features have been considered from the local portion from the image
frame. In literatures, Activity recognition approach relies on global feature repre-
sentation or fusing all the local features or by computing the histogram. These
approaches limit the performance of activity recognition under occlusion. To rec-
ognize interaction, body parts location and its movement during occlusion is still an
open challenge. Thus we are motivated to propose a new middle level features to
identify the activity/interaction even under occlusion.

Our Contribution lies in threefold: a new interaction recognition approach has
been introduced to recognize/identify the activity of the person whenever there is
crossover also. In feature extraction phase, Middle level features have been
extracted to analyze the spatial and temporal relationships between two persons.
The Hierarchical SVM classifier has been used to classify the interactions between
two persons.

2 Related Works

Major works in the field of video analytics have been devoted in the object tracking
and activity recognition phase and they are addressed in this section. Tracking the
particular person/object under illumination conditions, occlusion and dynamic
environments is still a challenging research. In general, Occlusion [2] can be
classified into three categories: self occlusion, partial occlusion and total occlusion.
In the previous work [7], to handle self and partial occlusion problems, a combi-
nation of blob tracking method and particle filter approach, has been employed by
using Contour as shape representation and color as feature for tracking. In addition
to this, blob splitting and merging approach has been attempted to identify
occlusion.

Activity/Interaction of the tracked person has to be identified in order to increase
the security in the environment. Human Interaction Recognition is crucial phase to
understand from the nature of the moving persons. Arash Vahdat et al. [8] modelled
activity with a sequence of key poses performed by the actors. Spatial arrangements
between the actors are included in the model, for temporal ordering of the key
poses. Chen et al. [9] proposed an automated reasoning based hierarchical frame-
work for human activity recognition. This approach constructs a hierarchical
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structure for representing the composite activity. This structure is then transformed
into logical formulas and rules, based on which the resolution based automated
reasoning is applied to recognize the composite activity. There comes uncertainty in
temporal and spatial relationship. This problem can be solved using mid level
spatio-temporal features. Patron-Perez et al. [10] develop a per-person descriptor
that uses head orientation and the local spatial and temporal context in a neigh-
bourhood of each detected person. They also employed structured learning to
capture spatial relationships between interacting individuals.

In literatures, many attempts have done to improve the interaction recognition
rate using new feature extraction techniques and using new learning methods
robustness to several complex situations such as background clutter, illumination
changes and occlusion conditions. Here in this work, we have been provided
solution to recognize the interaction between two persons under various situations.

3 Human Interaction Recognition

In this research, a special attempt has been made to identify the interaction between
two persons from the tracked blobs and improved spatio-temporal features.
Middle-level features [11], which connect local features and global features, are
apparently suitable to represent complex activities. Our approach relies on corner
detector and HOG descriptor to describe the pose of the person. Temporal features
have been analyzed using optical flow for every corner points and in each of the
body part. Pose information for head, arm, torso and leg has been obtained sepa-
rately and clustered, in addition with the temporal features provided by the optical
flow bins and then the activity/Interaction between two persons have been recog-
nized. Semantics has been added with actions to recognize interactions without any
confusion. Hierarchical SVM classifier has been used to classify the interaction
from pose and activity classifiers. In this framework, spatio-temporal relationship
has been maintained by constructing 5 bins in the optical flow descriptor [12, 13].
Real time human interaction recognition framework has been shown in Fig. 1.

4 Middle Level Features

Video Sequence has been represented by middle level features and their spatio-
temporal relationships. In videos, local spatial temporal feature extraction has been
widely used that involves interest point detection and feature description. From the
tracked persons, local spatio-temporal features have been extracted directly to
provide representation with respect to spatio-temporal shifts and scales. The spatio-
temporal features can provide information about multiple motions in the scene.
Feature detector usually selects the spatio-temporal locations and scales in the video.
In this work, Harris corner detector [5] has been used to detect the spatio-temporal
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points. Harris Corner detector, a simple detector that detects the interest points in the
frame. Let the corner interest points be p1, p2, p3, …, pn described by the 2D
co-ordinate. A densely sampled key point has been extracted that are stable in low
resolution videos, clutter and also in fast motion and the motion has been analyzed
from each corner points using optical flow algorithm. The distance between corre-
sponding corner points of both the blobs makes separate spatial information. dt = [d
[pi] − d[pj]] where i and j represents both the blobs, dt represents the distance
between the corresponding corner points in each frame at time t.

In general, detected interest points can be described using a suitable descriptor.
Histogram of oriented gradients [10] that captures the spatial location of the body
part and that is encoded by relative positions of HOG within the detector window.
Motion information has been added with HOG i.e. a good feature combining this
with the appearance (or) shape information makes a strong cue to represent the
feature. Optical flow provides differential flow that will gives information about
limb body relative motions. Temporal relations have been maintained throughout
the video by analyzing optical flow from Hog descriptor. Optical flow motions has
been differentiated into five different bins such as left, right, up, down and no
motion.

Pose prediction is the first step in the interaction recognition and it can be done
using HOG and SVM models. Posture has been estimated separately for the body
parts such as head, torso, arm and leg. HOG descriptor builds a body part model pre
trains the body parts into head, torso, arm and leg and SVM classification has been
performed. Each forms a separate cluster and distance between the neighborhood
points has been analyzed. Hp = {H1i, H1j, H2i, H2j, …, Hni, Hnj}; Ap = {A1i, A1j,
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Fig. 1 Framework for human interaction recognition
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A2i, A2j, …, Ani, Anj}; Tp = {T1i, T1j, T2i, T2j, …, Tni, Tnj}; Lp= {L1i, L1j, L2i, L2j,
…, Lni, Lnj} Where Hp, Ap, Tp and Lp represents the Head, Arm, Torso and Leg
posture. dHp = [d[H1i]t − d[H1i]t+1] where t and t + 1 represents the current frame
and next frame. Similarly distance has been calculated and pose has been predicted.
Next to the pose, actions have been analyzed from the spatial and temporal
informations. Five classes of the actions such as walking, running, boxing, touching
and hand waving that are trained and the actions have been classified.

5 Interaction Modeling

In each frame we have a set of human body detections X = [x… xM]. Each detection
xi = [lx, ly, s, q, v], has information about its corner location (lx, ly), scale (s), discrete
body part orientation (q), and v represents SVM classification scores. Associated
with each frame is a label Y = [y1… yk, yc]. This label is formed by a class label yi and
K for each detection (where K is the number of interaction classes, with 0 repre-
senting the no-interaction class) and a configuration label yc that serves as an index
for one of the valid pairings of detections. (i, j) indicates that detection i is interacting
with detection j and the 0 index means there is no interaction. The match between an
input X and a labeling Y has been measured by the following cost function:

S X; Yð Þ ¼
Xm

i
ayiqivyi þ

X
ayiqi þ

X
ði;jÞ2Pyc

ðdijbyiqi þ djibyjqjÞ ð1Þ

where vyi is the SVM classification score for class yi of detection i, Pyc is the set of
valid pairs defined by configuration index yc, dij and dji are indicator vectors
codifying the relative location of detection j with respect to detection i . yiqi are
scalar weighting and bias parameters that measure the confidence that we have in
the SVM score of class yi when the discrete orientation of the body part is qi. byiqi is
a vector that weights each spatial configuration given a class label and discrete head
orientation. Once the weights are learnt, we can find the label that maximizes the
cost function by exhaustive search, which is possible given the small number of
interaction classes and number of people in each frame. Interaction modeling has
been shown in the Fig. 2a, b the handshake interaction model has been given.

The person 1 on the left side walks person 2 on the right, and they shaking their
hands then rapidly depart. The poses such as arm stretch and arm stay and action
such as walking has been correctly classified. From the optical flow bins, the
directions has been identified such as the person moving right or left direction.
A semantic description for the handshaking action has been shown in Fig. 2b. Along
with the semantic descriptions, Interactions has been classified using hierarchical
SVM. Another example is of kicking interaction has been shown in Fig. 3. Here in
this case, leg posture has been considered. The poses such as leg stretch and leg stay
and action such as walking has been correctly classified. From the optical flow bins,
the directions has been identified such as the person moving right or left direction.
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Hierarchical Support Vector Machine (H-SVM) has been used to classify the
interaction between two persons. To perform human interaction recognition, we
fuse the features at two levels, (1) the output of the pose classifier and activity
classifier has been concatenated and given as the input to classifier, and (2) the
classifiers for the two sources are trained separately and classifier combination is
performed subsequently to generate final result. To combine the classifier outputs of
both the spatial and temporal features, classifier outputs have been interpreted as
probability measure.

6 Results and Discussion

The implementation of this object tracking system has been done using MATLAB
(Version2013a). MATLAB is a high performance language for technical comput-
ing. The input videos are taken from UT interaction dataset [14] and BIT interaction
dataset [15]. The proposed algorithm have been applied and tested over many
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different test cases and two of the scenarios have been shown here. The sample
frames from the datasets has been shown in Fig. 4.

Figure 5a, b represents the handshaking and pushing interaction. HS represents
Hand Shake and HF represents High Five interaction. Table 1a, b shows the
confusion matrix for the UT and BIT Interaction datasets respectively. It is evident
from the table that, the seven interactions classes has been trained and tested using
hierarchical SVM. Our method using midlevel features obtained the accuracy of
90.1 % in UT Interaction dataset (set1) and 88.9 % in BIT Interaction dataset. Our
approach has been compared with the existing methods used in interaction mod-
elling shown in Table 2.

Fig. 4 Sample frames from UT and BIT interaction datasets

Fig. 5 a Handshaking—interaction. b Pushing—interaction

Table 1 Confusion matrix of UT interaction dataset and BIT interaction respectively

a b

HS Hug Push Punch HF Kick Push Pat

HS 1 X X X HF 0.94 X 0.06 X

Hug X 1 X X Kick X 0.95 0.02 0.03

Push X X 0.98 0.02 Push X 0.06 0.92 0.02

Punch X X 0.05 0.95 Pat 0.02 0.01 0.08 0.89
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7 Conclusion

In this research, an automated interaction recognition system has been developed
using new spatio-temporal features which are called as mid level features. The
features have been considered from the tracked blob in the spatial and also in
temporal domain. We have been integrated spatio-temporal relationship between
every consecutive frame in the video sequence. The activities of the each person
have been identified and the activities/Interaction that happened between two per-
sons has been recognized through the midlevel features and high level semantic
descriptions. The intersecting regions between the potential detects the occlusion
states. The proposed algorithm has been tested over BIT interaction dataset and UT
interaction dataset. This system has the ability to recognize the interaction of the
person even if there is a person/object crossover also. In future, this system could be
extended along with the detection of heavy occlusion and multiple objects tracking
too.
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Common Coupled Fixed Point
Results in Fuzzy Metric Spaces
Using JCLR Property

Vishal Gupta, Ashima Kanwar and Naveen Gulati

Abstract The present study is devoted to use the notion of joint common limit
(shortly, JCLR property) for coupled maps and utilize this concept to prove com-
mon coupled fixed point theorem on fuzzy metric space. In this paper, we also
prove some fixed point theorems using the concept CLR property, E.A property and
integral type contractive condition in fuzzy metric space. Illustrative examples
supporting main results have been given.

Keywords Fixed point � Fuzzy metric space �Weakly compatible mappings � E.A
property � CLR property � JCLR property

1 Introduction

The notion of a fuzzy set stems from the observation made by Zadeh [1] that “more
often than not, the classes of objects encountered in the real physical world do not
have precisely defined criteria of membership”. In this paper, we are considering the
fuzzy metric space in the sense of Kramosil and Michalek [2]. Following this
concept, the notion of continuous t-norm is pertains to Georage and Veeramani [3].
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Bhaskar and Lakshmikantham [4], Lakshmikantham and Ćirić [5] discussed the
mixed monotone mappings and gave some coupled fixed point theorems, which can
be used to discuss the existence and uniqueness of solution for a periodic boundary
value problem.

Definition 1.1 [4] An element ðx; yÞ 2 X � X is called a coupled fixed point of the
mapping P : X � X ! X if Pðx; yÞ ¼ x; Pðy; xÞ ¼ y:

Definition 1.2 [5] An element ðx; yÞ 2 X � X is called a coupled coincidence point
of the mappings P : X � X ! X and a : X ! X if Pðx; yÞ ¼ aðxÞ; Pðy; xÞ ¼ aðyÞ:
Definition 1.3 [5] An element ðx; yÞ 2 X � X is called a common coupled fixed
point of the mappings P : X � X ! X and a : X ! X if

x ¼ Pðx; yÞ ¼ aðxÞ; y ¼ Pðy; xÞ ¼ aðyÞ:
Definition 1.4 [5] An element x 2 X is called a common fixed point of the map-
pings P : X � X ! X and a : X ! X if x ¼ Pðx; xÞ ¼ aðxÞ:
Definition 1.5 [6] The mappings P : X � X ! X and a : X ! X are called weakly
compatible if Pðx; yÞ ¼ aðxÞ; Pðy; xÞ ¼ aðyÞ implies that

aPðx; yÞ ¼ aPððxÞ; aðyÞÞ, aPðy; xÞ ¼ aPððyÞ; aðxÞÞ for all x; y 2 X:
Aamri and Moutawakil [7] generalized the concept of non compatibility by

defining E.A. property for self mappings. Sintunavarat and Kumam [8] defined the
notion of common limit in the range property (or CLR) property in fuzzy metric
spaces.

Definition 1.6 Let ðX;M; �Þ be fuzzy metric space. The mappings P : X � X ! X
and a : X ! X are said to satisfy E.A property if there exist sequences fxng and
fyng in X; such that lim

n!1Pðxn; ynÞ ¼ lim
n!1 aðxnÞ ¼ x; lim

n!1Pðyn; xnÞ ¼ lim
n!1 aðynÞ ¼

y for some x; y in X:

Definition 1.7 Let ðX;M; �Þ be fuzzy metric space. The mappings P : X � X ! X
and a : X ! X are said to satisfy CLRðaÞ property if there exist sequences fxng and
fyng in X; such that
lim
n!1Pðxn; ynÞ ¼ lim

n!1 aðxnÞ ¼ aðsÞ; lim
n!1Pðyn; xnÞ ¼ lim

n!1 aðynÞ ¼ aðwÞ; for some

s;w in X:

Remark 1.8 Let the class U of all mappings / : ½0; 1� ! ½0; 1� satisfying the
properties such that ϕ is continuous and non-decreasing on ½0; 1� and /ðtÞ[ t for all
t 2 ð0; 1Þ: We note that / 2 U; then /ð1Þ ¼ 1 and /ðtÞ� t for all t 2 ½0; 1�:
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2 Main Result

First, we explain the concept of the joint common limit (shortly, JCLR property) for
coupled maps as follows:

Let P;Q : X � X ! X and a; b : X ! X be four mappings. The pairs ðP; aÞ and
ðQ; bÞ are satisfy the joint common limit in the range of a and b property if there
exists sequences fxng; fyng; fung and fvng such that

lim
n!1Pðxn; ynÞ ¼ lim

n!1 aðxnÞ ¼ aðlÞ ¼ lim
n!1Qðun; vnÞ ¼ lim

n!1 bðunÞ ¼ bðlÞ and
lim
n!1Pðyn; xnÞ ¼ lim

n!1 aðynÞ ¼ aðmÞ ¼ lim
n!1Qðvn; unÞ ¼ lim

n!1 bðvnÞ ¼ bðmÞ;
ðC1Þ

for some l; m in X:
Now, we are ready to prove our first main result.

Theorem 2.1 Let ðX;M; �Þ be FM-space, where � is a continuous t-norm such
that a � b ¼ minfa; bg. Let P;Q : X � X ! X and a; b : X ! X be mappings such
that the pairs ðP; aÞ and ðQ; bÞ are satisfy JCLRðabÞ property and also satisfying
following conditions: for all x; y 2 X; t[ 0; k 2 ð0; 1Þ and / 2 U:

MðPðx; yÞ;Qðu; vÞ; ktÞ�/

MðPðx; yÞ; bðuÞ; tÞ � MðQðu; vÞ; aðxÞ; tÞ
� MðPðx; yÞ; aðxÞ; tÞ � MðQðu; vÞ; bðuÞ; tÞ
�MðaðxÞ; bðuÞ; tÞ

8><
>:

9>=
>;
; ðC2Þ

Then, the pairs ðP; aÞ and ðQ; bÞ have common coupled coincident point.
Moreover, if ðP; aÞ and ðQ; bÞ are weakly compatible, then ðP; aÞ and ðQ; bÞ have
a unique common fixed point in X:

Proof The pairs ðP; aÞ and ðQ; bÞ are satisfy the joint common limit in the range of
a and b property it satisfies the condition (C1) which is discussed above.

The proof is divided into five steps.
Step I: From condition (C1) and letting n ! 1; we have

MðPðxn; ynÞ;Qðl;mÞ; ktÞ�/

MðPðxn; ynÞ; bðlÞ; tÞ � MðQðl;mÞ; aðxnÞ; tÞ
� MðPðxn; ynÞ; aðxnÞ; tÞ � MðQðl;mÞ; bðlÞ; tÞ
�MðaðxnÞ; bðlÞ; tÞ

8><
>:

9>=
>;
;

we have Qðl;mÞ ¼ bðlÞ: In similar way,

Qðm; lÞ ¼ bðmÞ: ð1Þ
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Step II: By using (C2) and considering n ! 1 and conditions (C1), (1), we have

MðPðl;mÞ;Qðun; vnÞ; ktÞ�/

MðPðl;mÞ; bðunÞ; tÞ � MðQðun; vnÞ; aðlÞ; tÞ�
MðPðl;mÞ; aðlÞ; tÞ � MðQðun; vnÞ; bðunÞ; tÞ
�MðaðxÞ; bðunÞ; tÞ

8><
>:

9>=
>;
;

Pðl;mÞ ¼ aðlÞ ¼ Qðl;mÞ ¼ bðlÞ
Similarly;Pðm; lÞ ¼ aðmÞ ¼ Qðm; lÞ ¼ bðmÞ

)
: ð2Þ

Hence we conclude that the pairs ðP; aÞ and ðQ; bÞ have common coupled
coincident point l;m in X:

Now, we assume Pðl;mÞ ¼ aðlÞ ¼ Qðl;mÞ ¼ bðlÞ ¼ r1 and

Pðm; lÞ ¼ aðmÞ ¼ Qðm; lÞ ¼ bðmÞ ¼ r2;where r1; r2 2 X: ð3Þ

Since the pairs ðP; aÞ and ðQ; bÞ are weakly compatible, we get that

aðPðl;mÞÞ ¼ PðaðlÞ; aðmÞÞ&aðPðm; lÞÞ ¼ PðaðmÞ; aðlÞÞ:
bðQðl;mÞÞ ¼ QðbðlÞ; bðmÞÞ&bðQðm; lÞÞ ¼ PðbðmÞ; bðlÞÞ:

From (3), we have

aðr1Þ ¼ Pðr1; r2Þ&aðr2Þ ¼ Pðr2; r1Þ; bðr1Þ ¼ Qðr1; r2Þ&bðr2Þ ¼ Qðr2; r1Þ: ð4Þ

Step III: We shall prove that r1 ¼ Pðr1; r2Þ&r2 ¼ Pðr2; r1Þ:
For this, using (C2) and (2), (3), (4), we get

MðPðr1; r2Þ;Qðl;mÞ; ktÞ�/
MðPðr1; r2Þ; bðlÞ; tÞ � MðQðl;mÞ; aðr1Þ; tÞ � MðPðr1; r2Þ; aðr1Þ; tÞ
� MðQðl;mÞ; bðlÞ; tÞ �Mðaðr1Þ; bðlÞ; tÞ

( )
:

This implies

r1 ¼ Pðr1; r2Þ ¼ aðr1Þ and r2 ¼ Pðr2; r1Þ ¼ aðr2Þ: ð5Þ

Step IV: Now, we shall show that r1 ¼ Qðr1; r2Þ&r2 ¼ Qðr2; r1Þ:
Again using (C2) and (3), (4), (5),

MðPðl;mÞ;Qðr1; r2Þ; ktÞ�/
MðPðl;mÞ; bðr1Þ; tÞ � MðQðr1; r2Þ; aðlÞ; tÞ � MðPðl;mÞ; aðlÞ; tÞ
� MðQðr1; r2Þ; bðr1Þ; tÞ �MðaðxÞ; bðr1Þ; tÞ

( )
;

we get r1 ¼ Pðr1; r2Þ ¼ aðr1Þ ¼ Qðr1; r2Þ ¼ bðr1Þ:
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Similarly, we can show that

r2 ¼ Pðr2; r1Þ ¼ aðr2Þ ¼ Qðr2; r1Þ ¼ bðr2Þ: ð6Þ

Step V: We shall assert that ðP; aÞ and ðQ; bÞ have common fixed point in X:For
this, we shall prove that r1 ¼ r2: Let suppose that r1 6¼ r2: so,

Mðr1; r2; tÞ ¼MðPðr1; r2Þ;Qðr2; r1Þ; tÞ

�/
MðPðr1; r2Þ; bðr2Þ; tÞ � MðQðr2; r1Þ; aðr1Þ; tÞ � MðPðr1; r2Þ; aðr1Þ; tÞ
� MðQðr2; r1Þ; bðr2Þ; tÞ �Mðaðr1Þ; bðr2Þ; tÞ

( )
;

this is contradiction to our supposition.
This implies r1 ¼ r2: Thus, we proved that r1 ¼ Pðr1; r1Þ ¼ aðr1Þ ¼

Qðr1; r1Þ ¼ bðr1Þ: h

So, we conclude that the pairs ðP; aÞ and ðQ; bÞ have common fixed point in X:
The uniqueness of the fixed point can be easily proved in the same way as above by
using condition (C2). This completes the proof of Theorem 2.1.

Using the above theorem, we now state next theorem in which a pair of map-
pings satisfies CLR property.

Theorem 2.2 Let ðX;M; �Þ be FM-space, where � is a continuous t-norm such that
a � b ¼ minfa; bg: Let P : X � X ! X and a : X ! X be mappings such that the
pair ðP; aÞ is satisfies CLRðaÞ property and satisfying following condition:

MðPðx; yÞ;Pðu; vÞ; ktÞ�/

MðPðx; yÞ; aðuÞ; tÞ � MðPðu; vÞ; aðxÞ; tÞ
� MðPðx; yÞ; aðxÞ; tÞ � MðPðu; vÞ; aðuÞ; tÞ
�MðaðxÞ; aðuÞ; tÞ

8><
>:

9>=
>;
; ðC3Þ

for all x; y 2 X; k 2 ð0; 1Þ; t[ 0 and / 2 U:
Then, the pair ðP; aÞ has common coupled coincident point. Moreover, if the

pair ðP; aÞ is weakly compatible, then the pair ðP; aÞ has a unique common fixed
point in X:

Proof By considering P ¼ Q and a ¼ b in Theorem (2.1) and the pair ðP; aÞ is
satisfies CLRðaÞ property then there exist sequences fxng; fyng in X such that
lim
n!1Pðxn; ynÞ ¼ lim

n!1 aðxnÞ ¼ aðlÞ and lim
n!1Pðyn; xnÞ ¼ lim

n!1 aðynÞ ¼ aðmÞ; for

some l; m in X: So, in the same way as in Theorem (2.1), we get the result. h

Now, we give some examples to support main results.
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Example 2.3 Let X ¼ ð0; 1�; a � b ¼ minða; bÞ; Mðx; y; tÞ ¼ t
tþ x�yj j ;

for all x; y 2 X; t[ 0: Then ðX;M; �Þ is a fuzzy metric space. Let P; Q :
X � X ! X and a; b : X ! X defined as

Pðx; yÞ ¼ xþ y
2

; aðxÞ ¼ x; Qðx; yÞ ¼ x� yþ 1; bðxÞ ¼ 1; x ¼ 1

0; x 2 ð0; 1Þ

(
:

Now consider the sequences fxng ¼ 1þ 1
n ; fyng ¼ 1� 1

n ; fung ¼ 1
n ; fvng ¼ � 1

n

and /ðtÞ ¼ ffiffi
t

p
:

lim
n!1Pðxn; ynÞ ¼ lim

n!1 aðxnÞ ¼ lim
n!1Qðun; vnÞ ¼ lim

n!1 bðunÞ ¼ 1 ¼ að1Þ ¼ bð1Þ;
lim
n!1Pðyn; xnÞ ¼ lim

n!1 aðynÞ ¼ lim
n!1Qðvn; xnÞ ¼ lim

n!1 bðvnÞ ¼ 1 ¼ að1Þ ¼ bð1Þ:

These imply the pairs ðP; aÞ and ðQ; bÞ are satisfying JCLRðabÞ property.
Also, aðPð1; 1ÞÞ ¼ Pðað1Þ; að1ÞÞ ¼ 1; bðQð1Þ;Qð1ÞÞ ¼ Qðbð1Þ; bð1ÞÞ ¼ 1.

Then ðP; aÞ and ðQ; bÞ are weakly compatible. Then all conditions in Theorem 2.1
are satisfied .So, we concluded that x ¼ 1 is the unique fixed point of P;Q; a; b:

Example 2.4 Let ðX;M; �Þ be FM-space, where X ¼ ½0; 1�; � is a continuous
t-norm such that a � b ¼ minfa; bg;Mðx; y; tÞ ¼ t

tþ x�yj j : Let P : X � X ! X and

a : X ! X are mappings defined as Pðx; yÞ ¼ xþ y; aðxÞ ¼ x; 8 x; y 2 X:Now
consider the sequences fxng ¼ 1

n ; fyng ¼ � 1
n and /ðtÞ ¼ ffiffi

t
p

; t[ 0:

lim
n!1Pðxn; ynÞ ¼ lim

n!1 aðxnÞ ¼ 0 ¼ að0Þ; lim
n!1Pðyn; xnÞ ¼ lim

n!1 aðynÞ ¼ 0 ¼ að0Þ:

This implies the pair ðP; aÞ is satisfies CLRðaÞ property. Also, the pair ðP; aÞ is
weakly compatible. All the conditions of Theorem 2.2 are satisfied. Thus the pair
ðP; aÞ has x ¼ 0 unique common fixed point in X:

Theorem 2.5 Let ðX;M; �Þ be FM-space, where � is a continuous t-norm such that
a � b ¼ minfa; bg. Let P : X � X ! X and a : X ! X be a mapping such that the
pair ðP; aÞ is satisfies the E.A property and the range of aðXÞ is closed subspace of
X satisfying condition (C3) of Theorem 2.2. Then, the pair ðP; aÞ has common
coupled coincident point. Moreover, if the pair ðP; aÞ is weakly compatible, then
the pair ðP; aÞ has a unique common fixed point in X:

Proof Since the pair ðP; aÞ is satisfies the E.A property then there exist sequences
fxng; fyng in X such that lim

n!1Pðxn; ynÞ ¼ lim
n!1 aðxnÞ ¼ u and lim

n!1Pðyn; xnÞ ¼
lim
n!1 aðynÞ ¼ v; for some u; v in X: h
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Here, the range of aðXÞ is closed subspace of X. By using the property closed
subspace of X that there exist l;m in X such that u ¼ aðlÞ; v ¼ aðmÞ: Therefore, the
pair ðP; aÞ is satisfies CLRðaÞ property. So, from Theorem (2.2), we get result
immediately.

Branciari-Integral contractive type condition [9] result is very valuable in fixed
point theory on fuzzy metric space. In next result, contractive condition of integral
type is used which is the extension of main result using JCLR property.

Theorem 2.6 Let ðX;M; �Þ be FM-space, where � is a continuous t-norm such that
a � b ¼ minfa; bg.Let P;Q : X � X ! X and a; b : X ! X be mappings such that
the pairs ðP; aÞ and ðQ; bÞ are satisfy JCLRðabÞ property and also satisfying this

condition
Rs
0
vðtÞdt� /

Rw
0
vðtÞdt

� �
; where vðtÞ is Lebesgue- integrable function,

k 2 ð0; 1Þ; t[ 0, / 2 U and s ¼ MðPðx; yÞ;Qðu; vÞ; ktÞ;

w ¼ MðPðx; yÞ; bðuÞ; tÞ � MðQðu; vÞ; aðxÞ; tÞ � MðPðx; yÞ; aðxÞ; tÞ
�MðQðu; vÞ; bðuÞ; tÞ �MðaðxÞ; bðuÞ; tÞ

Then, the pairs ðP; aÞ and ðQ; bÞ have common coupled coincident point.
Moreover, if the pairs ðP; aÞ and ðQ; bÞ are weakly compatible, then ðP; aÞ and
ðQ; bÞ have a unique common fixed point in X:

Proof By assuming vðtÞ ¼ 1, we obtained the desired result with help of Theorem
(2.1). h
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Speech Based Arithmetic Calculator Using
Mel-Frequency Cepstral Coefficients
and Gaussian Mixture Models

Moula Husain, S.M. Meena and Manjunath K. Gonal

Abstract In recent years, speech based computer interaction has become the most
challenging and demanding application in the field of human computer interaction.
Speech based Human computer interaction offers a more natural way to interact with
computers and does not require special training. In this paper, we have made an
attempt to build a human computer interaction system by developing speech based
arithmetic calculator using Mel-Frequency Cepstral Coefficients and Gaussian
Mixture Models. The system receives arithmetic expression in the form of isolated
speech command words. Acoustic features such as Mel-Frequency Cepstral
Coefficients features are extracted from the these speech commands. Mel-Frequency
Cepstral features are used to train Gaussian mixture model. The model created after
iterative training is used to predict input speech command either as a digit or an
operator. After successful recognition of operators and digits, arithmetic expression
will be evaluated and result of expression will be converted into an audio wave. Our
system is tested with a speech database consisting of single digit numbers (0–9) and
5 basic arithmetic operators ðþ;�;�; = and%Þ. The recognition accuracy of the
system is around 86 %. Our speech based HCI system can provide a great benefit of
interacting with machines through multiple modalities. Also it supports in providing
assistance to visually impaired and physically challenged people.

Keywords MFCC � GMM � EM algorithm

M. Husain (&) � S.M. Meena � M.K. Gonal
B.V.B College of Engineering and Technology, Vidyanagar, Hubli 580031,
Karnataka, India
e-mail: moulahusain@bvb.edu

S.M. Meena
e-mail: msm@bvb.edu

M.K. Gonal
e-mail: mkgonal@bvb.edu

© Springer India 2016
A. Nagar et al. (eds.), Proceedings of 3rd International Conference
on Advanced Computing, Networking and Informatics, Smart Innovation,
Systems and Technologies 43, DOI 10.1007/978-81-322-2538-6_22

209



1 Introduction

In recent years, many of the emerging technologies are focusing towards improving
the interaction between man and the machine. Speech is the most prominent
modality which can offer a more natural and convenient way to interact with
computers. Training a human being to understand and speak a spoken language is
much easier compared to training computers, and make them to understand and
speak our language. Automatic speech recognition (ASR) [1] technology is used to
train machines which will map speech words into machine understandable form.
Recognition of speech involves two major steps: audio feature extraction and,
speech recognition using pattern recognition and machine learning algorithms.
Generally, speech signal features will have great amount of internal variations. Such
variations are caused by difference in age, accent, pronunciation, gender, envi-
ronmental conditions and physiological aspects of the speaker. This inherent var-
iability nature of speech signal demands for an efficient speech feature extraction
and recognition system.

In this work, we implement a system which receives arithmetic expression in the
form of speech commands. We extract most popularly used audio features,
Mel-scaled Frequency Cepstral Coefficients (MFCC) from input speech commands.
These features are used to train Gaussian Mixture Models (GMM). The model will
be built by training GMM using Expectation Maximization (EM) algorithm. The
model created using GMM can be used for recognizing speech commands and
converting it into machine readable form. Once after recognizing digits and oper-
ators, it will compute the expression and store the result in the form of text. At the
end, result of arithmetic expression present in the form of text is converted back to
audio signal. The system has been tested with speech database of English language.
Figure 1 shows the complete flow of feature extraction, recognition and evaluation
of arithmetic expression.

Fig. 1 Speech command based arithmetic calculator receiving input as speech command and
generating result of computation in the form of speech
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Generally, speech and speaker recognition systems will have two main stages:
Front-end processing and Recognition using speech features. The most commonly
used feature descriptors in the field of speech recognition are Linear prediction
Coefficients (LPC) [2], Perceptual Linear Prediction (PLP) [3] and Mel Frequency
Cepstral Coefficients (MFCC) [4]. In LPC feature extraction technique, repetitive
nature of speech is exploited by predicting current sample as the linear combination
of past m samples. The predicted sample SpðnÞ is given by

SpðnÞ ¼ �
Xm
i¼0

aiSðm� iÞ ð1Þ

S(m) is the short term spectrum of speech and ai are coefficients of linear
prediction. PLP also works based on short term spectrum of speech similar to LPC
but uses some psychophysical based transformations. In this technique, a set of
filter-banks are used to transform frequency spectrum in linear scale to a Bark scale
given by

fbark ¼ log
flin
600

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ flin

600

� �2
s0

@
1
A ð2Þ

where fbark and flin are bark frequency and linear scale frequencies respectively.
Such transformation of frequency scales will provide better representation of vocal
tract or speech envelope. MFCC feature is almost similar to PLP feature but
transforms frequencies from linear scale to Mel scale given by

fmel ¼ 2595� log10ð1þ flin=700Þ ð3Þ

where fmel represents mel-scale frequency after transformation and flin represents
linear frequencies. In [4], Davis and Mermelstein have proved the advantages and
noise robustness characteristics of MFCC over other speech features.

After extracting relevant features from speech signals we need to use a classifier
for recognizing audio inputs. Hidden Markov Models (HMM) [5] and Gaussian
Mixture Models (GMM) [6] are the two dominant statistical tools used in the
speech and speaker recognition applications. HMMs are popularly known for
speech recognition applications over 3 decades. GMMs are largely used for text
independent speaker recognition applications. GMMs are sometimes considered as
a component of HMMs. In this proposed work, our system receives inputs (num-
bers and operators) in the form of isolated audio waves. As our input commands are
non continuous, we have implemented recognition of speech commands using
GMM classifier. An iterative procedure, E-step and M-step (EM algorithm [7–9]) is
used to build the GMM model.
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In the next section, we describe extraction of MFCC features, in third section we
explain GMM as classifier and training by using EM algorithm, fourth section gives
details of the experiments conducted and results obtained, and in the final section
conclusion and future scope is discussed.

2 Acoustic Feature Extraction

Extraction of features from speech signals play a significant role in recognizing
audio words. In this section, we describe steps involved in extracting acoustic
features from the audio waves. Figure 2 shows the various steps for computing and
generating MFCC features from speech commands.

Pre-emphasis is the first step in feature extraction. It reduces the dynamic range
of speech spectrum by boosting signals at higher frequencies. Pre-emphasis of
speech waves can be performed by applying first order difference equation on input
signal IS(n):

OðnÞ ¼ IðnÞ � aIðn� 1Þ ð4Þ

where O(n) is the output signal. a is the pre-emphasis coefficient and typically lies
in the range from 0.9 to 1.0. Z transform of pre-emphasis equation is given by

ZðxÞ ¼ 1� a� x�1 ð5Þ

Speech signals generally vary with time and statistically non stationary in nature.
In order to extract stable acoustic features from the speech signals, we segment
speech into successive frames of length typically 30 ms. In this short duration, speech
signal will be considered as reasonably stationary or quasi stationary. Accuracy of
features extracted depends on the optimum length of the frame. If the length of frame

Fig. 2 MFCC feature extraction steps and related waveforms
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is very small, we may loose temporal characteristics of the speech. The information
loss due to quick transitions between successive frames can be controlled by over-
lapping successive frames with a duration of around 30 % of the frame length.

After framing of speech signal, each frame is multiplied with a window of
duration equal to length of the frame. The window will be moved for every new
frame by a duration equal to frame shift. The most simple window is rectangular
window defined as

wðnÞ ¼ 1 8 0� n�N� 1
0 otherwise

�
ð6Þ

But the drawback of rectangular window is, it generates side-lobes in the fre-
quency domain because of abrupt transitions at the edge positions. These large
side-lobes may cause spectral leakage where energy at a given frequency leaks into
adjacent regions. This problem can be resolved by taking the window containing
smooth decay at the edges. The most commonly used window for preventing
spectral leakage by reducing the height and width of side-globes is Hamming
window given by

wðnÞ ¼ 0:54� 0:46 cos ð2pnÞN 8 0� n�N� 1
0 otherwise

�
ð7Þ

Approximately N samples of each frame indexed by n = 0 to N − 1 will be
transformed from time domain to frequency domain using Discrete Fourier
Transform (DFT) FðkÞ given by

FðkÞ ¼
XN�1

n¼0

f ðkÞe�j2pnk
N ð8Þ

where F(k) are Fourier coefficients and M is the length of FFT vector. The trans-
formation from time domain signal to frequency spectrum gives sensible infor-
mation for recognizing speech information. In practice, the DFT coefficients are
calculated by using Fast Fourier Transform (FFT) algorithms which take time of
n log n instead of n2.

FFT of speech signal contains magnitude and phase components. Generally
magnitude part of frequency response is useful for distinguishing speech signals.
Phase component of frequency response may be useful for locating source of audio
signal. Hence we neglect phase component of frequency spectrum. The squared
magnitude frequency response of ith frame, by discarding phase component is
given by

jFiðkÞj2 ¼ FiðkÞFT
i ðkÞ ð9Þ
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According to psychophysical studies, human auditory perception follows a non
linear frequency scale. This non-linear property can be achieved by multiplying
power spectrum with a bank of k triangular filters. These triangular band pass filters
are spaced uniformly over a mel-scale in such a way that it reflects non linear
auditory behaviour of the human voice system. These mel-bank filters generate an
array of filtered values, whose length is equal to the number of bank filters used.
Also, mel-bank filters provide the benefit of reducing dimensions of the data.

The filter-bank energies are very much sensitive to sounds of very high and low
loudness values. The sensitivity of these filter banks can be reduced by applying
logarithmic function. Accuracy of speech recognition increases with the application
of log function.

In the final step, we apply cosine function on log of mel-spectrum obtained in the
previous step. The features obtained by applying cosine function on logarithm of
Mel scaled spectrum is called MFCCs.

DCT coefficients obtained in the last step are useful for representing useful
information required for speech recognition. The lower order DCT coefficients
contain slowly varying vocal tract information (spectral envelope) where as higher
order coefficients represent excitation information. In speech recognition as only
spectral envelope information is required, we discard higher order coefficients and
retain only lower order coefficients.

3 Gaussian Mixture Model for Recognition

Gaussian mixture models are parametric probabilistic models represented by the
combination of finite set of multivariate normal distributions. Unlike K-means [7, 9,
10], GMM performs soft clustering and incorporates mixture weights, covariance
and mean of the distributions. GMMs are generally used to model continuously
varying information or biometric related features. Given a feature vector f , the
mixture density for the speech sample ‘s’ is given by

p f jksð Þ ¼
XK
j¼1

wjN f jMj;Cj
� � ð10Þ

where N is a normal density function defined by

N f jMj;Cj
� � ¼ e�1=2 f�Mjð ÞC�1

j f�Mjð ÞT

ð2pÞD=2jCjj1=2
ð11Þ

Mj and Cj are mean and covariance vectors. wj are the mixture weights and
follow the relation

PK
j¼1 wj ¼ 1. In speech recognition each class of speech sample
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(in our case numbers and operators) are represented by a unique GMM model.
This GMM model ks can be used to predict the class of input sample. The GMM
model ks is represented by a set of three parameters wj;Mj and Cj. Figure 3 gives
representation of speech signals and their distribution details. In speech recognition,
given a feature vector of any sample ‘s’, goal is to estimate the model ks parameters
wj;Mj and Cj such that its distribution matches with one of the training samples.
The model parameters are estimated by using iterative method of Expectation and
Maximization (EM) algorithm.

In EM algorithm of estimating model parameters, we first begin with an initial
model kcur . Using EM algorithm we estimate GMM model knew parameters wj;Mj

and Cj such that pðf jknewÞ� pðf jkcurÞ. The new model knew becomes the current
model kcur . This procedure is repeated until it converges to an optimal point.

The EM algorithm estimates new model parameters as follows
(i) Initialize the mixture weights wcur, means Mcur and covariances Ccur .

Evaluate initial value of log likelihood given by

ln pðf jksÞ ¼
XM
i¼1

ln
XK
j¼1

wjN fijMj;Cj
� � ð12Þ

(ii) E step: Calculate responsibility matrix that assign data points to the clusters.

RðzijÞ ¼
wjN fijMj;Cj

� �
PL

l¼1 wlN fijMj;Cl
� � ð13Þ

Fig. 3 Gaussian mixture model representation for two Gaussian components
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(iii)M step: Calculate new values of model knew parametersMnew
j ;Cnew

j and wnew
j

using responsibility matrix calculated in the E-step.

Mnew
j ¼ 1

Nj

XM
i¼1

R zij
� �

fi ð14Þ

Cnew
j ¼ 1

Nj

XM
i¼1

R zij
� �

fi �Mnew
j

� 	
fi �Mnew

j

� 	T
ð15Þ

wnew
j ¼

PM
i¼1

R zij
� �

M
ð16Þ

(iv) Recalculate log likelihood given by Eq. 12 using new values of model
parameters.

Repeat the steps from 2 to 4 until convergence criteria is met either for model
parameters or log likelihood function.

4 Experimental Results and Discussions

In this section, we discuss datasets used for feature extraction and recognition
purpose. Also we discuss experimental set up and implementation details.

4.1 Dataset of Digits and Operators

We conducted a preliminary experiment and evaluated arithmetic calculator
experiments on a speech database of numbers and operators. We recorded audio
samples for single digit numbers from 0–9 to 5 arithmetic operators in a sound
proof room. Our speech database for arithmetic calculation contains around 450
audio samples. We stored 30 speech samples (15 male and 15 female) for every
class of digits and operators as WAV files. Also in each class of audio samples
utterances were recorded at three different paces-normal, fast and slow.

4.2 Feature Extraction Using MFCC

We sampled speech signals stored for digits and operators at the rate of 16,000 Hz.
The signals are divided into frames of length 400 samples with overlapping of 160
samples. The size of the hamming window is 400 samples. It is shifted with a frame
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shift of 160 samples. Frequency components are extracted by applying 512 point
FFT algorithm on zero padded frames. Due to the symmetric property of FFT, we
retain only half part of the spectrum that is 257 components. FFT power spectrum is
multiplied with a set of 26 Mel-spaced filter banks of vector length 257 and then we
add up all these coefficients. The resulting vector will have 26 mel scaled energies.
We take log of these energies and finally apply DCT to get 26 cepstral coefficients.
Out of 26 cepstral coefficients, first 12 lower order coefficients are retained. These
12 coefficients will form MFCC of each frame.

4.3 Training and Validation of GMM

In this work, we train GMM using Expectation Maximization algorithm on a data
set of 450 audio samples of digits and operators. The model obtained after training
is used for predicting the class of input speech command. In order to verify the
robustness of the GMM as classifier, we used 10 fold cross validation. The con-
fusion matrix obtained after validating GMM with 10 fold cross validation is shown
in Table 1.

4.4 Text to Speech Conversion

Our speech based arithmetic calculator receives arithmetic expressions in the form
of speech commands. The voice command can be recognized by using GMM

Table 1 Confusion matrix for a set of 5 operators and 5 numbers

Speech 1. Wav 2. Wav 3. Wav 4. Wav 5. Wav Plus.
wav

Minus.
wav

Mul.
wav

Div.
wav

Mod.
wav

1. Wav 85 2 3 0 0 4 0 6 0 0

2. Wav 0 84 1 2 3 4 6 0 0 0

3. Wav 1 1 88 0 2 0 3 0 4 1

4. Wav 2 0 3 85 0 0 2 1 3 4

5. Wav 5 0 6 0 89 0 0 0 0 0

Plus.
wav

6 5 0 0 0 85 0 0 0 4

Minus.
wav

0 0 3 0 0 4 89 0 0 4

Mul.
wav

5 2 1 0 0 4 0 83 0 5

Div.
wav

5 1 2 0 4 4 0 0 84 0

Mod.
wav

2 2 1 2 2 2 0 0 0 89
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model and converted into machine understandable form. The arithmetic operation is
performed on the input numbers and result will be stored in the form of text.
Finally, result of arithmetic expression present in the form of text is converted into
audio signal by using Text To Speech (TTS) API.

5 Conclusion

In our speech based arithmetic calculator, we have demonstrated extraction of
MFCC feature vectors which are suitable for representing content of audio signal.
We used MFCC features to train GMM by using EM algorithm. The model
obtained after training is used for predicting the class of speech command. The
speech commands are recognized as either digits or operators. Finally, the arith-
metic expression is evaluated based on the input speech command and the result
will be converted back to audio signal. As calculator is tested with natural speech
commands, accuracy obtained is around 86 %. In future, recognition rate and
robustness of the system can be improved by exploring HMMs and deep learning
features. Further, the system can be extended to support calculation of complex
expressions and recognition of local languages.
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Comparative Analysis on Optic Cup
and Optic Disc Segmentation
for Glaucoma Diagnosis

Niharika Thakur and Mamta Juneja

Abstract Glaucoma is an eye disease which causes continuous increase in size of
optic cup and finally the permanent vision loss due to damage to the optic nerve. It
is the second most prevailing disease all over the world which causes irreversible
vision loss or blindness. It is caused due to increased pressure in the eyes which
enlarges size of optic cup and further blocks flow of fluid to the optic nerve and
deteriorates the vision. Cup to disc ratio is the measure indicator used to detect
glaucoma. It is the ratio of sizes of optic cup to disc. The aim of this analysis is to
study the performance of various segmentation approaches used for optic cup and
optic disc so far by different researchers for detection of glaucoma in time.

Keywords Segmentation � Cup to disc ratio (CDR) � Optic disc � Optic cup �
Glaucoma

1 Introduction

Glaucoma is a primary cause of permanent blindness all over the world. It occurs
due to compression and/or deteriorating blood flow through the nerves of the eyes.
It is caused due to increase in optic cup size present on the optic disc. Optic disc is
the location from where major blood vessels enter to supply the blood to retina.
Optic cup is the central depth of variable size present on optic disc. A disc with
disease condition varies in color from a pink or orange to white. In a survey
conducted by World Health Organization (WHO) it has been ranked as the second
major cause of blindness across the world. It influenced nearly 5.2 million popu-
lation across the world i.e. 15 % of the total world population and is expected to
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increase by 11.2 million population by 2020 [1]. In country like Thailand, it
affected 2.5–3.8 % of the total population of the country or approximately 1.7–2.4
million population over the country [2]. Currently, Cup to disc ratio (CDR) is a
measure indicator of glaucoma. It is calculated as the ratio of the vertical diameters
of optic cup to optic disc. CDR can be determined by analyzing the sizes of optic
cup and optic disc [3]. As a researcher we can diagnose the glaucoma by seg-
menting the optic cup and optic disc and then calculating the ratio’s of their vertical
diameter for diagnosis of glaucoma. According to survey conducted this can be said
that CDR for person with normal eye is less than 0.5 and that for eyes with disease
Glaucoma is more than 0.5.

2 Methodologies Used with Performance Evaluation

In 2008, Liu et al. [4] gave thresholding followed by variational level-set approach
for segmentation of optic cup and optic disc. This improved the performance of
segmentation in comparison to color intensity based method but had a drawback
that cup segmentation was not accurate.

In 2008, previous approach was further improved by Wong et al. [5] by adding
ellipse fitting to the previous method in post processing which increased the
accuracy of the segmentation.

In 2009, Wong et al. [6] further added support vector machine (SVM) for
classification, neural network for training and testing. This further improved the
accuracy and increased the acceptability of glaucoma diagnosis.

Evaluation criteria used for comparing these approaches were acceptability which
is calculated as difference between some standard clinical CDR and calculated CDR.
CDR values with a difference of less than 0.2 units are considered appropriate [4].

Table 1 below shows the comparison of above techniques on the basis of
Acceptability.

In 2010, Joshi et al. [7] used bottom-hat transform, morphological closing
operation, region-based active contour and thresholding to detect optic disc and
optic cup boundary. This approach was good at handling gradient distortion due to
the vessels. Evaluation criteria used for this approach was Mean CDR error cal-
culated as mean of differences of CDR values .

In 2013, this approach was further improved by Cheng et al. [8] that used simple
linear iterative clustering, contrast enhanced histogram, color maps, center surround
statistics and support vector machines for classification. This approach improved
the [7] by reducing the value of Mean CDR error.

Table 2 below shows the comparison of techniques [7] and [8] on the basis of
Mean CDR error.

In 2011, Joshi et al. [9] used gradient vector flow (GVF), chan-vese (C-V)
model, optic disc localization, Contour Initialization, and Segmentation in
Multi-Dimensional Feature Space for optic disc detection. It used vessels r-bends
information and 2D spline interpolation for optic cup detection. Proposed method
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of optic disc segmentation performed better than GVF and C-V model and that of
cup was better than threshold and ellipse fitting. It used F-score for evaluating its
result and found that F-score for this approach was higher than other approaches
and hence was considered better than other approaches.

In 2012, Rama Krishnan et al. [10] used intuitionistic fuzzy histon for optic disc
segmentation, adaptive histogram equalization for pre-processing for disc and gabor
response filter for retinal classification. This approach improved the accuracy of this
method as compared to other by increasing value of F-score.

In 2013, Noor et al. [11] used region of interest analysis followed by color
channel analysis and color multithresholding for segmentation. It also evaluated
various parameters such as Precision, recall, F-score, accuracy and calculated the
CDR value. With this approach 88 % of the CDR results agreed with those of
ophthalmologists.

In 2013, Vimala et al. [12] used line operator and fuzzy c means clustering for
optic disc segmentation. This approach detected the optic disc better than other by
achieving the accuracy of 90 %.

In 2014, Noor et al. [11] used region of interest extraction, morphological
operation and fuzzy c mean segmentation to detect optic cup and optic disc. With
this approach accuracy achieved for optic cup and optic disc was increased. 88 % of
CDR results agreed with that from standard CDR achieved by ophthalmologist.

Parameters such as Precision, recall, F-score and accuracy are calculated as
given below [13]

Table 1 Comparison on the
basis of acceptability

Authors Acceptability

Liu et al. [4] 62.5 %

Wong et al. [5] 75 %

Wong et al. [6] 87.5 %

Table 2 Comparison on the
basis of Mean CDR error

Authors Mean CDR error

Joshi et al. [7] 0.121

Cheng et al. [8] 0.107

Table 3 Comparison on the basis of Recall, Precision F-score, Accuracy

Authors Recall Precision F-score Accuracy

Joshi et al. [9] Optic cup – – 0.84 –

Optic disc – – 0.97 –

Rama Krishnan et al. [10] Optic disc 0.91 0.93 0.92 93.4 %

Noor et al. [11] Optic cup 0.35 1 0.51 67.25 %

Optic disc 0.42 1 0.59 70.90 %

Vimala et al. [12] Optic disc – – – 90 %

Noor et al. [11] Optic cup 0.806 0.999 0.82 90.26 %

Optic disc 0.876 0.997 0.93 93.70 %
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Precision =
tp

tp + fp
� 100 ð1Þ

Recall =
tp

tp + fn
� 100 ð2Þ

F score = 2� Precision � Recall
Precision + Recall

ð3Þ

Accuracy =
tp + tn

tp + fp + fn + tn
� 100 ð4Þ

where,

tp is the region segmented as Disk/Cup that proved to be Disk/Cup
tn is the region segmented as non Disk/Cup that proved to be non Disk/Cup
fp is the region segmented as Disk/Cup that proved to be non Disk/Cup
fn is the region segmented as non Disk/Cup that proved to be Disk/Cup

Table 3 below shows the comparison on the basis of Precision, Recall, F-Score
and Accuracy.

3 Conclusion

In this study, we analysed various existing methods used for optic cup and optic
disc segmentation for glaucoma detection used by different researcher from time to
time based on their performance. Most of these techniques used methods such as
region of interest extraction, histogram equalization and morphological operations
for pre-processing to overcome the problems of segmentation due to presence of
vessels, noise etc. The performance of all these methods varies depending upon the
segmentation techniques used by different researchers. All these methods have their
own importance depending upon the types of images taken. It has gained a great
attention in recent years due to the growth of glaucoma rapidly and commonly.
Glaucoma is detected by calculating the CDR values which is the ratio of optic cup
to optic disc vertical diameter. This ratio is achieved by segmenting optic disc and
optic cup. Segmentation is done only in retinal fundus images captured by fundus
cameras. From this comparative study, we analysed that clustering techniques are
more appropriate for segmenting optic cup and optic disc due to improved accuracy
as compared to others techniques and hence can be modified and improved further
to increase the accuracy. Region of interest extraction makes the segmentation fast.
It can be seen that optic cup segmentation is more appropriate in green channel and
that of optic disc in red channel due to clear visibility of cup and disc in these
channels.
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A Secure Image Encryption
Algorithm Using LFSR and RC4
Key Stream Generator

Bhaskar Mondal, Nishith Sinha and Tarni Mandal

Abstract The increasing importance of security of multimedia data has prompted
greater attention towards secure image encryption algorithms. In this paper, the
authors propose a highly secure encryption algorithm with permutation-substitution
architecture. In the permutation step, image pixels of the plain image are shuffled
using Linear Feedback Shift Register (LFSR). The output of this step is an inter-
mediary cipher image which is of the same size as that of the plain image. In the
substitution step, sequence of random numbers is generated using the RC4 key
stream generator which is XORed with the pixel value of the intermediary cipher
image to produce the final cipher image. Experimental results and security analysis
of the proposed scheme show that the proposed scheme is efficient and secure.

Keyword Permutation-substitution � Linear feedback shift register (LFSR) � RC4
key stream

1 Introduction

Security of image data is one of the primary concerns with growing multimedia
transmission. Confidentiality of image data in the medical, military and intelligence
fields is indispensable. Encryption techniques are applied on sensitive image data to
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ensure its security. This paper presents a highly secure image encryption algorithm
based on the permutation-substitution architecture [14]. The proposed algorithm
uses a 32 bit Linear Feedback Shift Register (LFSR) [8, 10] for permutation and
RC4 key stream generator for substitution. Statistical analysis of the cipher image
produced after performing permutation and substitution show that cipher image is
secure enough to be used for image encryption and transmission.

Over the years, researchers have proposed various algorithms for image
encryption by modifying the statistical and visual characteristics of the plain image.
In [2, 6, 7, 11, 12, 15, 17], researchers have proposed algorithms for image
encryption by using chaotic systems. Image encryption schemes have also been
developed centered around finite field transformation. Authors in [5] have used
finite field cosine transformation in two stages. In the first stage, image blocks of the
plain image are transformed recursively while in the second stage, positions of the
image blocks are transformed. In [9], authors propose to use elliptical curve
cryptography for image encryption by first encoding and then encrypting the plain
image.

The proposed algorithm uses LFSR for permutation. The initial value of the
LFSR is called the seed. In every iteration, each bit of the LFSR is shifted by one bit
position towards the right. This operation results in the flushing out of the least
significant bit (LSB) and no value present for the most significant bit (MSB). The
value of the MSB is determined as a linear feedback function of the current state of
the LFSR. This process results in the generation of a pseudorandom number which
is then used for permutation. Since the pseudorandom number is generated using a
deterministic algorithm, the feedback function must be selected carefully ensuring
that the sequence of bits produced have a long period. This would make the output
from the LFSR seem truly random.

The intermediary cipher image produced after permutation of pixels using LFSR
is subjected to substitution using RC4 key stream generator. RC4 key stream
generator uses a key, which is provided to it using a key generator to generate
pseudorandom numbers for substitution. The key stream generation process can be
divided into two phases: Key Scheduling Algorithm (KSA) and Pseudo Random
Generation Algorithm (PRGA). Execution of the KSA and PRGA phase results in a
pseudo-random sequence of numbers which is then used for substitution.

The rest of this paper is organized as follows. Section 2 describes the
Preliminaries. Section 3 discusses the proposed algorithm and Sect. 4 presents the
experimental results followed by Sect. 5 presenting performance of the proposed
algorithm and security analyses. Finally, we summarize our conclusions in Sect. 6.

2 Preliminaries

In this section, we explain the preliminaries namely LFSR and RC4 key stream
generator in detail which would serve as the base for the rest of the paper.
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2.1 Linear Feedback Shift Register

Linear feedback shift register (LFSR) [1, 10, 16] is a n-bit shift register which
scrolls between 2n � 1 values. The initial value of the LFSR is called the seed. In
every iteration, each bit of the LFSR is shifted by one bit position towards the right.
This operation results in the flushing out of the least significant bit (LSB) and no
value present for the most significant bit (MSB) as shown in Fig. 1. The value of the
MSB is determined as a linear feedback function of the current state of the LFSR.
This process results in the generation of a pseudorandom number which is then
used for permutation. Since the pseudorandom number is generated using a
deterministic algorithm, the feedback function must be selected carefully ensuring
that the sequence of bits produced by LFSR have a long period. This would make
the output from the LFSR seem truly random.

2.2 RC4 Key Stream Generator

The RC4 algorithm was initially proposed by Ron Rivest in 1987. Today, it is one
of the most important stream ciphers widely used in various security protocols
such as Wi-Fi Protocol Access (WPA) and Wired Equivalence Privacy (WEP).
Popularity of RC4 is mainly because it is fast, utilizes less resources and easy to
implement [4]. RC4 [3, 13] is also used extensively for pseudo-random number
generation. It takes a secret key as the input and produces a stream of random bits
using a deterministic algorithm. This stream of random bits is known as key
stream.

The key stream generation process can be divided into two phases: Key
Scheduling Algorithm (KSA) and Pseudo Random Generation Algorithm (PRGA).
Initialization of S-box is done by KSA using a variable length key as the input.
Shuffling of S-box values takes place in the PRGA phase. Execution of the KSA
and PRGA phase results in a pseudo-random sequence of numbers which is then
used for encryption.

b31 b30 b29 .... b16 b15 .... b7 .... b1 b0Sequenceof
Pseudorandom

Bits

Fig. 1 32-bit LFSR as used in the proposed algorithm
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3 The Proposed Scheme

The proposed algorithm can be divided into two parts-permutation using LFSR and
substitution using RC4 key stream generator. Both these parts are described in
detail in this section.

3.1 Permutation Using LFSR

Shuffling of pixel is done in the permutation process with the intent to modify the
statistical and visual features of the plain image. A 32 bit seed is given as the input
to the LFSR. Implementation of LFSR can be further divided into two phases. In
the first phase, permutation of rows takes place while in the second phase per-
mutation of columns are done.

Permutation process results in the intermediary cipher image which is of the
same size as that of the plain image. Substitution is then performed on this inter-
mediary cipher image to produce the final cipher image.

3.2 Substitution Using RC4 Key Stream Generator

Correlation among pixels of the plain image is destroyed by the shuffling of pixels
in the permutation process, which is then subjected to substitution using RC4 key
stream generator.

A sequence of N pseudorandom numbers is calculated using a key stream
generator, where N is the total number of pixels. The pseudorandom number
produced for each pixel is XORed with the present pixel value of the intermediary
cipher image to produce the pixel value of that particular pixel in the final cipher
image. Once, this process of substitution has been completed for all pixels of the
intermediary cipher image, the final cipher image is obtained. Graphical repre-
sentation of proposed algorithm is as given in Fig. 2.

Plain Image Permutation
using LFSR

Intermediatry
Cipher Image

Substitution using RC4
Key Stream Generator

Cipher Image

Fig. 2 Proposed encryption algorithm architecture
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In the permutation phase, the pseudo random numbers generated from LFSR are
XORed with the pixel locations of the plain image to determine the pixel to be
swapped, first each row at a time then each column at a time. Similarly, the
pseudo-random numbers generated for substitution from the RC4 key stream
generator are XORed with the pixel values of the intermediary cipher image to
produce the final cipher image.

4 Experimental Result

In this section, we establish the effectiveness of the proposed algorithm with the
help of a couple of test cases. The two test cases are mentioned in detail below.
Simulation results show that the visual characteristics of the cipher image are
completely altered, thereby ensuring confidentiality of the image.

4.1 The Test Cases

Hre two images are use as test cases. The first test case Fig. 3, is an image of size
256 � 192. The seed given to LFSR for permutation is 6571423141. For substitu-
tion, the key for the RC4 key stream generator is produced using the key generator.
The value of N ¼ 49152 and Z ¼ 2:0345 � 10�5 for the first test case.

In the second test case Fig. 6, we use an image of size 256 � 256 pixels. The seed
given to LFSR for permutation is 87253141. For substitution, the key for the RC4
key stream generator is produced using the key generator. The value of N ¼ 65536
and Z ¼ 1:5258 � 10�5 for the second test case.

Fig. 3 Original image Test
Case 1
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5 Security Analysis of Test Results

One of the most important characteristics of any encryption algorithm is that it should
be resistant to all kind of known attacks. In this section, we establish the robustness of
the proposed algorithm against statistical, differential and brute force attacks.

5.1 Histogram Analysis

Image histogram exhibits the nature of distribution of pixels in an image. If the
histogram of the encrypted image is uniform, the encryption algorithm is considered
to be more resistant to statistical attacks. Figures 4 and 5 show the histogram of the

Fig. 4 Histogram of the
original image-Test Case 1

Fig. 5 Histogram, final
cipher image-Test Case 1
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plain image and the final cipher image respectively used in Test Case 1 of Fig. 3
while Figs. 7 and 8 show the histogram of the plain image and the final cipher
image respectively used in Test Case 2 of Fig. 6. It is evident that the distribution of
pixels in the cipher image is uniform and is significantly different from that of the
plain image establishing that the proposed algorithm is resilient against statistical
and differential attacks.

Fig. 6 Original image Test
Case 2

Fig. 7 Histogram of the
original image-Test Case 2

A Secure Image Encryption Algorithm Using LFSR and RC4 … 233



5.2 Correlation Analysis

Correlation between adjacent pixels of an image is an objective measure of the
efficiency of encryption. Plain image has strong correlation between adjacent pixels.
It is desired that the encryption algorithm removes the strong correlation in order to
be resistant to statistical attacks. Correlation property can be computed by means of
correlation coefficients as in Eq. 1:

r ¼ Eððx� EðxÞÞðy� EðyÞÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DðxÞDðyÞp ð1Þ

where EðxÞ and DðxÞ are expectation and variance of variable x respectively.
Coefficient of correlation for the cipher image in Test Case 1 is 8:138 � 10�4 and
Test Case 2 is 1:274 � 10�5. Coefficient of correlation was calculated for a number
of images encrypted using the proposed algorithm. The values obtained were
roughly in the range of �8:756 � 10�4 to 0.00397. This implies that the cipher
images obtained using the proposed algorithm have fairly low correlation coeffi-
cient making the algorithm resistant towards statistical attacks.

5.3 Information Entropy Analysis

Information entropy is the degree of the uncertainty associated with a random event.
It tells us the amount of information present in the event. It increases with uncer-
tainty or randomness. It finds its application in various fields such as statistical

Fig. 8 Histogram of the final
cipher image-Test Case 2

234 B. Mondal et al.



inference, lossless data compression and cryptography. The entropy H(m) of m can
be calculated as in Eq. 2:

HðmÞ ¼ RL�1
0 pðmiÞ log

2

1
pðmiÞ ð2Þ

where L is the total number of symbols, mi 2 m and pðmiÞ is the probability of
symbol mi. In case of a random gray scale image, HðmÞ should theoretically be
equal to 8 as there are 256 gray levels. Information entropy value for the cipher
image in Test Case 1 is 7:9536 and Test Case 2 is 7:9569. The values obtained were
roughly in the range of 7:9536–7:9591 on random image test.

6 Sensitivity Analysis

Cipher image produced by the encrypting algorithm must be sensitive to both the
plain image and the secret key to ensure resistance towards differential attacks.
Number of pixel change rate (NPCR) in Eq. 3 and Unified Average Changing
Intensity (UACI) in Eq. 4 are used to quantify sensitivity towards plaintext and
secret key.

NPCR ¼ ð1=nÞ
Xn
i¼1

Dðxi; yiÞ ð3Þ

UACI ¼ ð1=nÞ
Xn
i¼1

jxi � yij
255

ð4Þ

where Dðxi; yiÞ ¼ 0 if xi ¼ yi and Dðxi; yiÞ ¼ 1 if xi 6¼ yi. NPCR value for Test Case
1 is 0:9958 while the same for Test Case 2 is 0:9956. NPCR value was calculated
for a number of images encrypted using the proposed algorithm. The values
obtained were roughly in the range of 0:9956–0:9966. UACI for Test Case 1 is
0:2742 while the same for Test Case 2 is 0:1957. UACI value was calculated for a
number of images encrypted using the proposed algorithm. The values obtained
were roughly in the range of 0:19–0:27.

6.1 Key Space Analysis

The proposed algorithm uses a 32 bit seed for permutation and a 64 bit key for the
substitution using a key generator. Thus the key space for the proposed algorithm is
292. Experimental results also validate that the suggested algorithm is highly sen-
sitive to the secret key. Even a slight change to the secret key causes a substantial
change to the cipher image formed. Hence, we can state that the proposed algorithm
is resilient to brute force attacks.
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7 Conclusion

In this paper, we present a novel image encryption algorithm based on the
permutation-substitution architecture. In the proposed algorithm, LFSR is used for
permutation. It takes a 32 bit seed as input and generates 32 bit pseudorandom
number. Shuffling of pixels of the plain image takes place based on the generated
pseudo-random number forming the intermediary cipher image. In the substitution
phase, a 64 bit key is generated using a key generator which is fed to the RC4 key
stream generator. Key stream is then used to alter the pixel values on the inter-
mediary cipher image to form the final cipher image.

Simulation results using the proposed algorithm show that the visual charac-
teristics of the plain image are completely altered ensuring confidentiality of the
plain image. Various security analyses were performed on the cipher image
obtained using the proposed algorithm. The results of these security tests proved
that the proposed algorithm is resistant towards statistical, differential and brute
force attacks demonstrating the security and validity of the proposed algorithm.
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An Improved Reversible Data
Hiding Technique Based on Histogram
Bin Shifting

Smita Agrawal and Manoj Kumar

Abstract In this paper, we propose a novel reversible data hiding scheme, which
can exactly recover the original cover image after the extraction of the watermark.
The proposed scheme is based on the histogram bin shifting technique. This scheme
utilizes peak point (maximum point) but unlike the reported algorithms based on
histogram bin shifting, we utilize second peak point instead of zero point (minimum
point) to minimize the distortion created by the shifting of pixels. Proposed scheme
has low computational complexity. The scheme has been successfully applied on
various standard test images and experimental results along with comparison with
an existing scheme show the effectiveness of the proposed scheme. Higher Peak
Signal to Noise Ratio (PSNR) values indicate that proposed scheme gives better
results than existing reversible watermarking schemes.

Keywords Reversible watermarking � Histogram bin shifting � Peak point � PSNR

1 Introduction

In today’s world, digital technology is growing by leaps and bounds. The revolution
in digital technology has brought drastic changes in our lives. The recent
advancement in digital technology has generated much chances for development of
new and challenging things but has also raised the concern of protection of digital
media such as audio, video, images etc. Digital watermarking is the art of covertly
hiding secret information in digital media to protect and authenticate the media. In
digital watermarking, the watermark is embedded into a multimedia data in such a
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way that alteration of the multimedia cover data due to watermark embedding is
perceptually negligible. In simple digital watermarking, there is always some loss of
information due to distortion created by embedding of watermark bits which is
unacceptable in some highly sensitive applications such as military, medical etc.
Reversible watermarking, also called the ‘lossless’ or ‘invertible’ data hiding, is a
special type of digital watermarking, which deals with such types of issues. In
reversible watermarking, the watermark is embedded in such a way that at the time
of extraction, along with watermark bits, original media is also recovered bit by bit.
Reversible watermarking has many applications in various fields such as medical
imaging, military etc., where even a slightest distortion in original media is not
tolerable. It is a type of fragile watermarking, in which watermark is altered or
destroyed even if any modification is made or any tampering is done to water-
marked media and therefore original watermark and cover media cannot be
recovered. Therefore, reversible data hiding is mainly used for content authenti-
cation. The main application of reversible data hiding is in the areas where dis-
tortion free recovery of original host media, after the extraction of watermark bits
from the watermarked media, is of extreme importance.

In literature, various techniques have been proposed since the inception of
reversible watermarking concept. Barton [1] was first to propose the reversible
watermarking algorithm in 1997. Since then many researchers proposed various
techniques and algorithms for reversible data hiding [2–10]. In reversible water-
marking algorithms, main concern is to improve hiding capacity while maintaining
or improving the visual quality of watermarked image. Reversible watermarking
techniques can be categorized mainly into three categories [11], namely histogram
modification based techniques [3], difference expansion based techniques [4, 7, 8]
and compression based techniques [6]. Among all these proposed techniques,
algorithms based on histogram modification belong to a simple but effective class of
technique. Since the introduction of reversible data hiding algorithm based on
histogram modification by Ni et al. [3], many variants have been proposed which
utilize pixel value of most frequently occurring gray scale pixel point i.e. peak point
and pixel value corresponding to which there is no pixel value in the image i.e. zero
point. The main concept behind the histogram bin shifting based technique is to
shift the pixels between peak point and zero point to create space next to the peak
point for data embedding.

Histogram bin shifting based techniques are computationally very simple as
compared to other techniques. Existing variants of histogram modification based
algorithm utilize peak point and zero point to shift pixels between them. Although
this technique is very simple and has various advantages such as no need of storing
location map which contains information used to recover the original image, less
distortion compared to many existing reversible data hiding techniques etc., yet
there is a drawback that there are many pixel values between peak point and zero
point and much distortion is caused due to the shifting of pixels between these two
points. In our proposed work, we attempt to improve this shortcoming by mini-
mizing the distortion by reducing the number of pixels to be shifted between peak
point and zero point. Instead of utilizing peak point and zero point, we have used
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first peak point and second peak point to shift the pixels between them so that there
are less number of pixels to be shifted for the embedding purpose. Due to this, there
is less distortion in watermarked image and quality of watermarked image is
improved in terms of perceptibility while maintaining the embedding capacity.

The rest of the paper is organized as follows: In Sect. 2, an overview of the
histogram bin shifting based techniques is given through the scheme proposed by
Ni et al. [3]. Section 3 describes proposed scheme. In Sect. 4, we discuss the
experimental results and give comparison of the proposed scheme with the existing
histogram modification based reversible watermarking technique [3]. In Sect. 5,
Conclusions are drawn.

2 Existing Technique

In this section, we describe the histogram bin shifting based reversible data hiding
technique proposed by Ni et al. [3] in which peak point and zero point or minimum
point of histogram of given image are utilized and pixel values are altered slightly
to embed the watermark.

2.1 Embedding Procedure

The basic histogram bin shifting technique [3] uses the histogram of original cover
image. The main idea behind using the histogram is to utilize the peak point (the
most frequently occurring pixel value) and zero point (the pixel value corre-
sponding to which there is no gray scale value in the image) of the histogram of
original image. The pixels between peak point and zero point are shifted by 1 unit
to create space next to peak point and watermark bits are embedded in this space.
For this process, histogram of given image is generated. Peak point and zero point
of the histogram are stored. It is assumed that the value of peak point is always less
than the value of zero point. Whole image is scanned in a sequence and all pixels
between peak point and zero point are shifted to right by 1 to create space for data
embedding next to the peak point. Again scan the image and where pixel value is
found to be equal to peak point, check the to-be-embedded watermark bit sequence.
If it is “1”, the grayscale pixel value is incremented by 1, otherwise pixel value
remains as it is.

2.2 Extraction Procedure

For extraction of watermark and recovery of original cover image, watermarked
image is scanned and if pixel value is found to be 1 greater than peak point value,
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“1” is extracted as watermark bit. If pixel value is equal to the peak point value, “0”
is extracted as watermark bit. In this way, watermark is extracted from the water-
marked image. Whole image is scanned once again and all pixel values y, such that
y 2 ðpeakpoint; zeropoint�, are subtracted by 1. In this way, original image is
recovered.

Example
For example, consider the Lena image shown in Fig. 1a. Figure 1b shows the
histogram of Lena image before shifting. In Fig. 1b, peak point and zero point are
shown. For creating the space for data embedding, pixels between peak point and
zero point are right shifted by 1 and histogram after shifting is shown in Fig. 1c. In
Fig. 1c, space created by shifting process can be seen next to the peak point. Now,
image is scanned for pixel value equal to the peak point and watermark is
embedded in the vacant space by incrementing the pixel value by 1 if watermark bit
is “1” otherwise pixel value remains as it is. Figure 1d displays the histogram of
watermarked Lena image.
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Fig. 1 Histogram bin shifting technique proposed by Ni et al. [3]. a Lena Image. b Histogram of
Lena image before shifting. c Histogram of Lena image after shifting. d Histogram of Lena image
after watermark embedding
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3 Proposed Technique

In the proposed technique, we have considered first peak point and second peak
point instead of peak point and zero point. First we have illustrated the proposed
algorithm with the help of “Lena” image (512� 512� 8) shown in Fig. 1a and
then proposed watermark embedding and extraction procedure is explained in
detail.

We generate the histogram of Lena image and find the first peak point and
second peak point (value just less than peak point). First peak point corresponds to
the pixel value occurring most frequently in the given image, i.e. 96 and second
peak point i.e. 25 in Fig. 2a. The main aim of finding peak point is to embed as
much data as possible and aim of finding second peak point is the shifting of
minimum number of pixels between first peak point and second peak point. Now,
the whole image is scanned in a sequence, either by column wise or row wise. Here,
value of second peak point (25) is less than first peak point (96), therefore all pixel
values between 25 and 96 are decremented by “1”, leaving the empty space at
grayscale value 95 as shown in Fig. 2b. Once again, the whole image is scanned and
if pixel value is found equal to 96, to be embedded watermark bits sequence is
checked. If it is “1”, decrement the corresponding pixel value, otherwise the pixel
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Fig. 2 Proposed scheme. a Histogram of Lena image before shifting. b Histogram of Lena image
after shifting. c Histogram of Lena image after watermark embedding
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value remains same. In this way, the whole embedding procedure is completed and
the histogram of watermarked Lena image is shown in Fig. 2c.

For extracting the watermark and recovering original Lena image, scan the
watermarked Lena image in same sequence as in embedding method. If a pixel is
found having grayscale value 95 (i.e. 96-1), “1” is extracted as watermark bit and if
pixel value is found equal to 96, “0” is extracted as watermark bit. In this way,
watermark is extracted. For recovering the original image, whole watermark image
is scanned once again, and if pixel value y is found such that y 2 ½23; 96�, the pixel
value y is incremented by 1. In this way, original Lena image is recovered.

Following is the proposed embedding and extracting algorithms:

3.1 Proposed Embedding Procedure

1. Generate Histogram H of given image I.
2. Find first peak point p and second peak point s of histogram H, such that

p 2 ½0; 255� and s 2 ½0; 255�.
3. If p\s,

(a) Right shift the histogram by “1” unit i.e. add “1” to all the pixel values
y 2 ðp; sÞ.

(b) Scan the whole image. If the pixel value y is equal to p, check
to-be-embedded watermark bits sequence. If it is “1”, add “1” to the pixel
value p, otherwise pixel value remains p.

4. if p[ s,

(a) Left shift the histogram by “1” unit i.e. subtract “1” from all pixel values
y 2 ðp; sÞ.

(b) Scan the whole image. If the pixel value y is equal to p, check
to-be-embedded watermark bits sequence. If it is “1”, subtract “1” from the
pixel value p, otherwise pixel value remains p.

The image obtained thus would be the watermarked image W of input image I.

3.2 Proposed Extraction Procedure

Consider the watermark image W as input image for the extraction procedure.

1. If p\s,

(a) Scan the whole image in same sequence as in embedding procedure. If
encountered pixel is pþ 1, extract “1” as watermark bit. If value of pixel is
p, extract “0” as watermark bit.
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(b) Once again, scan the whole image and decrement the pixel value y by 1 if
y 2 ðp; sÞ.

2. If p[ s,

(a) Scan the whole image in same sequence as in embedding procedure. If
encountered pixel value is p� 1, extract “1” as watermark bit. If value of
pixel is p, extract “0” as watermark bit.

(b) Once again, scan the whole image and increment the pixel value y by 1 if
y 2 ðp; sÞ.

4 Experimental Results

To demonstrate the effectiveness of the proposed scheme, we have implemented the
proposed scheme on MATLAB for various standard grayscale test images shown in
Fig. 3. Test images used for embedding the watermark are shown in Fig. 3a–d and
the corresponding watermarked images are shown in Fig. 3e–h. We have also
compared our proposed scheme with an existing scheme [3].

As it is evident from Figs. 1b and 2a that the number of pixel values between
peak point and zero point are more than the number of pixel values between first
peak point and second peak point for histogram of Lena image. In Fig. 1b, the peak
point is 96 and zero point is 255. So the number of pixel values to be altered are 158
while in Fig. 2a, the pixel values to be altered are 70 because in this, first peak point
is 96 and second peak point is 25. Therefore, there is less shifting by using pro-
posed algorithm and hence less distortion.

Peak Signal to Noise Ratio (PSNR) is used as a measure for distortion.
High PSNR values means less distortion and thus better visual quality. The formula
for calculating PSNR is as follows:

PSNR ¼ 10 � log10
255� 255

MSE

� �

where, Mean Square Error (MSE) is defined as-

MSE ¼ 1
mn

Xm�1

i¼0

Xn�1

j¼0

½Iði; jÞ �Wði; jÞ�2

where, I is the original image of size m� n and W is the watermarked image.
PSNR values for proposed algorithm and existing algorithms are shown in

Table 1. Higher PSNR values of proposed scheme in comparison to existing
scheme [3] show the effectiveness of proposed scheme. PSNR values for images
having less pixel values between first peak point and second peak point are higher
than others because there are less number of pixels that are shifted between these
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Fig. 3 Implementation of proposed scheme on various standard grayscale images of size
512� 512. a–d Original images (Lena, Mandrill, Boat, Barbara). e–h Watermarked images (Lena,
Mandrill, Boat, Barbara)
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two points. Therefore less distortion is caused in the watermarked image and visual
quality of watermarked image is improved while maintaining the embedding
capacity. PSNR value for Barbara image using proposed scheme is much higher
than the PSNR value using existing scheme because only 18 pixel values are
changed using proposed scheme as compared to existing scheme where 236 pixel
values between peak point and zero point that have been altered. So, it is evident
from the above discussion that the proposed scheme is very useful for the images
that are more textured.

5 Conclusions

Histogram modification is a technique used for embedding watermark in reversible
manner. In this paper, a simple and improved version of existing histogram bin
shifting technique has been proposed to minimize the distortion caused due to
watermark embedding while maintaining embedding capacity. By choosing second
peak point, we strive to minimize the number of pixels shifted during embedding
process because there are always less number of pixel values between first peak
point and second peak point in comparison to the number of pixel values between
peak point and zero point or minimum point. Higher PSNR values demonstrate and
verify the effectiveness of the proposed scheme. Experimental results show that the
proposed scheme is better than existing reversible watermarking technique in terms
of PSNR values.
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A Novel Approach Towards Detection
and Identification of Stages of Breast
Cancer

M. Varalatchoumy and M. Ravishankar

Abstract A robust and efficient CAD system to detect and classify breast cancer at
its early stages is an essential requirement of radiologists. This paper proposes a
system that detects, classifies and also recognizes the stage of the detected tumor
which helps radiologists in reducing false positive predictions. A MRM image is
preprocessed using histogram equalization and dynamic thresholding approach.
Segmentation of the preprocessed image is carried out using a novel hybrid
approach, which is a hybridization of PSO and K-Means clustering. Fourteen
textural features are extracted from the segmented region in order to classify the
tumor using Artificial Neural Network. If the tumor is classified as malignant then
the stage of the tumor is identified using size as a key parameter.

Keywords Robust and efficient CAD system � Histogram equalization and
dynamic thresholding � Novel hybrid approach of PSO and K-Means clustering �
Textural features � Artificial neural network � Size of tumor

1 Introduction

The systems used for Medical Image Processing and Analysis [1] aids in visuali-
zation and analysis of medical images from various modalities. Researchers mainly
use the Medical Image Processing systems to intensify their capability to diagnose
and provide treatment for various medical disorders [2]. Computer Aided Diagnosis
[3] systems are mainly developed to aid the radiologists in their analysis. As,
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identifying abnormalities proves to be a challenging task for well trained radiolo-
gists, they usually tend to result in more false positive predictions. A well devel-
oped, robust CAD system can be used by radiologists to help them in overcoming
the above mentioned challenge.

This paper presents a robust and efficient CAD system, which is capable of
detecting, classifying and numbering the stages of breast cancer. Magnetic
Resonance Mammography is considered to be the best imaging modality [2] as it
detects various abnormalities related to breast cancer [3]. The proposed CAD
system analysis a MRM image in order to detect breast cancer at its early stages.
The various modules of a CAD system, used for analyzing a MRM image are
preprocessing [3], segmentation of ROI [3], Feature Extraction [3], classification [3]
and detection of stages. The individual modules and the system on the whole has
been tested on Mammography Image Analysis Society (MIAS) database [3]
images.

The first module, namely, preprocessing is used to remove unwanted distur-
bances or noises [4] from a MRM image. This module also intensifies the features,
which helps to improve the robustness of other modules.

A woman’s age plays an important role in deciding the efficiency of a CAD
system. MRM images of old women usually show the presence of bright objects
inside the grey regions. On the other hand analysis of the MRM image of young
women seems to be very challenging as the tumor region is found to be present with
glandular-disc. This challenge is overcome by an efficient segmentation approach,
which differentiates the abnormalities present in the breast region from the back-
ground. The efficiency of segmentation module is proved by the reduction of false
positive [3] detections.

The segmentation module is followed by feature extraction module which is
used to extract various textural features which plays a key role in classifying the
detected abnormality as either benign or malignant tumor. Efficiency towards
classification has been achieved by using renowned and simple classifier that is fast
and accurate in performance. Finally the staging module is used to identify the
severity and impact of the tumor by detecting the stage that the tumor belongs to.
This serves to be a major support to radiologists as it can be used as a second tool,
prior to directing the patients to undergo Biopsy, thereby avoiding the stress
undergone by the patients.

The developed CAD system, when tested on multiple images, has proven to be
highly robust and efficient when compared to all existing systems. The CAD system
can be of major support to the medical field as it aids in reducing mortality rate.

2 Related Work

Egmont Peterson et al. [5] has reviewed the effect of neural networks on image
processing. Applications of feed-forward neural networks, kohonen feature maps
and Hopfield neural networks have been discussed in detail. Two-Dimensional
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taxonomy has been used to classify the applications. Advantages and disadvantages
of various neural networks, along with the issues related to neural network has been
discussed in detail.

Schaefer et al. [6] has analyzed how thermography can be used to detect breast
cancer using statistical features and fuzzy classification. The novel method when
tested on 150 cases has provided 80 % accurate results. The paper also provides a
listing on several features that can be used for feature extraction and highlights the
drawbacks of fuzzy classification.

Kocur et al. [7] has experimented how artificial neural networks can be used to
select unique and best features to perform automatic detection. The paper also
emphasis the criticality, of selecting unique features, which aids in improving the
efficiency from 72 to 88 %. It has also been identified that, techniques used for
feature selection, helps in analyzing risk factor data, to identify relations that are
non linear between historical patient data and cancer.

Ahmed et al. [8] has experimented different types of wavelets to and identified
the better type of wavelet with its optimal potential level of decomposition[] that
helps in improving detection. An overall study of optimal level of decomposition
has been performed to aid in automatic detection using multiresolution wavelet
transform [9].

Tang et al. [1] briefs various CAD techniques involved in detection of breast
cancer [9]. The principles of breast imaging and various types of mammograms has
been discussed. Several algorithms used for classification and detection has been
reviewed. The need for image enhancement, for a CAD system has also been
explained in detail.

Nagi et al. [2] has analyzed the benefits and drawbacks of seeded region growing
algorithm [9] and morphological preprocessing in segmentation of region of
interest. The testing results of the algorithm over multiple mammograms reveals
that seeded growing segmentation method fails to capture complete breast region.

Gopi Raju et al. [10] has experimented the effect of, combining few clustering
algorithms with Particle Swarm Optimization for segmentation of mammograms.
Various types of PSO along with their advantages and disadvantages have been
discussed in detail. The performance of the proposed algorithms of PSO has been
measured based on statistical parameters.

Ganesan et al. [3] has proposed a new algorithm for segmentation, by combining
seeded region growing and PSO. It has been proved that PSO is highly capable of
overcoming the similarity and seed selection problem of seeded region growing
algorithm. The purpose of region merging has also been explained in detail.

Tandan et al. [11] has reviewed various PSO based methods, to automatically
identify cluster centre in random data set. The survey has mainly considered PSO
methods that do not require aprior knowledge of already existing regions in the
image. Effect of Parallel PSO algorithm in robotics and neural networks has been
highlighted.
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3 Proposed Methodology

The proposed system consist of five major modules that performs various tasks such
as preprocessing, segmentation, Feature extraction, classification of the tumor as
benign or malignant and in case of malignancy further processing is done to identify
the stage the tumor belongs to. The CAD system has been developed as a robust
and efficient system which has achieved better results for individual modules when
compared to all other existing algorithms and techniques.

The first module, preprocessing module, has be developed using histogram
equalization and dynamic thresholding techniques. These techniques have played a
major role in suppression of pectoral muscle and removal of various artifacts in a
MRM image.

In the second module, namely, segmentation of Region of Interest, a novel
approach has been used for segmentation which involves hybridization of two
efficient approaches, namely, Particle Swarm Optimization and K-Means
Clustering. The combination of these techniques has helped in achieving highly
efficient segmentation, which has played a major role in attaining 95 % efficiency of
the overall system.

Third module, Feature Extraction, is mainly used to extract the textural features
to attain perfect classification. Texture can be defined as a sub pattern in an image,
which is basically a group of pixels organized in a periodic manner in the spatial
domain [9].

In the fourth module, classification, Artificial Neural Network has been used
which classifies the detected region of abnormality as benign or malignant tumor
based on the textural features.

Finally the fifth module, staging, is entered if the tumor is detected to be a
malignant tumor. Based on input from experts, size has been used as a parameter in
identifying the first two stages of the tumor. Figure 1 presents the overall design of
the proposed Computer Aided Diagnosis system that is used to detect, classify and
recognize the stage of breast cancer.

The following sub sections provide a detail description of the individual modules
along with the samples of respective outcomes obtained.

3.1 Module I-Preprocessing

Preprocessing stage is considered to be the most crucial stage, as the detection of
region of interest is highly related to the output of this stage. The more efficient
preprocessing is, the more efficient segmentation would be. Denoising, pectoral
muscle suppression and enhancing are considered to be the vital steps of prepro-
cessing a MRM image. There are different types of noises present in a MRM image
like label [4], tape artifacts [4]. Filters that exist for preprocessing includes adaptive
median filter [4], Weiner filter [4], Median filter [4]. Although these filters are very
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simple to implement, several drawbacks exists for all filters. The proposed system
aims at achieving maximum accuracy in preprocessing by overcoming the draw-
backs of existing filters. Hence, Histogram equalization and dynamic thresholding
has been used for preprocessing. This approach overcomes all the drawbacks of the
existing techniques. Horizontal and vertical histogram, representing the row and
column histograms [4] are used for denoising the input MRM images. The results of
these histograms are, sum of differences [4] of grey values existing among
neighboring pixels [4] of an image, calculated row-wise [4] and column wise [4].
The results of row sum and column sum are stored in individual arrays. Usually, the
difference between the neighboring pixels of a noisy mammogram image is high.
The difference is estimated to be very high towards the edges. Survey of several
preprocessing techniques suggests that, the values of horizontal and vertical his-
togram would always be high over a tumor region. Hence the regions having low
histogram values are removed using a dynamic threshold. In the proposed system,
dynamic threshold is calculated as the average value of a histogram.

3.2 Module II-Segmentation

Segmentation plays a key role in deciding the robustness and efficiency of a system.
A hybrid combination of Particle Swarm Optimization and K-Means clustering has
been used in segmenting the Region of Interest from the preprocessed image.

Particle Swarm Optimization (PSO) algorithm is a highly optimized, stochastic
algorithm. The algorithm has been devised by simulating the social behavior of bird
flocks [12]. Particle Swarm Optimization technique uses a group of pixels and each
pixel would become a candidate solution [12] in turn to examine the range of

Input Image    
(Mias Database)

Preprocessing      
(Histogram Equalization and 
Dynamic Thresholding) 

Feature Extraction 
(Textural Features)

Classification 
(Ann)

Segmentation 
(Hybridized PSO and    
K-Means)

Malignant Tumor
(Abnormal) 

Benign Tumor 
 (Normal) 

Recognition of stage 
Termination 

Fig. 1 Proposed computer aided diagnosis system for detection and recognition of stages of breast
cancer
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available solutions [12] for an optimization problem. Every pixel is initialized again
and allowed to ‘fly’ [12]. In every optimization step the pixel calculates its own
fitness [12] and that of neighboring pixels [12]. The values of the current pixel
solution that made it as the ‘best fit’ [12] and the values of neighborhood pixels
pertaining to ‘best performance’ is recorded. The algorithm for PSO has been
implemented in such a way that in every optimization step, the candidate solution of
pixel is adjusted by equations of kinematics [12]. The algorithm is highly helpful in
moving similar pixels towards a particular region. Pixels join the information
obtained in their previous best position [12] to increase the probability of moving to
the region of better fitness.

K-Means clustering mainly relates to the way of performing vector quantization
[13]. Vector Quantization aims at modeling the probability density functions
(PDF’s) by distributing the prototype vectors. Vector quantization works, by seg-
regating a voluminous set of vectors into clusters. Clusters are groups having similar
number of values nearest to it. In K-means clustering each cluster is signified by its
centroid point. It focuses on partitioning M observations into H clusters, wherein
each observation maps to the cluster having nearest mean, which serves to be the
prototype of the cluster. Hence k-means clustering ends up in partitioning the input
values into cells. If the input consists of a collection of observations (Y1, Y2, Y3,
….., Ym), wherein every observation is represented as a D-dimensional vector, the
aim of K-means clustering is to segregate the M observations into H sets, where H is
always less than or equal to m, in order to reduce the within cluster sum of squares
(WCSS) [13]. K-means algorithm uses continuous improvement process. The fol-
lowing algorithm is used in the proposed system.

Having an initial set of K means a1, a2, a3,….., ak, the algorithm works by
changing between two steps, assignment step [12] and update step [11]. In assign-
ment step each input data is mapped to the cluster whose mean yields the minimum
within cluster sum of squares (WCSS) [11]. As the sum of squares [11] is usually the
squared Euclidian distance, it is predicted to be the nearest mean. In this approach a
point would be perfectly assigned to one set, although it matches to multiple sets.

In the update step the new means are calculated as the, “centroids” of obser-
vations in the newly formed cluster. As the arithmetic mean is the estimator of least
squares it minimizes the within cluster sum of squares [11] objective. The algorithm
always uses distance to map the objects to nearest clusters. This algorithm also
focuses on reducing the WCSS objective, which exactly resembles to mapping by
the least Euclidian distance.

The initialization approach used in the segmentation process is random parti-
tioning. Initially, the method assigns a cluster randomly to each observation and
performs the update step [11]. This method results in calculating the initial mean, as
the centroid of the cluster.

In the proposed system K-Means clustering is mainly used to partition the input
data, namely, the pixels of the MRM image, into K mutually exclusive cluster. The
centroid of every cluster is calculated by identifying the minimal value for the
summation of distances from all input data. Finally the index of each cluster to
which the input data is assigned to, is returned. This approach creates clusters in
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single level as it operates on the actual input data. The Euclidian distance measure
used groups’ similar input data into one cluster and distinguishes it separately from
other clusters. Based on the partitioning criteria four clusters are being created for
segmenting and identifying the region of interest. A Sample output of the clustering
can be viewed in Table 1.

3.3 Module III-Feature Extraction

Feature extraction involves extracting features from segmented region of interest
(ROI), in order to classify the tumor. Features are usually defined as various pat-
terns, identified in the image. These patterns are usually used to gain knowledge
about an image. Feature extraction serves to be an important stage for classification.
The efficiency of classification is directly related to the feature extraction stage.

A set of 14 features has been used for classifying segmented data. The features
have to be identified precisely to aid in categorizing information from a large data.
Hence, textural features have been used for classification. Textural feature focuses
on information pertaining to spatial distribution of tonal variation within a band [14].
The features are calculated in the spatial domain [14]. Feature extraction step mainly
consists of computing spatially dependent, probability distribution matrices for the
segmented region. Further each of these matrices is used to calculate the 14 features.

In an image, texture of a region is identified by the manner in which grey levels
are spread out in the pixels of that region. Variance is usually defined as the
measure of width of histogram, giving the deviation of gray levels from the mean
[14]. Smoothness of an image is usually measured using Angular Second Moment.
If the obtained ASM value is less, then the relative frequencies are uniformly
distributed and the region is less smooth [14]. Local level variations [14] are
measured using contrast. Contrast values are usually higher for higher contrast
images. The extent to which pixels in two different directions are dependent on each
other is measured using correlation feature. Key characteristic called randomness
that characterizes texture in an image is measured using the feature called entropy.
It also provides information about distribution variation [14] in a region.

Table 1 Sample clustering output

Iteration 1 Iteration 2 Iteration 5 Iteration 7

Total data in cluster
1 = 96,126

Total data in cluster
1 = 109,409

Total data in cluster
1 = 718,670

Total data in cluster
1 = 37,202

Total data in cluster
2 = 61,659

Total data in cluster
2 = 775,041

Total data in cluster
2 = 162,493

Total data in cluster
2 = 85,563

Total data in cluster
3 = 80,4024

Total data in cluster
3 = 90,887

Total data in cluster
3 = 90,486

Total data in cluster
3 = 115,896

Total data in cluster
4 = 86,767

Total data in cluster
4 = 73,239

Total data in cluster
4 = 76,927

Total data in cluster
4 = 809,915
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Entropy values are always less for smooth images [14]. Correlation measures the
degree of dependence of a pixel to its neighbor [14] over a region. The correlation
value of a positively correlated image is 1 and negatively correlated image is −1.
Correlation is usually calculated using mean, standard deviation and partial prob-
ability density function [14]. The dataset created using the values of the extracted
features is fed into the Artificial Neural Network for classification. Table 2 below
provides a list of sample features obtained for three random images.

3.4 Module IV-Classification

The features stored as dataset are fed as input to Artificial Neural Network (ANN).
Neural networks basically resemble the way how human brain is organized and
serves to be a mathematical model of the same. In the proposed system, ANN is
used as a classifier, which is used to classify the extracted features of the ROI as
either belonging to class I which corresponds to benign group also termed as
normal, or class II which corresponds to malignant group also termed as abnormal.
In order to achieve maximum efficiency in classification a Multilayer Perceptron
with Back Propagation learning algorithm is used. The ANN is well trained and is
highly efficient in terms of speed and accuracy. Using ANN, unknown samples [7]
of MRM images are detected and classified in a faster manner when compared to
other classifiers. Table 3 below, lists the results of classification of few random
images chosen from the database, after having gone through the previous modules
of the system. The table highlights the fact that 95 % efficiency has been achieved
through classification. The output also proves that the developed CAD system
mainly aids in reducing the false positive rates.

Table 2 Sample feature values obtained for three images

Feature # Image 1 Image 2 Image 3

1 27085.81395607725 29816.095561245937 57327.771659962906

2 1.1867717213769476E8 2.203826243329859E7 7.000760419686762E8

3 1.1867717213769476E8 2.203826243329859E7 7.000760419686762E8

4 1.1467426098785048E7 1.6214668999284925E7 3.469300633455667E7

5 1.3259688972773234 1.2904585237722201 132.42142677282305

6 2867695.3454549154 1259746.0444615707 8907643.358246382

7 7.430318364595469E12 2.416489350544253E11 3.368676843245445E14

8 −30516.876488997535 −8979.292436350104 −112183.6784169174

9 5842.28450665015 7729.806715227504 33527.460477181456

10 740.910447515173 188.20422051894133 1396.8859340675328

11 −30423.563146404304 −8941.453597244023 −118250.0129824238

12 237359.2533934947 294981.43497392413 1814942.2779983098

13 1.0 1.0 1.0

14 0.03051116594224797 0.017054274791225406 0.10819019836974018
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3.5 Module V-Stage Recognition

Stage of any particular cancer gives information about the size of the cancer and its
severity. The proposed system is mainly developed to attain information regarding
the stage of the detected tumor in order to aid for early and best treatment. TNM [7] is
the basic criteria used by experts to decide upon the treatment. ‘T’ stands for size of
the tumor, ‘N’ indicates whether it has spread to the lymph glands [7] and finally, ‘M’
stands for metasis which provides information about the extent to which the cancer
has spread to other parts of the body. In the proposed system the first parameter is
taken into account, that is, size of the tumor. According to the inputs collected from
experts, the size parameter, T, can be further sub divided into three stages. Stage 1 or
T1 indicates that the size of the tumor can range from 0.1 cm to less than 2 cm, Stage
2 or T2 indicates that the tumor size is greater than 2 cm but not more than 5 cm
across and Stage 3 or T3 indicates the size of the tumor is more than 5 cm across.

4 Experimental Results and Discussion

The preprocessing stage that has been accomplished using histogram equalization
and dynamic thresholding has proven to be a successful approach towards
extraction of pectoral muscle, removal of noise and in enhancement of the image.
Table 4 shows the snapshots of some images after preprocessing.

Sample Outputs of classification and staging module has been provided in
Table 5 below. From the results it can be seen that the proposed method has
achieved 95 % efficiency in classification of benign and malignant tumors, which

Table 3 Sample output of classification with accuracy

Sample output Sample output

Input = Image 1/Output = Normal Input = Image 2/Output = Abnormal

Input = Image 3/Output = Normal Input = Image 10/Output = Abnormal

Input = Image 16/Output = Normal Input = Image 15/Output = Abnormal

Input = Image 20/Output = Normal Input = Image 19/Output = Abnormal

Input = Image 27/Output = Normal Input = Image 32/Output = Abnormal

Input = Image 49/Output = Normal Input = Image 63/Output = Abnormal

Input = Image 56/Output = Normal Input = Image 97/Output = Abnormal

Input = Image 65/Output = Abnormal Input Image 99/Output = Abnormal

Input = Image 89/Output = Normal Input = Image 104/Output = Abnormal

Input = Image 94/Output = Normal Input = Image 121/Output = Normal

Total errors for trained ANN = 2 Accuracy = 95 %
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Table 4 Sample output of preprocessing showing denoizing and pectoral muscle suppression

Input image# Input image Preprocessed image

Mdb001

Mdb003

Mdb010

Table 5 Sample output of segmentation and classification module

Input image# Segmentation result Classification result

Mdb001

Mdb002

Mdb003

Mdb010
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indirectly proves the efficiency of segmentation algorithm used, hybridized PSO
and K-Means clustering. Performance of Artificial Neural Network and detection of
stages is highly dependent on the perfection of detection of ROI. A detailed survey
of all the segmentation and classification algorithms highlights the fact that the
maximum achieved efficiency is around 92 %. Hence hybrid PSO and K-Means
clustering aided with artificial Neural Network, has proven to be the best approach
towards segmentation and classification as compared to all other algorithms. In
order to identify the stage of cancer, size has been considered to be an important
parameter. Based on experts input, tumors of size, less than or equal to 2 cm
corresponds to stage 1 cancer and tumors of size less than or equal to 5 cm cor-
responds to stage 2 cancer. The efficiency of stage detection system has determined
to be 87 % based on the evaluation of the output by experts.

Table 6 below provides the snapshots of few outputs highlighting the perfor-
mance of the proposed system on the whole. The proposed system has been tested
using several images, chosen from different mammograms of the MIAS database.

Table 6 Sample output of proposed system

Input
image#

Output of proposed system Input
image#

Output of proposed system

Mdb001 Mdb010

Mdb002 Mdb015
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5 Conclusion and Future Work

The developed CAD system has proved to be highly efficient in detection, classi-
fication and recognition of stages of tumor. Particle Swarm optimization combined
with K-Means clustering has achieved great efficiency when compared to other
existing algorithms and PSO combined with Fuzzy C-means algorithm for seg-
mentation. It has also been proved that fourteen textural features combined with
ANN, has achieved better results with good accuracy and speed. Considering size
as a parameter better efficiency has been attained in identifying the stages of the
tumor which would aid the radiologists in further diagnosis and decisions.

The proposed system has made use of textural features in spatial domain. The
future work can be extended to developing the system for frequency domain and
also by checking the efficiency of staging through other parameters like shape,
features, energy levels etc. Certain methods or techniques, uniquely used for
detection and identification of stages of other types of cancer can be tested for
applicability for breast cancer. Perfect Staging outputs can also be obtained by
considering 3D images [15] from varying modalities.
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Analysis of Local Descriptors for Human
Face Recognition

Radhey Shyam and Yogendra Narain Singh

Abstract Facial image analysis is an important and profound research in the field
of computer vision. The prime issue of the face recognition is to develop the robust
descriptors that discriminate facial features. In recent years, the local binary pattern
(LBP) has attained a big attention of the biometric researchers, for facial image
analysis due to its robustness shown for the challenging databases. This paper
presents a novel method for facial image representation using local binary pattern,
called augmented local binary pattern (A-LBP) which works on the consolidation of
the principle of locality of uniform and non-uniform patterns. It replaces the non-
uniform patterns with the mod value of the uniform patterns that are consolidated
with the neighboring uniform patterns and extract pertinent information from
the local descriptors. The experimental results prove the efficacy of the proposed
method over LBP on the publicly available face databases, such as AT & T-ORL,
extended Yale B, and Yale A.

Keywords Face recognition � Local binary pattern � Histogram � Descriptor

1 Introduction

Computer vision and Biometric systems have illustrated the significant improve-
ment in recognizing and verifying faces in digital images. The face recognition
methods that are performing well in constrained environments, includes principal
component analysis [1], linear discriminant analysis [2], Fisherface [3], etc. In
many applications, including facial image analysis, visual inspection, remote
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sensing, biometrics, motion analysis, etc. Mostly, these environments are not
constrained. Therefore, we aim to develop an efficient method that accurately
recognizes the individual from their unconstrained facial images.

In literature, the methods that work in unconstrained face images are mainly
based on the texture descriptions. The local feature-based or multimodal approaches
to face recognition have achieved attention in the scientific world [4, 5]. These local
feature-based and multimodal methods are less sensitive to variations in pose and
illumination than the traditional methods. In unconstrained environments, the local
binary pattern (LBP) is one of the popular methods of face recognition. The intu-
ition behind using the LBP operator for face description is that the face can be seen
as a composition of various micro-patterns; and it is insensitive to variations, such
as pose and illumination. Global description of the face image is obtained by
consolidating these micro-patterns [6].

In literature, plenty of methods have been proposed to improve the robustness of
the LBP operator in unconstrained face recognition. For example, Liao et al. [7]
proposed dominant LBPs which make use of the frequently occurred patterns of
LBP. Center-symmetric local binary pattern is used to replace the gradient operator
used by the SIFT operator [8]. Multi-block LBP, replaces intensity values in the
computation of LBP with the mean intensity value of image blocks [9]. Local
ternary pattern (LTP) was initiated by Tan and Triggs [10], to add resistance to
noise. However, LTP representation is still limited due to its hard and fixed
quantization. Three-patch LBP and four-patch LBP utilize novel multi-patch
sampling patterns to add sparse local structure into a composite LBP descriptor
[11].

The prime issues of the LBP are that insensitive to the monotonic transformation
of the gray-scale, they are still susceptible by illumination variations that generate
non-monotonic gray-scale changes, such as self shadowing [4]. LBP may not work
properly for noisy images or on flat image areas of constant graylevel. This is due to
the thresholding scheme of the operator [12]. The remainder of the paper is orga-
nized as follows: Sect. 2, proposes the novel method for face recognition.
Evaluation of the proposed method and their comparison with LBPs are presented
in Sect. 3. Finally, the conclusions are outlined in the last section.

2 Proposed Method

In this section, we present a novel method that acts on the LBP, called augmented
local binary pattern. Earlier work on the LBP have not given too much attention on
the use of non-uniform patterns. They are either treated as noise and discarded
during texture representation, or used in consolidation with the uniform patterns.
The proposed method considers the non-uniform patterns and extract the discrim-
inatory information available to them so as to prove their usefulness. They are used
in consolidation to the neighboring uniform patterns and extract invaluable infor-
mation regarding the local descriptors.
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The proposed method uses a grid-based regions. However, instead of directly
putting all non-uniform patterns into 59th bin, it replaces all non-uniform patterns
with the mod of neighboring uniform patterns. For this, we have taken a kernel of
size 3 × 3 that is moved on the entire LBP generated surface texture. In this filtering
process, the central pixel’s value ðcpÞ is replaced with the mode of a set in case of
the non-uniformity of the central pixel. This set contains 8-closet neighbors of
central pixel, in which non-uniform neighbors are substituted with 255. Here 255 is
the highest uniform value.

The lookup table containing decimal values of 8-bit uniform patterns are
U = {0, 1, 2, 3, 4, 6, 7, 8, 12, 14, 15, 16, 24, 28, 30, 31, 32, 48, 56, 60, 62, 63, 64,
96, 112, 120, 124, 126, 127, 128, 129, 131, 135, 143, 159, 191, 192, 193, 195, 199,
207, 223, 224, 225, 227, 231, 239, 240, 241, 243, 247, 248, 249, 251, 252, 253,
254, 255} [13]. The basics of filtering process is explained in Fig. 1.

The classification performance of the proposed method is evaluated with Chi
square (v2) distance measure which are formally defined as follows:

v2ðp; qÞ ¼
XN

i¼1

ðpi � qiÞ2
ðpi þ qiÞ ð1Þ

whereN is the dimensionality of the spatially enhanced histograms, p is the histogram
of the probe image, q is the histogram of the gallery image, i represents the bin number
and pi, qi are the values of the ith bin in the histograms p and q to be compared.

The schematic of the proposed A-LBP method is shown in Fig. 2.

Fig. 2 Schematic of a A-LBP face recognition system [14]

Fig. 1 a Neighboring non-uniform patterns are replaced with highest uniform pattern 255, b the
central non-uniform pattern 36, replaced with mode value of 32, and c the next central pattern 64 is
found to be uniform, therefore remains unchanged

Analysis of Local Descriptors for Human Face Recognition 265



3 Experimental Results

The efficiency of the proposed method is tested on the publicly available face
databases, such as AT & T-ORL [15], extended Yale B [16], and Yale A [17].
These databases differ in the degree of variation in pose (p), illumination (i),
expression (e) and eye glasses (eg) present in their facial images. The face recog-
nition accuracy of the proposed A-LBP method is compared to the LBP method on
the different face databases (see Table 1). The performance of the proposed A-LBP
method is analyzed using equal error rate, which is an error, where the likelihood of
acceptance assumed the same value to the likelihood of rejection of people who
should be correctly verified. The performance of the proposed method is also
confirmed by the receiver operating characteristic (ROC) curves. The ROC curve is
a measure of classification performance that plots the genuine acceptance rate
(GAR) against the false acceptance rate (FAR).

The face recognition accuracy of the proposed A-LBP method is compared to
the LBP method on different face databases. The experimental results show that the
A-LBP performs better than the LBP. For AT & T-ORL database, the A-LBP
achieves a recognition accuracy of 95 %, whereas LBP reports an accuracy of
92.5 %. Similar trends are also observed for extended Yale B and Yale A databases.
For extended Yale B database, proposed method performs better than LBP such as
the accuracy values are reported to 81.22 % and 74.11 %, respectively. For Yale A
database, the proposed method reported the better accuracy value of 73.33 % in
comparison to LBP accuracy value of 61.19 % (see Table 1).

The ROC curve for AT & T-ORL database is plotted and shown in Fig. 3a. It
shows that the GAR is found highest for the proposed A-LBP method and reported
value of 78 %; when the FAR is strictly nil. As FAR increases, the GAR value is
also increased. For example, the GAR is found 93 % for LBP, 96 % for A-LBP at
5 % of the FAR. The GAR is found maximum 100 % of 32 % FAR. The ROC
curve for extended Yale B database is plotted and shown in Fig. 3b. It shows that
the GAR is found highest for A-LBP method and reported value of 32 %; when the
FAR is strictly nil. As FAR increases, the GAR value is also increased for all
methods accordingly. For example, the GAR is found 62 % for LBP, 82 % for
A-LBP of 20 % FAR. The GAR is found maximum 100 % at 83 % of FAR for LBP

Table 1 Face recognition accuracies of methods on different face databases

Databases #Subjects #Images (size) Accuracy (%) Degree of variation

LBP A-LBP

AT & T-ORL [15] 40 400 (49 × 60) 92.50 95.00 p, e, eg

Extended Yale B [16] 38 2470 (53 × 60) 74.11 81.22 i

Yale A [17] 15 165 (79 × 60) 61.19 73.33 e, eg, i
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and 78 % of FAR for A-LBP. The A-LBP method achieves better recognition
accuracy, because it is insensitive to changes such as illumination.

The ROC curve for Yale A database is plotted and shown in Fig. 3c. It shows
that the GAR is found highest for A-LBP method and reported value of 20 %; when
the FAR is strictly nil. As FAR increases, the GAR value is also increased for all
methods accordingly. For example, the GAR is found 50 % for LBP, 69 % for
A-LBP at 20 % of the FAR. The GAR is found maximum 100 % at 90 % of FAR
for LBP and 82 % of FAR for A-LBP. The A-LBP method achieves better rec-
ognition accuracy, because it is insensitive to changes such as illumination.

The histogram representation of recognition performance achieved by the LBP
and proposed A-LBP methods using different face databases, such as Yale A,
extended Yale B, and AT & T-ORL is shown in Fig. 4.

Fig. 3 ROC curves representing the performance of different face recognition methods on the
databases: a AT & T-ORL, b extended Yale B, and c Yale A
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4 Conclusion

This paper presents a novel method of face recognition under unconstrained
environments. The proposed method namely, A-LBP has efficiently recognized the
faces from challenging databases. A-LBP work on the consolidation of the principle
of locality of uniform and non-uniform patterns where non-uniform patterns are
replaced with the mod value of the uniform patterns. It consolidates the neighboring
uniform patterns that extract more discriminatory information from local descrip-
tors. The experimental results, have shown that the performance of the A-LBP
method improved substantially with respect to LBP on different face databases. The
accuracy values of LBP and A-LBP vary considerably with training databases and
the distance metrics preferred. When there are more variations in illumination of
facial images in the databases, the A-LBP has shown promising recognition
accuracy than the LBP. Similar trends are also observed for the databases that have
variations in pose and expressions.
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Implementation and Comparative Study
of Image Fusion Methods in Frequency
Domain

Keyur N. Brahmbhatt and Ramji M. Makwana

Abstract Complementary multi-focus and/or multi-model data from two or more
different images are combined into one new image is called Image fusion. The main
objective is to decrease vagueness and minimizes redundancy in the output while
enhancing correlate information specific to a task. Medical images coming from
different resources may often give different data. So, it is challenging task to merge
two or more medical images. The fused images are very useful in medical diag-
nosis. In this paper, image fusion has been performed in discrete wavelet transform
(DWT) and Contourlet transform (CNT). As a fusion rule, spatial techniques like
Averaging, Maximum Selection and PCA is used. Experiments are performed on
CT and MRI medical images. For evaluation and comparative analysis of methods,
a set of standard performance measures are used. This paper’s results show that, the
Contourlet method gives a good performance in medical image fusion, because it
provides parabolic scaling and vanishing moments.

Keywords Image fusion � Spatial domain � DWT (discrete wavelet transform) �
Contourlet transform

1 Introduction

The process of combining multiple images into a one image that contains a more
useful data than provided by any of the resource images known as image fusion.
Image fusion is more appropriate for the purpose of human visual perception [1].
The research work of image fusion can be classified into the following three stages:
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• Primitive methods
• Discrete Wavelet Transform
• Contourlet Transform

Primitive methods include all spatial domain methods like averaging, PCA and
Max. Selection, but the disadvantage of it is, it will not provide the directional
singularity [2]. So frequency domain can be used with image fusion, which pro-
vides directional singularity. Discrete Wavelet Transform provides directionality
but it is limited. It will provide only horizontal, vertical and diagonal directionality.
To enhance the directionality Contourlet transform is helpful. Contourlet transform
provides C2 directional singularity which gives good result along with curves [3].
Though work has been carried out in DWT and CNT, in these paper basic methods
are implemented in combination with Averaging, Maximum Selection and PCA
methods to do comparative study and analysis of methods.

2 Image Fusion in Spatial Domain

The primitive fusion schemes do the fusion on the resource images. Operations like
averaging, addition etc. are to be fused in primitive fusion, which gives some
disadvantages also like reducing contras etc. but, it also having advantage that it
works better for input images which have an overall high brightness and high
contrast [4]. The primitive fusion methods are:

• Averaging [5, 6]
• Select Maximum [4, 6]
• PCA [4–6]

3 Image Fusion in Frequency Transform

Transform domain techniques are based on updating the Fourier transform of
image. Every pyramid transform has three parts—Decomposition, Formation and
Recomposition [5].

The Discrete Wavelet Transform (DWT) is spatial frequency decomposition.
DWT gives a flexible multi-resolution analysis of an image [7]. DWT having
disadvantages which degrades some image processing applications. The disad-
vantages are Shift sensitive, Absence of phase information, Produces sub bands in
three directions 0° (Horizontal), 90° (vertical) and 45° (diagonal) only [2, 8].

A new multiscale, rich directional selectivity transform is introduced called
Contourlet Transform (CT). It bases on an efficient 2D non-separable filter banks
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and gives an elastic multi-resolution, local and directional approach for image
processing [3, 9]. The properties of it is Multiresolution, Localization, Critical
sampling, Directionality and Anisotropy [10]. CT is better than DWT in dealing
with the singularity in higher dimensions, it provides a rich directional selectivity
and can stand for different directional smooth contours in natural images [3, 11].

CT is also called Pyramidal Direction Filter Bank (PDFB), which combines
Laplacian Pyramid (LP) and Directional Filter Bank (DFB) into a double filter bank
construction. Here images are decomposed by LP into one low frequency sub-band
and different high frequency sub-bands, and then high frequency sub-bands are
nourished into DFB and segmented into multiple directional sub-bands [12].

Majority of Contourlet coefficients are close to zero that’s why it is a sparse. It
also gives detailed information in any arbitrary direction, as the number of direc-
tional sub-bands in each scale is usually 2n, which is fairly elastic when different n
is selected [12].

4 Frequency Domain Methods

Following combination of methods has been implemented in frequency domain:

1. Averaging, Maximum selection and PCA in Discrete Wavelet Transform
2. Various combination of methods like

• Averaging and Maximum selection fusion rule
• Averaging and PCA fusion rule
• Maximum selection and Averaging fusion rule
• Maximum selection and PCA fusion rule
• PCA and Averaging fusion rule
• PCA and Maximum selection fusion rule

have been applied in Contourlet transform. Here first method has been applied on
Low coefficients and second method has been applied on high coefficients.

5 Experimental Results and Discussion

Image fusion methods have been applied on multimodality medical image data to
derive useful information. Here Computer Tomography (CT) and Magnetic
Resonance Imaging (MRI) images are used as shown in Fig. 1a, b.

Figure 2 shows the resultant fused images. Here we have implemented
Averaging, Maximum selection and PCA fusion rule in DWT.
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Figure 3 shows the resultant fused images. We have implemented Averaging and
Max selection, Averaging and PCA, Max selection and PCA, Max selection and
Averaging, PCA and Averaging and PCA and Max selection fusion rule in
Contourlet transform. Here Qualitative analysis has been done. It shows that
Averaging and Max. selection gives good fusion information.

Performance of image fusion methods have been measured using five standard
metrics RMSE [13], PSNR [4, 6], NCC [4, 6], Standard deviation (SD) [3, 13] and
Degree of Distortion (DD) [14]. All fusion methods are implemented inMATLAB 9.

Fig. 1 a CT image (input image 1). b MRI image (input image 2) [15]

R1 R2 R3

Fig. 2 Medical image fusion in DWT. R1 Averaging in discrete wavelet transform. R2Maximum
selection in DWT. R3 PCA in DWT
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Table 1 shows that in Maximum selection good contras is achieved in all the
dataset. While less degree of distortion (DD), High NCC and high PSNR are
obtained in averaging method.

Table 2 shows that in Maximum selection with combination of Averaging and
PCA good contras is obtained in all the dataset. While less degree of distortion
(DD), High NCC and high PSNR are obtained in PCA method.

R1 R2 R3 

R4 R5 R6 

Fig. 3 Medical image fusion in Contourlet transform. R1 Averaging and maximum selection in
Contourlet transform. R2 Averaging and PCA in Contourlet transform. R3 Maximum selection
and PCA in Contourlet transform. R4 Maximum selection and averaging in Contourlet transform.
R5 PCA and averaging in Contourlet transform. R6 PCA and maximum selection in Contourlet
transform
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6 Conclusion

Various combinations of methods like Averaging, Max selection and PCA have
been developed in multi model image fusion using Contourlet transform. In DWT
Averaging, Max selection and PCA have been implemented in multi model image
fusion. For evaluation and comparative analysis of the methods RMSE, PSNR,
NCC, SD and DD measuring parameters have been used. In DWT highest PSNR
32.7278 is obtained with Averaging method while in Contourlet transform, the
highest PSNR 38.3574 is obtained in Averaging and Maximum Selection. Good
contras are also achieved with Maximum Selection because it chooses one highest
intensity value of pixel from both the image. Here results shows that, Contourlet
transform is, better than discrete wavelet transform when it deals with the higher
dimensions singularity, such as line, curve, edge and etc. Contourlet transform also
provides rich directional selectivity.

Table 2 Comparative result of different fusion rule on CT and MRI images in CNT

Fusion rule RMSE PSNR NCC SD DD

Dataset 1
Averaging and max. selection 9.4916 38.3574 0.9992 45.8996 3.8724

Averaging and PCA 11.5710 37.4971 0.9988 45.2420 4.3222

Max. selection and PCA 15.3848 36.2599 0.9978 41.3981 4.9753

Max. selection and averaging 15.0246 36.3628 0.9979 40.7901 4.7984

PCA and averaging 10.9969 37.7181 0.9989 44.7545 4.0664

PCA and max. selection 9.3771 38.4101 0.9992 45.9643 3.8259

Dataset 2
Averaging and max. selection 43.9206 31.7041 0.8549 70.0413 27.9190

Averaging and PCA 39.5431 32.1601 0.8763 66.0551 24.5120

Max. selection and PCA 57.1955 30.5572 0.8444 83.3786 29.9443

Max. selection and averaging 58.5684 30.4542 0.8219 79.8799 31.2198

PCA and averaging 48.9377 31.2344 0.8141 67.6949 30.1354

PCA and max. selection 51.0299 31.0526 0.8185 75.4910 32.4004

Dataset 3
Averaging and max. selection 50.5641 31.0924 0.8362 77.6684 33.1135

Averaging and PCA 49.5516 31.1802 0.8321 73.8123 31.7824

Max. selection and PCA 71.6050 29.5814 0.8098 94.3906 41.9669

Max. selection and averaging 69.3595 29.7197 0.8068 89.9417 40.3021

PCA and averaging 57.7873 30.5125 0.7894 78.3785 37.3587

PCA and max. selection 61.3323 30.2539 0.7948 86.9000 40.2977
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Iris Recognition Using Textural Edgeness
Features

Saiyed Umer, Bibhas Chandra Dhara and Bhabatosh Chanda

Abstract A method for feature extraction from an iris image based on the concept
of textural edgeness is presented in this paper. Here for authentication purpose we
have used two textural edgeness features namely: (1) a modified version of Gray
Level Auto Correlation (GLAC) and (2) Scale Invariant Feature transform (SIFT)
descriptors over dense grids in the image domain. Extensive experimental results
using MMU1 and IITD iris databases demonstrate the effectiveness of the proposed
system.

Keywords Biometric � Iris classification � HOG � SIFT � GLAC

1 Introduction

In the field of personal authentication biometric characteristics play a vital role.
Among the various biometric traits, iris is most useful and stable trait for person
identification [1]. It is full of texture characteristic for the analysis of different types
of image regions with in an image. To obtain information from these iris patterns
various statistical and structural approaches [2] are used. The structural approaches
work well for regular patterns whereas statistical approaches are easy to use in
practice. Among many statistical approaches, textural edgeness of a texture image
analyzes the texture by its edges per unit area. These textural edgeness helps to
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define the fineness and coarseness properties of the image texture. Using textural
edgeness properties of image texture, the useful features for iris patterns are also
obtained.

Daugman [3, 4] developed iris recognition system with iris phase structure
encoded by multi-scale quadrature wavelets. Bowyer et al. [5] explained many
existing iris recognition works. Here we discuss only those iris recognition works
which are related to textural edgeness feature models like HOG [6], SIFT [7],
GLAC [8] with their different variants. Fernandez et al. [9] proposed recognition
system using SIFT features without transforming iris pattern to polar coordinates
where as Yang et al. [10] extracted SIFT features from enhanced normalized iris
and used region based approach [11] for comparison. Mehrotra et al. [12] obtained
SURF features from sectored normalized iris. The identification by exploiting iris
and periocular features based on HOG, SIFT, LBP and LMF were demonstrated by
Tan and Kumar [13]. Unconstrained iris recognition using F-SIFT on annular
region of iris is proposed by Mehrotra and Majhi [14].

This paper presents the recognition system in which a modified GLAC and SIFT
based features are employed to extract features from iris pattern to authenticate the
person. The organization of the paper is as follows. The basic concepts of textural
edgeness are discussed in Sect. 2. Proposed iris classification method is described in
Sect. 3. Section 4 explains the results and discussions of the experimentation and
conclusions are reported in Sect. 5.

2 Textural Edgeness

To analyze the texture property of a region, first of all we have to compute the
edgeness of the region (R). Edgeness of R is considered as the ratio of the edge
pixels and number of pixels in R. Again, the edgeness is further extended to include
the orientation of edges as fm;h ¼ ðHmðRÞ; HhðRÞÞ where HmðRÞ and HhðRÞ are
normalized histogram for gradient magnitude and gradient direction, respectively
[15]. The subsequent topics discuss below are some traditional methods for textural
edgeness features like HOG, SIFT and GLAC.

Histogram of oriented gradient (HOG): HOG [6] features are extracted by taking
orientation histograms of edge intensity of each block of size n� n of an image.
The filters like Prewitt are used to obtain magnitude of gradients mp and orientation
hp for each pixel pðx; yÞ of that block and then these are normalized for all blocks
and finally obtain HOG descriptors for that normalized block.

Scale invariant feature transform (SIFT): SIFT [7] is used to extract local
features which are invariant to the geometric operations (like scaling, rotation) and
changes in viewpoint. To compute SIFT features: (i) the input image is convolved
with Gaussian filters at different scales, (ii) compute difference-of-Gaussian
(DOG) images, (iii) each pixel of DOG is compared with 9 neighbors of both
adjacent scales and 8 neighbors of the same scale and the pixel with local optimum,
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is considered as key-point. (iv) the key-point with low contrast is removed, and
from the rest key-points the gradient orientation histograms are used as the SIFT
descriptor (Fig. 1).

Gradient Local Auto-Correlation (GLAC): GLAC [8] is a feature which
computes orientational as well as spatial auto-correlation of the local gradient. For
an image I at position p, the magnitude of the gradient is mp and orientation of the
gradient is hp, say. A sparse vector f ð2RkÞ (shown in Fig. 2a) is computed with
considering k bins of the orientations. The 0th order and 1st order GLAC features
are defined as:

foth ¼
X

p2I mðrÞfd0ðpÞ
f1th ¼

X
p2I min½mðpÞ;mðpþ a1Þ�fd0ðpÞfd1ðpþ a1Þ

ð1Þ

where a1 is displacement vector from p and fd is dth element of f . The foth cor-
responds the histogram of the gradient orientation like HOG and SIFT and f1th
is the joint histogram of the orientation pairs and computed by quantizing the
distribution into k � k bins. The 1st order GLAC is obtained by convolving the
mask pattern over the image (see Fig. 2b–c).

(a)

(b) (c)

Fig. 1 a Gradient orientation vector f , b mask patterns, c calculation of auto-correlation of f ,
weighted by gradient magnitude m (images are taken from [8])

(a)

(b)

Fig. 2 Illustration of iris preprocessing: a division of iris portion into four parts where regions
L and R are used for normalization. b Normalized iris
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3 Proposed Method

3.1 Iris Pre-processing

The pre-processing step of iris recognition system is localization and normalization.
For localization, we localize the iris portion of the given eye image. For the
localization purpose we have adopted method from the paper [16]. Since the upper
and lower portions of the iris are occluded by eyelashes and eyelid and the seg-
mentation of these artifacts is one of the most time consuming part in whole
process. So we normalize on the parts of the iris that are not usually occluded by
eyelid and eyelashes (as shown in Fig. 1a). To normalize the circular iris portion,
Daugman’s Rubber sheet model [17] is applied. The normalized image of Fig. 1a is
shown in Fig. 1b.

3.2 Feature Extraction

It is observed that for each individual, iris pattern is unique [18]. To extract features
we analyze textures from these iris pattern. In this paper we modify the scheme of
GLAC, and use that modified version to extract iris features says fIRIS�GLAC . For this
modification we reformulate Eq. (1) as Eq. (2) and Eq. (3) respectively.

f ð0ÞðpÞ ¼
X

mðpÞ � }ðpÞ
f ð0ÞðpnextÞ ¼

X
mðpÞ � }ðpnextÞ

ð2Þ

Table 1 Algorithms for proposed iris features

Algorithm 1: fIRIS�GLAC Algorithm 2: fIRIS�SIFT

Input: Normalized iris I Input: Normalized iris I

Output: fIRIS�GLAC Output: fIRIS�SIFT

1. Partition I into # of patches W . 1. Partition I into # of patches W .

2. For each patch Wp at position p. 2. For each patch Wp at position p

2.1. Compute m (magnitude) and f 2.1. Obtain dense SIFT descriptor dWp

(G-O vector) for Wp. such that dWp ¼ ½d1; . . .; db�T .
2.2. Obtain fWp ¼ ff ð0ÞWp

; f ð1ÞWp
g where 2.2. Reduce the dimension of dWp to eWp

f ð0ÞWp
and f ð1ÞWp

are computed by using such that eWp ¼
Pb

i¼1 di.

Equations (2) and (3) respectively.

3. fIRIS�GLAC ¼ ffW1; . . .; fW/g. 3. fIRIS�SIFT ¼ feTW1; . . .; e
T
Wwg.
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f ð1;1ÞðDx;DyÞðpþ ðpþ a1Þ � kÞ ¼
X

m0 � }ðpÞ � }ðpþ a1Þ
f ð1;2ÞðDx;DyÞðpnext þ ðpþ a1Þ � kÞ ¼

X
m0 � }ðpnextÞ � }ðpþ a1Þ

f ð1;3ÞðDx;DyÞðpþ ðpþ a1Þnext � kÞ ¼
X

m0 � }ðpÞ � }ððpþ a1ÞnextÞ
f ð1;4ÞðDx;DyÞðpnext þ ðpþ a1Þnext � kÞ ¼

X
m0 � }ðpnextÞ � }ððpþ a1ÞnextÞ

ð3Þ

where m0 ¼ minðmðpÞ;mðpþ a1ÞÞ. Here mðpÞ is the magnitude of current pixel p,
}ðpÞ is the element of G–O vector of p obtained by voting weights to its nearest
bins and Dx; Dy

� �
are the mask patterns as shown in Fig. 2b. f ð0Þ contains 0th order

GLAC features where as f ð1Þ contains 1st order GLAC features.
At first, a small non overlapping patch Wa�a is taken from I whose gray level

pattern is consider as the local descriptor of the texture. Then for each position p of
W , the gradient m and the orientation h which is further used to obtain G–O vector

f . Using these magnitude m and vector f , we obtain f ð0ÞWp
(0th order GLAC features)

by using Eq. (2) and f ð1ÞWp
(1st order GLAC features) by using Eq. (3) we find f ð1ÞWp

¼
ðf ð1;1ÞWp

þ f ð1;2ÞWp
þ f ð1;3ÞWp

þ f ð1;4ÞWp
Þ and the feature vector of window W at position p

is considered as fWp ¼ ff ð0ÞWp
; f ð1ÞWp

g.
The entire image is used to obtain SIFT descriptors. These descriptors are global

in nature and retain less information where the texture has less discriminating
features. So, to enhance the power of discriminating features of the normalized iris
image we have partitioned the normalized iris into non overlapping patches (dense
grids) and apply SIFT descriptors from each patch to obtain local features. Using
these local features are used to represent a global iris feature says fIRIS�SIFT . To
evaluate this feature we consider all non overlapping patches (Wa�a) from I and
then from each W at position p, dWp ¼ ½d1; . . .; db� dense SIFT descriptors are
obtained where the dimension of dWp is k� b. Now reduce the dimension of dWp to

eWp ¼
Pb

i¼1 di that results k� 1 dimensional vector eWp which is the feature rep-
resentation of Wp. Finally feature fIRIS�SIFT ¼ feTW1; . . .; e

T
Wwg is obtained. Table 1

shows the algorithmic sketch for the above proposed iris features.

3.3 Conversion to Two Class Problem

In this experiment we use dichotomy model [19] to convert multi-class problem to a
two-class problem. To understand the two-class approach, we consider N subjects
where each subject has q samples. Then we first generate the feature vectors F for
all samples of all subjects, and compute mean vectors Vi over q� 1 training
samples of the subject Si. This Vis is called as the template of the i-th class and is
included in that i-th class. Then from two vectors Fi and Fj we compute a difference
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vector uði;jÞ such that its k-th element is the absolute difference between k-th
elements of Fi and Fj, i.e., uði;jÞðkÞ ¼ jFiðkÞ � FjðkÞj.

If Fi and Fj are taken from the samples of same subject, we consider uði;jÞ as
intra-class vector, and its collection fuði;jÞg is known as Vintra. Now, if Fi and Fj are
prototypes Vi and Vj of the i-th and j-th subjects respectively, uði;jÞ is called the
inter-class vector and its collection forms a set Vinter. Thus we get q2 � N number of
intra-class vectors and N2 number of inter-class vectors.

4 Experimental Results and Discussions

In this paper, the performance of the proposed method is evaluated by using two
benchmark iris databases, namely, MMU1 [20] and IITD [21]. The MMU1 data-
base has 45 subjects and each subject has 10 (5 left and 5 right) iris images.
The IITD iris database contains 224 subjects and each subject has 10 images with
5 left iris and 5 right iris. In this experimental setup, left iris images and right iris
images are treated separately. So, in our experimentation, MMU1 has 90 subjects
and IITD has 448 subjects.

We have implemented the iris recognition system in MATLAB on fedora O/S of
version 14.0 with a Intel Core i3 processor. During normalization process, we use
two distinct part of the iris which gives a normalized image of size 100� 180
pixels. The size of VIntra and VInter class vectors for each iris database are shown in
Table 2. To implement the recognition system, LIBSVM package [22] based on
RBF-kernel using leave one out method with five-fold cross validation is used to
train the SVM classifier. Here for SIFT feature we select a ¼ 4 and h ¼ 8 and thus
k ¼ 128. The test for both verification and identification performances have been
adopted for this proposed iris classification.

During verification, we authenticate the test sample by finding the similarity
score. Identification of the test sample is based on N different scores obtained by
comparing sample with each of the N different representative subjects. The subject
with maximum score (rank-one) is declared as the identity of the test sample.

Table 2 Intra-inter class
vectors using feature vectors
for iris databases

Iris database MMU1 IITD

Subjects 90 448

Samples 5 5

Vintra 5
2

� �
� 90

5
2

� �
� 448

Vinter 90
2

� �
448
2

� �

Image size 320� 280 320� 240
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Table 3 shows both verification and identification performances for MMU1 and
IITD iris databases for Algorithms 1 and 2 using patches of different sizes i.e.
a 2 f30; 40; 50g. The patch size i.e. a\30 results large feature dimension which is
time consuming for classification purposes. Here we see that for patch size a ¼ 30,
we achieve high recognition scores both for MMU1 and IITD databases using
fIRIS�GLAC and fIRIS�SIFT feature models and the models are referred as PropIRIS�GLAC

and PropIRIS�GLAC respectively.
Table 4 shows recognition performances of HOG and GLAC feature models with

the proposed models (PropIRIS�GLAC and PropIRIS�GLAC ). Here to extract HOG features
we have adopted the code from [6] and for GLAC features from [8]. Here we see that
proposed features achieve better performances using less feature dimension with
respect to HOG and GLAC features. The performance of the proposed methods are
compared with the existing ones and comparative performances are given in Table 5
with Correct Recognition Rate (CRR) as rank-one identification rate where as for
verification performance EER is used. For comparison purpose we have quoted the
results from the respective papers. From Table 5 it is evaluated that for MMU1

Table 3 The performance for
proposed iris classification

MMU1

fIRIS�GLAC fIRIS�SIFT

Patch Verify Identify Verify Identify

30 97.41 97.77 98.80 98.88

40 96.62 88.88 97.82 95.55

50 95.31 88.88 97.76 95.55

IITD

fIRIS�GLAC fIRIS�SIFT

Patch Verify Identify Verify Identify

30 96.99 91.74 98.21 93.30

40 95.66 88.39 97.43 92.86

50 95.93 87.50 96.02 89.95

Table 4 The performance
with different textural models

Database Method Dimension Verify Identify
(rank 1)

MMU1 HOG 3780 94.23 93.33

GLAC 3990 95.55 84.44

PropIRIS�GLAC 2376 97.41 97.77

PropIRIS�SIFT 3072 98.80 98.88

IITD HOG 3780 87.48 81.03

GLAC 3990 95.97 85.26

PropIRIS�GLAC 2376 96.99 91.74

PropIRIS�SIFT 3072 98.21 93.30
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database, Masood [23], Rahulkar [24] and Harjoko [25] have obtained their results
only for 45 subjects where as the proposed method obtain recognition scores for
90 subjects with higher CRR and better EER. For IITD database, Zhou [26] and
Rahulkar [24] obtained results only for verification purposes where as Elgamal [27]
and proposed methods develop system for both verification and identification pur-
poses but the proposed method obtained recognition scores for 448 subjects which is
higher then other methods in the table.

The verification accuracy is evaluated through true positive rate and false
positive rate and for this purpose ROC (Receiver Operating Characteristic) curves
[28, 29] are drawn (see. Figure 2a and b) and the performance evaluation for
identification system is expressed through cumulative match curve (CMC) [28]
(see. Figure 3a and b) with x-axis denotes rank values and the y-axis the probability
of correct identification at each rank (Fig. 4).

Table 5 Performance
comparison for MMU1 and
IITD databases

Database Methods Subject CRR(%) EER(%)

MMU1 Masood [23] 45 95.90 0.040

Rahulkar [24] 45 – 1.880

Harjoko [25] 45 82.90 0.280

PropIRIS�GLAC 90 97.77 0.022

PropIRIS�SIFT 90 98.88 0.009

IITD Zhou [26] 224 – 0.530

Rahulkar [24] 90 – 0.150

Elgamal [27] 80 99.50 0.040

PropIRIS�GLAC 411 100 0.000

PropIRIS�SIFT 418 100 0.000
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Fig. 3 ROC curves for a MMU1 and b IITD database
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5 Conclusion

In this paper, we propose a biometric system that verify as well as identify the
subjects with improved performance. The experimental results show that the pro-
posed system based on textural edgeness features out performs better in case of
MMU1 and IITD databases. By using only a part of iris, we obtain efficient feature
representation for an iris and develop recognition system for nearly large iris
database as compared to the existing method as reported in the literature. In future,
we plan to incorporate more biometric characteristics to develop multimodal bio-
metric system design.
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Z-Transform Based Digital Image
Watermarking Scheme with DWT
and Chaos

N. Jayashree and R.S. Bhuvaneswaran

Abstract Digital Image Watermarking has recently been used widely to address
issues concerning authentication and copyright protection. Chaos is one of the
promising techniques implemented in image watermarking schemes. In this paper, a
new watermarking algorithm based on chaos along with discrete wavelet transform
and z-transformation is proposed. The host image is decomposed into 3-level
Discrete Wavelet Transform (DWT). The HH3 and HL3 sub-bands are then con-
verted to z-domain using z-transformation (ZT). Arnold Cat Map (ACM), a chaotic
map is applied to the watermark image and it is divided into two equal parts. The
sub-bands HH3 and HL3 are chosen for embedding the watermark image. One part
of the watermark is embedded in the z-transformed HH3 sub-band, and the other
part is embedded in the z-transformed HL3 sub-band. The watermarked image is
obtained by taking the inverse of the ZT and the inverse of DWT. The experimental
results and the performance analysis show that the proposed method is efficient and
can provide practical invisibility with additive robustness.

Keywords Digital watermarking � Chaotic mapping � Z-transform � Arnold cat
map � Discrete wavelet transform

1 Introduction

The security of digital media content is of primary concern owing to the
advancement in the digital information and communication technology. Digital
watermarking method is one of the solutions to overcome this problem. Information
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hiding is the basis of digital watermarking which plays a crucial role in the
copyright protection of digital data.

A watermark is a sequence, carrying information, embedded into the digital
image [1]. According to the working domain, watermarking techniques can broadly
be categorized into the spatial and the frequency domain. The spatial domain
methods directly change the pixel values in the host image to incorporate the
watermark. Although methods in this class are easier to implement, sophisticated
operations on the digital information require more computing resources and time
making schemes in this category unsuitable for real-time situations. Transform
domain schemes were proposed to overcome the limitations of the spatial domain
methods. The transform domain systems convert the original data, which is in the
spatial domain, into transform domain and vice versa. These conversions can be
done by utilizing various mathematical transformations such as Discrete Fourier
Transform (DFT), Discrete Cosine transform (DCT), Z-transform and DWT [2–8].

A robust watermarking algorithm based on Arnold cat map (ACM) in combi-
nation with DWT and Z-transform is proposed in this paper. ACM, DWT, and the
Z-transform are briefly discussed in Sect. 2. The proposed algorithm is discussed in
detail in Sect. 3, and experimental results and performance analysis are included in
Sect. 4 before concluding the paper in Sect. 5.

2 Background

DWT is extensively used in image processing, especially in watermarking, owing to
its excellent time-frequency features and became the underlying technology behind
the development of the JPEG 2000 standard [4]. Many schemes have been pro-
posed using DWT and the commonly used technique is the Cox’s watermark
embedding scheme [1]. Compared to other transforms such as Fourier, Wavelet and
so on, Z-transform is seldom used in image watermarking. A small variation of the
pixel values may ultimately result in drastic changes in the zeros of the Z-transform.
This characteristic of Z-transform provides a better way for data hiding and
watermarking. These features are mostly employed for designing fragile water-
marking, for authentication and tamper detection.

Chaotic based systems are quite extensively used in digital watermarking due to
their complex structure, and its inherent properties of sensitivity to initial conditions
and difficult to analyze [6]. Chaotic based systems are simple, fast and also these
properties are highly favorable of providing high security. A chaotic map is a map
that contains chaotic behavior [7, 9, 10]. Though chaotic maps are usually used in
analyzing dynamical systems, they are widely employed to enhance the efficiency
of watermarking algorithms [7]. Sensitivity to initial conditions and parameters,
topological transitivity, the density of the periodic points are the basic attributes of a
chaotic map. According to Shanon’s theory, on the constraints of confusion and
diffusion, the typical characteristics of the chaotic maps provide an excellent basis
for its application in the areas of watermarking and encryption [11].
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2.1 Arnold Cat Map (ACM)

In recent times, many schemes have been proposed using various chaotic maps such
as logistic map, Arnold’s cat map, tent map, etc. [7, 9–12]. The proposed algorithm
uses Arnold’s cat map.

ACM is widely used in applications which employ chaos; particularly in chaotic
watermarking algorithms [10]. This map includes ergodic and mixing properties.
This map is an invertible one, and it is also area preserving.

f xþ 1ð Þ
g xþ 1ð Þ

� �
¼ 1 1

1 2

� �
f xð Þ
g xð Þ

� �
mod 1 ð1Þ

where f xð Þ; g xð Þ 2 0; 1½ �. When the ACM is generalized and converted to its dis-
crete form, it becomes

f xþ 1ð Þ
g xþ 1ð Þ

� �
¼ 1 a

b abþ 1

� �
f xð Þ
g xð Þ

� �
mod N ð2Þ

where f xð Þ; g xð Þ 2 0; . . .;N� 1f g. The pixels of the image are iterated for
n number of times. Let the initial position of the pixels of the image be x 0ð Þ; y 0ð Þ½ �T
and after the nth iteration of the map, the pixel position becomes x nð Þ; y nð Þ½ �T . This
n is termed as the period T of the ACM.

2.2 Discrete Wavelet Transform

Wavelets are the useful mathematical tool used in a wide variety of applications like
image denoising, data compression, watermarking, fingerprint verification, etc. [3].
The wavelets also provide a better representation of data—using Multi-Resolution
Analysis (MRA). The advantages of using wavelet transform are

• The simultaneous localization of data, in both time and frequency domain
• A few coefficients are used to get the fine approximation of the data.

2.3 Z-Transform

The z-transform plays a significant role in processing discrete data [13]. It is a
suitable tool to represent, design and analyze discrete-time signals and systems [13].
The z-transform can be defined as
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Z½x� ¼
X1
x¼�1

f ½x�t�x ð3Þ

where t is a complex variable. For image pixels, the values of f(x) are always greater
than zero, and these values lie between 0� n�1. Hence, Eq. (3) becomes:

Z½x� ¼
X1
x¼0

f ½x�t�x ð4Þ

Similarly, the inverse z-transform is defined as

Z
0
x½ � ¼ Z�1 Z xð Þ½ � ð5Þ

where Z[x] is the z-transform and Z−1 is the inverse function. A method for cal-
culating z-transform of a sequence containing N samples is proposed in [14]. The
above method is termed as chirp z-transform (CZT), and it is used for efficiently
computing z-transform at points in z-plane. The values of z-transform on a circular
or a spiral plane can be shown as discrete convolution, forming the basis for the
chirp z-transform. Computing z-transform along the path that corresponds to the
unit circle corresponds to Fourier Transform. Hence, z-transform is suitable for
many applications including correlation, filtering, and interpolation. There are many
potential applications where the CZT algorithm has been implemented. For
example, this algorithm has been applied to the spectral analysis of speech and
voice data efficiently [14]. Z-transform evaluates the points both inside and outside
the unit circle. This property can be used to analyze both high resolution and narrow
frequency spectrum bands. The application of this algorithm in digital water-
marking improves the robustness and the imperceptibility.

3 The Proposed Scheme

In this paper, a chaos-based robust watermarking method is proposed using
z-transform in combination with Discrete Wavelet Transform. Z-transform has been
widely used in several image processing applications such as authentication,
copyright protection, and tamper detection [8, 13–21]. However, fragile water-
marking was implemented in all these schemes. The embedding and extracting
steps of the algorithm are discussed below.
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3.1 Watermark Embedding Scheme

The steps for embedding the watermark are given below:

1. The watermark image W is transformed using Arnold transformation and it is
divided into two parts: W1′ and W2′.

W
0 ¼ ACM2 Wð Þ

2. Apply 3-level DWT on the original image I, and it is decomposed into four
sub-bands LL3, LH3, HL3, HH3.

LL3; LH3; HL3; HH3½ � ¼ DWT Ið Þ

3. Perform the Z-Transformation on the sub-bands HL3 and HH3.

I1 ¼ ZT HL3ð Þ; I2 ¼ ZT HH3ð Þ

4. The watermark is embedded by altering the Z-transformed HL3 and HH3
sub-bands using a scaling factor α to manage the strength of the watermark image

I10 ¼ I1 þ a W10 ; I20 ¼ I2 þ a W20

5. Perform the inverse Z-transform on the modified frequency sub-bands and
execute inverse DWT (3 level) to generate the watermarked image I′.

HL31 ¼ iZT I10ð Þ;HH31 ¼ iZT I20ð Þ
I' = 3-level iDWT LL3, LH3, HL31, HH31ð Þ

3.2 Watermark Extraction Scheme

The procedure for extracting the watermark is given below:

1. The watermarked image I′ is decomposed into sub-bands by applying 3-level
DWT

LL3, LH3, HL3, HH3½ � = DWT I'ð Þ

2. The sub-bands HL3 and HH3 are taken, and z-transform is computed for these
two sub-bands

I01 ¼ ZT HL3ð Þ; I 02 ¼ ZT HH3ð Þ
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3. The keys viz., key1 and key2, generated while computing the z-transformation
during the embedding process is employed to extract the watermark from the
z-transformed sub-bands I′1 and I′2. Subtract the values of I′1 and I′2 from key1
and key2 as follows:

g 1 ¼ key1� I01; g 2 ¼ key1� I02

4. The values g_1 and g_2 are combined and the watermark image is generated by
applying the Arnold transformation.

G = g 1 g 2½ �;W = ACM2 Gð Þ

where W is the extracted watermark.

4 Performance Evaluation

Many experiments were conducted to evaluate the invisibility and the robustness of
the proposed algorithm. Matlab version 7 is used for this evaluation on standard test
images such as Lena, Baboon, Bridge, etc. Watermarking algorithms are evaluated
with reference to its invisibility and robustness. Imperceptibility or the invisibility is
the measure that gives the quality of the watermarked image. In other terms, by
embedding the watermark, the original image should not be distorted.

Robustness is the measure of a watermark to resist against intentional and
unintentional attacks. The various attacks include common signal processing
attacks such as Gaussian noise, salt and pepper noise, median filtering, Blurring,
Histogram Equalization, Gamma Correction and geometric attacks like scaling and
rotation. Peak Signal to Noise Ratio (PSNR), Correlation Coefficient (CC), Bit
Error Rate (BER) and Structural Similarity Index (SSIM) were used to evaluate the
imperceptibility and robustness of the proposed scheme.

The PSNR is widely used to measure the quality of reconstruction of images.
The correlation coefficient is a quantity to determine the similarity between two
images—the original and the extracted watermark images and the value usually lie
between −1 and 1. The Bit Error Rate is a measure that gives the ratio of errone-
ously detected bits to the total number of embedded bits. The structural similarity
index proposed by [22] as a solution for image quality assessment. It combines
three factors, namely the image luminance, contrast and the structural changes in
images. The values of SSIM lie between 0 and 1. It is calculated by using the
formula:

294 N. Jayashree and R.S. Bhuvaneswaran



SSIM ¼ 2lxly þ c1
� �

2rxy þ c2
� �

l2x þ l2y þ c1
� �

r2x þ r2y þ c2
� � ð6Þ

where c1 and c2 are zero corresponding to the universal image quality index, lx
denotes mean of x, ly mean of y, rx and ry denotes the standard deviation of x and
y respectively, and rxy denotes the cross-correlation. The experimental results
showing the different values of PSNR, BER, CC and SSIM for the images Lena,
Peppers, Baboon, and Barbara are given in the Table 1.

Various attacks were applied on the watermarked image to check the robustness
of the proposed algorithm. Both host and watermark images under various attacks
are depicted in Table 2. The results# compared with the method proposed by [14]*

are given in Tables 3, 4 and 5.

Table 1 Values of PSNR, BER, CC and SSIM

Image PSNR BER CC SSIM

Lena 53.6491 0.1343 1 1.0000

Peppers 54.6146 0.1091 1 1.0000

Baboon 53.4593 0.1375 1 1.0000

Barbara 54.6998 0.0958 1 1.0000

Table 2 Watermarked images under various attacks and the extracted watermark

(a) No Attack

(b) Additive White Gaussian Attack
(c) Blurring Attack

(d)Contrast Enhancement Attack (e) Flipping Attack
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5 Conclusion

In this paper, an image watermarking technique based on Arnold cat map was
presented. This algorithm combines the strengths of the DWT, Z-transform, and the
chaotic ACM making the scheme more robust. Several experiments were conducted
using standard test images, and the results were analyzed. The PSNR values, CC,
BER and the SSIM values of the experimental results exhibit that the algorithm is
secure as well as robust.

Table 3 Comparison of SSIM values of attacked watermark images

Image Lena Peppers Baboon

Kind of attack 1* 2# 1* 2# 1* 2#

No attack 0.867 1.0000 0.9067 1.0000 0.8815 1.0000

AWGN 0.1955 0.6308 0.2091 0.6309 0.2755 0.7919

Blurring 0.6373 0.8930 0.7666 0.9218 0.3535 0.6584

Contrast enh. 0.8181 0.9115 0.8625 0.9154 0.7968 0.7967

Flipping 0.2258 0.2518 0.396 0.2102 0.1322 0.1429

Gamma corr. 0.6051 0.9174 0.4174 0.9941 0.614 0.9627

Table 4 Comparison of SSIM values of extracted watermark images

Image Lena Peppers Baboon

Kind of attack 1* 2# 1* 2# 1* 2#

AWGN 0.1414 0.3911 0.222 0.3928 0.1509 0.3867

Blurring −0.0787 0.3612 −0.0594 0.4886 −0.0843 0.2286

Contrast enh. 0.6704 0.4312 0.5326 0.5688 0.5572 0.1956

Flipping 1 1.0000 1 1.0000 1 1.0000

Gamma corr. 0.7392 0.7581 0.828 0.9836 0.916 0.6047

Table 5 Comparison of correlation coefficient of extracted watermark images

Image Lena Peppers Baboon

Kind of attack 1* 2# 1* 2# 1* 2#

No attack 1 1 1 1 1 1

AWGN 0.6017 0.9228 0.633 0.9276 0.5803 0.9222

Blurring −0.6073 0.4468 −0.5979 0.6020 −0.579 0.2931

Contrast enh. 0.9892 0.5376 0.97 0.7022 0.9724 0.2532

Flipping 1 1 1 1 1 1

Gamma corr. 0.9743 0.8492 0.9894 0.9963 0.9963 0.7295
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Panoramic Image Mosaicing:
An Optimized Graph-Cut Approach

Achala Pandey and Umesh C. Pati

Abstract Panoramic images have numerous important applications in the area of
computer vision, video coding/enhancement, virtual reality and surveillance. The
process of building panorama using mosaicing technique is a challenging task as it
requires consideration of various factors such as camera motion, sensor noise and
illumination difference, that deteriorate the quality of the mosaic. This paper pro-
poses a feature based mosaicing technique for creation of high quality panoramic
image. The algorithm mitigates the problem of seam by aligning the images
employing Scale Invariant Feature Transform (SIFT) features and blending the
overlapping region using optimized graph-cut. The results show the efficacy of the
proposed algorithm.

Keywords Panorama � Mosaicing � Blending � Features � Geometric transfor-
mations � SIFT � RANSAC

1 Introduction

A panorama contains a wide field-of-view (FOV) of the scene surrounding an
observer and therefore, has more feature and information as compared to the normal
input images of a scene. Earlier in 1900, panoramic cameras were used for general
purpose panoramic photography for aerial and architectural panoramas. However,
the introduction of computer technology and digital images simplified the process
and digital panoramas achieved wide acceptance. Panoramic image mosaicing aims
at reconstructing the whole scene from the limited images or video frames in order
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to give better visualization and complete view of the environment. There are many
applications such as computer vision/graphics [1], image based rendering [2], virtual
travel, virtual environment [3], scene change detection, video indexing/compression
[4] and satellite/aerial imaging [5]. Anyone can generate a panorama these days
having a computer and a camera with the help of available software.

A panorama can be captured in many possible ways, either single camera rotated
around its optical centre or multiple cameras covering different part of the scene.
Sometimes, large FOV lens e.g. fish-eye lens or parabolic mirror [6] are used to
capture panoramic images but these are very expensive as well as hardware
intensive means of panorama generation. Mosaicing algorithms [7–9] provide
simplified solution to overcome the above mentioned problems.

The main emphasis of this work is on panoramic image mosaic generation. It has
been implemented using feature based method of alignment and optimized graph-cut
blending to generate high quality panoramic mosaic from a sequence of input images.

The paper organization is as follows: Sect. 2 gives an overview of the funda-
mental steps required for panoramic image mosaicing. The proposed method is
described in Sect. 3 with the help of different steps and flow chart. Section 4
demonstrates the results obtained on implementation of the proposed algorithm on
scenery images. The paper concludes in Sect. 5.

2 Panoramic Image Mosaicing

Panoramic mosaic generation process can be described in three main steps: image
capturing system, pre-processing of the images and image mosaicing.

Panoramic image from multiple images can either be generated using a camera
mounted on a tripod and rotated about its axis or using multiple cameras mounted
together covering different directional views of the scene. In some cases, omnidi-
rectional image sensors with fisheye lenses or mirrors are used, but their short focal
length, high cost and lens distortion limits their access.

The images captured using panoramic imaging system are pre-processed before
mosaicing for removing noise or any other intensity variations in the image. The
processed images are then mosaiced by using the fundamental steps of mosaicing to
get a seamless panoramic image.

3 Proposed Method of Panoramic Image Mosaicing

The images acquired using panoramic image capturing systems are pre-processed
before stitching them together and then features are extracted from the images. The
images are then re-projected over global frame which may result in creation of seam
in the overlapping region of the images. A new optimized graph-cut method is
employed for blending the individual images to create a single seamless panorama.
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3.1 Feature Detection and Matching

In the proposed method of mosaicing, SIFT (Scale invariant feature transform)
features [10] have been used for feature detection. SIFT features are stable, accu-
rate, invariant to scaling and rotation which provides robust matching.

After feature point detection, next step is selection of corresponding features
between the images. RANdom SAmple Consensus (RANSAC) [11] is used for
robust estimation of homography between images for matching inliers.

3.2 Transformation of Images and Re-Projection

Based on the presence of different type of geometric distortion, transformations
such as rigid, affine or projective are used. In case of panoramic image mosaics, the
transformation used is projective transform between the images [12]. The projective
model using a small number of parameters is most efficient and accurate parametric
model for panoramic mosaic generation [13]. The images are transformed so as to
align them on a common compositing surface or re-projection manifold. There are
mainly three types of compositing manifold planar, cylindrical and spherical. In the
proposed algorithm, planar manifold has been considered.

3.3 Blending of Images

After projecting the images over the compositing manifold, the next operation
performed over it is blending of images. Various factors such as change in illu-
mination or exposure artifacts cause intensity differences over the region of overlap
resulting in the generation of visible edges in the final mosaic. These regions are
handled differently from the other regions of the mosaic by applying an algorithm
that helps in removing the seam while preventing loss of information. Image
blending algorithms are categorized into two classes which are transition smoothing
and optimal seam finding. In the proposed method, an optimized graph-cut algo-
rithm is used for blending of images. It is based on optimal seam finding approach.
Optimized graph-cut performs better for seam smoothing as compared to simple
graph-cut and other existing blending techniques.

3.4 Optimized Graph-Cut

In graph cut technique, a seam is searched in such a way that the region between the
images has a minimum variation of intensities. The search is in terms of minimization
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of energy of certain energy function. Earlier, algorithm such as dynamic program-
ming [14] could not explicitly improve the existing seams as it was memoryless.
However, graph-cut overcomes this limitation by treating each pixel uniformly and
placing patches on the existing images. A graph is constructed for the overlapping
region with edge weight corresponding to error across the seam cutting that edge and
thus, creating a seam with least error.

In the algorithm, matching quality measure calculates the intensity difference
between the pairs of pixels. Let ‘s’ and ‘t’ be the position of two adjacent pixels in
the overlapping region, A sð Þ and B sð Þ be the pixel intensities at ‘s’ for old and new
patch. Similarly A tð Þ and B tð Þ be the pixel intensities at position ‘t’. The matching
quality [15] cost can now be defined as,

M s; t;A;Bð Þ ¼ A sð Þ � B sð Þk k þ A tð Þ � B tð Þk k ð1Þ

where �k k denotes the appropriate norm. All the steps of the proposed panoramic
mosaicing algorithm have been summarized in Fig. 1.

4 Results and Discussions

Different set of panoramic images have been considered and the algorithm is
employed over these sets for generation of seamless panoramic mosaics. The first
set consists of three input images as shown in Fig. 2a, b, c. In the first step, SIFT
features are extracted and matched using RANSAC. Figure 2d shows the

Image Mosaicing

Panoramic image capturing

Pre-processing of images

Feature detection and matching 

Warping/re-projection

Panoramic image mosaic

Blending using optimized graph-cut

Fig. 1 Proposed algorithm
for panoramic image mosaic
generation
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Fig. 2 Panoramic mosaicing. a, b, c Input images. d Matching between image (a) and (b).
e Mosaic of (a) and (b). f Matching between generated mosaic (e) and input image (c)

Fig. 3 Seam visibility. a Red boxes show the seam generated between the image in the transition
region, b seam smoothing using graph-cut showing horizontal discrepancies, c zoomed view to
show the horizontal marks (artifacts) of the mosaic in (b). d Panoramic mosaic using proposed
method, e zoomed view to show the removed horizontal marks (artifacts) of the mosaic
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corresponding matches between the two images. The images are re-projected over a
planar compositing surface for mosaic generation. The mosaic of two input images
is shown in Fig. 2e which becomes an input image for the upcoming steps. The
third image is matched with the generated mosaic for feature correspondence and
alignment (Fig. 2f).

The aligned images are finally projected over the compositing manifold to get
the final mosaic. There is a creation of artificial edge or seam between the images in
the transition area as can be clearly seen in Fig. 3a. The red boxes show the seam in
this mosaic. If the images are not blended for removing the seam, then the final
mosaic will contain visible artifacts. Blending ensures a high degree of smoothness
in the transition region of the mosaic making it seamless and visually appealing.
Results using graph-cut is shown in Fig. 3b and the zoomed view in Fig. 3c of a
selected part of the scene shows the artifacts remaining in the image after simple
graph-cut blending. The algorithm uses optimized graph-cut for the blending of
images. The results of optimized graph-cut are shown in Fig. 3d. The horizontal line
artifacts Fig. 3c have been removed using proposed technique.

The zoomed view of the selected portion of the image is shown in Fig. 3e. It can
be observed that there is no horizontal artifact in the image mosaic as in the case of
graph-cut.

5 Conclusion

Camera motion, illumination difference, sensor noise and parallax cause degrada-
tion in the quality of panoramic image mosaic making it visually distorted. An
efficient feature based panoramic image mosaicing method is proposed which
attempts to alleviate the above mentioned problems during panorama creation. The
algorithm uses feature based registration for aligning the images. The seam created
in the area of overlap is removed using optimized graph-cut method which provides
a feasible solution to the problem of seamless panoramic image mosaicing. The
results show the effectiveness of the proposed algorithm.
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Spatial Resolution Assessment in Low
Dose Imaging

Akshata Navalli and Shrinivas Desai

Abstract Computed tomography has been reported as most beneficial modality to
mankind for effective diagnosis, planning, treatment and follows up of clinical
cases. However, there is a potential risk of cancer among the recipients, who
undergoes repeated computed tomography screening. This is mainly because the
immunity of any living tissue can repair naturally the damage caused due to
radiation only up-to a certain level. Beyond which the effort made by immunity in
the natural repair can lead to cancerous cells. So, most computed tomography
developers have enabled computed tomography modality with the feature of radi-
ation dose management, working on the principle of as low as reasonably
achievable. This article addresses the issue of low dose imaging and focuses on the
enhancement of spatial resolution of images acquired from low dose, to improve the
quality of image for acceptability; and proposes a system model and mathematical
formulation of Highly Constrained-Back Projection.
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1 Introduction

The medical imaging has been benefited by the development of Computed
Tomography (CT) and has contributed in effective diagnosis, treatment and man-
aging complications in clinical domain. However, the concern towards the probable
occurrence of cancer due to repeated CT scanning cannot be overlooked. Recently,
a survey for estimating the risk of cancer due to usage of CT is carried out and
reported to be 0.4 % in the United States alone. It is also estimated to be 1.5–2 %
increment in this risk by the end of 2010 considering the trend in usage of CT [1].
The radiation doses during CT screening are approximately 50–100 times more,
compared to the radiation doses in x-ray examinations [2]. As the dosage used
during CT is much higher than conventional adding to risk of cancer, the CT
developers are designing and coming out with a low dose protocol enabled CT units
which work on the principle of As Low As Reasonably Achievable (ALARA) [3].
The challenge with low dose imaging is the degradation of image quality with poor
spatial resolution. Even with accurate acquisition settings, set during screening
process the presence of noise is observed, which is mainly due to low dose imaging
protocol. Some of the low dose imaging protocol suggests to acquire the projection
data at a sparse angle leading to under-sampling due to lesser radiation dose, and
then apply suitable compensating reconstruction algorithm to get better quality
images (on par with standard dose) that compensates the under-sampling.

From the literature and official websites of leading CT unit developers, we
observe various compensating algorithms which are intended to address poor
spatial resolution in CT images which are acquired by following low dose imaging
protocol. Most predominantly used methods are Adaptive Statistical Iterative
Reconstruction (ASIR), Iterative Reconstruction in Image Space (IRIS) and Model
Based Iterative Reconstruction (MBIR) [4]. In case of IRIS, the de-noising property
of iterative function helps to achieve a 50 % reduction in radiation dose [5]. In case
of MBIR, number of samples, allowing multiple projections of the same object
allows construction of CT image with better image quality and improved spatial
resolution [1, 6]. Iterative algorithm is reported to construct image with better
quality even with incomplete data, preserving higher spatial resolution of the CT
images [2]. Comparison of various techniques is shown in the Table 1. Highly
Constrained Back Projection (HYPR) was introduced recently for the reconstruc-
tion of under sampled (sparse view angle) CT/MRI (Magnetic Resonance Imaging)
images [7]. In any given clinical case, both temporal and spatial resolution is of
clinical interest as they provide definite and clear anatomical structures. To have
better spatial resolution the acquisition need to be complete in all respect while, to
achieve higher temporal resolution acquisition system should be tuned to acquire
projections in lesser time, but, there is a trade-off between acquisition time and
quality of constructed image. To address this trade-off one possible approach is to
scan the object with a sparse view (achieving lesser acquisition time). And later
apply compensating algorithms as aforementioned to achieve improved image
quality. The HYPR method works on this principle.
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2 Existing Image Reconstruction Techniques

2.1 Adaptive Statistical Iterative Reconstruction (ASIR)

GEHealthcare has introduced newCT unit called BrightSpeed Elite©with the feature
of low dose imaging. Internally Adaptive Statistical Iterative Reconstruction (ASIR)
algorithm works for this feature [8]. Due to the low dose imaging feature, images are
captured with reduced tube current. The ASIR technique uses Filtered Back
Projection (FBP) constructed standard image as the primary building block [9, 10].

2.2 Iterative Reconstruction in Image Space (IRIS)

Siemens has introduced new CT modality called SAFIRE© to enable low dose
imaging, which works on the principle of Iterative Reconstruction in Image Space
(IRIS) [11]. Basically, IRIS uses both data pertaining to sinogram space and image
space. The number of iterations is dependent on the requirement of a specific scan.
This technique is recorded to provide higher Contrast Noise Ratio (CNR) and
Signal-to-Noise Ratio (SNR) in low dose imaging as well as some exceptional
clinical cases such as paediatric and obese patients [12].

2.3 Model Based Iterative Reconstruction (MBIR)

MBIR improves the image quality, which are generated by low dose imaging
protocol. Comparatively, MBIR significantly removes the image noise and artifacts
over ASIR technique [13].

Table 1 Comparison of various reconstruction techniques

Reconstruction
techniques

Disadvantages Advantages

ASIR Computation time is higher (approximately
30 % higher for a standard CT) and artificial
over-smoothing of the image

Allow significant
radiation dose reduction

IRIS Very high computational cost, which can be
100–1000 times higher than filtered back
projection (FBP)

Permit the detection
process to be accurately
modelled

MBIR Complicated algorithm, uses multiple
iterations and multiple models. The
reconstruction time is very high

Significant dose
reduction

HYPR Poor spatial resolution for dynamic low dose
CT images

Better computation time
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3 Proposed Image Reconstruction Technique (HYPR)

In HYPR method all the time slices are subjected to constrained forward and
backward projections. The composite image is generated by integrating all the
images of previous results. The resulting composite image exhibits good spatial
characteristics. However, the composite image exhibits poor temporal characteris-
tics. Hence a weight image is generated by calculating the ratio of unfiltered back
projections of original projections to the unfiltered back projection of the composite
image. The good temporal resolution is expected in weight image as it considers
both original images and composite images. When weight image is multiplied with
composite image, the result is a HYPR frame with good signal to noise ratio
(SNR) and good temporal characteristics. Figure 1 presents the system model of
HYPR. Original HYPR calculates composite image and weight factor and try to
address spatial resolution improvement. The projection St is obtained by applying
radon transform R on the image It at some angle /t

St ¼ R/t
½It� ð1Þ

Next, the composite image C is found from the filtered back projection applied
to all the St is as follows:

Fig. 1 System model of highly constrained back projection (HYPR)
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C ¼
XN
i¼1

Rf
/ti
½Sti � ð2Þ

3.1 Quality Evaluation Parameter: Peak Signal-to-Noise
Ratio (PSNR)

In medical imaging, the quality of reconstructed images is subjective in nature.
They are accepted to provide clear and distinct visualization of anatomical struc-
tures. However, to access the proposed HYPR method of quantifying the image
quality we preferred to choose Peak Signal-to-Noise Ratio (PSNR). It provides the
presence of the signal component against the unwanted noise component. In usual
practice, we calculate PSNR by Mean Square Error (MSE) and represent using
decibel unit. Normally, CT images with PSNR value greater than 40 dB are con-
sidered to be clinically useful, while images with lesser than 20 dB are of no much
use. If K is the noisy approximation of noise-free m � n monochrome image I, then
MSE can be defined as [14, 15]:

MSE ¼ 1
xy

Xm�1

i¼0

Xn�1

j¼0

½Iði; jÞ � Kði; jÞ�2 ð3Þ

The PSNR is defined as:

PSNR ¼ 10 � log 255ffiffiffiffiffiffiffiffiffiffi
MSE

p
� �

ð4Þ

4 Results and Discussions

We have considered a MATLAB platform for simulation purpose. The experi-
mental setup consists of different CTA (Computed tomography Angiography)
datasets collected from online database and then classified based number of time
frames, intensity variation, dynamic nature and noise level. For the study purpose,
we have considered the original image as shown in the Fig. 2 and have obtained the
under-sampled images by varying the incremental angle of 1.5°, 2°, 4°, 8° as shown
in the Fig. 2b–e. Composite image of the original dataset is obtained by initially
applying radon and radon filter back projections and summation of all original
images at a sparse angle (Shown in Fig. 3a).
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Incremental Angle datasets are then subjected to radon and iradon filter-back
projection and summation of all the images are performed to obtain a composite
image. Composite images obtained by varying the incremental angle of 1.5°, 2°, 4°,
8° are as shown in the Fig. 3b–e.

Fig. 2 a Original standard dose image, b undersampled image with an incremental angle 1.5°,
c undersampled image with an incremental angle 2°, d undersampled image with an incremental
angle 4°, e Undersampled image with an incremental angle 8°

Fig. 3 a Composite image of the original image, b composite image with an incremental angle
1.5°, c composite image with an incremental angle 2°, d composite image with an incremental
angle 4°, e composite image with an incremental angle 8°

Fig. 4 PSNR (with and without HYPR) at various sparse angles
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5 Conclusion

Comparative study of the dataset using standard dose (without HYPR) and low
dose (with HYPR) by considering the sparse, angular projections are made and the
quality evaluation parameter, PSNR is calculated. From the Fig. 4 it is clear that the
quality of the images that were not acceptable with the PSNR below 10 dB, was
enhanced significantly when HYPR was applied and it also shows the extent to
which low dose is achievable without compromising the image quality. The mean
difference of PSNR with HYPR and without HYPR is depicted in the Fig. 5
conducted for thirteen experiments shows a significant improvement in the PSNR
value. An increase in the PSNR value will eventually lead to the increase in the
spatial resolution of the images. Hence, we were able to assess the spatial resolution
of the images obtained using the low dose.
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A Probabilistic Patch Based Hybrid
Framework for CT/PET Image
Reconstruction

Shailendra Tiwari, Rajeev Srivastava and Arvind Kumar Tiwari

Abstract Statistical image reconstruction for computed tomography and positron
emission tomography (CT/PET) play a significant role in the image quality by using
spatial regularization that penalizes image intensity difference between neighboring
pixels. The most commonly used quadratic membrane (QM) prior, which smooth’s
both high frequency noise and edge details, tends to produce an unfavourable result
while edge-preserving non-quadratic priors tend to produce blocky piecewise
regions. However, these edge-preserving priors mostly depend on local smoothness
or edges. It does not consider the basic fine structure information of the desired image,
such as the gray levels, edge indicator, dominant direction and frequency. To address
the aforementioned issues of the conventional regularizations/priors, this paper
introduces and evaluates a hybrid approach to regularized ordered subset expectation
maximization (OSEM) iterative reconstruction technique, which is an accelerated
version of EM, with Poisson variability. Regularization is achieved by penalizing
OSEM with probabilistic patch-based regularization (PPB) filter to form hybrid
method (OSEM+PPB) for CT/PET image reconstruction that uses neighborhood
patches instead of individual pixels in computing the non-quadratic penalty. The aim
of this paper is to impose an effective edge preserving and noise removing framework
to optimize the quality of CT/PET reconstructed images. A comparative analysis of
the proposed model with some other existing standard methods in literature is pre-
sented both qualitatively and quantitatively using simulated test phantom and stan-
dard digital image. An experimental result indicates that the proposed method yields
significantly improvements in quality of reconstructed images from the projection
data. The obtained results justify the applicability of the proposed method.

Keywords Reconstruction algorithms � Computed tomography (CT) � Positron
emission tomography (PET) � Ordered subset expectation-maximization algorithms
(OSEM) � Probabilistic patch based prior (PPB) � Acceleration techniques
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1 Introduction

Statistical image reconstructions (SIR) have been increasingly used in computed
tomography and positron emission tomography (CT/PET) to substantially improve
the image quality as compared to the conventional filtered back-projection
(FBP) method [1] for various clinical tasks. SIR based maximum likelihood
expectation maximization (MLEM) algorithm [2] produces images with better
quality than analytical techniques. It can better use of noise statistics, accurate system
modeling, and image prior knowledge. MLEM estimates the objective function that
is being maximized (log-likelihood) when the difference between the measured and
estimated projection is minimized. There have been further refinements of the SIR
with introduction of ordered subset expectation maximization (OSEM) [3] that uses a
subset of the data at each iteration, there by producing a faster rate of conversion.

Nowadays OSEM has become the most important iterative reconstruction
techniques for emission computed technology. Although, likelihood increases, the
images reconstructed by classical OSEM are still very noisy because of ill-posed
nature of iterative reconstruction algorithms. During reconstruction process, pois-
son noise effectively degrades the quality of reconstructed image. Regularization is
therefore required to stabilize image estimation within a reconstruction framework
to control the noise propagation and to produce a reasonable reconstruction.
Generally, the penalty term is chosen as a shift-invariant function that penalizes the
difference among local neighbouring pixels [4]. The regularization term incorpo-
rates prior knowledge or expectations of smoothness or other characteristics in the
image, which can help to stabilize the solution and suppress the noise and streak
artifacts. Various regularizations have been presented in the past decades based on
different assumptions, models and knowledge. Although some of them were ini-
tially proposed for SIR of CT and PET, they can be readily employed for CT. This
regularization term is used to stabilize the image estimation. To incorporate prior
knowledge or expectations of smoothness in the image, which encourage preser-
vation of the piecewise contrast region while eliminating impulsive noise, but the
reconstructed images still suffer from streaking artifacts and poisson noise.

Numerous edge preserving priors have been proposed in the literature [5–12] to
produce sharp edges while suppressing noise within boundaries. A wide variety of
methods such as the quadratic membrane (QM) [5] prior, Gibbs prior [6], entropy
prior [7], Huber prior function [8] and total variation (TV) prior [9] which smoothes
both high frequency noise and edge details tends to produce an unfavourable results
while edge-preserving non-quadratic [10] priors tend to produce blocky piecewise
regions. In order to suppress the noise and preserve edge information simulta-
neously, image reconstruction based on AD has also become the interesting area of
research [11].

The main reason for the instability of traditional regularizations is that the image
roughness is calculated based on the intensity difference between neighbouring
pixels, but the pixel intensity differences may not be reliable in differentiating sharp
edges from random fluctuation due to noise. When the intensity values contain
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noise, the measure of roughness is not robust. To address this issue, [12] proposed
patch-based regularizations which utilize neighborhood patches instead of indi-
vidual pixels to measure the image roughness. Since they compare the similarity
between patches, the patch-based regularizations are believed to be more robust in
distinguishing real edges from noisy fluctuation.

Here in this paper, we introduces and evaluates a hybrid approach to regularize
which dominate in CT/PET images. Our model is looking equivalent to that pro-
posed in [12], but it’s different in the sense that we focus on edge-preserving
regularizer (PPB) with accelerated version of MLEM i.e. OSEM, which produces
fast reconstructed results in an efficient manner. However, unlike [9, 11] which treat
post-processing reconstruction steps our approach is based on an elegant formu-
lation that use priors (filters) within the reconstruction process rather than using at
the end after the reconstructed image is ready.

This paper is divided into the following sections. Section 2 formulates the
backgrounds of reconstruction problem and introduces some notations of the
OSEM method. Section 3 describes the proposed hybrid method using fusion of
regularization term PPB with OSEM Sect. 4 presents simulation and results of the
qualitative and quantitative experiments. It also verifies that the proposed method
yields best results by comparing with other standard method using simulated data.
A conclusion is in Sect. 5.

2 Backgrounds

Ordered Subset Expectation Maximization (OSEM) is one of the most widely used
iterative methods for CT/PET reconstruction. Here a standard model of photon
emission tomography as described in [13] is used and the measurements follow
independent Poisson random distribution as follows:

yi �Poisson �yi fð Þð Þ; i ¼ 1; . . .; I ð1Þ

where yi is the measured projectional data which are counted by the ith detector
during the data collection, f represents the estimated image vector and the element
of f denotes the activity of image. In iterative methods, the calculation of the system
matrix during the reconstruction process is essential and given as follows:

�yi fð Þ ¼
XJ
j

aijfj ð2Þ

where A ¼ aij
� � 2 Rni�nj is the system matrix which describes the relationship

between the measured projection data and the estimated image vector, with aij
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denoting the probability of detecting an event originated at pixel j by detector
pair I. The probability distribution function (pdf) of the Poisson noise reads:

P yjfð Þ ¼
YI
i

�yi fð Þyi
yi!

exp ��yi fð Þð Þ; ð3Þ

and the corresponding log-likelihood can be described as follow:

L fð Þ ¼ logP y fjð Þ ¼
XI
i¼1

yi log
XJ
j¼1

aijfj

 !
�
XJ
j¼1

aijfj

 !
ð4Þ

where I is the number of detector pairs, J is the number of the objective image
pixels, and P(y|f) is the probability of the detected measurement vector y with
image intensity f. The penalized likelihood reconstruction estimates image by
maximizing the following objective function:

f � ¼ argmax
f � 0

L y fjð Þ � bU fð Þð Þ ð5Þ

where U(f) is the image roughness penalty.

f � ¼ argmax
f � 0

L y fjð Þ � bU fð Þ½ � ¼ argmin
f � 0

1
2

y� Afð ÞTK y� Afð Þ þ bU fð Þ
� �

ð6Þ

Conventionally the image roughness is measured based on the intensity differ-
ence between neighboring pixels:

U fð Þ ¼ 1
4

Xnj
j¼1

X
k2Nj

wjku fj � fk
� � ð7Þ

where u tð Þ is the penalty function. The regularization parameter β controls the
trade-off between data fidelity and spatial smoothness. When β goes to zero, the
reconstructed image approaches the ML estimate.

A common choice of u tð Þ in PET image reconstruction is the quadratic function:

u tð Þ ¼ 1
2
t2 ð8Þ

A disadvantage of the quadratic prior is that it may over-smooth edges and small
objects when a large β is used in order to smooth out noise in large regions. Huber
penalty [12] is an example of non-quadratic penalty that can preserve edges and
small objects in reconstructions. It is defined as:
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u tð Þ ¼
t2�
2; tj j 	 d

d tj j � d2�
2 tj j � d

8<
: ð9Þ

where d is the hyper-parameter to control the shape of the non-quadratic penalty.
The parameter clearly delineates between the “non-edge” and “edge” regions, and is
often referred as the “edge threshold” or “transition point”. Other family of convex
potential functions is described in [12].

3 Methods and Model

In this paper, a new hybrid framework (here referred to as: OSEM+PPB) to reduce
number of iterations as well as improve the quality of reconstructed images is
proposed. Finally, hybrid method is applied to CT/PET tomography for obtaining
optimal solutions. Generally, the SIR methods can be derived from the maximum a
posteriori (MAP) estimation, which can be typically formulated by an objective
function consisting of two terms named as “data-fidelity” term, models the statistics
of projection measurements, and “regularization” term, penalizes the solution. It is
an essential criterion of the statistical iterative algorithms that the data-fidelity term
provides an accurate system modelling of the projection data. The regularization or
penalty term play an important role in the successful image reconstruction. The
proposed reconstruction is a hybrid combination of iterative reconstruction and a
prior part as shown in Fig. 1.

The proposed model works in conjunction to provide one iterative cycle of
objective function and prior part. This is repeated a number of times till we get the
required result. The use of prior knowledge within the secondary reconstruction
enables us to tackle noise at every step of reconstruction and hence noise is tackled
in an efficient manner. Using Probabilistic patch based prior (PPB) prior [12] inside
reconstruction part gives better results than working after the reconstruction is over.
It has been widely used for image denoising, image enhancement, image seg-
mentation [13] and often obtains better quality than other methods.

Fig. 1 The proposed hybrid model
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The patch-based roughness regularizations are defined as:

f nþ1
j;Smooth ¼ U fð Þ ¼

Xnj
j¼1

X
k2Nj

u gj fð Þ � gk fð Þ		 		
w


 �
ð10Þ

where gj fð Þ is the feature vector consisting of intensity values of all pixels in the
patch centered at pixel j. The patch based similarity between the pixel j and k is
measured by

gj fð Þ � gk fð Þ		 		
w¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXnl
l¼1

w fjl � fkl
� �2s

ð11Þ

where jl denotes the lth pixel in the patch of pixel j and wl is the corresponding
weight coefficient with wjk ¼ 1; or wjk ¼ 1=djk. The weighting coefficient is smaller
if the distance between the patch of a neighboring pixel and the patch of the
concerned pixel is larger. By this way, the regularization can better preserve edges
and boundaries. The basic idea of PPB is to choose a convex function that is unique
and stable, so that regions are smoothed out and edges are preserved as compared to
non-convex functions. The basic OSEM model as:

f nþ1
j;OSEM ¼ f nj

 
1P

j2Sn
aij

X
j2Sn

yjaijPI
i0¼1

f nð Þ
i0 aij

!
; for pixels i ¼ 1; 2; . . .; I: ð12Þ

where f ðnþ1Þ
j is the value of pixel j after the nth iteration of OSEM correction step.

Finally the proposed model is given as follows:

f ðnþ1Þ
j ¼ argmax

f
f nþ1
j;OSEM


 �
� b f nþ1

j;Smooth


 �
 �
ð13Þ

Towards the end, we refer to the proposed algorithm as an efficient hybrid
approach for CT/PET image reconstruction and outline it as follows.

The Proposed Algorithm:

A. Reconstruction using OSEM algorithm
Let the following symbols are used in the algorithm:

X = true projections, aij = system matrix, yk = updated image after kth iteration,
xkj = calculated projections at kth iteration.
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1. Set k = 0 and put:

y0 ¼ gfinal ð14Þ

2. Repeat until convergence of x̂m

(a) x1 ¼ x̂m; m ¼ mþ 1 ð15Þ
(b) For subsets t = 1, 2,…, n

Calculate Projections: find projections after kth iterations using updated
image

x jð Þk¼
XI
i¼1

atij � yk; for detectors j 2 Sn ð16Þ

Error Calculation: Find error in calculated projection (element-wise division)

xkerror ¼
X
xkj

ð17Þ
Back projection: back project the error onto image

x ið Þkþ1¼ x ið Þk
P
j2Sn

y jð Þaij
l jð ÞtP

j2Sn
aij

; for pixels i ¼ 1; 2; . . .; I: ð18Þ

(c) Xk
error ¼ aij � xkerror ð19Þ

3. Normalization: normalize the error image(element-wise division)

Xk
norm ¼ Xk

errorP
j aij

ð20Þ
4. Update: update the image:

ykþ1 ¼ yk: � Xk
norm ð21Þ

B. Prior: Use PPB as prior
5. Set m = 0 and apply Probabilistic patch based filter:

ykþ1
mþ1 ¼ PPB ykþ1

m

� � ð22Þ

Put m = m + 1 and repeat till m = 3;
6. Put k = k + 1, repeat with OSEM reconstruction.
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In our algorithm, we monitor the SNR during each loop of secondary recon-
struction. The processing is stopped when SNR begins to saturate or degrade from
any existing value.

4 Results and Discussions

In this simulation study, only two- dimensional (2-D) simulated phantoms were
considered because our main aim here is to compare proposed method with other
algorithms and to demonstrate that the proposed method was applicable to different
ECT imaging modalities such as CT/PET, where 2-D phantoms were sufficient for
this purpose. The comparative analysis of the proposed method is also presented
with other standard methods available in literature such as OSEM [3], OSEM+QM,
OSEM+Huber, OSEM+TV and OSEM+AD. For simulation study MATLAB
2013b software was used on a PC with Intel(R) Core (TM) 2 Duo CPU U9600 @
1.6 GHz, 4.00 GB RAM, and 64 bit Operating system. For quantitative analysis the
various performance measures used include signal-to-noise ratio (SNR), peak
signal-to-noise ratio (PSNR), the root mean square error (RMSE), and the corre-
lation parameter (CP) [14]. The SNR, PSNR and RMSE give the error measures in
reconstruction process. The correlation parameter (CP) is a measure of edge pres-
ervation after the reconstruction process, which is necessary for medical images.

The brief description of the various parameters used for generation and recon-
struction of the two test cases are as follows: The first test case is a Modified
Shepp-Logan Phantom of size 64 × 64 and 120 projection angles was used. The
simulated data was all Poisson distributed and all assumed to be 128 radial bins and
128 angular views evenly spaced over 180°. The second test case used for simu-
lation was a gray-scale standard medical thorax image of size 128 × 128. For this
test case, the projections are calculated mathematically with coverage angle ranging
from 0 to 360° with rotational increment of 2° to 10°.

For both the test cases, we simulated the sinograms with total counts amount
6 × 105. A Poisson noise of magnitude 15 % is added to projections. The proposed
algorithm was run for 500 to 1000 iterations for simulation purposes and the
convergence trend of the proposed method and other methods were recorded.
However, the proposed and other algorithms converged in less than 500 iterations.
Also, this was done to ensure that the algorithm has only single maxima and by
stopping at the first instance of stagnation or degradation, we are not missing any
further maxima which might give better results. The corresponding graphs are
plotted for SNR, PSNR, RMSE, and CP. The graphs support the fact as shown in
Figs. 3 and 6. From these plots, it is clear that proposed method (OSEM+PPB)
gives the better result in comparison to other methods by a clear margin.
Using OSEM with PPB prior brings the convergence much earlier than the usual
algorithm. With proposed method, result hardly changes after 300 iterations
whereas other methods converge in more than 300 iterations. Thus we can say that
using PPB prior with accelerated version of EM brings the convergence earlier and

322 S. Tiwari et al.



fetches better results. The visual results of the resultant reconstructed images for
both the test cases obtained from different algorithms are shown in Figs. 2 and 5.
The experiment reveals the fact that proposed hybrid framework effectively elim-
inated Poisson noise and it performs better even at limited number of projections in
comparison to other standard methods and has better quality of reconstruction in
term of SNRs, PSNRs, RMSEs, and CPs. At the same time, it is also observed that
the hybrid cascaded method overcomes the short coming of streak artifacts existing
in other iterative algorithms and the reconstructed image is more similar to the
original phantom (Figs. 2 and 5).

original image without noise OSEM OSEM+QM OSEM+Huber

OSEM+TV OSEM+AD OSEM+PPB

Fig. 2 The modified Shepp-Logan phantom with different reconstruction methods projection
including 15 % uniform Poisson distributed background events
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Fig. 3 The plots of SNR, PSNR, RMSE, and CP along with no. of iterations for different
algorithms for test case 1
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Tables 1 and 2 show the quantification values of SNRs, PSNRs, RMSEs, and
CPs. in for both the test cases respectively. The comparison table indicates the
proposed reconstruction method produce images with prefect quality than other
reconstruction methods in consideration.

Figure 4 indicate the error analysis of the line profile at the middle row for two
different test cases. To check the accuracy of the proceeding reconstructions, line
plots for two test cases were drawn, where x-axis represents the pixel position and
y-axis represents pixel intensity value. Line plots along the mid-row line through
the reconstructions produced by different methods show that the proposed method
can recover image intensity effectively in comparison to other methods. Both the
visual-displays and the line plots suggest that the proposed model is preferable to
the existing reconstruction methods. From all the above observations, it may be
concluded that the proposed model is performing better in comparison to its other
counterparts and provide a better reconstructed image.

0 10 20 30 40 50 60 70
0

0.2

0.4

0.6

0.8

1

1.2

1.4
Error Analysis of the Line Profile at middle row

Pixel Position

P
ix

el
 In

te
ns

ity
 V

al
ue

Original Phantom
OSEM
OSEM+QM
OSEM+Huber
OSEM+TV
OSEM+AD
OSEM+PPB

0 10 20 30 40 50 60 70
0

100

200

300

400

500

600
Error Analysis of the Line Profile at middle row

Pixel Position

P
ix

el
 In

te
ns

ity
 V

al
ue

Original Phantom
OSEM
OSEM+QM
OSEM+Huber
OSEM+TV
OSEM+AD
OSEM+PPB

Fig. 4 Line plot of Shepp-Logan phantom and standard thorax medical image

original image without noise OSEM OSEM+QM OSEM+Huber

OSEM+TV OSEM+AD OSEM+PPB

Fig. 5 The modified Shepp-Logan phantom with different reconstruction methods projection
including 15 % uniform Poisson distributed background events
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5 Conclusion

In this paper, we have demonstrated a hybrid framework for image reconstruction
which consists of two stages during reconstruction process. The reconstruction was
done using Ordered Subset Expectation Maximization (OSEM) while probabilistic
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Fig. 6 The Plots of SNR, PSNR, RMSE, and CP along with no. of iterations for different
algorithms for Test case 2

Table 1 Different performance measures for the reconstructed images in Fig. 2

Performance
measures

OSEM OSEM
+QM

OSEM
+Huber

OSEM
+TV

OSEM
+AD

OSEM+PPB
(The proposed
method)

SNR 18.5809 18.8318 18.5728 18.6459 18.5569 21.6899

PSNR 78.8701 79.1211 78.8620 78.9351 78.8462 81.9791

RMSE 0.0292 0.0283 0.0292 0.0289 0.0292 0.0204

CP 0.9773 0.9783 0.9776 0.9771 0.9770 0.9924

Table 2 Different performance measures for the reconstructed images in Fig. 5

Performance
measures

OSEM OSEM
+QM

OSEM
+Huber

OSEM
+TV

OSEM
+AD

OSEM+PPB
(The proposed
method)

SNR 5.1612 5.1928 5.4384 5.2234 5.6546 8.5621

PSNR 17.8484 17.8800 18.1255 17.9106 18.3417 21.2492

RMSE 32.7959 32.6770 31.7660 32.5621 30.9852 21.2492

CP 0.3265 0.3306 0.3469 0.3327 0.3543 0.4190
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patch based prior (PPB) was used as prior to deal with ill-posedness. This scheme
of reconstruction provides better results than conventional OSEM. The problems of
slow convergence, choice of optimum initial point and ill-posedness were resolved
in this framework. This method performs better at high as well low noise levels and
preserves the intricate details of image data. The qualitative and quantitative
analyses clearly show that this framework can be used for image reconstruction and
is a suitable replacement for standard iterative reconstruction algorithms.
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Low Cost Eyelid Occlusion Removal
to Enhance Iris Recognition

Beeren Sahu, Soubhagya S. Barpanda and Sambit Bakshi

Abstract The Iris recognition system is claimed to perform with very high
accuracy in given constrained acquisition scenarios. It is also observed that partial
occlusion due to the presence of the eyelid can hinder the functioning of the system.
State-of-the-art algorithms consider that the inner and outer iris boundaries are
circular and thus these algorithms do not take into account the occlusion posed by
the eyelids. In this paper, a novel low-cost approach for detecting and removing
eyelids from annular iris is proposed. The proposed scheme employs edge detector
to identify strong edges, and subsequently chooses only horizontal edges. 2-means
clustering technique clusters the upper and lower eyelid edges through maximizing
class separation. Once two classes of edges are formed, one indicating edges
contributing to upper eyelid, another indicating lower eyelid, two quadratic curves
are fitted on each set of edge points. The area above the quadratic curve indicating
upper eyelid, and below as lower eyelid can be suppressed. Only non-occluded iris
data can be fetched to the further biometric system. This proposed localization
method is tested on publicly available BATH and CASIAv3 iris databases, and has
been found to yield very low mislocalization rate.
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1 Introduction

The iris is located between the white sclera and the black pupil and it is an annular
portion of the eye [5]. The motivation behind ‘Iris Recognition’, a biometrical
based innovation for individual recognizable proof and check, is to perceive an
individual from his/her iris prints. An anatomy of iris reveals that iris patterns are
highly random and has high level of stability. Being a biometric trait, it is highly
distinctive. Iris patterns are different for every individual; the distinction even exists
between indistinguishable twins. Even the iris patterns of left and right eye of the
same individual differ from each other.

A common iris recognition framework incorporates four steps: acquisition,
preprocessing, feature extraction and matching. Preprocessing comprises of three
stages: segmentation, normalization and enhancement. During acquisition, a iris
images are acquired successively from the subject with the help of a specifically
designed sensor. Preprocessing involves in segmentation of the region of interest
(RoI) i.e. detecting the pupillary and limbic boundary followed by converting the
RoI to polar form from Cartesian form. Feature extraction is a typical procedure
used to bring down the span of iris models and enhance classifier exactness. Then,
feature matching is done by comparing the extracted feature of probe iris with a set
of (gallery) features of candidate iris to determine a match/non-match.
Segmentation of iris is a very crucial stage in an iris feature extraction. The aim is to
segment the actual annular iris region from the raw image. The segmentation
process highly affect the overall procedure of iris recognition i.e. normalization,
enhancement, feature extraction and matching. Since segmentation process deter-
mines the overall performance of the recognition system, it is given utmost
importance. Most segmentation routines in the literature describe that the pupillary
and limbic boundaries of the iris are circular. Hence, model parameters are focused
on determining the model that best fit these hypotheses. This leads to error, since
the iris boundaries are not exactly circles.

2 Related Work

Daugman [4] has proposed a widely used iris segmentation scheme. In this scheme,
his assumption is based on that both the inner boundary (pupillary boundary) and
outer boundary (limbic boundary) of the iris can be represented by a circle in
Cartesian plane. The circles in 2D plane can be described using the parameters
ðx0; y0Þ (coordinate of the center) and the radius r. Hence, integro-differential
operator can be used effectively to determining these parameters and is described by
the equation below:
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max
r;x0;y0ð Þ

GrðrÞ � @

@r

I
r;x0;y0

Iðx; yÞ
2pr

ds

����
����

where Iðx; yÞ is the eye image and GrðrÞ is a smoothing function determined by a
Gaussian of scale r. Basically, the IDO looks for the center co-ordinates i.e. the
parameters ðx0; y0; rÞ over the entire image domain ðx; yÞ for the maximum Gaussian
blurred version of the partial derivatives (with respect to a different radius r). Hence,
it works like a circular edge detector, which searches through the parameter space
ðx; y; rÞ to segment the most salient circular edge (limbic boundary).

Wildes [12] proposed a marginally diverse calculation which is generally in view
of Daugman’s strategy. Wildes has performed a two stage method to the contour
fitting. First, a gradient based edge detector is utilized to produce an edge-map from
the crude eye picture. Second, the edge-map, which contains positive points can
vote to instantiate specific roundabout form parameters. This voting plan is actu-
alized by Hough transform.

Ma et al. [7] generally focus the iris area in the original image, and then uses
edge detection technique and Hough transform to exactly detect the inner and outer
boundaries in the determined region. The image is then projected in the vertical and
horizontal direction to compute the center coordinates ðXc; YcÞ of the pupil
approximately. Since the pupil is by and large darker than its surroundings, the
center coordinates of the pupil is calculated as the coordinates corresponding to the
minima of the two projection profiles.

Xc ¼ argmin
x

X
y

Iðx; yÞ
 !

Yc ¼ argmin
y

X
x

Iðx; yÞ
 !

where Xc and Yc represent the coordinates of the pupil’ center in the original image
IðX; YÞ. Then a more accurate estimate of the center coordinates of the pupil is
computed. Their proposed technique considers a region of size 120� 120, centered
at the point by selecting a reasonable threshold by applying adaptive method and
using the gray level histogram of this region, followed by binarization. The
resulting binary region, from where the centroid is found, is considered as the new
estimate of the pupil coordinates. Then, the exact parameters of these two circles
using edge detection are calculated. Canny operator is also considered by the
authors in their experiments along with Hough transform.

Similar works, Masek [10] has proposed a method for the eyelid segmentation in
which the iris and the eyelids have been separated through Hough transformation.
In contrast to [8], Mahlouji and Noruzi [9] have used Hough transform to localize
all the boundaries between the upper and lower eyelid regions. Cui et al. [3] have
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proposed two algorithms for the detection of upper and lower eyelids and tested on
CASIA dataset. This technique has been successful in detecting the edge of upper
and lower eyelids after the eyelash and eyelids were segmented. Ling et al. pro-
posed an algorithm capable of segmenting the iris from images of very low quality
[6] through eyelid detection. The algorithm described in [6] being an unsupervised
one, does not require a training phase. Radman et al. have used the live-wire
technique to localize the eyelid boundaries based on the intersection points between
the eyelids and the limbic boundary [11].

3 Proposed Work

Most segmentation methods assume that iris is circular, but in practical iris is not
completely circular as often occluded by eyelids [4, 7, 12]. For accurate iris rec-
ognition it is needed that these occluded regions must be removed. The procedure
of iris segmentation starts from detecting papillary and limbic boundaries of the iris.
Next the upper and lower eyelids are detected for accurate segmentation of the iris
using 2-means clustering with the canny edge detector. The proposed scheme can
be shown in Fig. 1 and the overall algorithm given in Algorithm 1.
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After pupil and iris boundaries are detected, we get an annular iris image as
shown in Fig. 1b. Wiener filter is used for smoothening the annular iris image. It is
smoothed in order to reduce noise and to detect only prominent edges like eyelid
boundaries. Then canny edge detector is applied on smoothed image. Next we
apply a horizontal filter to the connected components formed by each edge. This
filter computes the horizontality of each connected components and keeps only
those edges which have high horizontality factor and neglecting others. Edges
formed by eyelid boundaries have high horizontality factor.

After the horizontal filter applied we have roughly detected the eyelid bound-
aries. To categorize them as upper and lower eyelid boundaries we apply 2-means
clustering technique, a specific case of k-means clustering [8] where k ¼ 2. This is a
fast and simple clustering algorithm, which is found to be adopted for many
applications including image segmentation. The algorithm can be defined for the
observations fxi : i ¼ 1; . . .; Lg, where the goal is to partition the observations into
K groups with means �x1;�x2; . . .;�xK such that

DðKÞ ¼
XL
i¼1

min
1� j�K

ð�x1 � �xjÞ2

is minimized and K is then increased gradually and the algorithm terminates when a
criterion is met. In our problem number of groups to be formed is two and thus we
take K ¼ 2.

(a) (b) (c) (d)

(h) (g) (f) (e)

Fig. 1 Proposed eyelid detection scheme: a input image; b annular iris segmented image with
occlusion; c iris smooth image; d Edge detection using canny filter; e horizontal edges retained;
f 2-means clustering; g quadratic curve fitting; h upper and lower eyelid detected

Low Cost Eyelid Occlusion Removal to Enhance Iris Recognition 331



To distinctly detect the eyelid boundaries, two quadratic curves are fitted on each
set of edge points obtained after clustering. Once distinct boundaries are found, area
above the curve indicates upper eyelid, and area below as the lower eyelid. These
regions are unwanted and thus need to be removed before the recognition process.

4 Experimental Results

The proposed algorithm is implemented on BATH [1] and CASIAv3 [2] databases,
we observe that in most images, the eyelid was successfully detected. Simulation
results shows a localization of 92.74 and 94.62 % for BATH and CASIAv3
respectively in detecting upper eyelid, while the lower eyelid shows a localization
of 83.15 and 87.64 % for the mentioned databases respectively. The experimental
data have been tabulated in the Table 1 and Fig. 2 demonstrates some eyelid
detection results for the stated databases.

Table 1 Localization results
on BATH and CASIAv3
databases

Accuracy ! Upper eyelid Lower eyelid

Databases # Localization (%) Localization (%)

BATH 92.74 83.15

CASIAv3 94.62 87.64

(a) (b)

Fig. 2 Iris localization for databases: a CASIAv3, b BATH
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5 Conclusion

Occlusion due to eyelids affects the performance of an iris biometrics. Hence to
improve the accuracy of the system, with the proposed method, eyelid boundaries
are detected and subsequently can be removed before the recognition process. In
this paper, 2-means clustering algorithm is adopted in iris localization. An algo-
rithm is presented that can efficiently detect the eyelid boundaries. Upon imple-
menting the proposed eyelid detection algorithm on publicly available iris
databases, CASIAv3 and BATH, it is observed that both the upper and lower
eyelids are properly detected for most of the images.
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Abstract The method in which Routing and Wavelength Assignment (RWA) of
connection requests is performed in optical WDM networks, can appreciably affect
resource consumption. The blocking probability for lightpath requests increases
significantly with increase in resource consumption. Thus the method of performing
RWA should be such that it minimizes consumption of network resources. RWA in
all-optical networks is an NP-Complete problem. This paper proposes six new
heuristic algorithms for static RWA in all-optical mesh networks that are not only
efficient in terms of resource conservation but can also solve the RWA problem
effectively in polynomial time. Comparisons show that the proposed algorithms
perform better than some earlier well-known strategies.
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1 Introduction

Due to their huge transmission bandwidth, Optical Wavelength Division
Multiplexed (WDM) mesh networks are ideal candidates to provide the transport
backbone of present day Internet. In such networks, bandwidth of an optical fiber is
split into many wavelength channels to support simultaneous transmission from
different users through the same fiber at separate wavelengths [1, 2]. In WDM
networks lightpaths, which are established between two end-nodes serve as optical
communication links or channels for carrying data at a rate of 40 Gbps in modern
networks [1]. A lightpath must be assigned a wavelength in each fiber that it
traverses from its source to the destination. In all-optical networks, the data stays in
the optical domain from its source to the destination and hence lightpaths are
assigned the same wavelength in all fiber-links that it traverses. This is called as
wavelength continuity constraint [1]. As there is no need for wavelength conver-
sion, wavelength converters find no application all-optical WDM networks.

The Routing and Wavelength Assignment (RWA) problem is considered to be
the problem of assigning lightpaths to each request in a given set of connection
requests [1]. Researchers have addressed two variants of the problem. In static
RWA problem, the set of lightpaths to be established is known in advance and is
not expected to change whereas in dynamic RWA, lightpaths need to be established
and terminated on request. In this work we address the issue of static RWA. The
mode in which RWA is carried out can have a substantial effect on network per-
formance. For example, the method of performing RWA should be such that it
minimizes resource consumption, since it means reducing blocking probability for
future lightpath requests [1].

Researchers have studied both static and dynamic versions of the RWA problem
in optical WDM networks extensively. The work [3] proposes a star network
having a hub node with fixed wavelength conversion capability and which can
sustain all sets of lightpath requests having a maximum load of W, W being the link
capacity in terms of number of wavelengths. Authors [4] propose RWA strategies
in a two-fiber ring without wavelength conversion. Researchers [5] study the per-
formance of two methods for multicast RWA in tree of rings namely shortest path
tree and minimum spanning tree methods. Literature [6] studies the average-case
performance of four dynamic RWA algorithms by considering separate copies of
the physical topology, one for each wavelength. The work [7], which extends [6]
shows that static RWA and throughput maximization algorithms perform better
than dynamic RWA algorithms studied in [6]. Work [8] proposes an efficient graph
decomposition technique for wavelength assignment, given a routing for the
lightpaths in topologies based on de Bruijn graph. The authors [9] propose static
RWA techniques based on decomposing a de Bruijn graph into rings. Two efficient
static RWA algorithms are proposed for de Bruijn graphs [10] based on request
selection strategy and categorizing requests that traverse a link. Heuristic routing
strategies are presented [11] for reducing congestion in presence of arbitrary single
link failure for WDM networks with de Bruijn graph topology.
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The organization of the rest of this paper is described next. In Sect. 2 we present
the contributions of this paper. In Sect. 3 we discuss the RWA algorithms, in Sect. 4
we provide the time complexity analysis, in Sect. 5 we compare the performance of
the RWA strategies and analyze our results and finally we conclude in Sect. 6.

2 Our Contributions

The RWA problem is NP-Complete in absence of wavelength conversion [2]. As
all-optical networks do not employ wavelength conversion, RWA in such networks
is an NP-Complete problem. So one has to use solutions that are sub-optimal but
efficient and solves the problem in polynomial time. The static RWA problem for
all-optical networks can be defined in the following manner [7]. If a set of con-
nection requests R ¼ r1; r2; r3; . . .; rnf g and wavelengths k1; k2; k3. . . is known,
the problem is that for each request ri find a lightpath route pi and select wavelength
kj for assigning in every link that pi traverses satisfying the condition that lightpaths
traversing the same link are assigned different wavelengths and that the number of
wavelengths used for assignment is minimized. In this paper we propose six new
static RWA algorithms that can provide solutions to the RWA problem in poly-
nomial time for all-optical WDM mesh networks. Our algorithms perform better
than the static RWA strategies studied in [7].

3 Proposed Static RWA Algorithms

In this section we first discuss the four RWA strategies [6] namely First-Fit (FF),
Best-Fit (BF), Random-Fit (RF) and Densest-Fit (DF) which can be used for both
static and dynamic RWA. In [7], the author studies the effect of ordering requests
by the length of their lightpath routes on the physical topology and then performing
RWA in that order using the four algorithms proposed in [6] which resulted in eight
static RWA algorithms, namely First-Fit Decreasing (FFD), First-Fit Increasing
(FFI), Best-Fit Decreasing (BFD), Best-Fit Increasing (BFI), Random-Fit
Decreasing (RFD), Random-Fit Increasing (RFI), Densest-Fit Decreasing
(DFD) and Densest-Fit Increasing (DFI).

We also discuss the six proposed static RWA algorithms namely,
BestMaxLoad-Fit (BMLF), BestMaxMinLoad-Fit (BMMLF) and the four strategies
obtained by ordering requests by the length of their lightpath routes on the physical
topology and then performing RWA using BMLF and BMMLF namely
BestMaxLoad-Fit Decreasing (BMLFD), BestMaxLoad-Fit Increasing (BMLFI),
Best Max MinLoad-Fit Decreasing (BMMLFD) and BestMaxMinLoad-Fit
Increasing (BMMLFI). In a way similar to [7], we replicate physical topology
G = (V,E)W timesG1; G2; . . .;Gw; generating a copy for each wavelength. Lightpath
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requests that are routed using Gi are assigned wavelength λi. Lightpath routes on the
same copyGi are link-disjoint. Initially there is only one copyG1 but additional copies
may be generated as required. The two sub-problems of the RWA problem, namely
routing sub-problem and wavelength assignment sub-problem are solved concur-
rently. Let the copies of G = (V, E) that are currently generated and available be
G1; G2; . . .;Gn: A lightpath request ri is served by selecting an existing copy Gi,
finding a lightpath route pi for ri inGi and assigning the wavelength ki to route pi. The
wavelength-links assigned to pi are then deleted fromGi so that these wavelengths are
not assigned to any other request.

Each physical link is assumed to be bidirectional and having capacity W i.e.
W wavelengths are available in both directions (forward and reverse) for RWA of
lightpaths. We define traffic load TrLoad, of a physical link in a specific direction
(forward or reverse) as the count of the number of wavelength-links used in the link
in that direction. We define maximum traffic load maxTrLoad of a route p as
maximum TrLoad in a link of p over all links in p. Similarly we define minimum
traffic load minTrLoad of a route p as the minimum TrLoad in a link of p over all
links in p. We associate each physical link in G = (V, E) with a two variables
Wcount0 and Wcount1 which stores the value of TrLoad of a link in the forward
and reverse directions respectively. Wcount0 or Wcount1 is updated whenever a
wavelength-link is consumed in a physical link in the forward or reverse direction
respectively. We next discuss the RWA algorithms of the work [6] and the pro-
posed algorithms.

3.1 First-Fit (FF)

Find the shortest lightpath route that connects source and destination of request ri in
the first copy G1 using links that are still intact. If found, then perform RWA. If not
found, find the shortest route in G2, then G3,…, and so on, until a lightpath route is
found.

3.2 Best-Fit (BF)

Find shortest lightpath routes that connects source and destination of request ri in all
existing copies G1; G2; . . .;Gn using wavelength-links that are still intact. Let the
routes so found be p1; p2; . . .; pm: The shortest lightpath route pi among
p1; p2; . . .; pm is chosen as the required lightpath route.
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3.3 Random-Fit (RF)

Find the shortest lightpath route that connects source and destination of request ri in
a randomly selected copy Gi among all copies G1; G2; . . .;Gm which can provide
shortest lightpath routes for ri.

3.4 Densest-Fit (DF)

Find the shortest lightpath route that connects source and destination of request ri in
a copy Gi having maximum number of wavelength-links intact among all existing
copies G1; G2; . . .;Gn: If not found, then find the shortest route in the copy with
second most links, then in the copy with the third most links,…., and so on, until a
lightpath route is found.

3.5 BestMaxLoad-Fit (BMLF)

In BMLF a lightpath request ri is processed in the following manner. Shortest
lightpath routes connecting source and destination of request ri is searched in all
existing copies G1, G2,…., Gn using wavelength-links that are still intact using
Breadth First Search (BFS) [12]. A lightpath route may be successfully found in
many existing copies or it may exist in a single copy or none of the existing copies.
If the route, say pi is found in a single copy Gi, RWA is performed by assigning
wavelength ki to pi and then deleting the wavelength-links used by pi from Gi. The
values of Wcount0 or Wcount1 (whichever applicable depending on the direction of
pi) are incremented in the corresponding physical links for each wavelength-link
deleted of pi. If more than one copy say G1; G2; . . .;Gm have lightpath routes say
p1; p2; . . .; pm for ri then the shortest route pi among p1; p2; . . .; pm is selected as the
required lightpath route. If there is a tie i.e. if two or more routes say p1; p2; . . .; pk
have the same minimum number of hops then for each route pj having minimum
number of hops, maxTrLoad is calculated using the values of Wcount0 or Wcount1
(whichever applicable depending on route direction). The route pj selected is the
one having minimum value of maxTrLoad. If more than one route is found with the
same minimum value of maxTrLoad, then ties are broken by choosing the route that
comes first in the order. RWA is performed on the chosen route pj in the already
mentioned way. If a lightpath route does not exist in any of the existing copies, a
new copy is created and a lightpath route is searched in it by using BFS and RWA
is performed in the said way.

In case of BestMaxLoad-Fit Decreasing (BMLFD) and BestMaxLoad-Fit
Increasing (BMLFI), routes of each lightpath request is first computed on the
physical topology G = (V, E) and then the requests are sorted in decreasing and
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increasing order respectively in the two algorithms based on the length of their
lightpath routes. The lightpath requests are then processed in that order using
BMLF as already discussed.

3.6 BestMaxMinLoad-Fit (BMMLF)

Algorithm BMMLF differs from BMLF in that, when more than one route is found
with the same minimum value of maxTrLoad then ties are broken by selecting the
route having minimum value of minTrLoad. If a tie still persists, then choosing the
route that comes first in the order breaks it. The rest of the algorithm in BMMLF is
same as that of BMLF.

In case of BestMaxMinLoad-Fit Decreasing (BMMLFD) and BestMaxMinLoad-
Fit Increasing (BMMLFI), routes of each lightpath request is first computed on the
physical topology G = (V, E) and then the requests are sorted in decreasing and
increasing order respectively in the two algorithms based on the length of their
lightpath routes. The lightpath requests are then processed in that order using
BMMLF as already discussed.

4 Time Complexity Analysis

We analyze the worst-case time complexity of the proposed algorithms. In both
BMLF and BMMLF, for every lightpath request, lightpath routes are searched in all
existing copies of the physical topology. Since Breadth First Search (BFS) [12] is
used for finding shortest lightpath route in an existing copy, the time taken to find
the route is O(|V| + |E|). There can be W copies (W is the link capacity) at the most
and so the time consumed to find routes is W*(|V| +|E|). We assume the worst-case
i.e. lightpath route existed in each of the W copies. Then the total number of routes
found is W, say p1, p2,…, pw. To find the Best-Fit path a total number of
W comparisons are required. Let us again assume the worst-case i.e. all theW routes
have the same number of hops. In such a case a total number of W operations are
further required for finding maxTrLoad and minTrLoad for each of the W routes as
both maxTrLoad and minTrLoad can be calculated by a single scan of a route.
Similarly W number of comparisons are further required for finding the routes
having the minimum value of maxTrLoad and the minimum value of minTrLoad
among the W copies as a route is scanned at most once. Thus the total number of
operations required in both BMLF and BMMLF for each lightpath request is
W� Vj j þ Ej jð Þ þ 3W . If n lightpath requests are to be served, then a total of
n� W� Vj j þ Ej jð Þ þ 3Wð Þ � n�W� Vj j þ Ej jð Þ operations, neglecting smaller terms
are needed. So the worst case time complexity of both algorithms is
O n�W� Vj j þ Ej jð Þð Þ:
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In case of BMLFD, BMLFI, BMMLFD and BMMLFI, first lightpath routes are
computed on the physical topology using BFS which requires n * (|V| + |E|)
operations for n lightpath requests. Then the n-computed routes are sorted in
ascending or descending order. Since we use Heap Sort [12], the number of
operations required is n logn2. So the total number of required operations in the worst
case is n� Vj j þ Ej jð Þ þ n logn2 þ n� W� Vj j þ Ej jð Þ þ 3WÞ ¼ n� Vj j þ Ej j þð
logn2 þW� Vj j þ Ej jð Þ þ 3WÞ � n� W þ 1ð Þ� Vj j þ Ej jð Þ, neglecting the smaller
terms. Thus the worst-case time complexity of the four algorithms is
O n� W þ 1ð Þ� Vj j þ Ej jð Þð Þ. Thus all the six proposed algorithms are able to provide
polynomial-time solutions to the RWA problem.

5 Performance Comparisons

We analyze the performance of the eighteen (six new and twelve existing) static
RWA algorithms using results obtained from extensive simulations performed
using programs written in JAVA (JDK 1.6), run on a Pentium 4 processor in
Windows environment. We provide the results for the following networks: 11-node
NJLATA with 50 requests, 14-node NSFNET with 90 requests, 20-node EON with
150 requests, 24-node ARPANET like network with 250 requests and 46-node
USANET with 1000 requests. Due to space limitations the topologies mentioned
are not included. For each topology, 20 experiments were conducted and we report
the average. Simulations were carried out in a non-blocking scenario i.e. with
sufficient number of wavelengths in links to estimate the link capacity required by
each algorithm to support all the lightpath requests. The link capacity required by
an algorithm can be estimated by the number of copies of the physical topology
generated for RWA of all the lightpath requests. Table 1 shows the comparison of
the required link capacity for all the algorithms. In Table 1 we use the notation
X-Topology-Y to denote that the Topology used has X number of nodes and it was
tested with Y number of requests. The entries in the tables are fractions as we have
reported the average of 20 experiments. Table 2 shows the average and maximum
percentage decrease in required link capacity obtained by using the proposed
algorithms over the existing ones considering all the conducted experiments. Result
analysis shows the following two key observations.

Observation 1: All the proposed algorithms are efficient than the existing
algorithms in terms resource conservation. This is evident from Table 1, which
shows that the proposed algorithms have managed to decrease the link capacity
requirement for serving the entire lightpath requests. Table 2 also shows that an
appreciable average (maximum) percentage decrease in resource consumption is
obtained by using the proposed algorithms over the existing algorithms.

Observation 2: The Increasing–Algorithms perform the worst whereas the
Decreasing-Algorithms perform the best. This is because wavelengths in each copy
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Gi are better utilized when longer lightpath routes are assigned first. The proposed
BMMLFD however outperforms all the other seventeen algorithms in most of the
cases.

6 Conclusion

We study the problem of static RWA in all-optical mesh WDM networks in this
paper. As the problem is NP-Complete we have suggested heuristic algorithms to
provide solutions to the problem. We have proposed six algorithms and compared
their performance with existing ones. Performance analysis shows that the proposed
algorithms outperform the existing ones in terms of network resource conservation.
Time complexity analysis shows that the algorithms are indeed able to solve the
problem effectively in polynomial time.
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A Randomized N-Policy Queueing
Method to Prolong Lifetime of Wireless
Sensor Networks

Maneesha Nidhi and Veena Goswami

Abstract The increasing interest in Wireless Sensor Networks (WSN) can be
understood to be a result of their wide range of applications. However, due to
uneven depletion of their batteries, the nodes often face premature failure. In this
paper, we explore a queue based method for the improvement of the WSNs. We
propose a N threshold lifetime improvement method which considers the proba-
bility variation for the various states of a WSN—sleep, idle, start-up, and busy. The
experimental results validate our theoretical analysis and prove that our approach is
indeed an efficient method for improving the lifetime of Wireless Sensor Networks.

Keywords Wireless sensor networks � N policy � Queue � Start-up � Lifetime �
Energy consumption � Battery allocation

1 Introduction

Wireless Sensor Networks have made themselves indispensable in various fields,
including those of environmental monitoring, energy monitoring, transportation,
industrial monitoring, machine condition monitoring and distributed temperature
monitoring. A WSN consists of several hundreds (and at times thousands) of small,
self-powered nodes, with each node being associated with one or more sensors.
Each sensor node consists of four basic components: a sensing unit, a processing
unit, a transceiver unit and a power unit [1–3]. Though these sensor networks have
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opened up endless opportunities, they do pose some formidable challenges, the
foremost being that of energy scarcity. In order to sustain these nodes, we require
the non-renewable resource-energy. However, these nodes are prone to unequal
dissipation of energy due to workload variations, and heterogenous hardware.
Sensor networks usually have many-to-one traffic networks, leading to an increase
in heterogeneity of node power consumption.

The energy that is consumed by the nodes serves as a limiting factor for lifetime.
In various analysis, it is assumed that most of the power is consumed during the
busy state, in which packet transmission takes place. However, this assumption is
flawed [4, 5]. A significant amount of power is consistently consumed during signal
detection and processing in the idle mode. Even the sleep mode has an associated
amount of power loss. The difference in the energy levels of the different states has
led to various literatures that concentrate on sleep-wake-up scheduling [6].
A dynamic sleep scheduling algorithm has been presented by Yuan et al. [7]. Their
algorithm seeks to balance the energy consumed by a sensor node. Lin et al. [8]
have elaborated on dynamic power management in WSN. Thus, studies on energy
efficiency are gaining momentum [9, 10].

The recent times have seen a rise in literature that considers N threshold
mechanism as an efficient method to conserve energy. The variations of N policy
queue have been discussed in [11–13]. The advantage of this mechanism is that
there need to be N data-packets for a server to switch states to busy. This decreases
the probability of an inadvertent transition from sleep to busy state. Also, threshold
policy brings flexibility and simplicity. The utilization of servers can be changed by
changing the threshold manually, and, this can be used to root a number of jobs in a
specific way [14–17]. An optimal resource replication, with the usage of queueing
theory, for wireless sensor networks has been presented in [18].

In this paper, we propose a power-saving technique using a N-threshold M=M=1
queueing model with start-up time. Initially, when the system does not have any
data packets, the server is assumed to be in sleep state. As the data packets start
arriving, the server enters the idle mode. Associated with this change is an increase
in energy loss. As the technique developed is N-threshold, the server never starts
operating when number of packets is less than N. Also, the server requires an
exponential start-up time, denoted by g in order to start providing services. This is
represented by introducing a start-up state between the idle and busy states. When
the number of data packets in the system reaches the value N � 1, and another data
packet is introduced into the system, the server enters the start-up state with a
probability q and the server is left off with probability ð1� qÞ. If the server is left
off, it acquires N data packets and then has to enter the start-up state according to
the definition of proposed model. After the start up state, the server enters the busy
state which depletes more energy per unit time than all the other states. In the busy
state, the server provides the requisite service. After all the data packets have been
transmitted, the server again enters the sleep state. Thus, this forms a cycle which
begins when data packets enter the system.
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The rest of the paper is organised as follows. Section 2 provides a description of
the system model and its analysis. In Sect. 3, we present the performance indices of
the proposed model. The numerical results and its discussion has been carried out in
Sect. 4. Section 5 concludes the paper.

2 System Description

In our paper, we consider the working of a single server, with the assumption that
each server follows half-duplex communication. The half-duplex mode of channel
is adopted as it consumes less power and allows for both down and up data streams.
The model defines four operational states: sleep, idle, start-up and busy. The pro-
posed model has been represented by a flowchart in Fig. 1.

Initially, when the system is empty, the server is in sleep state, in order to
minimize energy loss. When the data packets start arriving, the state of server

Fig. 1 Proposed system
model
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switches to idle state, in order to listen for and receive the incoming packets. It is
assumed that the data packets arrive according to a Poisson distribution with
parameter k. The service times of data packets are considered to be independent
random variables having an exponential distribution with mean 1/l. The data
packets are considered to form a queue in order of their arrival. We assume that the
server can transmit only one data packet at a time, and the service is provided in a
first-come, first-served basis. We simulate the real world scenario by modelling the
nodes to have finite buffer capacity, that is a finite queue size, denoted as K. We
have represented the state transition for each state, along with its associated
probability in the birth-death graph of Fig. 2.

The probability that the node reaches sleep mode is denoted as p, while the
probability of reaching idle mode is 1� p. Thus, the product of ð1� pÞ and k is the
probability that a particular data packet could fulfill the transmission between states.
The N-policy model presented in this paper deals with the control of service in a
queueing system. For the number of data packets ranging from 1 to N � 1, the state
of server remains as idle. When the number of data packets in the system attains N,
there are two possibilities. There may be a state change to start-up, which has a
probability q associated with it. Another option is that the server may remain in idle
state with probability ð1� qÞ. In such a case, the threshold value is reached, and
thus, the next arrival will cause a switch to the start-up state. It models the real
world requirement of start-up time before a server can start serving. The server
necessitates a exponential start-up time with parameter g before allowing for the
service. After getting the start-up time, the server starts its service normally till the

Fig. 2 State transition rate diagram
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system becomes empty again at which time the above process is repeated all over
again. Once all the data packets are transmitted, and number of data packets reduces
to zero, the server switches back to the sleep mode. Let us denote the states of the
system by ði; jÞ, where j ¼ 0; 1; 2 denotes that the server is in idle, startup, busy
state, respectively; while i represents the number of data packets in the sensor node.
Let us assume the state probability for sleep, idle, start-up and busy as P0;0,
Pi;0ð1� i�NÞ, Pi;1ðN � i�KÞ and Pi;2ð1� i�KÞ, respectively. Using the
one-step transition analysis, the steady-state equations can be written as

kð1� pÞP0;0 ¼ lP1;2; ð1Þ

kP1;0 ¼ kð1� pÞP0;0; ð2Þ

kPn;0 ¼ kPn�1;0; 2� n�N � 1; ð3Þ

kPN;0 ¼ kð1� qÞPN�1;0; ð4Þ

ðkþ gÞPN;1 ¼ kqPN�1;2; ð5Þ

ðkþ gÞPNþ1;1 ¼ kPN;0 þ kPN;1; ð6Þ

ðkþ gÞPn;1 ¼ kPn�1;1;N þ 2� n�K � 1; ð7Þ

gPK;1 ¼ kPK�1;1; ð8Þ

ðkþ lÞP1;2 ¼ lP2;2; ð9Þ

ðkþ lÞPn;2 ¼ kPn�1;2 þ lPnþ1;2; 2� n�N � 1; ð10Þ

ðkþ lÞPn;2 ¼ kPn�1;2 þ lPnþ1;2 þ gPn;1;N� n�K � 1; ð11Þ

lPK;2 ¼ kPK�1;2 þ gPK;1: ð12Þ

Solving Eqs. (1), (2) and (3), we obtain

Pn;0 ¼ kð1� pÞ
k

P0;0; 1� n�N � 1;

P1;2 ¼ kð1� pÞ
l

P0;0:

Equation (4), yields

PN;0 ¼ �qkð1� pÞ
k

P0;0:

A Randomized N-Policy Queueing Method to Prolong Lifetime … 351



where �q ¼ 1� q and x ¼ �kq
k þ g . Solving Eqs. (5)–(8) recursively, we get

PN;1 ¼ kð1� pÞq
kþ g

P0;0;

Pn;1 ¼ w/n�N�1P0;0;N þ 1� n�K � 1;

PK;1 ¼ wk/K�N�2

g
P0;0:

where w ¼ kð1� pÞðkþ �qgÞ
ðkþ gÞ2 and / ¼ k

kþg. Solving Eqs. (9)–(12), yields

Pn;2 ¼ kð1� pÞð1� qnÞ
lð1� qÞ P0;0; 1� n�N;

PNþ1;2 ¼ kð1� pÞð1� qnÞ
lð1� qÞ P0;0 � gx

l
P0;0;

Pn;2 ¼ kð1� pÞð1� qnÞ
lð1� qÞ P0;0 � gP0;0

l
xð1� qn�NÞ

1� q
þ w

1� qn�N�1

1� q

��

þ/ð1� qn�N�2Þ
1� q

þ ð1þ qþ /Þ/n�N�3
��

;N þ 2� n�K:

Using normalization condition,
PN

n¼0 Pn;0 þ
PK

n¼N Pn;1 þ
PK

n¼1 Pn;2 ¼ 1, we
determine P0;0 as

P0;0 ¼ kþ ðN � qÞkð1� pÞ
k

þ kð1� pÞq
kþ g

þ w
XK�1

n¼Nþ1

/n�N�1

"

þ kw/K�N�2

g
þ
XK
n¼1

Pn;2

#�1

:

3 Performance Indices

The expected values of data packets in the system for idle state ðLidleÞ, setup state
ðLsetupÞ and busy state ðLbusyÞ as

Lidle ¼
XN
n¼1

nPn;0;Lsetup ¼
XK
n¼N

nPn;1; Lbusy ¼
XK
n¼1

nPn;2:
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The total expected value of data packets in the system ðLsÞ is equal to the
Ls ¼ Lidle þ Lsetup þ Lbusy. Using Little’s rule, the expected waiting time of a data
packet spent in the system is given by Ws ¼ Ls

k�, where k� ¼ kð1� PK;1 � PK;2Þ is
the effective data packet arrival rate and Ploss ¼ PK;1 þ PK;2 represents the proba-
bility of loss or blocking. The probability that the state of the server is in sleep state
ðP0;0Þ, in idle state ðPIÞ, in startup state ðPstartupÞ and in busy state ðPBÞ is given by

PI ¼
XN
n¼0

Pn;0;Pstartup ¼
XK
n¼N

Pn;1;PB ¼
XK
n¼1

Pn;2:

Total energy consumption rate

To compute the power consumption for each cycle, the equation can be written as

FðNÞ ¼ CHLS þ CSPS þ CIPI þ CBPB þ Cllþ Cgg:

where CH is the energy consumed in order to hold a data packet, and CS, CI , CB

denote the energy consumed in sleep, idle and busy states, respectively. Cl rep-
resents the energy consumed during the process of data transmission and Cg is
energy consumed during the process of start-up.

4 Numerical Results

In this section, some numerical results have been illustrated in the form of tables
and graphs. It gives managerial insights on optimal decisions to bring out the
qualitative aspects of the queueing system under consideration. In Tables 1 and 2,

Table 1 Sensitivity analysis for various N when K ¼ 12; l ¼ 4:0; k ¼ 3:0; g ¼ 1:0; q ¼ 0:25,
p ¼ 0:5

N Ls Ws Ploss k� PB P1 Ps F

2 4.93674 1.71006 0.96229 2.88688 0.68693 0.08117 0.13914 272.593

3 5.20615 1.81154 0.95796 2.87388 0.68831 0.11060 0.12066 273.081

4 5.48394 1.91923 0.95245 2.85736 0.68756 0.13390 0.10712 273.546

5 5.75880 2.02990 0.94566 2.83699 0.68502 0.15345 0.09692 273.969

6 6.02278 2.14161 0.93742 2.81227 0.68080 0.17074 0.08908 274.331

7 6.26968 2.25317 0.92753 2.7826 0.67490 0.18676 0.08300 274.617

8 6.4944 2.36389 0.91578 2.74733 0.66726 0.20225 0.07829 274.814

9 6.69287 2.47343 0.90197 2.70591 0.65781 0.21776 0.07466 274.909

10 6.86248 2.58177 0.88602 2.65805 0.64654 0.23364 0.07189 274.897
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the parameters are taken as K ¼ 12; k ¼ 3:0; l ¼ 4:0; g ¼ 1:0; p ¼ 0:5;CH ¼
2;CI ¼ 10;CS ¼ 5;CB ¼ 30;Cl ¼ 50 and Cg ¼ 10.

Table 1 shows the impact of the threshold value N on the state of the system.
When N increases, the average time for which the system stays in idle mode
increases. This results in an increase in the parameters PI ; Ls;Ws and F.
Correspondingly, any increment in the threshold value N means a decrease in
Ploss; k

�;PB and PS. Table 2 describes how the system is affected by the value of q.
When q increases, so does the probability of state change into start-up phase,
resulting in a decrease in the average time that the system stays in the idle mode.
This results in a decrease in the parameters PI ; L;W and F. Therefore, there is a
corresponding increase in the quantities Ploss; k

�;PB and PS.
Figure 3 considers dependence of the total energy consumption rate ðFÞ on

threshold value N and probability q. It is seen that for fixed threshold value N the
total energy consumption rate decreases when the probability q increases. Further,
with fixed probability q the total energy consumption rate increases when the
threshold value N increases. To ensure the minimum total energy consumption rate,
we can carefully establish the threshold value N and the probability q in the system.

Figure 4 shows dependence of the expected waiting time of a data packet in the
system ðWsÞ on probability q and threshold value N. It is observed that for fixed N,
the expected waiting time of a data packet spent in the system decreases when the
probability q increases. Further, with fixed probability q, the expected waiting time
of a data packet spent in the system increases when the threshold N increases. To
achieve this, we can carefully setup the threshold value N and the probability q in
order to ensure the minimum expected waiting time of a data packet in the system.

Figure 5 plots the effect of g on the expected number of customers in the system
(Ls) for various values of N. It can be seen that Ls monotonically decrease as g
increase. When N increases it leads to the increase of Ls for fixed g. Figure 6
provides the impact of buffer size ðKÞ on blocking probability ðPlossÞ for various

Table 2 Sensitivity analysis for various q when K ¼ 12;l ¼ 4:0; k ¼ 3:0; g ¼ 1:0; N ¼ 5,
p ¼ 0:5

q Ls Ws Ploss k� PB P1 Ps F

0.1 5.79744 2.04569 0.94466 2.83398 0.68460 0.15611 0.09558 274.027

0.2 5.7718 2.03521 0.94533 2.83598 0.68488 0.15435 0.09647 273.988

0.3 5.74568 2.02455 0.94600 2.83801 0.68516 0.15255 0.09738 273.949

0.4 5.71907 2.01370 0.94669 2.84008 0.68545 0.15072 0.09830 273.909

0.5 5.69194 2.00266 0.94740 2.84219 0.68574 0.14886 0.09924 273.868

0.6 5.66429 1.99143 0.94811 2.84434 0.68603 0.14696 0.10020 273.827

0.7 5.6361 1.97999 0.94884 2.84653 0.68634 0.14503 0.10118 273.784

0.8 5.60735 1.96834 0.94959 2.84876 0.68665 0.14305 0.10218 273.741

0.9 5.57802 1.95648 0.95035 2.85104 0.68696 0.14104 0.10320 273.697
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values of threshold N. For a fixed threshold N, blocking probability increases with
increase of buffer size K. But, for fixed buffer size K, blocking probability decreases
with increase of threshold N. Therefore, one can adjust the threshold N and the
buffer size ðKÞ in order to minimize the blocking probability.
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5 Conclusion

In this paper, we have proposed a randomized N-policy queuing model with
start-up time, to prolong the lifetime of Wireless Sensor Networks. The working of
a single server has been described with the assumption that each server follows
half-duplex communication. The probabilities of sleep, idle, start-up and busy states
have been derived using the proposed model. The performance indices of the same
have been presented. We have also calculated the value of total energy consumed.
The results that we obtained validate our theoretical analysis and prove that our
approach is indeed an efficient method for improving the lifetime of Wireless
Sensor Networks.
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Overview on Location Management
in PCS Network: A Survey

Abantika Choudhury, Abhijit Sharma and Uma Bhattacharya

Abstract Location Management is an important and key issue in any wireless
communication network to deliver the services of mobile user and the network
needs to keep track of that mobile user constantly. Two methods for location
management exist-Location update (LU) and Paging. Both location update and
paging takes huge cost in terms of bandwidth, battery power, memory space,
computing time etc. More location updates reduce cost of paging and the vice versa
is also true. Since the LU cost is much higher than the cost of paging, this paper
focuses on location management using LU only. A thorough study of different
existing LU procedures of location management process in Personal
Communication Service (PCS) network and its related research work are presented
in this paper.

Keywords Location update � Paging � PCS � HLR � VLR
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1 Introduction

Nowadays it becomes necessary to communicate one another residing far from each
other, where wireless communication may play a great role. In personal commu-
nication service (PCS) network, we use different wireless nodes like mobile phones,
laptops etc., which can communicate via wireless communication. Here, we mainly
draw the attention on the location management in PCS network, which is a process
to locate the mobile stations (MS) and deliver the various services required.
Location update (LU) means, the mobile user periodically update their location in
the network, so that the network can update their database profile of that particular
user. Paging is the process in which network searches for a mobile terminal by
sending polling signal depending upon the last updated location. Again higher is the
LU cost, lower is the paging cost and vice versa. LU cost is very much higher than
that of paging cost (near about 10 times). So minimizing the LU cost is much more
profitable than minimizing a paging cost. In this paper, we study about the location
management (LM) process occurs in PCS network. Several types of dynamic LM
schemes (in this scheme, MS always updates their current location to VLR) and
their performances have been observed. Dynamic scheme’s are distance based
location management (DBLMS) [1], movement based location management
(MBLMS) [1], pointer based [1] and time based location management [1].
Comparative studies of above mentioned approaches of dynamic LM schemes are
given in Tables 1 and 2.

Related research works on different approaches in location management are
discussed in Sect. 2. In Sect. 3, we draw the conclusion followed by references.

Table 1 Comparison between major static LU schemes

LU schemes Update
cost

Paging
cost

Location
accuracy

Major drawback

Always update High Low One cell No. of updates is too high

Never update Low High One LA Whole LA needs to be paged

Paging cell Low High Several cells Long time delay in large
network

Static-interval
based

Constant High Several cells Unnecessary updates by
stationary users

Reporting
centres

Low High Several cells High computational overhead
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2 Related Research on Different Approaches
of Location Management in PCS Network

Sections 2.1, 2.2 and 2.3 contain related research work on various approaches of
dynamic LM. Research work in 3G network is described in Sect. 2.4.

2.1 Location Management Using Pointer Based Approach

A MHA-PB [2] method preserves the location information of different MSs
concurrently by using DHA [2, 3] based scheme. Parallel registration of CoAs [2] is
occurred in this method [2]. FA maintains the cache of CoAs of outgoing MS.
UMTS-First [2] and WLAN-First [2] are two approaches proposed by the method
[2]. An algorithm is provided to analyze and design the LDA [4]. When the MS
enters in a LA under a new LDA, MS is registered with the current LA instead of
Home Location Register (HLR). When the MS moves from its own LDA to next
LDA a pointer is kept from home LDA to the current LDA. LDR also keeps track
of its inter LDA movement frequency of the user. If it is found that in inter LDA
movement LA of a user is not in FVLA [4] list, LDR sends update request to HLR.
Here, the proposed methods minimize the registration cost.

2.2 Location Management Using Movement
Based Approach

A method [5] is proposed to predict the current location of MS with the help of
common mobility patterns model [5] from a collection of MSs. The model [5] finds

Table 2 Comparison between major dynamic LU schemes

LU schemes Update
cost

Paging
cost

Location
accuracy

Major drawback

Time based Low High Several cells Unnecessary updates by stationary
users

Movement
based

Low High Several cells High computational overhead on MS
side

Distance based Low High Several cells High computational overhead on MS
side

HLR-level
replication

Low High One cell to
several cells

• Extra burden on current HLR
• Increased call establishment delay

VLR-level Low High Several cells Overhead of regularly updating
distributed mobility information

Pointer based Low High Several cells Increased call establishment delay
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ULP [5] and learns cell residence time for each ULP. ULP provides important
information about mobility behavior of MSs. UATs [5], associated with each UAP
[5] are stored in ULP. SMS [6] model characterizes the smooth movement of
mobile users in accordance with the physical law of motion. The model [6] is
formulated by semi markov process [6] to analyze the steady state properties. To
reduce the overhead in MBLMS, a simple scheme [7] of cell-ID assignment is
proposed. In this scheme [7], network sends only the ID of centre cell of a LA-ring
[7] and a threshold value [7] to MS. The MS can compute IDs of all other cells in its
location area. This saves a significant amount of bandwidth by minimizing the
signaling traffic at VLR level. Two different call handling models i.e. CPLU [8]
model and CWLU [8] model are proposed for cost analysis and minimizing of
MBLMS scheme. The exact LU costs of a MBLMS under CPLU and CWLU
models are analyzed using a renewal process approach. This is found that a LU cost
under CWLU is lower than that in CPLU. Author [8] also proposed some theorem
for the simulation technique. A model [9] is able to predict the current location of
MS in the network by using a hybrid model [9] of MLP [9] and SOFM [9]. This
approach reduces the cost of repeated registration and predicts the location of MS.
A non optimal search method [10] yields a low search delay and low search cost,
where 2D Markov-walk [10] mobility model is used to describe a broad mobility
pattern. Each cell is assigned a co-ordinate value by which the mobile station’s
location is denoted and by Markov method the probability to go to some other cell
is found out. In a Markov model [11] for the PCS network, the cells are allocated by
co-ordinates and six directions are determined for the possible movements of any
MS. Probability of moving towards any direction is found out and the system can
predict the location of a MS.

2.3 Location Management in Distance Based Approach

A ring level Markov chain mobility model [12] describes the movement of MS
depending upon the mobility pattern of a mobile user. The analysis done by the
model [12] makes possible to find the optimal distance threshold that minimizes the
total cost of location management in DBLMS. A framework [13] is proposed and
the location update cost is analyzed by considering Impact of call arrivals and the
initial position of the MS.

2.4 Other Approaches in Location Management

A MS can calculate its distance from the base station, by using the RSS [14] and
finds out its location by means of an AGA [14] method. Some metrics have been
proposed in [15] to find out optimized LU cost. The method [15] introduces cell
structure and the shortest route to reach the HLR from the last registered MSC/VLR.
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An analytical model is developed [16] to investigate the busy line effect on inter
service time distribution. In this approach, closed form analytical formulae for inter
service time is calculated. Based on the analytical results the influence of busy line
effect on modeling the portable movements is observed. Cost analysis for location
management without considering the busy line effect may lead to unreliable result.

2.5 3G PCS Network

A new scheme [17] of 3G location management is proposed, where GLR [17]
works as intermediate register between HLR and VLR. GLR contains roamer
subscriber profile and location Information. The service area of GLR is called GLA
[17] which consists of no. of LAs. When MS moves within a GLA, the registration
takes place in GLR. Otherwise, registration is done in HLR. A GR [18] location
tracking process is proposed for 2-level distributed database architecture in 3G
network. The network consists of a number of radio areas (RA) [18]. Each RA
updates their database according to its necessity. The database will update to its
higher authority after getting a group updation of all the RAs under a single
database. Authors [19] applied the some mathematical lemmas in three level
architecture [17, 19] and studied DYNAMIC-3G [19] and STATIC-3G [19]
schemes. A binary search algorithm [19] is proposed to find the optimal threshold
which minimizes the total cost function of DYNAMIC-3G. A new GR location
tracking strategy [20] with 2-level distributed database architecture is introduced in
3G wireless networks. The strategy [20] reduces the total LU cost in RA [20].
The RWL [20] list holds IDs of all newly moving MSs for group registration. The
signaling cost of LU is expected to reduce significantly.

3 Conclusion

Motivation of this survey is to study on location management in PCS network.
Location management consists of two different processes-location update and
paging. The fact that location update is at least 10 times costlier than paging leads
us to focus our survey work on location update process. Location updating can be
of two types- static and dynamic. Three types of updating such as distance based,
movement based and time based occur repeatedly in static one. Updating in
dynamic one uses approaches based on threshold based, replication based and
pointer based. Various user mobility models are random walk model, fluid flow
model, shortest path model and selective prediction model. Research work on 2G
and 2.5G PCS network deal location management using pointer forwarding
approach, movement based approach, distance based approach and also some other
approaches. Another scheme of 3G location management scheme also exists. Two
tables in this paper show comparison between major dynamic LU schemes.
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Self-Organized Node Placement
for Area Coverage in Pervasive
Computing Networks

Dibakar Saha and Nabanita Das

Abstract In pervasive computing environments, it is often required to cover a
certain service area by a given deployment of nodes or access points. In case of
large inaccessible areas, often the node deployment is random. In this paper, given a
random uniform node distribution over a 2-D region, we propose a simple dis-
tributed solution for self-organized node placement to satisfy coverage of the given
region of interest using least number of active nodes. We assume that the nodes are
identical and each of them covers a circular area. To ensure coverage we tessellate
the area with regular hexagons, and attempt to place a node at each vertex and the
center of each hexagon termed as target points. By the proposed distributed
algorithm, unique nodes are selected to fill up the target points mutually exclusively
with limited displacement. Analysis and simulation studies show that proposed
algorithm with less neighborhood information and simpler computation solves the
coverage problem using minimum number of active nodes, and with minimum
displacement in 95 % cases. Also, the process terminates in constant number of
rounds only.

Keywords Area coverage � Node deployment � Pervasive computing � Wireless
sensor networks � Hexagonal tessellation

1 Introduction

In many applications of pervasive computing from home and health care to envi-
ronment monitoring and intelligent transport systems, it is often required to place
the sensors or computing nodes or access points to offer services over a predefined
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area. In some cases, like mobile surveillance, vehicular networks, mobile ad hoc
networks, wireless sensor networks etc., the nodes are mobile and have limited
energy, limited storage and limited computation and communication capabilities.
These networks are often self-organized, and can take decision based on their local
information only. In wireless sensor networks (WSN), large number of sensor
nodes are spatially distributed over an area to collect ground data for various
purposes such as habitat and ecosystem monitoring, weather forecasting, smart
health-care technologies, precision agriculture, homeland security and surveillance.
For all these applications, the active nodes are required to cover the area to be
monitored. Hence, for these networks, the coverage problem has emerged as an
important issue to be investigated. So far, many authors have modeled the coverage
problem in various ways but most of them considered static networks. For deter-
ministic node deployment, centralized algorithms can be applied to maximize the
area coverage assuming the area covered by each node to be circular or square
[9, 11, 12]. Many authors solved the coverage problem by the deterministic node
placement techniques to maximize the network lifetime and to minimize the
application-specific total cost. In paper [3], authors investigated the node placement
problem and formulated a constrained multi-variable nonlinear programming
problem to determine both the locations of the nodes and data transmission pattern
in order to optimize the network lifetime and the total power consumption. Authors
in [10, 15] proposed random and coordinated coverage algorithms for large-scale
WSNs. But unfortunately, in many potential working areas, such as remote harsh
environments, disaster affected regions, toxic regions etc., sensor deployments
cannot be done deterministically. For random node deployment, virtual partitioning
is often used to decompose the query region into square grid blocks and the cov-
erage problem of each block by sensor nodes is investigated [6, 13, 14].

Whether the node deployment be deterministic or random, there is little scope of
improving the coverage once the nodes are spatially distributed and they are static.
Hence, mobility-assisted node deployment for efficient coverage has emerged as a
more challenging problem. Many approaches have been proposed so far, based on
virtual force [5, 18, 20], swarm intelligence [7, 8], and computational geometry
[16], or some combination of the above approaches [4, 17]. In [19], a
movement-assisted node placement method is proposed based on Van Der Waal’s
force where the relationship of adjacency of nodes was established by Delaunay
Triangulation and force is calculated to produce acceleration for nodes to move.
However, the computation involved is complex and it takes large number of iter-
ations to converge. Authors in [1] proposed a distributed algorithm for the auton-
omous deployment of mobile sensors called Push and Pull, where sensors
autonomously coordinate their movements in order to achieve a complete and
uniform coverage. In [16], based on Voronoi diagram, authors designed and
evaluated three distributed self-deployment algorithms for controlling the move-
ment of sensors to achieve coverage. In these protocols, sensors move iteratively,
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eventually reaching the final destination. This procedure is also computation
intensive and may take longer time to converge. Moreover each node requires the
location information of its every neighbor to execute the algorithm.

In this paper, given a random node deployment over a 2-D region, a simple
self-organized distributed algorithm is proposed to satisfy coverage of a given
region of interest using minimum number of nodes with limited mobility. To avoid
an iterative procedure, here some target points are specified deterministically by
tessellating the area with regular hexagons. After deployment, each node computes
the nearest target point. Next, a unique node closest to a target point is selected in a
distributed fashion based on local position information only, to move towards the
target point. In this way, nodes attempt to fill up the target points mutually
exclusively with minimum displacement. The set of nodes selected is made active
to cover the area. It is evident that compared to the works in [16, 19], the com-
putation involved in this algorithm is significantly simple, it requires no location
information of its neighbors and it converges faster in two rounds only. Analysis
and simulation results show that proposed algorithm with less neighborhood
information and simpler computation solves the coverage problem using minimum
number of active nodes, and with minimum displacement in 95 % cases. Also, the
process terminates in constant number of rounds only.

The rest of the paper is organized as follows. Section 2 defines the problem and
introduces the basic scheme of area coverage. Section 3 presents the distributed
algorithm for self-deployment. Section 4 evaluates the performance of the proposed
protocol by simulation. Finally, Sect. 5 concludes the paper.

2 Movement Assisted Area Coverage

2.1 Problem Formulation

Let a set of n nodes S ¼ s1; s2; . . .; snf g be deployed randomly over a 2-D region A.
It is assumed that each node is homogeneous, and covers a circular area with fixed
sensing radius r. The goal of this paper is that given the random uniform distri-
bution of a set of n nodes over a 2-D plane, to select a subset P � S and to place
them at nearest target points such that the cardinality of P is minimum and it covers
the area. Our objective is to develop a light weight self-organized distributed
algorithm for node rearrangement to reduce the amount of computation and rounds
of communication, and the average distance traversed by a node, to maximize
coverage utilizing minimum number of nodes. This in turn helps us to conserve
energy better and hence to enhance the network lifetime.
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2.2 Area Tessellation

Given a rectilinear area to be covered by nodes, Fig. 1 shows a typical regular
placement of nodes such that the overlapped region is minimum and the area is
fully covered using minimum number of nodes. The positions of all the nodes
basically defines a set of regular hexagons that tessellates the area as shown in
Fig. 2. The sensor nodes are to be placed exactly on the vertices and the centers of
the hexagons, termed here as the target points. In [2], it is proved that such node
placement technique maximizes the area coverage using minimum number of
nodes. In this case, the minimum number of nodes corresponds to the total number
of target points, and can be computed easily as a function of the sensing radius r as
shown below.

Let A be a 2-D axis-parallel rectangle L�W with ð0; 0Þ as the bottom-left corner
point, termed here as the origin. For any arbitrary bottom-left corner point ðx0; y0Þ,
the co-ordinate system is to be translated appropriately. The tessellation of A with

r

target point

Fig. 1 Target points for node
placement
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Fig. 2 Hexagons to tessellate
the given area
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regular hexagons of side h is shown in Fig. 2, where h ¼ ffiffiffi
3

p
r [1]. It is to be noted

that the target points lie along some rows and columns parallel to the x-axis and y-
axis respectively. Rows are separated by a distance:

dw ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h2 � h2

4

r
¼ 3

2
r:

Similarly, columns are separated by a distance:

dl ¼ h
2
¼

ffiffiffi
3

p

2
r:

From Fig. 2, it is clear that, each even row-i starts with a target point ð0; i:dwÞ,
whereas each odd row-j starts with a target point ðdl; j:dwÞ. Hence given the area A,
the total number of rows is given by: Nrow ¼ W

dw

� �þ 1;. The total number of target
points is,

N ¼ Nrow � L
2dl

� �
þ Nrow

2

� �
:

Therefore, to cover the area A, the number of nodes to be deployed is n�N, to
fill up the target points exclusively. However, in practice, with random distribution
of nodes, the area to be monitored is over-deployed, and n >> N, providing suffi-
cient redundant nodes to ensure coverage.

2.3 Nearest Target Point Computation

Let a set of n nodes S ¼ fs1; s2; . . .; sng be deployed randomly over a 2-D region A.
Each node-i only have the information of its physical location ðxi; yiÞ and the
sensing range r. Now to estimate the location of its nearest target point, it should
have the knowledge of the origin, i.e. the bottom-left point of the area. The sink
may directly broadcast it to all nodes for a static area. In case, the area of interest is
dynamic, or depends on the deployment, the nodes may determine the origin as the
point with minimum abscissa and ordinate of all the nodes deployed as described
below. Here, during initialization, each node-i broadcasts its own location ðxi; yiÞ,
and maintains two variables initiated as xmin ¼ xi, and ymin ¼ yi to keep the mini-
mum abscissa and ordinate of all of the deployed nodes. It receives the messages
with locations ðxj; yjÞ from other nodes-j, and if xj � xmin and/or yj � ymin the values
of xmin (ymin) are changed appropriately, and if there is any update, the new message
is broadcasted again, otherwise it is ignored. In this way, after sufficient time, say T ,
all the nodes will acquire the same value of xmin and ymin and consider it as the
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origin of the area under consideration. In case of an event, the affected nodes may
define the event area in terms of this origin dynamically. Now, the initialization
phase is completed and the next phase starts. In the worst case, each node may have
to transmit n messages to complete the procedure.

After initialization phase, the nearest target point is to be computed by each
node. We assume that each node knows the origin ðxmin; yminÞ of A. Next, each node
i at location ðxi; yiÞ, attempts to find out its nearest target point. It computes

txðiÞ ¼ NI
jxi � xminj

dh

� �

and

tyðiÞ ¼ NI
jyi � yminj

dw

� �
:

Here NIðxÞ denotes the nearest integer value of x. Next, it finds the location of its
nearest target point TiðxTi; yTiÞ as:

yTi ¼ tyðiÞ � dw
xTi ¼ txðiÞ � h; when txðiÞ is even;

¼ txðiÞ � hþ h
2

otherwise:

Thus, each node finds its nearest target point and broadcasts it to its neighbors
which lie within its communication range to select a unique node in a distributed
fashion to be moved to a given target point exclusively. So, it is important to define
the communication range of a node to define its set of neighbors.

2.4 Role of Communication Range

So far, we have mentioned the sensing range of the sensor node-i that defines the
circular area with radius r, centered at node-i to be the area covered by node-i.
When a node executes a distributed algorithm, it is very important to identify its
neighborhood with which it can communicate directly. For that we should specify
the communication range rc of a node-i which indicates that when a node-i trans-
mits, a node-j can receive the packet if and only if, the distance between the nodes
dði; jÞ� rc. It is important to note that for all practical purposes, rc is independent of
r, since the transceiver hardware of the sensor node determines rc and r is the
property of the sensing hardware. For the proposed algorithm, it is required that
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each node should cooperate with its neighboring nodes which are within a distance
of 2ðhþ rÞ ¼ 2ð1þ ffiffiffi

3
p Þr. So, here we assume that rc � 2ð1þ ffiffiffi

3
p Þr, where r is the

sensing range.

3 Algorithms for Area Coverage

In wireless sensor networks, since nodes have limited computing and communi-
cation capabilities, it is always better to adopt distributed algorithms where nodes
may take decisions with simple computation based on their local information only
to produce a global solution.

Algorithm 1: Target Point Computation
Input: node: i(x, y)
Output: Target point: Ti(xTi, yTi)
ty ← NI( y

l );
if ty is even number then

tx ← NI( x
h );

xTi ← tx × h;
else

tx ← |x − h
2 |;

tx ← NI( tx
h );

xTi ← (tx × h) + h
2 ;

yTi ← ty × l;

Here initially, each node is in Active mode and knows its location and the origin
(xmin; ymin) of the area to be covered. In the first round, each node-i assumes a virtual
tessellation of the area with hexagon tiles and compute its nearest target point by
Algorithm 1. It broadcasts a Target message with data ðtiðx; yÞ; diÞ, where tiðx; yÞ is
its nearest target point and di is its distance from tiðx; yÞ. Each node-i waits till it
receives Target messages from all of its neighbors. Then it checks if it is at min-
imum distance from the target tiðx; yÞ. Then node-i is selected to fill up the target
tiðx; yÞ. The case of tie may be resolved by node-id. It broadcasts Selected(i, tiðx; yÞ)
message and moves to tiðx; yÞ point with displacement di and goes to Active state.
Otherwise, it goes into the Idle state. It is clear that within the circle Ci of radius r
around a target point tiðx; yÞ, if there exists at least one node, it will be filled up by
it. The problem arises if any circle Ci is originally empty due to initial random node
deployment. In that case, the Idle nodes will execute a second round of computa-
tion. Each idle node-i finds if there is any unfilled target node around it, i.e. within
the six adjacent circles overlapping with Ci. Next it finds the unfilled target points
and sort them according to the distance from it. Next it follows the same procedure
described above for each target unless it becomes selected or all the targets are
filled up.
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The distributed Algorithm 3, describes the sequence of steps of the procedure.

Algorithm 2: Node Selection for Target Point
Input: node: i, STATUS (active =1 or idle=0)
Output: movement: true/false
movement=true;
for each neighbor node do

if receives target(tj(x, y), dj) message then
if ti(x, y) == tj(x, y) // same target point then

if di > dj then
movement=false;
STATUS(i) ← 0;

if di == dj then
if i > j then

movement=false;
STATUS(i) ← 0;

if movement==true then
Move towards target point ti(x, y);
STATUS(i) ← 1;
broadcasts Selected(ti(x, y)) message;

Algorithm 3: Distributed Algorithm for Adjacent Target Points
Input: free node ni

Output: Active or idle
for each node i do

Compute nearest target point ti(x, y) (call Algorithm 1);
Compute all six neighbor target points of ti(x, y) and distances from its position.
Include all the target points in Li sorted by distance Di;
for Li �= {φ} do

Take first point ti(x, y) and di from Li and Di respectively;
broadcasts target(ti(x, y), di) message;
Wait and listen until receives all Target message from the neighbors;
Call Algorithm 2;
if STATUS(i) == 1 then

Goto Active Mode;
Free Li and Di;
Terminate;

else
if receives Selected(tj(x, y)) message then

Remove target point tj(x, y) from Li;

Terminate and goto idle Mode;

3.1 Complexity Analysis

It is evident that to find the target points Algorithm 1 is computed in constant time.
To take decision for selecting a unique node for each target point, each node waits
until it receives all the target messages from its d neighbors. Each node takes OðdÞ
time to get the minimum distance from its d neighbors. Therefore, Algorithm 2
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computes in OðdÞ time, where d is the maximum number of neighbors of a node.
Finally, each node attempts to fill up at most seven target points. Therefore, the total
time complexity of the distributed algorithm (Algorithm 3) is OðdÞ. In the dis-
tributed algorithm nodes broadcast at most seven Target messages and only one
Selected message. Therefore, per node at most eight messages are needed to
complete the procedure. Hence, the message complexity per node is Oð1Þ only.

4 Simulation Results

In our simulation study, we assume that n nodes, 250� n� 300, are distributed
randomly over a 500� 500 area with radius r ¼ 28:86 and side of the hexagon
h ¼ 50. All the target points associated with the circles are computed by nodes.
After executing the distributed algorithm, each node moves to its target point. The
performance of the proposed algorithm is evaluated in terms of coverage, rounds of
computation needed and displacement of nodes. The graphs show the average value
of 20 runs for 20 independent random deployments of nodes.

Figure 3 shows the variation of coverage percentage with n, the total number of
nodes deployed. If the total number of target points is 105, for n ¼ 50; 100; 150, the
coverage percentage is found to be 47, 84.57 and 99.36 % respectively. It gives an
idea that how much an area should be over deployed to achieve 100 % coverage
with random node deployment.

In Fig. 4, the variation in the number of computation rounds with n is presented.
It is to remember that with random deployment, if there is no empty circle Ci with
center at a target ti and radius r, the procedure completes in a single round only.
This fact is exactly revealed in Fig. 4. For n = 100, 150, 200, target points are filled
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up in two rounds whereas if n[ 200, the proposed technique takes a single round
to complete.

For a given random deployment of n ¼ 150 nodes, Fig. 5 shows the distances
traversed by each node to fill up target point with r ¼ 28:86. It shows that in more
than 95% cases, the target is filled up by a node with minimum possible dis-
placement. It is obvious that with greater values of n, this percentage can be
improved further.
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5 Conclusion

In this paper, we propose a self-organized node placement algorithm to satisfy the
coverage of a given region of interest in Wireless Sensor Networks. The area is
logically tessellated by regular hexagonal tiles starting from an origin. To get full
coverage with random deployment of n nodes over a 2D region, we need to place
unique nodes on every target point, which are essentially the vertices and the
centers of the hexagons. With just the knowledge of its own location and the origin,
each node executes a simple self-organized distributed algorithm OðdÞ time com-
plexity (d is the maximum number of neighbors of a node) and constant message
complexity, to fill up all the target points mutually exclusively with minimum
possible displacement. In case of failure of nodes, existing free nodes may take
necessary action to fill up the empty target points to make the system fault-tolerant.
We evaluate the performance of our proposed model by simulation. It shows that
with sufficient node density the algorithm attains full coverage using minimum
number of nodes and terminates in one round only. Also, in more than 95% cases
the displacement of an individual node is minimum.
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SNR Enhancement of Brillouin
Distributed Strain Sensor Using
Optimized Receiver

Himansu Shekhar Pradhan and P.K. Sahu

Abstract This paper presents an improvement on signal to noise ratio (SNR) of
long range Brillouin distributed strain sensor (BDSS). Differential evolution
(DE) algorithm is used for receiver (avalanche photo diode (APD)) optimization.
We have extracted the strain information of the proposed sensor using Fourier
deconvolution algorithm and Landau Placzek ratio (LPR). SNR of the proposed
system is realized using Indium Gallium Arsenide (InGaAs) APD detector over
50 km sensing range. We have achieved about 30 dB improvement of SNR using
optimized receiver compared to non-optimized receiver at 25 km of sensing dis-
tance for a launched power of 10 mW. The strain resolution is observed as 1670le
at a sensing distance of 50 km. Simulation results show that the proposed strain
sensor is a potential candidate for accurate measurement of strain in sharp strain
variation environment.

Keywords SNR � DE � APD � BDSS

1 Introduction

Nowadays, Brillouin distributed sensors become increasingly popular because of its
ability to sense both temperature as well as strain. The distributed fibre sensors are
more attractive toward the sensing applications due to their many advantages such
as: distributed sensing replaces complex integration of thousands of electric sensor
with one optical fibre system. These sensors offer the ability of being able to
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measure physical and chemical parameters along their whole length of the fibre on a
continuously manner. The optical fibre is used as sensing element because it is
cheap, light weight, flexible and immune to electromagnetic interference (EMI) [1,
2]. The distributed sensing system can be a cost-effective as well as flexible solution
because of the use of normal telecommunication fibre as sensing element.
A temperature measurement system using the signature analysis of Raman
anti-Stokes and Stokes backscattered signal is demonstrated by Dakin et al. [3].
Raman scattering based temperature sensor are very popular because Raman signal
separation is easier and conventional silica-based optical fibres can be used as the
sensing element. Another advantage is that the temperature sensitivity of Raman
sensor is about 0.8 %/K [4]. However, the downside is that the anti-Stokes Raman
backscattered signal is extremely weak and about 30 dB weaker than the Rayleigh
backscattered signal as a result a high sensitive receiver is required to receive weak
backscattered signal. In order to mitigate the above mentioned difficulties, Brillouin
scattering based distributed sensor is developed. The frequency shift of the Stokes
Brillouin backscattered signal with strain was reported by Horiguchi et al. [5] in
1989. After their reported work, lots of research works on Brillouin distributed
sensor are carried out by the researchers and industries. The mostly focused areas of
research on Brillouin distributed sensor (BDS) is that the performance improvement
such as: sensing range, sensing resolution, spatial resolution and SNR etc. SNR
enhancement of BDS using different optical pulses coding such as simplex code [6],
bipolar Golay codes [7], colour simplex coding [8] are reported in the literature. In
this paper, we have proposed a BDSS system and extracted the strain profile using
optical time domain reflectometer (OTDR) technique and LPR. In the proposed
BDSS system, we have injected a short pulse to the sensing fibre and a spontaneous
Brillouin backscattered signal is detected at the input fibre end. The received
Brillouin backscattered signal intensity can be expressed as the convolution of the
input pulse profile and the strain distribution along the fibre. We have calculated the
SNR of the detecting signal using non-optimized and optimized parameter values of
APD. We have included both thermal as well as shot noise of APD for calculation
of SNR. In particular, we have shown the improvement of SNR of the proposed
system using receiver optimization.

2 Theory and Simulation Model

The schematic of proposed SBSS system for 50 km sensing range is shown in
Fig. 1. We have measured Brillouin backscattered signal using OTDR technique of
the proposed sensor. The principle of OTDR technique is that an optical pulse is
launched into fibre and the backscattered signal is detected at the input fibre end.
The location information can be found out by the delay time and the light velocity
in the fibre.
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We have optimized the parameters of APD such as Responsivity R, dark current
Id and ionisation ratio kA using DE algorithm. The optimum gain of the APD used
as cost function for the optimization process and is given by [9]

Gopt ¼ 4kBTFn

kAqRLðRPin þ IdÞ
� �1=3

ð1Þ

In the above expression, kB is the Boltzmann constant, T is the absolute tem-
perature equal to 300 K, Fn is the excess noise factor, kA is the ionization ratio or
coefficient, q is the charge of an electron, RL is the load impedance, R is the
Responsivity, Pin is the input power to the receiver. The typical value of the other
parameters of Eq. 1 are taken as RL ¼ 1 kX and Fn ¼ 2 [9]. We have used DE
algorithm to maximize the cost function. In DE algorithm, we have used the
mutation factor 0.5, number of populations 10 and number of generations 100 in
our proposed algorithm. The maximization of APD optimum gain in Eq. 1 is done
by taking three variables as R (from 1 to 9 A/W) Id (from 1 to 10 nA) and kA (from
0.01 to 1). We have considered the processes involved in DE algorithm [10] to
maximize the optimum gain of APD. In the proposed system, we have considered
the backscatter impulse response f ðtÞ defined as the backscattered signal power in
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Fig. 1 The schematic of the proposed BDSS system

SNR Enhancement of Brillouin Distributed Strain Sensor … 379



response to an injected unit delta function signal. Assuming constant propagation
loss of fibre throughout its length, f ðtÞ can be expressed as

f tð Þ ¼ 1
2
aBvgSpinexpð�2azÞ ð2Þ

where vg is the group velocity within the fibre, S is the backward capture coefficient,
pin is the optical power injected to the fibre, aB is the Brillouin scattering coefficient
of the fibre defined as aB ¼ ð8p3n8p2kBTÞ=ð3k40qv2aÞ [11]. Where n is the refractive
index of fibre core, p is the photoelastic coefficient, q is the density of the silica, va
is the acoustic velocity and k0 is the wavelength of the incident light. In the
proposed strain sensing system, the received backscattered power at the input of the
fibre PðtÞ can be expressed as the convolution of the injected pulsed power pðtÞ and
the backscatter impulse response f ðtÞ and is given by

P tð Þ ¼ pðtÞ � f ðtÞ ð3Þ

In simulation, we have considered a pulse of width w0, and power pin is launched
into the 50 km long fibre and have received the backscattered power at the input
fibre end with the addition of white Gaussian noise. Similarly, for calculation of
LPR, which is the ratio of Rayleigh signal intensity to Brillouin signal intensity, we
have calculated the Rayleigh backscattered power. Rayleigh backscattered power
PR, with the function of fibre length z is given by [12]

PR zð Þ ¼ 1
2
pincRw0Svgexpð�2cRzÞ ð4Þ

where cR is the Rayleigh scattering coefficient. We have considered the strain
dependence of the Brillouin backscattered signal intensity is given by IB ¼
ðIRTÞ=ðTf ðqv2abT � 1ÞÞ [13]. Where IR and IB are the Rayleigh and Brillouin
backscattered signal intensities respectively, Tf is the fictive temperature, bT is the
isothermal compressibility and va can be expressed as va ¼ pððEð1� rÞÞ=ðqð1þ
rÞð1� 2rÞÞÞ [13]. Where E is the Young’s modulus and r is the Poisson’s ratio.
The variation of Young’s modulus of silica with the strain is given by E ¼
E0ð1þ 5:75eÞ [14]. Where E0 is the Young’s modulus in unstrained fibre and e is
the tensile strain applied to the fibre. Assuming the Poisson’s ratio is independent of
strain, IB can be rewritten as

IB ¼ k1IR
ðk2 1þ 5:75eð ÞÞ � 1

ð5Þ

where k1 ¼ T=Tf and k2 ¼ ðE0bTð1� rÞÞ=ððð1þ rÞð1� 2rÞÞÞ. To obtain the
strain profile along the sensing fibre, we have considered the LPR at the unknown
strain e is compared with the known reference strain eR, and given by
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e ¼ 1
Ks

1� LPR eð Þ
LPR eRð Þ

� �
þ eR ð6Þ

The strain sensitivity of the proposed sensor is Ks. For calculation of SNR, we
have used (InGaAs) APD receiver. The photo current of the receiver can be
expressed as [9]

IP ¼ MRPin ð7Þ

where R is the responsivity of the photo receiver and Pin is the input power to photo
receiver. We have considered the noise powers such as: Gaussian noise, ðr2GÞ as
well as thermal noise, r2T

� �
and shot noise, ðr2SÞ of APD for calculation of total

power. The shot noise power of APD can be calculated by the given expression
r2S ¼ 2qM2FAðRPin þ IdÞDf [15]. In the above expression, Df is the effective noise
bandwidth and FA is the excess noise factor can be expressed as
FA ¼ kAM þ ð1� kAÞð2� ð1=MÞÞ. Similarly, the thermal noise power of APD can
be calculated by the given expression r2T ¼ 4ðkT=RlÞFn D f [16]. Where Fn is the
amplifier noise figure. The SNR of the proposed sensing system over a 50 km
sensing range can be expressed as:

SNR ¼ I2P
r2G þ r2S þ r2T

¼ M2R2P2
in

r2G þ r2S þ r2T
ð8Þ

where I2P is the Brillouin backscattered signal power at the output of APD and
r2G þ r2S þ r2T is the total noise power of the proposed system. We have realized
SNR of the proposed sensor using non-optimized as well as optimized receiver.

3 Simulations and Results

The optimum gain of APD is maximized using DE algorithm and the best solution
shown in Fig. 2. We have calculated the Raleigh backscattered power and Brillouin
backscattered power with additive white Gaussian noise of variance of r2G ¼ 10�7W
for 50 km sensing range. A laser source operating at 1550 nm with 10MHz linewidth
is used for simulation. A rectangular pulse of width 100 ns and power 10 mW is
launched to the sensing fibre and the backscattered signal is received at the input fibre
end. The other parameters based on silica fiber such as a ¼ 0:2 dB=km,
k ¼ 1:38� 10�23 J=K, S ¼ 1:7� 10�3, n ¼ 1:45, cR ¼ 4:6� 10�51=m, p ¼ 0:286,
q ¼ 2330 kg=m3, Tf ¼ 1950K, E0 ¼ 71:7GPa, bT ¼ 7� 10�11 m2=N and r ¼
0:16 are used for simulation. We have simulated the proposed 50 km strain sensor
using Eq. 3. In the simulation process, we modeled a strained source with an artificial
rectangular pulse variation of strain distribution around the point z = 25 km from
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the end point of the optical fibre whereas the rest of the fibre maintained at zero
strain.We have calculated LPR eRð Þ for unstrained fibre by taking eR ¼ 0le. Similarly,
LPR eð Þ for strained fibre is calculated by taking e ¼ 3000le. We have extracted the
strain of proposed sensing system using FourD algorithm. The strain sensitivity Ks is
9:1� 10�4 %le�1 [17] with respect to Brillouin intensity is considered for simulation
process. The strain profile of the proposed system extracted using Eq. 6 and shown in
Fig. 3. We have estimated the strain resolution by the exponential fit of the standard
deviation of measured strain distribution versus distance. The strain resolution using
FourD algorithm is shown in Fig. 4.We have observed the strain resolution of 1670le
at 50 km distance using FourD algorithm. We have calculated SNR of the proposed

Fig. 2 The best solution of
DE algorithm

Fig. 3 Strain profile of the
proposed system using FourD
algorithm
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system using InGaAs APD using non-optimized and optimized optimum gain for
50 km sensing range. The non-optimized parameter values 1, 0:9, 10 nA are used for
R, kA and Id respectively in simulation process. The SNR of the proposed system is
calculated using Eq. 8. Figure 5 shows the SNR of the proposed sensor using both
non-optimized receiver and optimized receiver. The 30 dB improvement of the SNR is
observed in Fig. 5 at 25 km of distance for optimized receiver compared to
non-optimized receiver.

Fig. 4 Strain resolution of
proposed system using FourD
algorithm

Fig. 5 SNR with and without
receiver optimization of the
proposed sensor
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4 Conclusion

The improvement of SNR in Brillouin distributed strain sensor is investigated in
this paper. The strain profile of the proposed system is extracted using LPR and
FourD algorithm over 50 km sensing range. The optimization of receiver APD is
done using DE algorithm. Using optimized receiver 30 dB improvement of SNR is
observed at 25 km of distance. In the proposed strain sensing system, the strain
resolution is observed 1670le at a distance of 50 km. Simulation results indicate
that the proposed strain sensor can be used for accurate strain measurement in long
range sensing applications.
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Comparative Performance Analysis
of Different Segmentation Dropping
Schemes Under JET Based Optical Burst
Switching (OBS) Paradigm

Manoj Kumar Dutta

Abstract Optical burst switching (OBS) is the most promising technique to
explore the huge bandwidth offered by the optical fiber. In OBS network sender
does not wait for an acknowledgment of path reservation and uses only one-way
reservation for data transmission. In spite of being very promising this one-way
reservation policy of OBS technology may create contention during data trans-
mission. Contention in the network leads to loss of packets as a result the efficiency
of the optical network deteriorates. To achieve optimum performance of an OBS
network it is essential to employ proper contention resolution techniques. This
article investigates the contention resolution capability of segmentation based
dropping scheme for JET based OBS network. Performances of three different
segmentation burst dropping policies such as head dropping; tail dropping and
modified tail dropping are discussed and compared for above mentioned networks.
Both finite and infinite input cases are considered here.

Keywords OBS network � Contention resolution � Segmentation based dropping �
Throughput � Carried traffic � Offered traffic

1 Introduction

OBS is assumed to be the most efficient switching paradigm for wavelength divi-
sion multiplexing (WDM) system to explore the huge raw bandwidth available by
an optical fiber [1–3]. Different signaling protocols are associated with optical burst
switching scheme viz. just-enough-time (JET), just-in-time (JIT), tell-and-go
(TAG), and tell-and-wait (TAW) [1, 4]. JET provides more efficient bandwidth
utilization compared to JIT and TAW schemes, and a better QoS compared to TAG
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protocol, so JET-based OBS scheme is the best approach for deployment of optical
burst switched networks [5].

OBS networks uses one-way reservation protocol and does not wait for the
reservation acknowledgement of the entire optical path so there is always a chance
of occurring contention in the intermediate nodes. Loss of burst means loss of data
which in turn essentially degrades the performance of the network. So reduction of
burst loss probability is essential in OBS network. Many dropping policy algo-
rithms are reported in literature by scientific community. Conventional reactive
contention resolution technique uses wavelength conversion, optical buffers and
space domain approach [4]. However for these policies additional resources are
required which may increase network cost and complexity. To avoid this problem
another technique namely segmentation based dropping policy was adopted [6, 7].
In this scheme only the contending portion of any one bursts is dropped instead of
dropping the entire burst. The advantage of this scheme is that the burst loss
probability reduced significantly without using any addition hardware but by uti-
lizing fragmented burst. Segmentation based dropping scheme involves mainly
three different types of dropping schemes namely head dropping, tail dropping and
modified tail dropping. In the present analysis all the three types of dropping
policies are estimated to find the best possible one to achieve the optimum effi-
ciency of a JET based OBS network using segmentation based dropping scheme
[3].

2 Burst Segmentation

In OBS networks the data packets are first assembled to form a burst and then
transmitted. Control packets are sent out-of band. The control packet includes
different information such as destination address, length of the burst, quality of
service requirements and offset time etc. In segmentation dropping scheme the data
burst is re-divided into small segments which may include one or more than one
packet. Every segment of a burst contains information such as portioning point,
checksum, length and offset time.

If any contention occurs in the intermediate nodes only overlapped portion of
any one burst is dropped instead of complete burst. The commonly used burst
dropping policies includes head dropping and tail dropping. In case of head
dropping the header part of the contending burst is dropped (Fig. 1a), and in case of
tail dropping the tail part of the original burst is dropped (Fig. 1b). Head dropping is
advantageous in sense of preemption less by next one [8, 9].

Advantage of tail dropping scheme over head dropping is that in case of tail
dropping scheme the corresponding header packet is never being dropped so there
is a very less chance of out of sequence delivery of the packets. The dropped
portion of the segment is retransmitted later on. In case of modified tail-dropping
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scheme, if the contending burst is having less number of segments than the original
burst then the contending burst will be entirely dropped and vice versa. In this
approach packet loss probability during the contention reduces significantly [10].

3 Mathematical Calculations for Blocking Probabilities

Considering Poisson arrival process the packet loss probability of a JET segmen-
tation dropping with infinite channel is given by [7],

PJETsegðInfinite Input ChannelsÞ ¼
Pa
i¼1

i:cnþi e�c

ðnþiÞ!

c
ð1Þ

where γ is n.ρ (ρ = λ/μ is the offered load, n = NOWO is total number of output
channels), while remaining being the virtual channels. The virtual channels are used
by the burst when all the real channels are busy. For finite input channels (NEWE)
the packet loss probability of JET segmentation dropping scheme is given by,

PJETseg Finite Input Channelsð Þ ¼
XNEWE

k¼nþ1

exp � R
bb

� �
:
k � n
n

NEWE!

k!:ðNEWE � kÞ!
k
l

� �k

ð1þ k
lÞNEWE

0
B@

1
CA

ð2Þ

where exp (−R/bβ) is the node ideality factor and can be modeled as a function of
bandwidth utilization (b), incoming data rate (R) and available bandwidth (β) [11].

These equations are used to find out the performance of an OBS network
employing burst segmentation techniques. Efficiency of OBS network is usually
measured by calculating blocking probability under the appropriate node and traffic

(b) Burst 1

Burst 2 Dropped Packets

Contention Region

Time

(a) Burst 1

Time

Burst 2 Dropped 

Contention Region

Fig. 1 Contention and corresponding segment dropping policy. a Head-dropping, b Tail-dropping
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assumptions. In the present analysis Eqs. (1) and (2) have been used to estimate the
blocking probability and normalized carried traffic for three different kinds of burst
dropping schemes.

4 Simulation and Results

Equations (1) and (2) have been used to carry out the simulations using MATLAB
tools to measure the blocking probability reduction capacity of the segmentation
based dropping scheme for different network parameters. Probability of blocking vs
the offered load for three different dropping policies under consideration has been
presented in Fig. 2, the result reveals that modified tail dropping scheme works
most efficiently because modified tail dropping policy is having the advantage of
very less out of sequence packet delivery probability and the dynamic dropping
capacity of the smaller burst between the original and the contending burst.

For example, it can be seen that up to normalized offered traffic value of 0.4 the
modified tail dropping scheme provides negligible blocking probability. The
qualitative nature of blocking probability curves for all three dropping policies are
almost similar but with a quantitative difference. Hence JET segmentation based
modified tail dropping scheme is the best dropping technique among the three
discussed.

Performance analysis of head dropping, tail dropping and modified tail dropping
schemes of segmentation dropping based contention resolution technique for finite
input channels and infinite input channels have been displayed in Figs. 3 and 4
respectively. The analysis was based on carried traffic vs normalized offered traffic.
Result shows that all the dropping schemes are performing better for a system with
finite input channels.

Fig. 2 Blocking probability
versus normalized offered
traffic for different dropping
schemes
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5 Conclusions

In this article the contention resolution by using segmentation based dropping
scheme for JET based OBS network has been discussed. There are generally dif-
ferent types of burst dropping policies are possible. First by dropping the header of
the contending burst, second by dropping the tail of the original burst and finally by
dropping the smaller segment out of the contending and original burst. Effort has
been given to compare the performance of three above mentioned dropping poli-
cies. Simulation result shows that the modified tail dropping provides the best
contention resolution.

Fig. 3 Carried traffic versus
offered traffic for Pseg (finite
input channels)

Fig. 4 Carried traffic versus
offered traffic for Pseg
(infinite input channels)
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Free-Space Optical Communication
Channel Modeling

G. Eswara Rao, Hara Prasana Jena, Aditya Shaswat Mishra
and Bijayananda Patnaik

Abstract Free-space optical (FSO) systems have proved as the best technologies
for communication and surveillance systems. These systems are merged with other
technologies for providing robust applications. In FSO systems, when laser light is
transmitted through the atmospheric channel, severe absorption is observed espe-
cially because of fog, snow, heavy rain etc. Therefore, we have discussed here
different free space optical channel modelling techniques for mitigating these
effects.

Keywords Free-space optics � Atmospheric turbulence � Rayleigh distribution,
Gama–Gama modeling � Probability distribution function

1 Introduction

Out of many recent technologies free space optics (FSO) has proved as a vital
technology in wireless communication systems. FSO is useful for outdoor links,
short range wireless communications, and backbone of existing fiber optic com-
munication systems [1, 2]. FSO technology is limited to the channel impairments.
Unfortunately, the atmosphere has large number of noises, hence not an ideal
communication channel [2]. Because of pressure and temperature variations of the
atmosphere, it fluctuates the received signal amplitude and phase in the FSO sys-
tems and hence the bit error in the digital communication links [3]. Detailed
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challenges of FSO communication systems in atmospheric turbulence effects given
by Henniger and Wilfert [4]. Zhu and Kahn [5] chronicled assorted different
techniques to minimise the intensity fluctuations caused by atmospheric turbulence
and shown spatial diversity technique to nullify the fading effect, at different
receivers and they have chronicled the use of maximum feasibility detection
technique. Differential phase-shift keying (DPSK) technique is proposed by Gao at
el. [6] to improve the receiver sensitivity of FSO systems. They have shown that
under same channel constrains DPSK technique is better than on–off-keying
(OOK) based techniques. Using the same bandwidth, theoretical analysis and
numerical results are illustrated, OOK has a lower sensitivity than DPSK system,
and thus DPSK format is very satisfactory for atmospheric channels and in wireless
optical communication systems it has the broad anticipation [6].

2 Free Space Optical Communication Systems

In the proposed optical wireless communication system the major subsystems are
shown in Fig. 1. LASER (light amplification by stimulated emission of radiation)
beam is used as a wireless connectivity for the FSO system; free-space is used as
the communication channel for carrying the data. In the received signal indis-
criminate fluctuations, which is called as scintillation, is observed due to the
atmospheric turbulence [7]. The performance of the FSO system is mainly affected
by the free space channel. Thus the analysis of the free space channel is an
important role for measuring the performance of the system. The three predominant
parameters that affects the optical wave propagation in FSO systems are scattering,
absorption, and changes in refractive index [8].

Fig. 1 Block diagram of FSO communication system

392 G. Eswara Rao et al.



3 FSO Channel Modelling

The fading strength of the FSO channel depends on the (i) link distance,
(ii) refractive index structure parameter C2 of the medium and (iii) wavelength of
the optical radiation. This model generally depends on Rytov variance σ2. It is
given by [7],

r2
R ¼ 1:23C2

np
7=6Z11=6 ð1Þ

where, p = 2π/λ is the optical wave number, Cn
2 is the refractive index structure

parameter, Z is propagation link distance, which is a constant for horizontal paths.

3.1 Rayleigh Distribution

The Rayleigh model is used in FSO systems to describe the communication channel
gain. For deeply faded channels the density function of the Rayleigh is highly
concentrated. The scintillation index is 1 for the Rayleigh channel.

For Rayleigh distribution the PDF is given by [7],

f Ið Þ ¼ 1
r2
R
exp

I
2r2

R

� �
; I[ 0 ð2Þ

3.2 Gamma–Gamma Distribution

For the Gamma–Gamma distributed channel the PDF of the intensity fluctuation is
given by [7]

f Lð Þ ¼ 2 abð Þaþb
2

s að Þs bð Þ L
aþb
2 �1K a�bð Þð2

ffiffiffiffiffiffiffiffiffiffi
abLÞ

p
; L[ 0 ð3Þ

L is the intensity of the signal, Kða�bÞ is the modified Bessel function of the
second order, which denotes the scintillation of the uniform plane waves and during
the time of zero-inner scale, it will be [7, 9],

a ¼ 1

exp 0:49r2R

1þ1:1r
12
5
R

� �7
6

2
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b ¼ 1

exp

"
0:51r2R

1þ0:69r
12
5
R

� �5
6

#
� 1

ð5Þ

3.3 Lognormal Distributions

In the log-normal model, the log intensity of the laser light traverses the medium is
normally distributed with an average value of –σ2/2. The probability density
function of the received irradiance is given by [10–12],

f Ið Þ ¼ 1

2pr21=2
R I

exp �
ln I

I0

� �
þ r2R=2

� �2

2r2R

8><
>:

9>=
>;
I[ 0 ð6Þ

where, I0 is the signal irradiance in the absence of scintillation, I represents the
destination irradiance.

4 Results and Discussion

The probability density function (pdf) and irradiance for various channel models
have been plotted. Figures 2 and 3 show the pdf and irradiance for Gamma–Gamma
and Rayleigh channel models. It is observed that that the Gamma–Gamma model

Fig. 2 Pdf and irradiance for
Gamma–Gamma channel

394 G. Eswara Rao et al.



performs better for all regimes from weak to strong turbulence region. Figure 4
shows the output response of the multipath Gamma–Gamma modeled channel for
the input PPM signal.

Fig. 3 Pdf and irradiance for
Rayleigh channel

Fig. 4 Response of the multipath Gamma–Gamma modeled channel for the input PPM signal
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5 Conclusion

Mathematical modelling is used to find out the symbol error probability under
different type of channel models used in FSO communication for the turbulence
channel models such as the Rayleigh, Gamma–Gamma model distribution are valid
from weak to strong turbulence regime. It should be noted that the Gamma–Gamma
model performs better for all regimes from weak to strong turbulence region. So we
can conclude that Gamma–Gamma model is to be preferred under weak to strong
turbulence regime as channel model for FSO communication systems.
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Wavelet Based RTL-SDR Real Time
Signal Denoising in GNU Radio

U. Reshma, H.B. Barathi Ganesh, J. Jyothi, R. Gandhiraj
and K.P. Soman

Abstract Noise removal is considered to be an efficacious step in processing any
kind of data. Here the proposed model deals with removal of noise from aperiodic
and piecewise constant signals by utilizing wavelet transform, which is being
realized in GNU Radio platform. We have also dealt with the replacement of
Universal Software Radio Peripheral with RTL-SDR for a low cost Radio
Frequency Receiver system without any compromise in its efficiency. Wavelet
analyzes noise level separately at each wavelet scale in time-scale domain and
adapts the denoising algorithm especially for aperiodic and piecewise constant
signals. GNU Radio companion serves well in analysis and synthesis of real time
signals.

Keywords Signal denoising � Wavelets � Continuous wavelet transform �
Multirate signal processing � GNU radio companion
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1 Introduction

Problem proposed is removal of noise from an aperiodic and PieceWise Constant
(PWC) signal. These signals occur in many contexts like bioinformatics, speech
signals, astrophysics, geophysics, molecular biosciences and digital imaginary.
Preprocessing of above said data is an undeniable paramount in any vital means of
communication in present epoch. Each data has its own attribute and are essentially
not the same. While denoising these attributes are considered based on the data
chosen and denoised accordingly. The data chosen here is a real time 1D signal which
is affected by noise by itself during transmission, or on recording the same. The
salient idea behind the pre-processing stage is to retain the default quality of the data
chosen rather than the re-styled one. In recent years many noise reduction techniques
have been developed to produce a commotion free signal from the noise signal. Some
of the algorithms used are Least Mean Squares Filtering, Adaptive Line Enhancer,
Spectral Subtraction, Wiener filter, subspace, and spatial temporal prediction and
much more [1, 2]. In PWC signal sudden variation in signal amplitude pose a fun-
damental challenge for conventional linear methods, e.g. Fast Fourier Transform
(FFT) based noise filtering. While doing the above methods, signals converge slowly
that is magnitudes of Fourier coefficients reduce much slower with increase in fre-
quency. All these algorithms have their own pros and cons like reduced recoverability
of data, computational complexity, less efficiency in processing real time signal and
so on, which led to propose a wavelet transform based denoising method which offers
simplicity and efficiency. Smoothing refers to removing high frequency components
and retaining the low frequency components. Wavelet based denoising is not a
smoothing function [3]. Wavelet retains the original signal regardless of the fre-
quency content of the signal. The point to be stressed is that most of these algorithms
are analyzed in MATLAB environment but introducing the same in GNU Radio can
be appliedmore effectively for a real time signal [4]. Inmost cases Universal Software
Radio Peripheral (USRP) and GNU Radio clubs up together to develop a real time
Software Defined Radio (SDR) system. Since the outcome of such a combination
were exorbitant this system could not be used in labs, research institutes, hobbyists
and other commercial areas. RTL-SDR was then utilized for the same purpose, but
this could not provide the efficiency (8 bit Anaolog to Digital Converter) that USRP
(Typically 12 bit ADC) could afford to. Hence this work proposes an idea to over-
come the above problem by introducing wavelet transform based denoising a signal
which will be a key term for replacing USRP with RTL-SDR.

2 Literature Survey

Various researchers have proposed wavelet based denoising on 1D and 2D signals
based on traditional way of thresholding and wavelet shrinkage which are
unavailing for signals with high frequency noise content. Most of these methods
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were simulated in MATLAB which are exorbitant for commercial and educational
basis. Moreover processing of real time signals becomes ineffectual. So a suitable
platform and adequate algorithm is required. Slavy G. Mihov, Ratcho M. Ivanov
and Angel N. Popov have proposed a denoising technique using wavelet transform
which was applied on a large dedicated database of reference speech signals con-
taminated with various noises in several SNRs [5]. S. Grace Chang, Bin Yu and
Martin Vetterli proposed a spatially adaptive wavelet thresholding method for
image denoising. This is based on context modeling, a common technique used in
image compression to adapt the coder to changing image characteristics [6]. Sylvain
Sardy, Paul Tseng and Andrew Bruce have proposed a robust wavelet oriented
predictor by having an optimizer model. Which is a nontrivial optimization problem
and solved by choosing the smoothing and robustness parameters [7]. Sylvain
Durand, Jacques Froment proposes a traditional wavelet denoising method based on
thresholding and to restore the denoised signal using a total variation minimization
approach [8]. It was made sure that the restoration process does not progressively
worse the context information in the signal that has to be considered as a remark in
the denoising step [8]. By observing this, wavelet transform based real time signal
denoising is proposed in GNU Radio.

3 Wavelet Transform in GNU Radio for Denoising

3.1 Noise

Data captured from the real world known as signals do not exist without noise. In
order to recover the original signal, noise must be removed. This task is more
complex when the signal is aperiodic or piecewise constant in nature. The linear
method achieved by low pass filtering is effective if and only if the signal to be
recovered is sufficiently smooth, but it is not enough since piecewise constant
signals are likely to introduce Gibbs phenomena while doing low pass filtering. By
using Fourier transform aperiodic and signal overlapping cannot be substantially
recovered from the noise affected signal in time-frequency domain. Wavelet
transform in time-scale domain best suits for effective recovery of noise free signal
from the contaminated one. In recent years Software Defined Radio has become an
emerging field where it uses software instead of hardware components with Digital
Signal Processor (DSP) or Field Programmable Gate Array (FPGA). SDR results in
hardware reconfiguration by means of updating adoptable software written in DSP
or FPGA. Therefore, SDR is a preferable choice in developing a wireless system
instead of a traditional hardware radio when reconfigurability is required. At
receiver end when SDR is built using RTL-SDR it results in reduced reconstruction
performance when compared to SDR with USRP. This will introduce the noise
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occurrence in the signal mainly on flat top region of the signal. Wavelet transform
based denoising will be solution to the above problem.

3.2 Wavelet

Wavelets could be dealt only with a prior knowledge in function spaces. In vector
space, the vectors are represented as orthogonal unit vectors called bases. Fourier
series is an extension of this idea for functions which are generally called as signals.
Function is quantity which varies with respect to one or more running parameter,
usually time and space. On the other hand Fourier transform gets struck with
time-frequency localization. The above scenarios could be overcome using
Wavelets. Similar to vector, function has its orthogonality characteristics and these
orthogonal functions spans the function space. Wavelet obeys the above property in
time-scale domain. Signal manipulation and interrogation using wavelets were
developed primarily for the signals which are aperiodic, noisy, intermittent and
transient. Current applications of wavelets include climate analysis, financial time
series analysis, heart monitoring, condition monitoring of rotating machinery,
seismic signal denoising, denoising of astronomical images, crack surface charac-
terization, characterization of turbulent intermittency, audio and video compression,
compression of medical and thump impression records, fast solution of partial
differential equations, computer graphics and so on [3]. Based on the application
continuous or discrete wavelet transform could be used. Here denoising is done
using a continuous wavelet transform. Wavelets are waves that don’t last forever or
in other words functions that are not predominant forever. It is significant which
means exists only in particular range. Mathematically wavelet is represented as [3],

wa;bðtÞ ¼
1ffiffiffiffiffiffijajp w

t � b
a

� �
: ð1Þ

where, a and b are scaling and translation parameters which when varied gives
new scaling and translation functions. The transform is performed by placing
various scales of wavelet in various positions of the signal. This transforms the
signal into another representation which will be more useful form, for analyzing the
signals which is known as wavelet transform. By performing this in smooth and
continuous manner it becomes a Continuous wavelet transform (CWT). Wavelet
transform is defined as [3],

wða; bÞ ¼
Z

f ðtÞ 1ffiffiffiffiffiffijajp w
t � b
a

� �
dt: ð2Þ
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Unlike Fourier transform, we have a variety of wavelets that are used for signal
analysis. Choice of a particular wavelet depends on the type of application used
which will be dealt in the next section.

3.3 Multirate Signal Processing

One way to perform wavelet transform is through the use of different prediction and
multirate signal processing steps. Here the predictor is type of wavelet transform
used and Multirate signal processing blocks are used to form the scaling functions
and filter banks. The complexity of Digital Signal Processing applications are
reduced by altering the sampling rate used at different stages there by providing cost
effective Digital Signal Processing structures [9]. The most basic blocks in multirate
signal processing are M-fold decimator and L-fold interpolator. Wavelet transform
is performed through interconnection of decimators, interpolators and filters by
considering the rules that governs its interconnection [10]. Decimation is the pro-
cess by which the sampling rate is reduced by an integer D without resulting in
aliasing. Performing decimation mathematically is expressed as [9],

;DðmÞ ¼ 1; m ¼ Dm;D 2 Nþ;
0; otherwise

�
ð3Þ

xd½n� ¼ x½Dn�: ð4Þ

The M-fold decimator only keeps one out of every M elements of x[n] and
ignores the rest. Interpolation is the inverse of the decimation where it is used to
increase the sampling rate of a signal without changing its spectral component. This
process will reduce the time period between the samples of the signal. Interpolation
via zero insertion between the original sample signals will be mathematically
expressed as [9] (Fig. 1),

yðnÞ ¼ xðnLÞ; n ¼ 0;�L;�2L; . . .:
0; otherwise

�
ð5Þ

3.4 GNU Radio

GNU Radio as a Software Defined Radio, which operates in multimode and per-
forms multiple functions of receiving, processing and transmitting both real and
non-real signals. A typical application of multirate digital signal processing in GNU
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Radio applications provides the tools like filter, decimator and and interpolator [11].
These tools could be used for performing wavelet transform in GNU Radio. Using
available blocks in GNU Radio denoising the signal is effective by having wavelet
transform. USRP is a range of SDR designed for development of transceiver system
which could be controlled and used in GNU Radio platform. This set up results in
an expensive system typically in the range of Lakhs. RTL-SDR is a substitute for
USRP which generally has reduced efficiency when it comes to reconstruction of
signals in receiver end. This typically ranges in few thousands and best suited for
commercial purpose if modified for better efficiency which could be possibly
achieved by inserting wavelet transform based denoising in receiver end.

4 Proposed Model

Before denoising a signal it is prerequisite for processing the signal i.e. information
about signals maximum frequency and selection of wavelet. As mentioned in
Sect. 3.2, it is necessary to select the required wavelet depending upon application
for effective result and reconstruction. Miss selection of wavelets may lead to
discontinuity in the signal. For example to work with the signals with flat tops Haar
wavelets are relevant. Daubechies and Coiflet wavelet could be used for signals
with sharp edges. Smooth signals use Symlet, Gaussian-Spline or Morlet wavelets.
In this case the PWC signal are denoised using Haar wavelets. Speech signal and
the signals which are received through RTL-SDR and USRP are denoised using
Symlets. Maximum frequency information about a signal must be known in prior to
avoid aliasing while applying scaling operation. Since scaling is done using a
decimator sampling rate and maximum frequency information of a signal are taken

Fig. 1 Analyzer and
synthesizer

402 U. Reshma et al.



into consideration. The proposed model is shown below, Consider the following
signal (Fig. 2),

e½n� ¼ x½n� þ g½n�: ð6Þ

To recover the original signal x[n] from contaminated signal e[n] the noise g[n]
must be removed. The non-smooth signal undergoes wavelet analysis which is
achieved by using decimator, low and high pass filters. Changing the tapping
coefficients in decimator will result in a different wavelet functions and these are
scaled by placing decimators in cascaded structure. The approximation order is K if
all its wavelets have K vanishing moments [3]. That is,

Z
tmwðtÞdt ¼ 0; i ¼ 0; 1; 0�m�K � 1: ð7Þ

In this case K = 4 when and sampling rate is 32 kHz. As the number of
decimators gets increased new function spaces will be introduced and this could be
mathematically represented as,

. . .::V0 � V � . . .:V1 and . . .W0 ?W1 ?W2. . . : ð8Þ

where Wn is the complementary space of Vn. In the synthesis part thresholding of
high frequency coefficients i.e. approximated coefficients will take place to
smoothen the contaminated signal. Smoothing takes place while reconstructing

Fig. 2 Different wavelet functions
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signal from coarser scale to finer scale. In simple words we omit the coefficients
required to reconstruct the high frequency components. For example,

Vj ¼ Vj�1 þWj�1 and Vj ¼ Vj�1 þ CWj�1: ð9Þ

where, C is the Thresholding factor.

5 Experimental Results

The test signals are transmitted using USRP (USRP N210-Carrier Frequency =
100 MHz) and received through RTL-SDR (RTL2832) and USRP. Further, de-
noising is done using wavelet transform in GNU Radio (Fig. 4). After denoising,
the Mean Square Error (MSE) rate of these signals were calculated. Results showed
that there was only small (1.38 dB) variation on receiving the same signal by means
of RTL-SDR and USRP after denoising. Respective MSE rates were RTL-SDR

Fig. 3 Piecewise constant signal denoised in GNU Radio
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4.997246 dB and USRP 4.997137 dB which shows that replacement of USRP with
RTL-SDR shows almost no variation in system efficiency when wavelet transform
based denoising applied in the receiver end for efficient signal reconstruction. Two
more test signals [Speech signals (Figs. 5 and 6) and PWC signals (Fig. 3)] were
included to check the performance of the proposed model. It showed great per-
formance in denoising these signals.

Fig. 4 Received RTL-SDR and USRP signals denoised in GNU Radio
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Fig. 5 Denoised Speech signal in Cepstral domain
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6 Conclusion

Various aperiodic and piecewise constant signals that were corrupted with noise
was effectively retained by using wavelet transform based denoising in GNU Radio
platform. Though there were methods which previously existed for the removal of
noise from a 1-Dimensional signal in GNU Radio, this proposal proves to be simple
and effective with less computational steps. There was only a small variation in
mean square error rate (1.38 dB) on receiving the same signal by means of
RTL-SDR and USRP after denoising. Hence a commercial cost effective SDR
could be built by replacement of USRP with RTL-SDR at receiver end. As we have
dealt with real time signals this method could be used in various applications like
reception of NOAA satellite signal and FM signals. Denoising an image by
receiving NOAA satellite signal may prove to be one such application for future
development.

Fig. 6 Speech signal denoised in GNU radio
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A New Way for Combining Filter
Feature Selection Methods

Waad Bouaguel and Mohamed Limam

Abstract This study investigates the issue of obtaining stable ranking from the
fusion of the result of multiple filtering methods. Rank aggregation is the process of
performing multiple runs of feature selection and then aggregating the results into a
final ranked list. However, a fundamental question of is how to aggregate the
individual results into a single robust ranked feature list. There are a number of
available methods, ranging from simple to complex. Hence we present a new rank
aggregation approach. The proposed approach is composed of two stages: in the first
we evaluate he similarity and stability of single filtering methods then, in the second
we aggregate the results of the stable ones. The obtained results on the Australian
and German credit datasets using support vector machine and decision tree confirms
that ensemble feature ranking have a major impact in the performance improvement.

Keywords Feature selection � Credit scoring

1 Introduction

The principal purpose of the dimensionality reduction process is, given a high
dimensional dataset xi, i xi ¼ ðx1i ; x2i ; . . .; xdi Þ that describes a target variable Yi
using d features, to find the smallest pertinent set of features X ¼ ðX1;X2; . . .;XdÞ,
which represent the target variable as all the original set of features do [1, 2]. The
process of feature selection in one of the most important task in the pre-analyse that
not only consists in finding a reduced set of feature but also the choice of appro-
priate set based on their pertinence to the study [3].
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We consider the case of a financial dataset containing data about credit appli-
cants. The class feature, is represented by the solvability level of an applicant, who
can be credit worthy or not credit worthy. The class of solvability is assigned to
each credit applicant by the credit mangers of the bank. Each customer is repre-
sented through a set of features that represent his current credit situation, the past
credit history, duration of credits in months, behavior repayment of other loans,
value of savings or stocks, stability in the employment, etc. [4].

In general, classification methods use collected information of each credit
applicant to classify new ones. Feature reduction, in this context, is employed to
find the minimal set of feature which can be used to represent the class of a new
credit applicant.

Irrelevant and redundant features decrease the classification performance because
they are usually mixed with the relevant ones witch confuse classification algorithms
[5], feature selection is useful in this case in order to construct robust predictive
models. Many feature selection methods are proposed in literature such as filter and
wrapper methods [5]. Filter methods study the fundamental properties of each feature
independently of the classifier [6]. In opposite to filters, wrappers use the classifier
accuracy to evaluate the feature subsets [7]. Wrappers are the most accurate, but in
this case accuracy comes with an exorbitant cost caused by repetitive evaluation [5].

According to [8] filter methods outperforms wrapper methods in many cases.
However with the huge number of classical filter methods is difficult to identify
which of the filter criteria would provide the best output for the experiments [9, 10].
Then, the best approach is to perform rank aggregation.

According to [11] rank aggregation improve the robustness of the individual
feature selection methods such that optimal subsets can be reached [12]. Rank
aggregation have many merits. However, an important number of different rank
aggregation methods have been proposed in the literature witch make the choice
difficult [11].

Thus, this paper discusses the major issues of filter approach and presents a new
approach based on rank aggregation. Evaluations on a credit scoring problem
demonstrate that the new feature selection approach is more robust and efficient.

This paper is organized as follows. Section 1 briefly reviews majors issues of
filter feature selection and give the most famous filtering techniques. Section 3
describes our proposed approach. Experimental investigations and results on two
datasets are given in Sect. 4. Finally, Sect. 5 provides conclusions.

2 Filter Framework and Rank Aggregation

In this section we will try to give an overall description of some of the most popular
univariate filtering methods. Filter methods have many advantages but the most
obvious ones are their computational efficiency and feasibility [13]. This advantage
allows decision makers to create a complete picture of the available information by
examining the data from different angles of various filtering approaches without
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increasing the computational complexity and that what makes filter methods
extremely effective in practice.

As discussed before, filters select relevant features regardless of the classification
algorithm using a independent evaluation function. According to Dash [14], these
independent evaluation functions may be grouped into four categories: distance,
information, dependence and consistency, where the first three are the most used
[15]. Each category have its own specificity and may have large number of filtering
methods. Table 1 give the list of the most popular filter feature selection methods.

Filtering methods or further rankers choose one of the independent function
discussed before to rank feature according to their relevance to the class label by
giving a score to each feature. In general a high score indicates the presence of a
pertinent and relevant feature and all features are sorted in decreasing order
according to their scores [16]. Many ranks are available in the literature, making the
choice difficult for a particular task [8]. According to [17, 18] there is no single best
feature ranking method and can not chose the most appropriate filter, unless we
evaluate all existing rankers, which is impossible to realise in most domains.

According to [18] rank aggregation which is an ensemble approach for filter
feature selection that combine the results of different rankers, might produce a better
and more stable ranking than individual rankings. Hence, in this work we inves-
tigate a new method combining several rankings.

3 Proposed Approach for Combining Filter Feature
Selection Methods

3.1 First Ranking for Single Filters and Stability Control

Many studies show that the stability of an ensemble feature selection model is a
curtail topic that influences the final result and the future classification [19].
According to [12] a stable feature selection method is preferred over unstable one in
the construction of the final ensemble. Hence we begin by reducing statistical
variations of each individual filter in order to retain just the stable ones. According

Table 1 Popular filter feature selection methods

Distance Dependence Information

Euclidean distance: Measure the
root of square differences
between features of a pair of
instance

Pearson: Measure of
linear dependence
between two variables

Mutual Information: Measure
the amount of information shared
between two features

Relief: Measure the relevance of
features according to how well
their values separate the instances
of the same and different classes
that are near each other

Chi-squared:
Measure the statistical
independence of two
events

Information Gain: Information
gain but normalized by the
entropy of an attribute. Addresses
the problem of overestimating the
features with multiple values
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to [19] the stability of each ranker may be quantified by its sensitivity to the
variations in the training set. Hence we quantify the stability of each filter by the
ranks they give to each feature on several iterations. Each filter was run 10 times for
each dataset. In each run a feature ranking is obtained for each filtering method.

According to [19] the stability of a ranker can be measured using a measure of
similarity for the ranking representation. Then, we use the Spearman footrule dis-
tance [20] as a simple way to compare two ordered lists. Spearman distance
between two lists is defined as the sum overall the absolute differences between the
ranks of all features from both lists [7]. According to [7, 20], As the Spearman
value decreases as the similarity between the two lists increases. Then, the final
stability score is the mean of similarity over all the lists for the evaluated filter.
Once the final stability score is computed for each filter, we choose the stable ones
for the next step. Hence we compare stability score with a threshold of 80 %. If the
stability of a filter is less or equal to 80 % the selected filter is conserved for
aggregation else it is considered as no stable and eliminated. Figure 1 illustrates the
process of choosing the stable filters.

Fig. 1 The process of choosing the stable filters
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3.2 Merging Different Filter Methods

Once the most stable filter are selected by the previous stage we move to their
combination to provide a more robust result where the issue of selecting the
appropriate filter is alleviated to some level [12].

Several rankers are independently applied to find different ranked lists of the
same size. Then, these lists of features are merged by selecting feature by feature
from each list, starting from the feature on the top of each list and so on [21].
Figure 2 illustrates the fusion process for an example of three filters.

4 Experimental Investigations

4.1 Datasets Description and Performance Measures

The adopted herein datasets used for evaluation are the Australian and German credit
datasets from the UCI repository of machine learning, available on these links:

Fig. 2 The fusion process
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• http://www.cse.ust.hk/*qyang/221/Assignments/German.
• https://archive.ics.uci.edu/ml/datasets/Statlog+(Australian+Credit+Approval).

To implement and test our approach we use four individual filtering techniques
from Weka software namely: relief, v2 mutual information, and correlation [22].
Each filter is performed 10 time and the first three filters are retained as the most
stable one with a stability score over 80 %. The aggregation of these retained filters
is performed with Spearman distances.

The obtained results by our proposed approach are compared to two well known
rank aggregation techniques: mean, median [7, 23] and also compared to the results
given by the individual feature selection methods. Decision trees DT and support
vector machine SVM are used as classifiers to evaluate the obtained feature subsets.

The performance of our proposed method is evaluated using three performance
measure from the information retrieval field [7]: precision (P), recall (R) and
F-measure (FM) and results are presented in Tables 2 and 3.

We investigate the recall results for the set of feature selection methods. For the
Australian dataset the best recalls are achieved by our approach for the DT and with
the median aggregation for SVM classifier. For the German dataset Table 3 shows
that the highest recall is achieved in two times by the new aggregation method with
DT and SVM classifiers. We remark from Tables 2 and 3 that the results of
aggregation techniques outperform the results of individual feature selection
methods, this confirm our hypotheses that aggregation bring more robustness and
stability to individual classifiers results. From Tables 2 and 3 we notice that for
precision and F-measure the proposed approach always archives the best results.

Graphical tools can be also used as an evaluation criterion instead of a scalar
criterion. In this section we use the area under the ROC curve to evaluate the effect
of selected features on classification models. Hence, the best combination of

Table 2 Australian dataset:
comparison between the new
filter method and the other
feature selection methods

P R FM ROC area

DT

Relief 0.682 0.813 0.742 0.575

MI 0.829 0.770 0.801 0.542

v2 0.832 0.761 0.804 0.580

Mean 0.829 0.792 0.810 0.600

Median 0.831 0.789 0.808 0.613

New approach 0.850 0.854 0.852 0.662
SVM

Relief 0.695 0.798 0.743 0.602

MI 0.831 0.770 0.800 0.611

v2 0.818 0.835 0.827 0.590

Mean 0.823 0.843 0.828 0.620

Median 0.821 0.845 0.832 0.621

New approach 0.845 0.821 0.833 0.798
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features is the one that gives the highest area under the ROC curve will be con-
sidered as the most suitable for the classification task.

If we look in ROC area results’ we notice from Tables 2 and 3 that proposed
approach achieves the highest values with German dataset for both DT and SVM
and respectively with the Australian dataset.

5 Conclusion

A new approach for rank aggregation in a feature selection context was presented in
this study. We tried to implement a robust model for ranking based on ensemble
feature selection. In a first part we investigated the stability of filtering methods then
we conduct an aggregation on themost stable one. Results on two credit datasets show
a remarkable improvement when using our new rank aggregation method compared
to the individual rankers and other competitive aggregation methods taken as input.
To simplify our work we used a simple similarity criterion, it would be better to study
other similarity measure to compute the degree of stability of filtering methods.
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Design and Implementation of Interactive
Speech Recognizing English Dictionary

Dipayan Dev and Pradipta Banerjee

Abstract Computer synthesis of natural speech is one of the major objectives for
researchers as well as linguists. The technology furnishes plenty of functional
applications for human-computer interaction. This paper describes the procedure
and logic for implementation of a software application that uses the technology of
conversion of Speech to Text and Text to Speech synthesis. Basically, its a software
application which will recognize the word spoken by the user using the microphone
and the corresponding meaning will be delivered through the computer speaker. We
measured the performance of the application with different main memory size,
processor clock speed, L1 and L2 cache line sizes. Further, this paper demonstrates
the various factors on which the application shows the highest efficiency and
providing the suitable environment for it. At the end, the paper describes the major
use of the application and future work included for the same. This paper describes
the procedure and logic for implementation of a software application that uses the
technology of conversion of Speech to Text and Text to Speech synthesis.
Basically, its a software application which will recognize the word spoken by the
user using the microphone and the corresponding meaning will be delivered
through the computer speaker. We measured the performance of the application
with different main memory size, processor clock speed, L1 and L2 cache line sizes.
Further, this paper demonstrates the various factors on which the application shows
the highest efficiency and providing the suitable environment for it. At the end, the
paper describes the major use of the application and future work included for the
same.

Keywords Dictionary � Speech recognition � Speech synthesis � Software
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1 Introduction

Speech is the primary and effective way of communicating with Humans. Speech
Technology found a great popularity in middle of 20th century due to few block-
buster movies of 1960s and 1970s. [1] For this it became an interest topic of
research for the scientists from then onwards. In 2011, Apple created a speech
technology enabled computer, named Knowledge Navigator, that explains the
mechanism of Multimodal User Interface (MUI) and Speech User Interface (SUI).
The computer also demonstrates the intelligence of voice-enable systems. These
inventions show the inclinations of researchers towards building speech enabled
applications.

As the time progresses, the field of speech processing application have found a
vast diversity in day to day tasks of human being. There are many speech recog-
nition systems available in the recent days. Few of them are IBMs viaVoice [2],
Dragon Naturally Speaking [3], Phillips FreeSpeech and L&Hs Voice Xpress [4].
Though there are no such widely used speech recognition systems, due to the
unreliable recognition capacity. From the last few years, scientists have put many
efforts to perfect the recognition techniques. We have used Java Speech API, thats
uses on hidden Markov Model (HMM), which is so far the most widely accepted
technique for speech recognition.

This paper explains the implementation of a software application, Interactive
Speech Recognition English Dictionary (ISRED) that deals with speech recognition
as well as speech synthesis. The application is made in such a way that it is almost
completely immune to noise distortion caused during the speech recognition phase.
We have used Java Speech API to serve the recognition purpose, which uses the
HMM, that is widely accepted now-a days. The task of this system is, it will
recognize the user’s spoken word using the microphone and it’s corresponding
meaning will be delivered by the through the speaker. The major challenges in this
implementation are:

• Speech recognition
• Creating the database of a dictionary
• Connecting the database with the speech recognition engine
• Speech synthesis

Evaluation of best performance of ISRED, various tools is used, which is dis-
cussed in the later stage of the paper. Various factors, such that, main memory size,
clock speed of the processor, L1 and L2 cache line size etc. are discussed to find out
the best environment on which the application shows the optimum efficiency.

The remainder of this paper is organized as follows. We discuss the basics of
speech recognition in Sect. 2. The Sect. 3 discusses speech synthesis part, In Sect. 4
we introduce the proposed flowchart of our work, algorithms and grammars used.
The next part, Sect. 5 shows the step by step operation of the application UI. The
next section deals with the performance evaluation of the application considering
various factors. The conclusions are given in Sect. 7.
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2 Speech Recognition

When we utter a speech, fundamentally, the speech gets converted to analog signal
with the help of microphone. This signal is managed by the sound card installed in
the computer, that converts the signal to digital form [5]. The whole speech remains
in binary form in our system which is used by users through various programs.

An acoustic model is formed through capturing chucks of speech, then con-
verting them into texts and corresponding statistical depiction that compose the
words. These are operated by some speech recognition engine which recognizes the
speech.

The acoustic model of speech-recognition software converts the speech into
small speech elements, termed as phonemes [6, 7]. After that, the language is
matched with the digital dictionary, that is stored in memory of the computer [5].
Based on the digital form, if any match found, the words get displayed on the
screen. So, in general a speech recognition engine is composed of the following
components:

• Language model or grammar
• Acoustic Model
• Decoder

In Fig. 1, the feature extraction phase comprised of three stages. The initial
phase, acoustic front end or speech analysis executes spectral-temporal analysis of
the signal and originates some unprocessed characteristics of the power spectrum.
The second phase comprises an extension of feature vector, which is an amalgam of
static and dynamic properties. The last phase of the whole process, though always
not present, converts this extension of feature to more compressed and vigorous
vectors, which is delivered to the recognizer as an input [8].

3 Speech Synthesis

The speech synthesis is one of the major challenges in making any kind of speech
enabled software [9].

A speech synthesizer, usually called text-to-speech (TTS) technology transforms
the text languages into digital speech.

3.1 Working of a TTS System

The TTS [10] process comprises of two main parts: a front end and a back end. The
front end does the text analysis. In this phase, the unprocessed text is transmuted
into proximate words. The method is termed as tokenization. The front end assigns
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each word a phonetic transcription. Other task includes division of texts to prosodic
units. This whole process of assignment of phonetic transcriptions into words is
called text-to-phoneme conversion. The front end outputs the linguistic depiction,
which consists of the prosody information as well as phonetic transformation. The
synthesizer has a back end which is capable of speech waveform generation. At this
point of time, the prosodic and phonetic information produces the acoustic output.
Both these phases are termed as high and low level synthesis.

A simple model of whole approach is shown in Fig. 2. In our application, the
input text is a spoken word by the user.

The string is then passed through a pre-processing stage and later on an analysis
is performed to convert it into some phonetic depiction. At the last stage, low-level
synthesizer comes to play, which generates the desired speech sound.

Fig. 1 Components of speech recognition engine

Fig. 2 A simple speech synthesizer working procedure
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3.2 Detailed Block Diagram of a Text-to-Speech Synthesizer

Here the block diagram of the TTS engine is given showing the intermediate steps
(Fig. 3).

4 Design Procedures

We have implemented and verified the whole application in J2SE platform. The
user interface is built in Java-Swing platform. For the database part, the help of
Windows Apache MySQL and PhP (WAMP) is taken [11].

4.1 The Flowchart of the Implementation

The checkpoints of the application ISRED is given in Fig. 4.

4.2 Building the Dictionary for Acoustic Symbols

To make the software more attractive to almost all users, the first thing to do is the
flexibility in the pronunciation. Build the dictionary was the toughest thing to do in
this project. For this, we had to judge the accent of different person, while doing the
pronunciation of a particular word, as the proper word should be recognized by the
speech engine for the correct recognition, which is the basis of this project. We
trained the SRE with the thousand of words, having different kind of accents. This
has made the application impregnable to any kind of noisy environment. In Fig. 5,

Fig. 3 Intermediate steps of a text-to-speech synthesizer
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we have showed the syntax of the .DIC file with was the backbone for the appli-
cation. Here we provided the syllable of word Opportunists in three different
accents that are actually stored in the dictionary file .DIC.

During the speech recognition phase, SRE will match these words from the file
with the spoken word in the digital form to get the desired result.

OPPORTUNISTS (1) AA P ER T UW N IH S
OPPORTUNISTS (2) AA P ER T UW N IH S S
OPPORTUNISTS (3) AA P ER T UW N IH S T S

4.3 Grammar Used in This Project

We have used Java Speech Grammar Format (JSGF) [12] to append with our
speech recognition engine to match with the acoustic symbols [13].

Fig. 4 Flowchart of the
whole implementation
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Following is an example to show the working of our grammar.
public <Welcome> = Hi;
public <completeWelcome> = <Welcome> Dipayan
This grammar file allows the system to identify two sentences. “Hi” and “Hi

Dipayan”.
Each grammar file has two components: The grammar header and the grammar

body.

Fig. 5 The application is waiting for the user to utter some word

Algorithm 1: Recognizer()
Data: Input Speech through microphone
Result: Delivery of corresponding meaning

1 initialization;
2 User speaks through the microphone to send a word to the application.
3 The recognizer allocates its engine surface.
4 while true do
5 if Audio Signal=Audible then
6 Audio Processed;
7 Processed Audio Parsed by the recognizer;
8 All possible pronunciations checked as per our own Indian dialect

recognition system;
9 Parsed audio word deciphered to the most appropriate English word;

10 Identified word displayed in text format;
11 Text = matched word;
12 Call Processor(Text);
13 Processing of the meaning of the word, ‘Text’ for Audio synthesis;
14 Identified word vocal output through Speakers after Speech Synthesis.
15 else
16 Error receiving proper signal;
17 Re-request user for an decipherable audible input;
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Algorithm 2: Processor(Text)
Data: Word from Recognizer()
Result: Retrieve the corresponding of the identified ’Text’ meaning from the

Database
1 if Identified word confirmed by the user then
2 Dictionary is searched for the identified word;
3 The meaning queried corresponding to that word entry;
4 Processing of the Word Meaning for Speech synthesis;
5 Call Synthesis(Text);
6 else
7 Re-request User for another input;

The .gram files we used for the projects have the following format:

<name> = Dipayan jPradiptaj Silchar;
When using <name>, the user should prompt Dipayan or Pradipta or Silchar. No

words other than these will be accepted.
There is a provision for Optional Grouping in JSGF: [ ]

public <welcome> = [Welcome] Dipayan;

Algorithm 3: Synthesis(Text)
Data: Text meaning of the word from Processor(Text)
Result: Synthesize it and pass it to Recognizer()

1 Customized speech engine configured;
2 Allocate the synthesizer; High speech quality selected;
3 Word parsed to identify its pronunciation;
4 Pronunciation deciphered voiced through the speech engine as per the set

parameters;
5 Notify the engine on successful completion of the Synthesis;

When user wants to use <welcome>, he must say “Welcome Dipayan” or
“Dipayan”. As “Welcome” is defined inside the square bracket, it denotes an
optional grouping. Therefore, the user may utter it but “Dipayan” is compulsory.

5 Experiments and Results

5.1 Before the Recognition

Figure 5 shows the initial phase of the application. Here after clicking the button
click to start, the application starts recognizing voice from the user.
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5.2 Verifying the Word Recognized

Figure 6 shows the next phase of the application. In this phase, the application
displays the word that is recognized by it for verifying that with the user. If the
displayed word matches with the word spoken, the user can press the button Click
to know the meaning, to know to meaning of the word. Or else, he can press the
button click to start again to start recognizing the correct word.

5.3 Delivering the Output

Figure 7 shows the last phase. In this phase, the application displays the meaning of
the word, in the given text-area as well as delivers the meaning through the com-
puter speaker also.

6 Performance Evaluation

ISRED is analyzed with three different approaches. Initially, the application is run
on various platforms as to comprehend how ISRED behaves with changing envi-
ronment. Speech inputs are collection and executed so as to regulate the quality of
the samples. Later on, VTune, an Intel toolkit is used to gather the performance

Fig. 6 The uttered word is recognized by the application and displays it the text-area
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counter values [14, 15]. A system simulator, SoftSDV as well as a simulator for
cache memory is applied to observe the behavior of system memory in detail.

6.1 Real Time Performance on Different Platforms

XRT is used, which is real time ratio, a parameter used for measurement of speech
engines speed. xRT, showing a lower values means better performance of the
application. We ran the ISRED application on different platforms as follows:

1. PentiumIV, 1.8 GHz, 2 MB L2 cache, 4 GB SDRAM
2. PentiumIV, 2.2 GHz, 512 kB L2 cache, 2 GB SDRAM
3. PentiumCore i3, 2.66 GHz3 MB L2 Cache, 2 GB SDRAM
4. PentiumCore i3, 3.33 GHz Processor3 MB L2 Cache, 4 GB SDRAM

At the beginning, each system is rebooted and the speech application is run. At
the 1st run, the system TLB and cache memory are initialized. The ISRED appli-
cation is stopped and then started again, after the first run. The second time, the
running time is again observed. Figure 8a shows the outcome of both the runs on
the mentioned platforms. Except the CPU frequency, the 3rd and 4th platform are
quite similar. The first one possesses a slower CPU, but has a larger level 2 cache
size. We collected more data points for the first two platforms and the processing

Fig. 7 The application displays the desired meaning of the word in the text-area along with
delivering it through the speaker
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speed is found to be nearly indistinguishable. The lack of CPU frequency is
compensated by the larger L2 cache, though having a slower speed.

We extend our experiment with the testing of memory by altering the SDRAM
of the system. This is done for the 1st platform from where the CPU utilization rate
as well as real time rate is calculated. Figure 8b, c portrait the results. The CPU
utilization and real time performance of the application give its best results after
1 GB RAM size. The efficiency seems extremely poor when the application is
deployed in 512 MB. Therefore, a RAM of 1 GB is crucial to get the maximum
efficiency of the application.

The task distribution of executing the ISRED is achieved from VTUNE. The
result is shown is Fig. 8d, divided by major computation of the application.
Figure suggests, the speech recognition part takes the longest amount of time while
running the application.

6.2 More Detail Memory Behavior Study

Software simulator tools are used in our application to observe different experi-
ments related to system’s memory. We dealt with SiftSDVs CPU model and after
initialization of SoftSDV we first ignore the initial 55 billion instructions.
370 million reference trace of L2 cache is collected from 1 billion instructions,

Fig. 8 Real time performance analysis. a Plot of xRT with 4 different processors. b CPU
utilization of the application, with variation of RAM size. c Plot of xRT with various RAM size.
d Time taken by each task to execute the application
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which were applied to the cache. The traces are collected and submitted to a
trace-driven cache simulator as input. L2 cache was warmed using the collected
references and then the simulation using the traces was performed.

Cache behavior of level 1 was analyzed. The DL1 cache was found to have very
good locality. Figure 9a shows the cache line miss rate for different cache sizes. The
cache sizes against the % of cache- miss is plotted in the figure. The plot shows that,
during the process, ISRED shows poor cache miss ratio when the DL1 cache size is
less than 32 kB and thereafter shows almost identical amount of cache miss. This
high amount of cache miss with smaller DL1 cache size is due to the fact that, the
application goes through various state change in the HMM stage as well as during
the fetching of data from the Dictionary database.

Figure 9b portraits the cache miss ratio versus L2 cache size for fixed DL1 cache
sizes. Figure shows a significant decrease in the miss rate 4 MB onward. This result
is somewhat expected as three big data storage such as dictionary database, lan-
guage model and acoustic model are used for managing the application. Moreover,
ISRED uses a relative large database. In the process of searching the database,
numerous words are visited one by one. So, having a big cache size is advisable
which gives the best efficiency.

7 Conclusion and Future Work

The idea behind this project is to develop a compact digital dictionary that uses
speech as a medium of input and the output will come as audio version. The main
goal is to make interactive and user friendly software such that any person with
even a little knowledge of computer can use this software and get the meaning of a
desired word in no time.

ISRED application based on Java API which is platform independent. Several
tools are used to explore its performance and various conclusions is suggested
where ISRED shows best efficiency. Our study indicates that, this application

Fig. 9 Experiments for more detail memory behavior. a Cache miss % for the application, varying
the DL1 cache line size. bMiss rate of different L2 cache size keeping the DL1 cache size constant
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requires a relative high clock speed processor to show its best performance. Since it
uses a large data structure, it possesses excellent data spatial locality. But accessing
the acoustic model and language model are quite random and hence shows very
little temporal locality. Experiment also shows that, to achieve optimize perfor-
mance, we should use L1 cache line of more than 32 kB and L2 cache line of more
than 4 MB.

There are still some scopes of improvement left in this, like the application can
be embedded on the chip and can be used with any mobile phones, tablet, pc etc.
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On Careful Selection of Initial Centers
for K-means Algorithm

R. Jothi, Sraban Kumar Mohanty and Aparajita Ojha

Abstract K-means clustering algorithm is rich in literature and its success stems
from simplicity and computational efficiency. The key limitation of K-means is that
its convergence depends on the initial partition. Improper selection of initial cen-
troids may lead to poor results. This paper proposes a method known as
Deterministic Initialization using Constrained Recursive Bi-partitioning (DICRB)
for the careful selection of initial centers. First, a set of probable centers are
identified using recursive binary partitioning. Then, the initial centers for K-means
algorithm are determined by applying a graph clustering on the probable centers.
Experimental results demonstrate the efficacy and deterministic nature of the pro-
posed method.

Keywords Clustering � K-means algorithm � Initialization � Bi-partitioning

1 Introduction

Clustering is the process of discovering natural grouping of objects so that objects
within the same cluster are similar and objects from different clusters are dissimilar
according to certain similarity measure. Various methods for clustering are broadly
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classified into hierarchical and partitional methods [1, 2]. Hierarchical methods
generate a nested grouping of objects in the form of dendrogram tree.
Single-linkage and complete-linkage are the well known hierarchical clustering
methods. The major drawback of these algorithms is their quadratic run time which
poses a major problem for large datasets [3]. In contrast to hierarchical methods,
partitional methods directly divide the set of objects into k groups without imposing
the hierarchical structure [1].

K-means is a popular partitional clustering algorithm with the objective of
minimizing the sum of squared error (SSE) which is defined as the sum of the
squared distance between the cluster centers and the points in the cluster. K-means
starts with k randomly chosen initial centers and assign each object in the dataset to
a nearest center. Iteratively, the centers are recomputed and objects are reassigned
to the nearest centers. Due to its simple implementation, K-means has been
extensively used in various scientific applications. However, the results of K-means
strongly depend on the choice of initial centers [1, 3, 4].

If the initial centers are improperly chosen, then the algorithm may converge to a
local optimum. Number of approaches have been proposed to wisely choose the
initial seeds for K-means [5–10].

A sampling based clustering solution for initial seed selection was suggested by
Bradley and Fayyad [5]. The idea was to choose several samples from the given set
of objects and applying K-means on each of the sample independently with random
centers. The resulting centroids from each subcluster is the potential guess of the
centers for the whole dataset. Likas et al. [8] proposed global K-means algorithm
which incrementally chooses k cluster centers one at a time. Experimental results
demonstrated that their method outperforms the K-means algorithm. But, this
method is computationally expensive as it requires N execution of the K-means
algorithm on the entire dataset, where N is the number of objects in the dataset [4].

Arthur and Vassilvitskii proposed an improved version of K-means known as
K-means++ [7]. It chooses the first center c1 randomly from the dataset and other
centers ci, 2� i� k are chosen such that distance between ci and the previously
chosen centers is maximum. Both theoretically and experimentally they have shown
that, K-means++ not only speed up the convergence of the clustering process but
also yields a better clustering result than K-means.

Alternatively, may initialization methods were discussed by considering the
principal dimensions for splitting the dataset [6, 9]. Ting and Jennifer [9] proposed
two divisive hierarchical approaches, namely PCA-part method and Var-part
method which identify the centers for K-means algorithm using k-splits along the
better discriminant hyperplanes.

Erisoglu et al. [6] proposed amethod which first defines the subspace of the dataset
X along two main dimensions that best represent the spread of the dataset. Then, the
data point with the longest distance from the centroid ofX in the subspace is chosen as
the first cluster center. The subsequent centers are chosen such that the center ci has
the maximum distance from the previously computed centers c1; . . .; ci�1.

Min-Max algorithm proposed by Tzortzis and Likas [10] tackles initialization
problem by implementing a weighted version of the K-means by assigning weights
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to the clusters in proportion to their variance. This weighting scheme attains high
quality partition by controlling the clusters with larger variance.

There are various methods for cluster initialization, a comparative study of
which can be seen in [4]. However, many of the methods run in quadratic time
[8, 11] which degrades the efficiency of K-means. In this paper, we propose an
initialization method which runs in Oðn lg nÞ time using constrained recursive
bi-partitioning. The performance of the proposed algorithm has been demonstrated
using experimental analysis.

The rest of the paper is organized as follows. The description of K-means
algorithm is given in Sect. 2. The proposed method is explained in Sect. 3. The
complexity of the proposed method is discussed in Sect. 4. The experimental
analysis is shown in Sect. 5. The conclusion and future scope are given in Sect. 6.

2 K-Means Algorithm

Let X ¼ fx1; x2; . . .; xng be the set of objects to be clustered into k groups, where k
is the number of classes of objects, which must be known a priori. The objective of
K-means is to find a k-partition of X such that the sum of squared error
(SSE) criterion is minimized. Let S ¼ fS1; S2; . . .Skg be the set of partitions
returned by K-means and let li be the center of the partition si. The sum of squared
error (SSE) is defined as follows [1].

SSE ¼
Xk
i¼1

X
xj�si

dðxj; liÞ2: ð1Þ

where dð. . .Þ denotes the distance (dissimilarity). K-means algorithm starts with k
arbitrary centers and iteratively recomputes the centers and reassigns the points to
the nearest centers. If there is no change in centers, then the algorithm stops. The
K-means algorithm is described as follows.

Algorithm 1 K-means Algorithm [2]

Input: Dataset X.
Output: k clusters of X.

1. Randomly choose k centers μi, 1 ≤ i ≤ k.
2. For each object xj in X, compute distance between xj and μi, 1 ≤ i ≤ k.
3. Assign xj to the partition si, such that the distance between xj and μi is minimum.
4. Recompute centers; repeat steps 2 and 3 if there is change in centers. Else stop.
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As the initial centers for K-means partition are chosen randomly, two or more
centers may collide in a nearby region. As a consequence, the points are forced to
be assigned to one of the nearest centers, leading to poor results. This is illustrated
in Fig. 1. It is clear from the figure that, K-means gets trapped with local optimum if
the initial centers are not chosen properly.

3 Proposed Method

The proposed method is a two-step process. In the first step, it identifies a set of
probable centers by dividing the dataset X into k

0
partitions. During the second step,

the actual centers are determined by grouping the probable centers into k subsets,
where center of each subset is considered as one of the k centers for K-means
algorithm.

3.1 Identifying Probable Centers

K-means algorithm tries to assign the points to a cluster based on a nearest center.
Representing a cluster using a single prototype (center) may not capture the intrinsic
nature of clusters [12]. Motivated from [12], we identify a pool of k

0
; k

0 � k most
likely points from the dataset, such that the spread of each cluster in the dataset is
well represented by a subset of these points. We call these points as probable
centers denoted by Y ¼ fy1; y2; . . .; yk0 g. In order to identify a set of probable
centers, this paper proposes an algorithm known as Constrained Bi-partitioning
algorithm.

Constrained Bi-partitioning Algorithm Generally a Bi-partitioning method
recursively split the dataset into a binary tree of partitions [13]. It starts from the
root node that contains the given dataset X and split the node into two subsets X1
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Fig. 1 K-means converging to a local optimum with random center initialization. a A given
dataset with four clusters. b Randomly chosen initial centers. c The result of K-means with centers
chosen in (b)
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and X2 based on certain partitioning criteria. The recursive splitting stops once k
partitions are identified.

This paper proposes an improved version of Binary partitioning known as
Constrained Bi-partitioning algorithm. The basis of bipartitional criteria adapted in
our proposed algorithm lies in choosing the two centers for splitting a node in the
tree. Two centers p and q are chosen such that they are the farthest pair of points in
the node in order to maximize the inter-cluster variance. While Bi-partitioning
algorithm stops when k partitions are identified, the constrained algorithm continues
the splitting process as long as the size of the subset to be partitioned is greater thanffiffiffi
n

p
. Thus, the number of partitions is not preset. The leaf nodes, the subsets which

cannot be partitioned further, are stored in the set of partitions S ¼ fS1; S2; . . .; Sk0 g.
The center of each partition Si in S is considered to be a probable center yi.

Figure 2 shows an example of a dataset and its probable centers. It is obvious
from the figure that, each cluster is covered by a subset of probable centers. The
actual centers of the K-means algorithm can be identified by merging these prob-
able centers into k groups.

3.2 Computation of k Initial Centers from k′ Probable
Centers

Once the set of probable centers Y ¼ fy1; y2; . . .; yk0 g are recognized, next we need
to identify the k disjoint subsets of Y . The probable centers must be grouped such
that the closeness between the centers within a subset is high as compared to the
closeness between the centers of different subsets. This in turn maximizes the
inter-cluster separation of the final clusters produced by the K-means algorithm.

The relative inter-connectivity of the probable centers intuitively expresses the
neighboring nature of the subsets and the breaks in the connectivity gives a clue on
the separation of actual clusters in the dataset. In order to identify such breaks, we
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Fig. 2 The probable centers. a The dataset. b The probable centers are marked in red dots (color
figure online)
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employ Minimum Spanning Tree (MST)-based representation of probable centers,
as MST of a set of points can be used to reflect the similarity of the points with their
neighborhood [14]. Simply removing k � 1 longest edges from the MST results in k
disjoint subsets of nearest centers, such that each subset would represent a cluster.
This is illustrated in Fig. 3.

As each yi � Y may or may not belong to the dataset X, we choose a best
representative point ri �X from each Si such that ri is closest to yi. Let R ¼
fr1; r2; . . .; rk0 g denotes the set of best representative points identified in the above
manner. Prim’s algorithm on R generates MST T1, removing k � 1 longest edges
from T1 yields k clusters of best representative points. Finally, the actual centers for
K-means algorithm are computed from the center of the k clusters. The proposed
method DICRB is summarized in Algorithm 2. The result of K-means initialized
with the proposed method is demonstrated in Fig. 4.
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Fig. 3 MST-based partitioning of probable centers for the dataset shown in Fig. 2a. a The MST of
probable centers. b k disjoint subsets of probable centers
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Fig. 4 Result of K-means initialized with proposed method. a The centers identified by proposed
method marked in red dots. b The final clusters identified by K-means initialized with proposed
method. c Result of K-means with random initialization (color figure online)
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Algorithm 2 Deterministic Initialization using Constrained Recursive Bi-partitioning
(DICRB) Algorithm

Input: Dataset X.
Output: k initial centers for K-means algorithm.

1. Let S be the set of partitions and initialize S = φ.
2. Initialize the node to be splitted X ′ = X.
3. Repeat

3.1 if size of X ′ >
√

n
3.1.1 Find the center μ of the node X ′.
3.1.2 Find a point o εX ′ such that d(o, μ) is minimum.
3.1.3 Choose two centers pεX ′ and qεX ′ such that p is farthest point from o and

q is farthest point from p.
3.1.4 Split the node X ′ into two nodes Xp and Xq according to centers p and q.
3.1.5 Recursively apply bi-partitioning on Xp and Xq.

3.2 else S = {S ∪ X ′}
4. Until there is no node to split
5. Identify a set of probable centers Y = {y1, y2, · · · , yk′}, where yi is the center of

the subset si.
6. Build a set of best representative points (R) by choosing points closer to each prob-

able center yiεY .
7. Construct MST T1 of R.
8. Remove k − 1 longest edges from T1 to get k clusters.
9. Center from each of the k clusters corresponds to actual center for K-means algo-

rithm.

4 Complexity of the Proposed Method

The complexity of the DICRB method is analyzed as follows. The steps 1–4 take
Oðn lg nÞ time to construct binary partitioning tree. Step-5 takes OðnÞ time to
identify the probable centers from each partition. Similarly OðnÞ time is needed to
find the best representative point set R in step-6. As the size of the set R is Oð ffiffiffi

n
p Þ,

Prim’s algorithm in step-7 takes OðnÞ and clustering in step-8 takes Oð ffiffiffi
n

p Þ com-
plexity. Hence, the overall time complexity to identify the initial cluster centers for
K-means algorithm is Oðn lg nÞ.

5 Experimental Results

The proposed method of initialization is compared against random initialization
based on the number of iterations (I) required for convergence, SSE and Adjusted
Rand Index (ARand) [15] of clusters after the convergence. The tests are conducted
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on four synthetic and four real datasets. The K-means algorithm with randomly
chosen initial centers and K-means algorithm with proposed method of initialization
are run for 100 times on the identical datasets and the average value of I, SSE and
ARand are observed. We also report the maximum and minimum number of iter-
ations taken by both the methods.

The synthetic datasets DS1, DS2, DS3 and DS4 used in our experiments are
chosen such that each dataset would represent different kind of clustering problem.
The details of these datasets are given in Table 1 and are shown in Fig. 5. The
results of K-means on these datasets are shown in Tables 2 and 3. It is evident from
the results provided in the Tables 2 and 3 that, K-means initialized with proposed
method performs better in terms of constant number iterations and improved cluster
quality with respect to internal as well as external quality measures.

We have observed the results of proposed method also on few real datasets taken
from UCI Machine Learning Repository (http://archive.ics.uci.edu/ml/). The details
of these datasets can be seen in Table 1. Our proposed initialization method
maintains the stable results from K-means according to the number of iterations,
minimized error and improved cluster separation as compared to K-means with
random centers. This is evident from the results shown in Tables 4 and 5.

Table 1 Details of the
datasets. No. of instances (n),
no. of dimensions (d), no. of
clusters (k)

2-Dimensional synthetic datasets

Dataset n k

DS1 399 6

DS2 788 7

DS3 600 15

DS4 300 2

Real datasets

Dataset n d k

Iris 150 5 3

Ruspini 75 2 4

WDBC 569 32 2

Thyroid 215 5 6

Fig. 5 Synthetic datasets used for experimental study
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Table 2 Comparison of
initialization methods
according to number of
iterations (I) on synthetic
datasets

Dataset Method Avg (I) Max (I) Min (I)

DS1 Random 13 39 5

Proposed 9 9 9
DS2 Random 16 33 6

Proposed 10 10 10
DS3 Random 1 20 4

Proposed 6 6 6
DS4 Random 8 13 4

Proposed 6 6 6

Table 3 Comparison of
initialization methods
according to SSE and
adjusted rand index of clusters
on synthetic datasets

Dataset Method SSE Adjusted rand

DS1 Random 4801.04 0.6936

Proposed 4733.10 0.8361
DS2 Random 12322.38 0.7967

Proposed 11514.35 0.9277
DS3 Random 1001.47 0.8485

Proposed 186.57 0.9091
DS4 Random 11885.37 0.6229

Proposed 11876.01 0.6536

Table 4 Comparison of
initialization methods
according to number of
iterations (I) on real datasets

Dataset Method Avg (I) Max (I) Min (I)

Iris Random 9 15 3

Proposed 6 6 6
Ruspini Random 4 9 2

Proposed 2 2 2
WDBC Random 10 14 8

Proposed 8 8 8
Thyroid Random 9 15 3

Proposed 3 3 3

Table 5 Comparison of
initialization methods
according to SSE and
adjusted rand index of clusters
on real datasets

Dataset Method SSE Adjusted rand

Iris Random 106.35 0.8749

Proposed 87.31 0.9799
Ruspini Random 29385.95 0.7360

Proposed 13269.65 1.000
WDBC Random 11689.49 0.6972

Proposed 11640.71 0.7988
Thyroid Random 528.28 0.5608

Proposed 502.11 0.5907
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With random initialization method, the initial centers are arbitrary in each run
and thus the final clustering results are not deterministic. With the proposed
method, the initial centers are chosen from a pool of probable candidate centers
which always produce deterministic clustering results. The Fig. 6 shows the
Adjusted Rand value obtained from random initialization and proposed method on
Iris dataset for 10 runs of K-means. As can be seen from the figure, the Adjusted
Rand value for random initialization method changes with every run where as it
remains constant in the proposed method, showing the deterministic nature of our
algorithm.

6 Conclusion

This paper proposed an initialization method for K-means algorithm using con-
strained recursive bi-partitioning. The efficiency of the proposed method was
demonstrated through experiments on different synthetic and real datasets. While
the clustering results of K-means algorithm with random initialization is unstable,
our proposed method of initialization produces deterministic results. As a future
work, we will carry out an extensive analysis of DICRB method on more datasets.
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Rule Based Machine Translation: English
to Malayalam: A Survey

V.C. Aasha and Amal Ganesh

Abstract In this modern era, it is a necessity that people communicate with other
parts of world without any language barriers. Machine translation system can be
very useful tool in this context. The main purpose of a machine translation system is
to convert text of one natural language to a different natural language without losing
its meaning. The translation of text can be done in several ways mainly, rule based
and corpus based—each of which uses various approaches to obtain correct
translation. In this paper, we focus on the various machine translation approaches
with a core focus on English to Malayalam translation using Rule Based approach.

Keywords English to malayalam machine translation � RBMT � Transfer rules

1 Introduction

Machine translation is a field in Natural Language Processing that converts text in
one source language to a different target language. The ultimate aim of a translation
system is to achieve correct language translation with minimum human interven-
tion. Some of these systems use linguistic information of both source and target
language, while some others translate on the basis of mathematical probabilities.
The former are called Rule based machine translation (RBMT) systems and the
latter are Statistical machine translation (SMT) systems. The conversion of lan-
guages can be either in single direction—from source to target language or bidi-
rectional between the language pairs. Bilingual translation systems are designed for
exactly two languages whereas the systems capable of producing translations for
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more than two languages are called multilingual systems. These systems are mul-
tilingual in the aspect that they translate from one source language to multiple target
languages as well as to-and-fro between the languages. There exist different
approaches [1] to machine translation mainly: Rule based approach and Corpus
based approach.

1.1 Rule Based Machine Translation (RBMT)

One of the earliest translation method developed is the RBMT system. It uses
linguistic rules and language order for its conversion to destination language. This
information includes knowledge about syntax, semantics and morphology of each
language respectively in addition to the information obtained from dictionary.
The RBMT systems follow various approaches for translation namely; Direct,
Transfer and Interlingua approach. In all of these approaches, the rules are an
important factor during various stages of translation. The much discussed diagram
of machine translation is given in Fig. 1. The figure shows the translation of source
text to target text through different RBMT approaches [1, 2].

a. Direct approach
Direct approach of Machine Translation (MT) directly translates the input language
into output language with the help of a dictionary. In a Direct MT system, each new
language pairs require creation of new system. Also, it may produce satisfactory
results only for simple sentences. The performance of such systems relies upon the
accurate entries of words found in dictionary [3].

b. Interlingua approach
The Interlingua approach of translation involves translating the source sentence to
an intermediary state called interlingua. The interlingua representation is then
translated to the target language in order to produce meaningful translation.

Direct 

Transfer 

Interlingua (IL)

Syntactic &
Semantic
Analysis

Syntactic &
Semantic

Generation

Source text Target text

Fig. 1 RBMT approaches
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Since this intermediate state is not language dependent, it can be used for any
languages. Thus Interlingua approach can be followed for multilingual translation
by translating the same interlingua to multiple languages.

c. Transfer approach
In Transfer approach the translation is based on transfer rules. This approach

represents the text to a less language dependent representation rather than the
independent representation of Interlingua approach. The three phases of translation
are: Analysis stage, Transfer stage and Generation [2]. The source text is converted
to a source dependent representation with the help of parser. It is then transferred to
target—language dependent representation using transfer rules. The transfer rules
are applied at each step for ensuring correct translation. The necessary morpho-
logical inflections for the sentences are added in the third phase.

The development of RBMT systems involve much effort to coordinate between
various stages of translation. Even then, RBMT systems are guaranteed to produce
nearly correct output always as it is based on syntax and semantics of both lan-
guages, and not on any probability measures. The accuracy of output can be
enhanced if the translation is limited to a particular domain. The quality of trans-
lation can be further increased by pre-processing the input sentence. RBMT systems
designed for various domains can be integrated to a single system. Such systems
could correctly translate sentences irrespective of the domain. In [4] they use
Moses, an open source decoder to integrate multiple RBMT systems to hybrid
system.

1.2 Corpus Based Machine Translation

The complexity of creating RBMT system paved way for developing other MT
approaches. The more recent approaches [1, 3] of translation are Corpus based
machine translation (CMT) and Hybrid based translation (HBT). Corpus based MT
require enormous amount of corpus data to translate the text. The two major
classifications of CMT are SMT [Statistical Machine Translation] and EBMT
[Example Based Machine Translation]. Hybrid approach is a relatively new
advancement which utilises the properties of both Rule-Based and Corpus-Based
approaches.

1.2.1 Statistical Machine Translation

SMT makes use of corpus and calculates the order of words in both the source—
destination languages using mathematical statistical probability. i.e., SMT is based
on the probability distribution P (t/s), which indicates the probability to convert a
source sentence ‘s’ to a target sentence ‘t’ [3]. SMT addresses ambiguity problems
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and works well for unrestricted collection of text. Statistical machine translations
are further categorised as word based and phrase based translation.

1.2.2 Example Based Machine Translation

The EBMT systems use the sample sentences stored in the database for translation
of new sentence. The system stores large amount of translated texts in its corpora
for reference. This prior information increases the chance of correctly translating
new sentences of same pattern. When a new sentence has to be translated it is
checked with existing corpus to find a matching pattern. Once the matching pattern
is found, then the input sentence is translated accordingly with help of database. It is
likely to get correct translation, if the corpus is sufficient with varying sentence
patterns. The corpus of the system can be made rich by adding new translations to
the database and reusing them afterwards.

1.2.3 Hybrid-Based Translation

The Hybrid approach of MT utilises properties of RBMT and SMT and is proven to
have better efficiency. Some Hybrid systems use a rule-based approach followed by
correction of output using statistical information. On the other hand, in some
systems statistical pre-processing is done followed by correction using transfer
rules. Hybrid systems are more powerful as they are based on both rules and
statistics.

2 Related Works

Since our research concentrates on translation of language from source to target
language, the related works are classified as MT works in India and English to
Malayalam MT Systems. This classification helps us to better understand the tools
and technologies used in various MT systems.

2.1 Machine Translation Works in India

Machine translation works in India started in 1991 although it began during 1960’s
in the world. Google translate, Bing-translate, Systran etc. are some famous sta-
tistical machine translation systems available worldwide. The works in machine
translation from English to Dravidian languages had started a few years back. Due
to the morphological complexities involved, not much interest has been shown in
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developing computational resources for Malayalam language. Thus the linguistic
works in this language are limited and inadequate.

Machine translation from English to the Indian languages and among various
Indian languages is dynamically in progress. AnglaBharati is one of the early MT
system financed by TDIL Programme [5] and developed by Indian Institute of
Technology (IIT)-Kanpur. AnglaBharati MT System [phase I (1991) and II (2004)]
is for conversion of English to Assamese, Bangla, Hindi, Malayalam, Nepali,
Punjabi, Telugu, and Urdu languages. Since they use Interlingua approach of
RBMT, a single analysis on English language is sufficient to develop an interlingua.
This intermediate structure is translated to different Indian language output.
Anubharati [phase I (1995) and II (2004)] developed by IIT-Kanpur translates
Hindi to any other Indian languages, using example-based approach. Anusaaraka
(1995) [6], designed by IIT-Kanpur along with University of Hyderabad translates
from Punjabi, Bengali, Telugu, Kannada, Marathi and English into Hindi using
concepts of ‘Paninian Grammar’. The RBMT approaches for English—Malayalam
language pair limit only to a few systems. One of them has been done for six
worded sentences [7] and another for simple sentences in general domain [8]. Better
results of machine translation can be achieved if the transfer rules cover all possible
sentence pattern, and also with the help of an improved bilingual dictionary. Since
creating a machine translator system with such specifications is a tedious task, most
translators limit the translation to a domain.

2.2 English to Malayalam Machine Translation

The growth of English to Malayalam machine translation systems began with the
development of AnglaMalayalam. Analysis of some of the English to Malayalam
Machine Translation systems are shown in Table 1.

Table 1 Analysis of English–Malayalam machine translation systems

MT system Method Year Domain Evaluation criteria

AnglaMalayalam
[18]

Interlingua 2008 Health,
tourism

Accuracy 75 %

English to
Malayalam [7]

Rule
based

2009 General Works up to 6 word simple
sentences

English to
Malayalam [19]

Statistical 2009 General BLEU score 16.10

English to
Malayalam [8]

Rule
based

2011 General Accuracy: 53.63 %

English to
Malayalam [13]

Transfer
based

2012 Simple
sentences

Word error rate: 0.429
F-measure: 0.57

English to
Malayalam [20]

Hybrid
based

2013 History BLEU score 69.33
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In addition to these, an Example based Malayalam to English MT system [9]
claims quality results for 75 % of their test sets. Another rule based MT system
translates sentences from English to Malayalam and Hindi [10] with F-mean of
0.74. This system was designed for translating sentences from administration
domain.

2.3 Working Procedure of RBMT Systems

The Machine translation involves various pre-processing steps of NLP like to-
kenisation, stemming, POS [Part of Speech] tagging, and the rest. There are various
NLP tools available like NLTK [11], openNLP etc. to do preprocessing tasks. The
working procedure of a general rule based machine translation using transfer
approach is as described. The input sentence is tokenised and parsed with help of
parser. The source parse tree is converted to target parse tree using transfer rules.
The transfer rules are formulated according to the target language structure. Then
words from target parse tree are mapped with a bilingual dictionary to obtain the
word meaning in output language. Later, the morphological inflections are added to
the words for obtaining meaningful text. In [12] they use OAK parser to obtain the
POS tag and parse tree of English sentence. In [7, 8, 13] Stanford parser offer POS
tagging, parse tree and provide dependency information of the input sentence. The
dependency information indicates how words in a sentence are related to each other.
The input text is tokenised and a tag corresponding to each word is assigned by the
parser. The Stanford parser [14] uses Penn Tree Tagset for this. Utilising this
information as well as the transfer rules, the source parse tree is reordered to target
parse tree. Word reordering is done according to the transfer rules and each sen-
tence follows definite rule patterns. The tag of the word in source language is
represented on left side and right side tags represent target language words. The
rules are devised in such a way that English language maintains Subject—Verb—
Object order whereas the target language (Indian) adhere Subject—Object—Verb
order. In [15] the correct word order of Marathi language was obtained upon
post-order traversals on the parse tree. It used a named entity tagger to identify
person names, location etc. Also it had special features for solving word sense
disambiguation of prepositions. In [13] the nouns, pronouns and verbs are mor-
phologically generated with the help of transformation rules. A FST based
Malayalam morphological synthesizer is used for machine translation in [8]. Also
an SVM based English to Malayalam transliterator is used for translating named
entities.

The major concern in machine translation is the ambiguities in the meaning of
words based on the context. Malayalam language has diverse morphological
variations and it uses suffixes for words, compared to prefixes in English language.
Such issues in translation can be resolved by considering the semantic information
about the text. The meaning of words suitable to the context can be then selected. In
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Malayalam there are seven case markers for nouns alone. Similarly the inflections
for verbs, adverbs and adjectives have to be added to get perfect translation.

In short, the working of RBMT system for English to Malayalam language using
transfer based approach can be described as follows. After the POS tagging of
English sentence by parser, they are reordered according to transfer rules. The
transfer rules represent the rules required for reordering sentences to target language
format. The words from reordered target parse tree are mapped with English to
Malayalam dictionary. The dictionary provides the Malayalam meaning which can
be substituted to respective English counterparts. The words that are not in dic-
tionary like named entities, place names etc. are transliterated. The necessary
morphological inflections are added to the Malayalam sentence to generate mean-
ingful translation [16, 17]. The efficiency of the MT system can be raised by
restraining the translation to a particular domain. Thereby the dictionary contains
more words specific to the domain. This makes the system more productive by
providing correct word meanings and thereby to get more accurate translations.

3 Conclusion

Attempts to build machine translation systems for various languages are in progress.
But a perfect system with its output much close as that of human translator has not
yet achieved. In order to achieve reasonable translation quality, one challenge is to
create a corpus or dictionary with enormous number of corpora consisting of words
or sentences pertaining to the target language. On the other hand, RBMT systems
take time to generate transfer rules for all sentence structures. The area of interest
here is a study on rule based MT system using transfer approach for translation from
English to Malayalam language. The parser generates a parse tree for the input
sentence. The source parse tree is reordered with the help of transfer rules to obtain
target parse tree. The words are then mapped with bilingual dictionary and transli-
terator to obtain Malayalam words. The final output sentence in Malayalam is
represented with proper suffixes attached. The translation accurateness of RBMT
systems can be increased by making it domain specific. Thus it could cover all words
of that particular domain and the grammar rules. The multiple RBMT systems of
different domains can be combined to provide robust English to Malayalam trans-
lation system. i.e., our ultimate aim is to minimize the limitation of RBMT system by
incorporating as many rules so as to make the system error prone free.
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Time Series Forecasting Through
a Dynamic Weighted Ensemble Approach

Ratnadip Adhikari and Ghanshyam Verma

Abstract Time series forecasting has crucial significance in almost every practical
domain. From past few decades, there is an ever-increasing research interest on
fruitfully combining forecasts from multiple models. The existing combination
methods are mostly based on time-invariant combining weights. This paper pro-
poses a dynamic ensemble approach that updates the weights after each new
forecast. The weight of each component model is changed on the basis of its past
and current forecasting performances. Empirical analysis with real time series
shows that the proposed method has substantially improved the forecasting accu-
racy. In addition, it has also outperformed each component model as well as various
existing static weighted ensemble schemes.

Keywords Time series forecasting � Forecasts combination � Changing weights �
Forecasting accuracy

1 Introduction

A time series is a sequential collection of observations, recorded at specific intervals
of time. Time series forecasting is the estimation of unknown future data through a
mathematical model, constructed with available observations [1]. Obtaining rea-
sonably precise forecasts is a major research concern that led to the development of
various forecasting models in literature [2, 3]. However, there are generally a

R. Adhikari (&) � G. Verma
Department of Computer Science & Engineering, The LNM Institute of Information
Technology, 302031 Jaipur, India
e-mail: adhikari.ratan@gmail.com

G. Verma
e-mail: ghanshyam.verma8@gmail.com

© Springer India 2016
A. Nagar et al. (eds.), Proceedings of 3rd International Conference
on Advanced Computing, Networking and Informatics, Smart Innovation,
Systems and Technologies 43, DOI 10.1007/978-81-322-2538-6_47

455



number of obstructing issues, of which some are related to the time series itself,
whereas others are related to the particular model. As such, no single model alone
can achieve uniformly best forecasts for a specific category of time series [4]. On
the other hand, extensive research evidences show that combining forecasts from
multiple conceptually different models is a very prolific alternative to using only a
single model [3, 5, 6]. Together with mitigating the model selection risk and
substantially improving the forecasting accuracy, this approach also often outper-
forms each component model.

Fascinated by the strength of forecasts ensemble, a large amount of works has
been carried out in this direction over the past few decades [3, 5, 7]. As a result,
several forecasts combination approaches have been evolved in literature. These
include simple statistical ensembles, e.g. simple average, trimmed mean,
Winsorized mean, median [8] as well as more advanced combination methods.
These approaches are mostly based on forming a weighted linear combination of
component forecasts, where the final combining weights are fixed for each model.
However, instead of using constant weights throughout, it can be potentially ben-
eficial to update the weights after specific intervals of time. But, this topic has
received considerably limited research attention so far. Some notable works on
combining forecasts through time-dependent weights are those of Deutsch et al. [9],
Fiordaliso [10], and Zou and Yang [11]. Each of them has demonstrated that
combining with time-varying weights can be advantageous over conventional static
weighted linear combinations methods.

This paper proposes a forecasts combination approach that updates the weights
after generation of each new forecast. As such, the component weights vary with
each time index, thereby making the combination scheme dynamic. The associated
weight of each constituent model is updated on the basis of its past and current
forecasting performances. The proposed ensemble is constructed with nine indi-
vidual models and is tested on four real time series datasets. The forecasting per-
formances of the proposed method is compared with those of the component
models as well as various other static weighted linear combination methods, in
terms of two well-known absolute error measures.

The rest of the paper is organized as follows. Section 2 briefly describes the
forecasts combination methodology and Sect. 3 presents the proposed dynamic
ensemble approach. Section 4 reports the details of empirical works and finally
Sect. 5 concludes the paper.

2 Combination of Multiple Forecasts

A linear combination is the most common method of combining forecasts. For the

dataset Y ¼ y1; y2; . . .; yN½ �T and its n forecasts Ŷ
ið Þ ¼ ŷ ið Þ

1 ; ŷ ið Þ
2 ; . . .; ŷ ið Þ

N

h iT

i ¼ 1; 2; . . .; nð Þ, the forecasts from a linear combination are given by:
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ŷk ¼ w1ŷ
ð1Þ
k þ w2ŷ

ð2Þ
k þ . . .þ wnŷ

ðnÞ
k ð1Þ

8k ¼ 1; 2; . . .;N:

In (1), wi is the weight to the ith forecasting model 8i ¼ 1; 2; . . .; n. Usually, the
combining weights are assumed to be nonnegative, i.e. wi � 0 8i and unbiased,

i.e.
Pn
i¼1

wi ¼ 1 [2, 12]. Some widely popular methods of linearly combining fore-

casts are briefly discussed below.

• The simple average is the easiest combination method that assigns an equal
weight to each component forecast, i.e. wi ¼ 1=n 8i ¼ 1; 2; . . .; n: Due to its
simplicity, excellent accuracy, and impartiality, simple average is often a top
priority choice in forecasts combination [2, 8].

• The trimmed mean, Winsorized mean, and median are other robust alternatives
to simple average. A trimmed and Winsorized mean both forms a simple
average by fetching an equal number of a smallest and largest forecasts and
either completely discarding them or setting them equal to the aþ 1ð Þth smallest
and largest forecasts, respectively [8]. The simple average and median are both
special cases of trimmed mean, corresponding to no trimming and full trimming,
respectively.

• In an Error-based (EB) combination, the weight to each model is assumed to be
inversely proportional to its in-sample forecasting error, so that:

wi ¼ e�1
i =

Xn
i¼1

e�1
i ð2Þ

8i ¼ 1; 2; . . .; n:

Here, ei is an in-sample forecasting error of the ith model. This method is based
on the rational ideology that a model with more error receives less weight and
vice versa [2, 12].

• The Ordinary Least Square (OLS) method estimates the combining weights
wi i ¼ 1; 2; . . .; nð Þ together with a constant w0 through minimizing the Sum of
Squared Error (SSE) of the combined forecast [12, 13]. As the actual dataset is
unknown in advance, so in practice, the weights are estimated through mini-
mizing an in-sample combined forecast SSE.

• The outperformance method, proposed by Bunn [14] determines a weight on the
basis of the number of times the particular model performed best in the past
in-sample forecasting trials.
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As per the formulation (1), all the aforementioned methods assume static
time-invariant weights. As stated in the outset, there has been very limited research
on combining forecasts through time-varying weights.

3 The Proposed Dynamic Ensemble Approach

In this study, we modify the static time-invariant weighted linear combination
scheme (1) to the following dynamic framework:

ŷk ¼ wk;1ŷ
ð1Þ
k þ wk;2ŷ

ð2Þ
k þ . . .þ wk;nŷ

ðnÞ
k ð3Þ

8k ¼ 1; 2; . . .;N:

Here, wk;i is the weight to the ith model at the instance k: Now, the weight wk;i

depends on both the model index i and the time index k: As usual, we assume
nonnegativity and unbiasedness of the weights, i.e. wk;i � 0 8i ¼ 1; 2; . . .; nð Þ and
Pn
i¼1

wk;i ¼ 1 8k ¼ 1; 2; . . .;Nð Þ: We consider Mean Squared Error (MSE) and Mean

Absolute Percentage Error (MAPE) to evaluate the forecasting performances of the
component models [15]. These are defined below.

MSE ¼ 1
N

XN
t¼1

yt � ŷtð Þ2 ð4Þ

MAPE =
1
N

XN
t¼1

yt � ŷt
yt

����
����� 100 ð5Þ

In the proposed formulation, we update the weights wk;i after generation of each
new forecast on the basis of the past and present forecasting performances of the
component models. The past performance of each model is evaluated on an
in-sample validation dataset, whereas the present performance is assessed through
the out-of-sample forecasts, obtained till now. The requisite steps of the proposed
ensemble framework are presented in Algorithm 1. The algorithm uses the standard
matrix notations, popularized by Golub and Van Loan [16].
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Algorithm 1 The proposed dynamic ensemble framework
Inputs: The in-sample dataset Yin = [y1, y2, . . . , yNin ]

T; the sizes Ntr, Nvd, Nts of
the training, validation, and testing sets, respectively, so that Ntr + Nvd = Nin

and Nin + Nts = N (size of the whole time series); the n forecasting models
Mi (i = 1, 2, . . . , n) .

Output: The combined forecast vector Ŷ = [ŷNin+1, ŷNin+2, . . . , ŷNin+Nts ]
T.

Steps:
1. for i = 1 to n do
2. Fit the model Mi to the in-sample training dataset Ytr = [y1, y2, . . . , yNtr ]

T.
3. Use it to forecast the validation dataset Yvd = [yNtr+1, yNtr+2, . . . , yNtr+Nvd ]

T.

4. Obtain the in-sample forecast Ŷ(i)
vd =

[
ŷ
(i)
Ntr+1, ŷ

(i)
Ntr+2, . . . , ŷ

(i)
Ntr+Nvd

]T
.

//Ŷ(i)
vd is the forecast of Yvd through Mi.

5. Using Mi forecast the testing dataset Yts = [yNin+1, yNin+2, . . . , yNin+Nts ]
T.

6. Obtain the forecast Ŷ(i)
ts =

[
ŷ
(i)
Nin+1, ŷ

(i)
Nin+2, . . . , ŷ

(i)
Nin+Nts

]T
.

//Ŷ(i)
ts is the forecast of Yts through Mi.

7. end for

8. w = 0Nts×n ; F =
[
Ŷ(1)

ts |Ŷ(2)
ts | . . . |Ŷ(n)

ts

]
Nts×n

V =
[
Ŷ(1)

vd |Ŷ(2)
vd | . . . |Ŷ(n)

vd

]
Nvd×n

; Ŷ = [ ]

//w, F, and V are respectively the weight, forecast, and validation matrices.
//w and Ŷ are initialized to the zero matrix and empty vector, respectively.

9. Set w (1, :) = 1/n //Set the initial weights as w1,i = 1/n (∀i = 1, 2, . . . , n) .

10. for k = 1 to Nts do
11. Ŷ =

[
Ŷ

∣∣F (k, :)w(k, :)′
]
; Y∗ =

[
Yvd|Ŷ

]

//Find ŷk = F (k, :)w(k, :)′ =
n∑

i=1
ŷ
(i)
Nin+1wk,i through (3) and append it to Ŷ.

12. Set i = 1
13. while (i ≤ n and k < Nts) do
14. Y∗

i =
[
V(:, i)′|F(1 : k, i)′

]′

15. w (k + 1, i) = 1
/
error (Y∗,Y∗

i )
//Weight is the inverse absolute error between Y∗ and Y∗

i .16. i = i+ 1
17. end while
18. w (k + 1, :) = w (k + 1, :)/sum (w (k + 1, :)) //Make the weights unbiased.
19. end for

The steps 14 and 15 of Algorithm 1 implements our proposed weight assignment
and renewal mechanism. The successive forecasting errors has a key role in weights
estimation. In this work, MSE is used as the absolute error function.
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4 Empirical Results and Discussions

The effectiveness of the proposed dynamic ensemble approach is evaluated on four
real time series datasets with nine component forecasting models. These nine
models are selected from the following widely popular classes: random walk [17],
Box-Jenkins [18], Artificial Neural Network (ANN) [17, 19], and Support Vector
Machine (SVM) [20, 21]. The random walk and Box-Jenkins models assume linear
data generation function, whereas, ANN and SVM have recognized success records
in modeling nonlinear structure in a time series [17, 21]. The subclass Box-Jenkins
models, viz. Autoregressive Integrated Moving Average (ARIMA) and Seasonal
ARIMA (SARIMA) [15] are used in this work. These two models are commonly
expressed as ARIMA p; d; qð Þ and SARIMA p; d; qð Þ � P;D;Qð Þs, respectively
[15, 17]. The parameters p;Pð Þ, d;Dð Þ, and q;Qð Þ respectively signify the auto-
regressive, degree of differencing, and moving average processes, “s” being the
period of seasonality. We have considered three well-known classes of ANN
models, viz. Feedforward ANN (FANN) [17], Elman ANN (EANN) [2, 22], and
Generalized Regression Neural Network (GRNN) [4]. Both iterative (ITER) and
direct (DIR) approaches [23] are adopted for implementing each ANN model.
Finally, the Least Square SVM (LS-SVM) framework, pioneered by Suykens and
Vandewalle [21] is considered for SVM models.

The experiments in this study are carried out on MATLAB. The default ARIMA
class of the Econometric toolbox, the neural network toolbox [24], and the
LS-SVMlab toolbox [25] are respectively used for fitting the Box-Jenkins, ANN,
and SVM models. The appropriate number of input (i) and hidden (h) nodes of an
i� h� o ANN are selected through in-sample training-validation trials. The
number of output (o) nodes is 1 for iterative approach and it is equal to the testing
dataset size for direct approach. Each FANN is trained for 2000 epochs through the
Levenberg Marquardt (LM) backpropagation training algorithm, using the corre-
sponding MATLAB function trainlm [24]. Similarly, each EANN is trained
through the traingdx function, based on gradient descent with momentum and
adaptive learning [24]. For SVM, the Radial Basis Function (RBF) kernel is used.
The optimal SVM regularization constant (C) and RBF kernel parameter (r) are
estimated from the ranges 10�5; 105

� �
and 2�10; 210½ �, respectively through tenfold

crossvalidation technique.
The following four real time series datasets are used in this study. (1) Emission:

contains monthly records of CO2 emission in parts per million (ppm), Mauna Loa,
US from January, 1965 to December, 1980 [26], (2) Inflation: contains monthly
inflation in consumer price index numbers of industrial workers of India from 31
August, 1969 to 30 September, 2014 [27], (3) Google: contains monthly Google
stock prices from 19 August, 2004 to 24 February, 2014 [28], (4) Facebook:
contains the daily closing stock prices of Facebook from 18 May, 2012 to 3
September, 2014 [28]. The first one is a monthly seasonal time series, whereas the
rest three are non-stationary, nonseasonal series. Prior to fitting the forecasting
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models, the observations of each time series are normalized to lie in the [0, 1]
interval through the following transformation:

y newð Þ
t ¼ yt � y minð Þ

y maxð Þ � y minð Þ ð6Þ

8t ¼ 1; 2; . . .;Ntr:

In (6), Y ¼ y1; y2; . . .; yNtr½ �T, Y newð Þ ¼ y newð Þ
1 ; y newð Þ

2 ; . . .; y newð Þ
Ntr

h iT
are the train-

ing dataset and its corresponding normalized set, respectively, y minð Þ, y maxð Þ being
respectively the minimum and maximum values of Y: The forecasts of each model
are again transformed back to the original scale. All the necessary modeling
information of the four time series is presented in Table 1 and their respective plots
are depicted in Fig. 1.

In the present work, we have compared the forecasting accuracy of our proposed
dynamic ensemble method with that of the nine component models as well as seven
other widely recognized static linear combination schemes. The forecasting error of
each method is measured in terms of MSE and MAPE. The effectiveness of the
proposed approach depends a lot on the choice of the in-sample validation dataset.
As such, to have a reasonable similarity between the in-sample validation and
out-of-sample testing datasets, we have considered them to be of equal length, i.e.
Nvd ¼ Nts: Table 2 presents the obtained forecasting results through all methods for
the four time series datasets. The results of the proposed ensemble method is shown
in bold scripts.

From Table 2, we can see that the proposed dynamic weighted ensemble
approach has achieved overall lowest forecasting errors among all methods in terms
of both MSE and MAPE. From the obtained results, it can be said that the approach
of using time-variant weights is a fruitful alternative to the common static weighted

Table 1 Information of the time series datasets

Information Emission Inflation Google Facebook

Size (total,
testing)

192; 32ð Þ 542; 100ð Þ 498; 100ð Þ 576; 92ð Þ

Box-Jenkins SARIMA ARIMA ARIMA ARIMA

0; 1; 1ð Þ � 0; 1; 1ð Þ12 2; 1; 0ð Þ 2; 1; 0ð Þ 1; 0; 0ð Þ
ITER-FANN 14� 10� 1 2� 1� 1 5� 9� 1 9� 11� 1

DIR-FANN 8� 14� 32 5� 3� 100 4� 10� 100 2� 2� 92

ITER-EANN 14� 14� 1 9� 14� 1 12� 14� 1 13� 15� 1

DIR-EANN 10� 17� 32 5� 10� 100 3� 7� 100 3� 11� 92

ITER-GRNN 10� 1� 1 13� 11� 1 5� 9� 1 3� 1� 1

DIR-GRNN 16� 3� 32 3� 11� 100 4� 7� 100 2� 1� 92

LS-SVM
C; rð Þ

3:47; 3:843ð Þ 0:457; 7:366ð Þ 0:0054; 0:0713ð Þ 4984:848; 0:527ð Þ
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Fig. 1 Plots of the time series. a Emission. b Inflation. c Google. d Facebook

Table 2 Obtained forecasting results through all methods

Forecasting errors Emission Inflation Googlea Facebook

MSE MAPE MSE MAPE MSE MAPE MSE MAPE

Random walk 0.221 0.102 3.54 19.28 15.755 1.097 4.349 2.582

Box-Jenkins 0.451 0.163 9.117 30.763 14.908 1.051 4.671 2.785

ITER-FANN 0.132 0.0763 10.083 32.661 21.228 1.316 5.358 2.789

DIR-FANN 0.295 0.117 6.401 24.871 21.317 1.252 6.301 2.971

ITER-EANN 0.117 0.0721 9.885 27.115 18.916 1.059 5.772 2.951

DIR-EANN 0.331 0.131 8.224 28.376 22.332 1.22 5.43 2.794

ITER-GRNN 0.434 0.141 9.656 28.986 26.922 1.472 4.736 2.649

DIR-GRNN 0.353 0.126 6.527 24.365 16.029 1.111 6.899 3.344

LS-SVM 0.177 0.0867 5.592 20.174 23.028 1.413 5.93 2.944

Simple average 0.16 0.0814 2.172 13.838 4.388 0.588 1.678 1.518

Trimmed meanb 0.168 0.0834 2.322 14.164 4.2 0.584 1.886 1.639

Winsorized mean 0.166 0.0835 2.336 14.282 4.036 0.576 1.907 1.629

Median 0.176 0.0859 2.529 14.787 5.075 0.631 2.056 1.799

EBc 0.138 0.074 2.363 14.256 5.262 0.649 1.747 1.528

OLS 0.19 0.101 2.789 14.247 6.261 0.685 1.73 1.524

Outperformance 0.137 0.0746 2.259 14.902 7.742 0.789 2.142 1.723

Proposed 0.132 0.0719 2.15 13.751 3.912 0.559 1.599 1.474
a Original MSE obtained MSE × 10−4

b 20 % trimming is used
c The weight to each model is proportional to in-sample MSE
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combination methods. In Fig. 2, we depict the actual testing dataset and its forecast
through the proposed dynamic ensemble method for each time series. The solid and
dotted lines respectively represent the actual and predicted series. The closeness
between the testing and predicted series is clearly evident in each subplot of Fig. 2.

5 Conclusions

Obtaining reasonably precise forecasts for a time series has indispensable impor-
tance in almost every branch of science and engineering. In spite of several existing
forecasting models, none can be guaranteed to provide uniformly best results. On
the other hand, extensive research works in this domain have demonstrated that
combining forecasts from multiple models substantially improves the forecasting
accuracy as well as often outperforms each component model. Most of the forecasts
combination techniques in literature assigns static time-invariant combining
weights to the component models.

This paper proposes a dynamic ensemble approach that updates the combining
weights after obtaining each new forecast. Unlike the static ensemble methods, a
combining weight in the present formulation depends on both the particular model
as well as the time index. Each time, an weight is updated on the basis of the past
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Fig. 2 Plots of the actual testing dataset and its forecast through the proposed method for:
a Emission. b Inflation. c Google. d Facebook
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and most recent forecasting performances of the respective component model.
Empirical results with four real time series datasets and nine component models
demonstrate that the proposed dynamic ensemble has substantially improved the
forecasting precision for each time series. Also, the proposed approach has
achieved reasonably better forecasting results than each component model as well
as various other well recognized static time-invariant combination schemes. Thus,
from the present study it can be concluded that using time-dependent combining
weights can be a fruitful approach for improving time series forecasting accuracy.
In future works, the proposed dynamic ensemble mechanism can be further
explored for other varieties of forecasting models as well as more diverse time
series datasets.
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A Novel Graph Clustering Algorithm
Based on Structural Attribute
Neighborhood Similarity (SANS)

M. Parimala and Daphne Lopez

Abstract Graph Clustering techniques are widely used in detecting densely con-
nected graphs from a graph network. Traditional Algorithms focus only on topo-
logical structure but mostly ignore heterogeneous vertex properties. In this paper we
propose a novel graph clustering algorithm, Structural Attribute Neighbourhood
Similarity (SANS) algorithm, provides an efficient trade-off between both topo-
logical and attribute similarities. First, the algorithm partitions the graph based on
structural similarity, secondly the degree of contribution of vertex attributes with
the vertex in the partition is evaluated and clustered. An extensive experimental
result proves the effectiveness of SANS cluster with the other conventional
algorithms.

Keywords Structural attribute similarity � Graph clustering � Neighborhood

1 Introduction

Clustering plays a vital and indispensable role in grouping them into set of clusters.
The main purpose of clustering is to group similar objects in same cluster and
dissimilar objects in different cluster. Clustering process is applied in various
domains [1, 2] such as business and financial data, biological data, health data and
so on. Graph Structure is a well-studied expressive model [3] to study the rela-
tionship among the data and visualize the data in graph structure. Clustering in
graph [4] deals with grouping of similar vertices based on connectivity and
neighborhood. Clustering in graph involves in various scientific [5] and medical
applications such as community detection in social network [6, 7] functional related
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protein modules in protein-protein interaction network [8] and co-author relation-
ship in citation network. Basically graph clustering is classified under three cate-
gories. Structural Graph Clustering [9, 10] is based on the connectivity and
common neighbours between two vertices but it ignores to focus on the properties
of the vertices. Recently, with the increase of rich information available, vertices in
graphs are associated with the number of attributes that describes behavior and
properties of the vertices. Attributed Graph Clustering [11, 12] is similar to data
clustering where the objects with similar properties are grouped but it fails to
represent the relationship of the objects. Structural Attribute Graph Clustering [13]
groups the objects based on both structure and attributes. The resultant cluster
balances the structure and homogeneous properties of vertices. A best clustering
algorithm would generate clusters that has cohesive intra-cluster similarity and low
inter-cluster similarity by balancing both the structural and attribute similarities.
The proposed method focuses on balancing both the similarities.

The rest of this paper is organized as follows. Section 2, discusses the literature
work in the graph clustering field and the general idea of SANS algorithm is
described in Sect. 3. Section 4 presents the experimental result and analysis.
Finally, Sect. 5 summarizes the work.

2 Related Work

Most of the existing graph clustering algorithms focuses only on structural simi-
larity [14] that avoids the attribute information. Normalized cut [15], Modularity
[9], and Structural density [10] are some of the measures used to find the Structural
Similarity. For example in social network, communities are detected based on
relationship among the users but ignores the personal profile such as interest,
gender and education. Considering only the attribute similarity [16] would lead to
clusters with rich attribute information but it fails to identify the topological
structure of the network. The concept of similarity score [11, 12] to find the sim-
ilarity between the vertices of directed graphs is discussed by Vincent, 2004 [17].
When this similarity is applied to social network, communities are formed based on
the personal profile but interaction among the users is not identified. Structural
attributed graph [18, 19] plays a vital role in finding the communities based on their
interaction as well as on their attribute information. Even though the existence of
Structural attributed graph is inevitable, maintaining the tradeoff between the two
types of information in the clustering process becomes a challenging task. Some of
similarity measures used are distance model [20], probabilistic model [21] and
neighborhood based model [13, 22].
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3 Problem Definition

A directed graph (G) is represented as set of vertices (V) and set of edges (E) where
n denotes the number of vertices present in the graph G. The proposed algorithm
Structural Attribute Neighborhood Similarity Algorithm (SANS) partitions the
graph into k clusters (C1…Ck) based on the structural and attribute similarity. The
Structural similarity is based on the Weight Index (WI) and attribute similarity is
based on the Similarity matrix. The preliminary definition needed for the SANS
algorithms is defined as follows.

Definition 1 (Weight Index) Given a n × n Weight Matrix (W), the Weight Index
(WI) for each vertex vi is the sum of weights of incoming and outgoing edges at vi.

WI við Þ ¼
Xn
j¼1

Wij þ
Xn
j¼1

Wji

where Wij denotes the edge weight between the vertices vi and vj:

Definition 2 (Similarity Matrix) Let m denotes the number of attributes for each
vertex. The similarity between the vi and vj with respect to attribute is indicated as Sij.

Sij ¼ 1
m

Xm

k¼1
Sijm

where,

Sijm ¼ 0, if vi and vj do notmatch for themth attribute
1, if vi and vj match for themth attribute

�

Properties

If any two objects vi and vj are similar then, it satisfies the following properties,

(i) Symmetry: S vi; vj
� � ¼ Sðvj; viÞ

(ii) Positivity: 0� S vi; vj
� �� 1 8 vi and vj

(iii) Reflexivity: S vi; vj
� � ¼ 1 if i ¼ j

The following properties holds good if any two objects vi and vj are dissimilar,

(i) Symmetry: D vi; vj
� � ¼ Dðvj; viÞ

(ii) Positivity: D vi; vj
� �� 0 8 vi and vj

(iii) Reflexivity: D vi; vj
� � ¼ 0 if i ¼ j
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4 Algorithm

The proposed algorithm Structural Attribute Neighborhood Similarity (SANS)
groups the object based on the attribute and structural similarity of the vertices.
Weight Index (WI) value for each vertex is detected using the Weight matrix (W).
The vertex with maximum weight index value is considered as centroid or Center.
The number of centroids formed is the number of clusters (k) needed for the given
dataset. Thus the SANS algorithm automatically detects the k value. The neigh-
borhood vertices of the Center are grouped to that cluster. Then, each vertex in the
cluster is compared with the vertices that are not in any of the cluster. The vertex is
grouped with the cluster if the similarity value of the vertex is greater than threshold
value. This process is iteratively done to generate k clusters. The SANS algorithm is
proposed as follows.
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5 Implementation

The data set for the implementation of the proposed algorithm is derived from
DBLP Bibliography data focusing on three research areas as Graph Theory (GT),
Data Mining (DM) and Graph Clustering (GC). Using this data a co-author graph
with 200 nodes and their co-author relationships is built. Significant attributes that
contribute meaning is the Primary topic and Count (Number of papers) for each
author. Primary topic for each author is selected from one of their keywords in the
paper. The algorithm is implemented and its performance is compared with the
algorithms stated below:

(i) k-SNAP: Groups vertices with same attribute in the cluster. It ignores the
topological structure of the graph that represents the co-author relationship.

(ii) S-Cluster: This algorithm considers Structure similarity but avoids the attri-
bute similarity.

(iii) SA-Cluster: Both structural and attribute similarities are considered. In this
algorithm the value for number of cluster (k) to be formed must be given by
the user. Since the process is iterative, it is more expensive.

(iv) SANS Algorithm: The significance of this algorithm is it considers both
structural and attributes similarities like SA cluster, but it automatically detects
number of clusters to be formed and is less expensive.

The procedure is described as follows: This algorithm examines the DBLP
dataset automatically, and calculates the number of clusters as k = 50. The k-SNAP
clusters group the authors based on their primary topic and ignores the co-author
relationship among them. The S-cluster method groups the authors who collaborate
with each other but ignores the similar topic of research. Interestingly, SA-cluster
and SANS algorithm cluster the dataset based on co-author relationship and attri-
bute similarity of the author. The cluster formed by these two methods contain
authors who have close co-author relationship and who work on the same topic but
never collaborate. For example, Xuding Zhu and Loannis G. Jollis are experts on
Graph theory but they have never collaborated. As a result, S-cluster assigns these
two authors into two different clusters, since they are not reachable from each other
and due to the lack of co-author connectivity. Whereas SA-cluster and SANS
cluster assigns these two authors in the same cluster. Similar cases can be found in
other cluster in different area of research. Even though SA-cluster and SANS
methods maintains a tradeoff between the structural and attribute similarity, the
proposed algorithm (SANS) outperforms SA-cluster in the following ways.

(i) The number of cluster (k) to be formed is automatically detected by the
proposed algorithm.

(ii) The optimal nodes are selected based on the frequency of the vertex. For
example, in DBLP dataset the author with more number of papers are selected
for the clustering process which is inferred from the Count attribute for each
author.
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(iii) Since the clustering is based on neighborhood distance, SANS algorithm is
faster than SA-Cluster which uses random walk distance to group the author.

(iv) SA-Cluster is more expensive than the SANS cluster, as it calculates the
random walk distance iteratively.

The quality of the k cluster Vif gki¼1 is measured using density function.

density Vif gki¼1

� �
¼

Xk
i¼1

vi;vj
� �

v i ; vj

�������
2 Vi; vi;vj

� � 2 E

8><
>:

9>=
>;

�������

�������
Ej j

Figure 1 shows the density comparison of four algorithms on DBLP dataset
when the cluster number k = 50. The density value of SA-Cluster and S-Cluster are
close. They remain around 0.4 (Table 1) or above even when k is increasing. The
density value of proposed method SANS has a high density of around 0.5 when
compared to the above two algorithms. On the other hand, k-SNAP has a very low
density value because it groups the graph without considering the connectivity. We
also compare the efficiency of different clustering algorithms. Figure 2 exhibits the
runtime of various methods on DBLP dataset. As we can observe, k-SNAP is more
efficient as it cluster the nodes based on the similarity of the attributes. SA-Cluster
is slower than the S-Cluster, as it iteratively computes the random walk distance for
each iteration, whereas the other method computes only once. The proposed
clustering algorithm (SANS), group the objects based on the neighborhood which is
slower than k-SNAP but faster than the S-Cluster and SA-Cluster.

Fig. 1 Quality comparison of
cluster in DBLP dataset
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6 Conclusion

This paper introduces a new graph clustering algorithm based on structural and
attribute similarities. The proposed algorithm partitions the graph into k clusters
which have both high intra-cluster similarity and homogeneous attribute values.
Neighborhood distance is used to measure the structural similarity to find the vertex
connectivity whereas similarity index is used to measure the attribute similarity to
find the vertex closeness. Quality of the clusters is validated using density function.
Experimental results on the real dataset prove to be a balanced method between
attribute and structural similarity.
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Change-Point Detection in Enterprise
Attack Surface for Network Hardening

Ghanshyam S. Bopche and Babu M. Mehtre

Abstract Applications of change-point detection typically originate from the
perspective of enterprise network security and network monitoring. With the
ever-increasing size and complexity of enterprise networks and application port-
folios, network attack surface keeps changing. This change in an attack surface is
detected by identifying increase or decrease in the number of vulnerabilities at
network level. Vulnerabilities when exploited successfully, either provide an entry
point to an adversary into the enterprise network or can be used as a milestone for
staging multi-stage attacks. In this paper, we have proposed an approach for
change-point detection in an enterprise network attack surface. In this approach,
a sequence of static attack graphs are generated for dynamic (time varying)
enterprise network, and successive graphs in a sequence are compared for their
dissimilarity for change-point detection. We have presented a small case study to
demonstrate the efficacy and applicability of the proposed approach in capturing
a change in network attack surface. Initial results show that our approach is capable
of capturing the newly introduced vulnerabilities into the network and is able to
differentiate these vulnerabilities for efficient network hardening.
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1 Introduction

With the constant evolution of TCP/IP protocols and hence enterprise networks,
there may be new plausible security risks as new servers, workstations, or services
are added to the network. These network assets are increasingly vulnerable and
always a soft target of sophisticated cyber attacks from potential adversaries such as
hackers, corporate competitors, disgruntled employees, government agencies, etc.
In order to keep the security posture of an enterprise network up to date, enterprise
networks need to be scanned and hardened regularly.

Present day vulnerability scanners such as, Nmap, Nessus, Retina, GFI
LanGuard, etc. identify vulnerabilities in isolation, i.e., vulnerabilities local to a
system only. For an enterprise network of reasonable size, vulnerability scanners
can report a large number of vulnerabilities. From the defender’s standpoint, an
administrator has to identify the vulnerabilities, which really matters in securing
enterprise network. In other words, administrator has to identify vulnerabilities that
allow an adversary to enter the network or the vulnerabilities that can be used as a
milestone for staging multistage attacks against the enterprise network.

An attack graph- a “multihost, multistage” attack detection technique derives all
possible attack paths available to an adversary. In order to do this, a network model
description such as vulnerability information, network configuration, and network
reachability information is used. The cause-consequence relationship between the
extant vulnerabilities is taken into account to draw multistage correlated attack
scenarios (that are used by an adversary to get incremental access to enterprise
critical resources). Understanding such relationship is vital for optimal placement of
the security countermeasures and hence for efficient network hardening.
Vulnerability scanners are not capable of finding such correlation among the vul-
nerabilities. Further, prioritization of vulnerabilities for efficient network hardening
based on a scanning report alone is highly impossible and not a viable solution in
terms of time, and effort.

In this paper, we have used an attack graph-based approach for the detection and
prioritization of vulnerabilities, which really plays a key role during network
compromise. We have taken a snapshot of a network at time t and generated an
attack graph. It is obvious that, it shows the vulnerabilities and their dependency on
each other, which may lead to network compromise when exploited successfully.
The graph-assisted metrics proposed in literature, for example shortest path metric
[1], the number of paths metric [2], mean of path lengths [3], and others [4, 5] can
be used to identify attack paths/attack scenarios of special interest. Even though
administrator is aware about these attack paths and causal vulnerabilities, she
cannot patch/fix all because of the various constraints. The constraint may be
countermeasure cost, limited security budget, unavailability of patch/workarounds,
patch time, etc. Unpatched vulnerabilities will straightaway appear in the attack
graph generated for the same network over time Dt called sampling interval. The
administrator already knows external causes of these vulnerabilities. She has to
worry about the new vulnerabilities that will be introduced into this attack
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graph/enterprise network over time Dt. For an enterprise network of reasonable
size, an attack graph is of enormous size. Searching newly introduced vulnerabil-
ities manually in this graph is not feasible in real time. Again, identifying the most
relevant vulnerabilities for efficient network hardening is also poses great
difficulty/challenge. This challenge motivates our work. We used graph
similarity-based approach to solve above said problem. We have compared the
attack graphs generated at time t and t þ Dt for their similarity (may not be
structural) in terms of common nodes and edges and by applying some heuristics
we have identified the most relevant among the newly introduced vulnerabilities.

The remainder of this paper is organized as follows: Sect. 2 presents an attack
graph model. Section 3 discusses our method of the change-point detection in terms
of number of newly introduced vulnerabilities in a successive attack graph. A case
study is presented in Sect. 4 to demonstrate the usefulness of our approach. Finally,
Sect. 5 concludes the paper.

2 Preliminaries

An attack graph for the enterprise network is a directed graph representing prior
knowledge about vulnerabilities, their dependencies, and network connectivity [6].
In this paper, we have generated labeled, goal-oriented attack graphs for the
enterprise network. Exploits and security conditions are the two types of nodes in
the attack graph. Here, exploit represents an adversary action on the network host in
order to take advantage of extant vulnerability. Security conditions represent
properties of system or network relevant for successful execution of an exploit. The
existence of a host vulnerability, network reachability, and trust relationship
between two hosts are the kind of security conditions required for successful
exploitation of vulnerability on a remote host.

Exploits and conditions are connected by directed edges. No two exploits or two
security conditions are directly connected. Directed edge from security condition to
an exploit represent the require relation. It means, an exploit cannot be executed
until all the security conditions have been satisfied. An edge from an exploit to a
security condition indicates the imply relation [7]. It means, successful execution of
an exploit will create few more conditions. Such newly created security conditions,
i.e., post-conditions act as a pre-condition for other exploits. With the perception of
an attack graph discussed above, Wang et al. [8] formally defined an attack graph as
an exploit-dependency graph as follows:

Definition 1 (Attack Graph Model) Given a set of exploits e, a set of conditions c,
a require relation Rr � c � e, and an imply relation Ri � e � c, an attack graph G
is the directed graph Gðe[ c; Rr [RiÞ, where ðe[ cÞ is the vertex set and ðRr [RiÞ
is the edge set [8].
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As evident from the Definition 1, an attack graph G is a directed bipartite graph
with two disjoint sets of vertices namely, exploit and condition. The edge set consist
of two types of edges, namely, require edge and imply edge. As an important
feature of an attack graph, require relation, i.e., Rr should be always conjunctive,
whereas the imply relation, i.e., Ri should be always disjunctive [8]. The con-
junctive nature of the conditions implies an exploit cannot be executed until all of
its preconditions have been satisfied. An imply edge should identify those condi-
tions which can be generated after the successful execution of an exploit.
Introduction of a new vulnerability in an enterprise network is shown in an attack
graph by the exploit, it’s pre-conditions and post-condition.

3 Change-Point Detection

Change-point detection in the attack surface of an enterprise network can be
determined by representing a given network, observed at time t and t þ Dt, by
attack graphs G and G0, respectively. An attack surface represents, the set of ways
an adversary can compromise an enterprise network [9]. Dt an arbitrary sampling
interval depends on the time required for gathering vulnerability information,
network configuration details and construction of an attack graph. It is an important
parameter in security monitoring, defines how often an attack graph is constructed
and governs the type of vulnerability (attack) can be detected. For a given window
of time W and for a given enterprise network, attack graphs are generated (at
discrete instants of time depending on Dt). This leads to the sequence of an attack
graphs. Then the consecutive attack graphs in a sequence are analyzed for the
detection of change in attack surface.

The algorithm presented in this paper works on labeled attack graphs. Let LV and
LE denote the finite set of vertex and edge labels in an attack graph, respectively.

Definition 2 An attack graph G is a four-tuple G ¼ ðV ; E; q; lÞ, where
• V is a finite set of vertices i.e., V ¼ e[ c.
• E�V � V is a set of Edges i.e., E ¼ Rr [Ri

• q : V ! LV is a function assigning labels to the vertices
• l : E ! LE is a function assigning labels to the edges

Here, LV and LE represents the set of symbolic labels uniquely identifying each
node and each edge, respectively in an attack graph G. Application of a minimum
spanning tree algorithm (MST) on both G and G0, gives the nodes and edges present
in each graph. Once nodes and edges with respect to each input attack graph are
identified, following three cases are considered:

1. G0nG: nodes and edges unique to G0 only, i.e., G0 � G. These nodes represent
newly introduced vulnerabilit(y)ies in the network.
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2. GnG0: nodes and edges unique to G only, i.e., G � G0. These nodes and edges
belong to the vulnerabilities that are already patched.

3. G\G0: nodes and edges that are common to both G and G0. Common nodes and
edges appeared because of the persistence of some vulnerabilities in an enter-
prise network both at time t and t þ Dt. These vulnerabilities and their external
causes (i.e., preconditions) are already known to the administrator but because
of some constraints like limited security budget, unavailability of patches etc.
those vulnerabilities are unpatched.

Case 1 is of special interest to an administrator since it gives information about
the newly introduced vulnerabilities into the network. Our goal is to analyze these
vulnerabilities for their use by an adversary in multistage attacks. Case 1 gives the
node set N consisting of exploits, pre-conditions, post-conditions, i.e., N ¼ e[ c
and edge set M consisting of require relation and imply relation, i.e., Rr [Ri with
respect to the newly introduced vulnerabilities. The edge set M gives more infor-
mation about the vulnerability dependency and hence is of special interest.

For each exploit there should be two or more pre-conditions need to be satisfied
conjunctively. It means second node/vertex in two or three require relations (i.e.,
edges in setM), is common. This common vertex represents an exploit and the node
preceding to it in those edges represent the pre-conditions required for its exploi-
tation. Removal of any one of these pre-conditions can stop an exploit from exe-
cuting. If the exploit is the first vertex in one or more imply relations (edges), then
the second vertex of those edges represent the post-condition of an exploit. This
post-condition may act as a precondition for other exploits. An approach of iden-
tifying and differentiating new vulnerabilities introduced in an enterprise network
during the time period Dt is given in algorithm 1.

4 Case Study

In this section, a case study is presented to detect the vulnerability change in an
attack surface of an enterprise network by means of dissimilarity between con-
secutive attack graphs generated for the same enterprise network at time t and
t þ Dt. From the context of an input attack graphs, it is shown that the obtained
results provide unique security relevant information, which will enhance the
security administrator’s ability in hardening network security more efficiently.

A network similar to [10] has been considered as the test network. Topology of
the test network is given in Fig. 1. There are 4 hosts in the network viz. Host0 ðH0Þ,
Host1 ðH1Þ, Host2 ðH2Þ andHost3 ðH3Þ. The description of each host is given below:
• H0: a Web Server (Windows NT 4.0)
• H1: a Windows Domain Server (Windows 2000 SP1)
• H2: a Client (Windows XP Pro SP2)
• H3: a Linux Server (Red Hat 7.0)
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Here host H3 is the target machine for an attacker and MySQL is the critical
resource running over it. The attacker is an entity with malicious intent from outside
the internal network. Here the attacker’s intention is to gain root-level privileges on
host H3. The job of a firewalls is to separate internal network from the Internet and
the connectivity-limiting firewall policies for the network configuration are given
in Table 2. Tables 1 and 3 shows the system characteristics for the hosts available in
the network at time t and t þ Dt, respectively. Such kind of data is available in
public vulnerability databases viz. National Vulnerability Database (NVD),
Bugtraq, Open Source Vulnerability Database (OSVDB) etc. Here external firewall
allows any external host to only access services running on host H0. Connections to
all other services/ports available on other hosts are blocked. Host’s within the
internal network are allowed to connect to only those ports specified by the

Fig. 1 Network
configuration [10]

Table 1 System characteristics for network configuration at time t [10]

Host Services Ports Vulnerabilities CVE IDs

H0 IIS web service 80 IIS buffer overflow CVE-2010-2370

H1 ssh 22 ssh buffer overflow CVE-2002-1359

rsh 514 rsh login CVE-1999-0180

H2 rsh 514 rsh login CVE-1999-0180

H3 LICQ 5190 LICQ-remote-to-user CVE-2001-0439

Squid proxy 80 squid-port-scan CVE-2001-1030

MySQL DB 3306 local-setuid-bof CVE-2006-3368
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connectivity limiting firewall policies as shown in Table 2. In Table 2, All specifies
that source host may connect to any port on a destination host in order to have
access to the services running on those ports. None indicates that source host is
prevented from having access to any port on the destination host [10].

An attack graph for the network configuration at time t and t þ Dt is shown in
Fig. 2. These graphs for the same enterprise network at different instant of time (for
the sampling interval Dt) are generated using model checking-based tool called
SGPlan [11, 12]. Existing vulnerabilities in the test network are logically combined
to generate different attack scenario, which in turn represents different attack paths.
Attack graph is generated by collapsing several such attack paths for the same
initial and goal condition. As shown in Fig. 2, nodes in both the attack graphs
represent an exploit, required pre-conditions and implied post-conditions. Exploits
are shown by a circle and named by alphabets.

As evident from the Fig. 2, number of attack paths for an attack graph at time t
are only 2, whereas it is 16 for an attack graph at time t þ Dt. It is because of an
increase in the number of vulnerable services in the enterprise network within the
sampling interval Dt. Vulnerabilities appeared in an attack graph (i.e., in an

Table 2 Policies for connectivity-limiting firewall

Host Attacker H0 H1 H2 H3

Attacker Localhost All None None None

H0 All Localhost All All Squid

LICQ

H1 All IIS Localhost All Squid

LICQ

H2 All IIS All Localhost Squid

LICQ

H3 All IIS All All Localhost

Table 3 System characteristics for network configuration at time t þ Dt [10]

Host Services Ports Vulnerabilities CVE IDs

H0 IIS web service 80 IIS buffer overflow CVE-2010-2370

ftp 21 ftp buffer overflow CVE-2009-3023

H1 ftp 21 ftp rhost overwrite CVE-2008-1396

ssh 22 ssh buffer overflow CVE-2002-1359

rsh 514 rsh login CVE-1999-0180

H2 Netbios-ssn 139 Netbios-ssn nullsession CVE-2003-0661

rsh 514 rsh login CVE-1999-0180

H3 LICQ 5190 LICQ-remote-to-user CVE-2001-0439

Squid proxy 80 squid-port-scan CVE-2001-1030

MySQL DB 3306 local-setuid-bof CVE-2006-3368
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enterprise network) at time t are not patched and hence will appear straightaway in
an attack graph at time t þ Dt. The external causes for these unpatched vulnera-
bilities are already well known to the administrator. She has to worry about the new
vulnerabilities introduced in the network.

Change point detection algorithm 1 proposed in Sect. 3 detects the new vul-
nerabilities appeared in attack graph at time t þ Dt. It gives an exploit set
Exploit ¼ fB; C; I; J; K; L; M; O; P; Qg and respective post-condition set
PostCondn. From these two sets, we have derived a bipartite graph representing
chains of exploits separated by post-conditions. Indegree, i.e., d for each exploit in
this graph is calculated. Exploit with indegree zero, i.e., d ¼ 0, are responsible for
initiating new attack paths. Remaining exploits with indegree value other than zero
can be used by an attacker as a milestone for staging multi-stage attacks. From the
defender’s standpoint, the administrator must decide on which exploits to be
focused on for efficient network hardening. Accordingly, pre-conditions must be
identified and disabled using one or more security countermeasures to remove
attack path or break an attack path in between in order to stop an adversary from
reaching target machine. Algorithm 1 successfully identifies those preconditions
and assist administrator in hardening network. In our case study, exploit Q provide
a new way to an adversary in defeating network security and remaining exploits,
i.e., B; C; I; J; K; L; M; O; P can be used by an adversary as a milestone. If

Fig. 2 Attack graph for the network configuration at time t and t þ Dt
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vulnerable ftp service on the host H0 is patched or stopped whichever feasible, can
remove 8 attack paths from the second attack graph. Remaining attack paths are
removed or can be stopped in between by preventing the pre-conditions of the
responsible exploits.

5 Conclusion and Future Work

In this paper, we have proposed a new approach for change-point detection in a
vulnerability state of an enterprise network. An attack graph at fixed sampling
interval is generated for an enterprise network and compared with the previous one
for finding dissimilarity in terms of newly introduced vulnerabilities. Newly
identified vulnerabilities are differentiated based on their use by an adversary in
initiating new attack path or using it as a milestone for staging multistage attack.
The external causes for newly introduced vulnerabilities are identified in terms of
preconditions and patched for further network hardening. A case study is presented
to show the usefulness of our approach for a small toy network. We found that our
approach is capable of detecting the newly introduced vulnerabilities into the
enterprise network. Our future work, includes applying the proposed change point
detection algorithm for more sophisticated/complex enterprise network.
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Efficient Quality of Multimedia Experience
Using Perceptual Quality Metrics

Rahul Gaurav and Hasan F. Ates

Abstract Although there are very few metrics which correlate well with the
Human Visual System (HVS), most of them do not. We extensively studied about
the Video Quality Assessment (VQA) of 2D svideos for enhancing the Quality of
Experience (QoE) using better Quality of Service (QoS). We propose a solution
which helps us to find a high correlation between HVS and the objective metrics
using Perceptual Quality Metrics (PQM). The motive behind this work is to
introduce an objective metric that is adequate to predict the Mean Opinion Score
(MOS) of distorted video sequences based on the Full Reference (FR) method.

Keywords Quality assessment � Subjective testing � Objective testing � Structural
similarity � QoE � PQM

1 Introduction

Up until now, the most precise and valued way of assessment of the quality of a
video is the evaluation using subjects in the form of human participants [1]. As
involving human subjects in such applications is laborious hence this leads to a
need of a highly robust system which is able to assess the quality effectively without
introducing any human observers. Few things can easily be deduced from literature
reviews that the focus has been on the Quality of Service (QoS) rather than the
Quality of Experience (QoE). The former term tries to objectively quantify the
services handed over by the vendor and has nothing to do with the view point of
the audience but it is more relevant to the media. While the latter speaks about the
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subjective measure of a person’s experience. So in order to gauge the performance
of the quality assessment, Mean Opinion Score (MOS) comes into play, which is
the subjective quality measurement carefully done by using human subjects as
observers and helps us to correlate with the obtained objective scores. Clearly, there
is a need of a versatile QoS model which complies with the QoE in the best possible
way. Our paper proposes one solution to this issue. We worked on such objective
metrics which performs better than the state-of-art models and mimics the HVS. To
a great extent, our work is inspired by the Perceptual Quality Metric (PQM) for
dealing with 3D video datasets [2]. A robust objective algorithm has been proposed
namely Perceptual Quality Metric for 2D (PQM2D) using the ideas from the above
mentioned work. The aim of this work is to show better results for 2D VQA and
outperform the various popular state-of-art metrics like Peak Signal to Noise Ratio
(PSNR), Structural Similarity (SSIM) Index and Multi Scale SSIM (MS-SSIM)
Index. For the verification phase, series of subjective experiments were performed
to demonstrate the level of correlation between objective metrics and the user scores
obtained by Subjective Evaluation using human observers, keeping in mind the
standards set by the International Telecommunication Union (ITU) [1].

2 Quality of Experience Experimentation

2.1 Introduction

The QoE methods are essentially used to gauge the performance of multimedia or
television systems with the help of responses obtained from observers who view the
system under test [3]. With the help of this experiment, we will be able to find the
MOS of the various video sequences under consideration[4–6].

2.2 General Viewing Conditions

The Table 1 gives us a short overview of the laboratory conditions and some of the
details about the display of our system.

2.3 Source Sequences

The videos were obtained from the Laboratory for Image and Video Engineering
(LIVE) at The University of Texas at Austin [7]. In our experiments, we used nine
reference videos in the test session. Figure 1 shows the histogram of PSNR
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variations for the selected set of source sequences. Test cases were carefully
selected so that the maximum range of PSNR is covered to get more reliable results.

2.4 Test Sequences

For the test sequence cases, we used four types of distortions namely wireless
distortion, IP network distortion, H.264 compression and MPEG-2 compression.

2.5 Subjective Testing Design

The test methodology used is known as Double Stimulus Impairment Scale (DSIS)
[1]. A carefully selected playlist was prepared by the authors, comprising of 24
videos in total, 9 reference samples in total with various kinds of distorted
counterparts.

2.6 Observer Selection and Training

Most of the subjects who took part in our research were non-expert undergraduate
students from the department of psychology of the ISIK University, Turkey. Each
video was rated by 16 subjects in total with the help of a program formulated by the
Graphics and Media Lab Video Group in Russia [8].

Table 1 Laboratory
conditions

Parameters Settings

Peak luminance of the screen 150 cd/m2

Other room illumination Low

Height of image on screen (H) 11 cm

Viewing distance 88 cm

Fig. 1 PSNR range of video
sequences

Efficient Quality of Multimedia Experience … 489



3 Quality of Service Experimentation

3.1 Introduction

We carried out the FR based objective VQA simulation using MATLAB codes
written by the authors for our selected set of videos. The objective algorithms used
in our research are the popular state-of-art metrics like PSNR, SSIM and MS-SSIM
and proposed metrics PQM2D.

3.2 Peak Signal to Noise Ratio

PSNR is a simple function of the Mean Squared Error (MSE) between the reference
and distorted videos and provides a baseline for objective algorithm performance [9].

PSNR ¼ 10 log10
2552

MSE
ð1Þ

3.3 SSIM

We applied the SSIM index frame-by-frame on the luminance component of the
video and computed the overall SSIM index for the video as the average of the
frame level quality scores. We used two kinds of algorithms for SSIMs namely
SSIM-Gaussian (SSIMG) and SSIM Block (SSIMB). The former is the standard
SSIM using conventional Gaussian way and in the latter, SSIM is computed on an
8 × 8 block basis, and the average SSIM for the whole frame is the average of block
SSIMs [10].

SSIMðx; yÞ ¼ ð2lxly þ C1Þð2rxy þ C2Þ
ðl2xl2y þ C1Þðr2xr2y þ C2Þ ð2Þ

3.4 MS-SSIM

The fact which distinguishes MSSIM from SSIM is that this VQA algorithm
evaluates multiple SSIM values at multiple resolutions. Although it does not lay
stress on the luminance component in general, nonetheless we implemented it frame
by frame to the luminance part and finally average value was computed. In defining
MS-SSIM, luminance, contrast and structure comparison measures are computed at
each scale as follows [11]:
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lðx; yÞ ¼ ð2lxly þ C1Þ
ðl2x þ l2yC1Þ ð3Þ

cðx; yÞ ¼ rxry þ C2

ðr2x þ r2y þ C2Þ ð4Þ

sðx; yÞ ¼ rxy þ C3

ðrx þ ry þ C3Þ ð5Þ

where C1, C2 and C3 and are small constants given by the following relation are
small constants given by the following relation

C1 ¼ ðK1LÞ2; ð6Þ

C2 ¼ ðK2LÞ2 ð7Þ

and

C3 ¼ C2

2
ð8Þ

Furthermore,

L ¼ 255;K1\\1andK2\\1: ð9Þ

Using the above equations, we compute the MS-SSIM values as follows

MS� SSIMðx; yÞ ¼ ½lMðx; yÞ�aMPM
j¼1½cjðx; yÞ�bj ½sjðx; yÞ�cj ð10Þ

Similarly, we used two kinds of MS-SSIMs namely MS-SSIM Gaussian
(MS-SSIMG) and MS-SSIM Block (MS-SSIMB) by making slight changes, that is,
rather than using the Gaussian window in the former, we computed the SSIM level
by level by using 8 × 8 block level at each resolution in the latter.

3.5 Proposed PQM2D Metrics

Using the ideas from [1, 12, 13] and rather than dealing with the 3D video com-
ponents, our metrics assessed the quality of 2D video sequences extensively. The
idea behind the formation of the new metrics is taken from the fact that the
luminance value is an essential component that determines the quality of an image.
On the contrary, chrominance is basically responsible for colour in the image. Thus,
we can say that the luminance provides structure based information about the image
rather than the colour of the various objects in the image. This method is based on
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the idea of finding the difference between luminance values in the test and impaired
frames [13]. As it is obvious that there might be variations in the structure as and
when the frames become distorted, there should be prominent deviations in the
luminance values. Furthermore, these luminance deviations, when considered at a
specific pixel coordinate of reference as well as the impaired frames, give us
meaningful values. That means, greater the impairment in the structure of the
processed frame at a certain pixel coordinate, greater is the luminance deviation
from the reference frame, at that very point. The step by step algorithm imple-
mentation is given below.

1. Compute the pixel mean, variance and covariance of blocks

lðboÞ; lðbRÞ; r2ðboÞ; r2ðbRÞ; rðbobRÞ: ð11Þ

2. Compute weighted distortion coefficient for each pixel in the block

aðm; nÞ ¼
0; lðboÞ\\1 and lðbRÞ\\1
1; lðboÞ\\1 and lðbRÞ[ 1

min ðcoðm;nÞ�cRðm;nÞÞ4
lðboÞ2

h i
; else

8><
>:

ð12Þ

For contrast distortion in the block, define:

KðbRÞ ¼ 1þ r2ðboÞ � ðr2ðbRÞÞ2 þ 255

ðr2ðboÞÞ2 þ ðr2ðbRÞÞ2 � 2ðrðbobRÞÞ2 þ 255
ð13Þ

3. Perceptual distortion Metrics (PDM) in the whole block is defined as:

PDMðbRÞ ¼ KðbRÞ
64

X
ðm;nÞ�ðbRÞ

aðm; nÞ ð14Þ

After PDM is computed for all blocks, total perceptual distortion in the frame is
equal to weighted mean of block distortions:

PDMðcRÞ ¼
P

ðbRÞ�ðcRÞ wðbRÞPDMðbRÞP
ðbRÞ�ðcRÞ wðbRÞ

ð15Þ

wðbRÞ ¼
1; lðboÞ ¼ 0

255
lðboÞ ; else

�
ð16Þ

Finally PQM2D is defined as follows:

PQM2DðcRÞ ¼ 0;PQM2DðcRÞ\0
1� PDMðcRÞ; else

�
ð17Þ
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Frame level PQM2Ds are averaged for the whole video. In order to obtain the
overall objective score for a sequence, the scores of the frame level PQM are added
up and divided by the number of frames in the sequence and we get the PQM2D
score representing the overall quality score judging on a scale of measurement of 0
to 1 where 0 stands for the worst quality and 1 for the best. The main idea for the
PQM is based on the fact that the HVS gives the quality by first measuring the
errors in the luminance which in fact comprises of the structure in an image and also
is quite less sensitive to the chrominance element of an image.

3.6 Simulation Results and Discussions

The various performance criterions applied on the metrics were monotonicity and
accuracy, determined on the basis of Pearson Linear Correlation Coefficient (PLCC)
and the Spearman Rank Order Correlation Coefficient (SROCC) respectively. The
number of selected presentations for each distortion type were 7 for wireless, 5 for
H264, 6 for IP and 6 for MPEG-2. In the scatter plots Fig. 2, we used statistical
procedures of various regression types like exponential, linear, logarithmic, power
for finding the best fitting trend lines in our data values in order to predict the
accuracy of our results. The various equations of the best fitting trend lines are also
shown in the plot. On the basis of square of correlation, we fitted the best trend lines
and after comparing all its values, we found that the linear fit is the best for all our
models. Clearly, PQM2D has the highest value and both the MS-SSIM values are
lowest. Tables 2 and 3 show us the performance estimation of all the objective
models with respect to the statistical measures of coefficients of the PLCC and the
SROCC respectively for all selected video scenes and also individually for each of
the four distortion types. It is clearly evident from the results of the metric PQM2D,
with respect to PLCC and SROCC that it outperforms all the other objective
models. Our tactfully organised digital video database taken from the LIVE data-
base also testifies the drawbacks of PSNR and both MS-SSIM as it is substantially
lower than most of the objective models. When we study the linear correlations
based on distortion types, we see that PQM2D is mostly superior like in IP and
MPEG2 distortion cases and close to the superior in case of wireless and H264
ones. Nevertheless both SSIM have shown their fairly efficient performance. For
example SSIMG and SSIMB perform the best in wireless and H264 distortions
respectively. However SSIMG and SSIMB perform poorly for the IP distortions,
causing their overall performance to be lower than the PQM2D. Likewise
MS-SSIM has shown inferior performance in most of the distortion types.
Therefore it can be said that the PQM2D performs consistently well for all dis-
tortion types while other metrics fail for certain types of distortions. When we study
the monotonicity of the model using the SROCC results, we still see that PQM2D
has the highest overall correlation score. When distortion types are individually
considered, correlation values of PQM2D are fairly close to the best one except for
the wireless case where it performs sub optimally. Yet, for the full data, PQM2D
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Fig. 2 Scatter plots of objective versus subjective model. a PQM2D. b SSIM G. c PSNR. d SSIM
B. e MS SSIM G. f MS SSIM B

Table 2 Comparison of
PLCC

Metrics Wireless H.264 IP MPEG2 ALL

PQM2D 0.916 0.942 0.924 0.956 0.883

PSNR 0.537 0.915 0.713 0.918 0.722

SSIMG 0.928 0.940 0.609 0.930 0.838

SSIMB 0.904 0.950 0.622 0.920 0.840

MS-SSIMG 0.812 0.887 0.647 0.830 0.707

MS-SSIMB 0.789 0.868 0.654 0.800 0.674

494 R. Gaurav and H.F. Ates



again has the highest SROCC scores among the tested metrics. The higher quality
of performance of our metrics PQM2D is elucidated in both the correlation results
as it is always slightly larger than SSIMG and SSIMB and also is fairly larger than
MS-SSIMG and MS-SSIMB. Nevertheless, the SSIM results are apparently com-
parable to the best performing algorithm.

3.7 Conclusion and Future Work

The gist of our discussion is that the PQM2D is superior in performance and this gives
us the perfect picture of our research theme that a robust objective algorithm,
well-correlated with the human perceptual experience can provide us the best method
to estimate the digital video quality. In other words, a well formed QoS can only be
justified when the QoE has been obtained systematically. Through our objective
metric discussions, the sensitiveness of HVS to the luminance component is clearly
visible. Evidently, we came across several artefacts in our test videos arising due to
different types of distortions in our experiment. Seemingly, it is hard to fathom that a
single quality evaluation metrics can deal with all kinds of artefacts. In fact different
quality metrics may be required to deal with different artefacts efficiently. The crux of
the entire paper is that complexity of the HVS is still not much known and as we solve
the complexity day by day, we can have more reliable and precise results for quality
assessment. For future work and in order to enhance the MOS prediction models,
other features of HVS can be stressed upon. Another possible enhancement could be
made while dealing with the temporal features which are not employed in most of the
QoS models. Presumably, incorporating both spatial as well as the temporal com-
ponent into the QoE model could lead to a rather effective prediction of the QoE.
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Unsupervised Machine Learning
Approach for Gene Expression
Microarray Data Using Soft Computing
Technique
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and B.S.P. Mishra

Abstract Machine learning is a burgeoning technology used for extractions of
knowledge from an ocean of data. It has robust binding with optimization and
artificial intelligence that delivers theory, methodologies and application domain to
the field of statistics and computer science. Machine learning tasks are broadly
classified into two groups namely supervised learning and unsupervised learning.
The analysis of the unsupervised data requires thorough computational activities
using different clustering algorithms. Microarray gene expression data are taken
into consideration for cluster regulating genes from non-regulating genes. In our
work optimization technique (Cat Swarm Optimization) is used to minimize the
number of cluster by evaluating the Euclidean distance among the centroids.
A comparative study is being carried out by clustering the regulating genes before
optimization and after optimization. In our work Principal component analysis
(PCA) is incorporated for dimensionality reduction of vast dataset to ensure qual-
itative cluster analysis.
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1 Introduction

Clustering methods are used in the analysis of microarray data. It is a revolutionary
step which is very useful in the identification of similar groups of samples or genes in
an expression levels [1]. Microarray technologies are used to measure a vast number
of gene expression level in different conditions, and produces a big scale of dataset.

It (clustering) is used for the identification of genes which have similar profile.
Real world clustering problems are used for the analysis of gene expressions from
microarray dataset. Various evolutionary algorithms have been put forward to
optimize single objective of clusters [1]. Based on the similarity/dissimilarity
measures among the individual objects, clustering are classified as either hard
clustering or soft clustering. Hard clustering is based on classical set theory in
which the clustering data are partitioned into specific number of subsets which are
mutually exclusive. But in soft clustering an object can belong to more than one
cluster simultaneously [2]. With the growing importance of computational intelli-
gence in diverse application areas, soft computing is fast gaining popularity in the
world of research [3]. In the early 1990, Latif A. Zadeh, a pioneer in this field,
coined the term “Soft Computing which gives a holistic view of inexactness and
non-determinism of computational problems that need to be solved. Researchers
have categorized the soft computing based problem solving techniques into feasible
components that are highly interactive over a given set of related domains. These
components of soft computing comprises of Artificial Neural Network (ANN),
Evolutionary search strategies such as Genetic Algorithm (GA), Ant Colony
Optimization (ACO), Particle Swarm Optimization (PSO) [4] etc.

The expression levels of numerous genes using microarray data elucidate the
hidden patters in a sample. Clustering plays a vital role in identifying similar
patterns by revealing natural structures and grouping them. In order to reduce the
cluster errors, cat swarm optimization [5] is being incorporated.

We have organized the entire paper into six sections. The first section consists of
introduction where we have narrated the technologies in nutshell. Section 2 reveals
the literature review where all related works are mentioned briefly. Section 3
describes the working process model of the entire work. Section 4 explains and
discusses the experimental results which are represented by graphs. In Sect. 5, the
work has been concluded. In the last future scope has been discussed.

2 State of the Art Processing Technique

The science of clustering has been one of the research challenges in the field of data
mining. Clustering the expressible genes in an micro-array data and studying their
quality under favourable conditions are one of the prime focus of Gibbons and Roth
[6]. They have carried out a comparative study of gene clustering algorithms and
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have concluded that self-organized map is one of the best approach in case of
higher number of clusters.

Lee et al. [7] have applied a heuristic global optimization method called
Deterministic Annealing to the clustering method. This DA optimization method
locally minimizes the cost function, subject to the constraint on given entropy by
controlling the temperature factor. Mohsen et al. [8] have proposed a Bi-clustering
algorithm to discover similar genes which have common behaviour.
A Hybrid MOPSO (multi-objective Particle Swarm Optimization) algorithm is used
for identifying bi-clustering in gene expression data. Rousseeuw et al. [9] have
proposed for partitioning technique to represent clusters by the Silhouette based on
the tightness and separation of objects. Jiang et al. [10] have surveyed on DNA
microarray technology to observe of thousands of genes expression levels. Their
work comprises of analysing different proximity measurement for gene expression
data.

Dey et al. [11] have implemented PSO technique along with K-means to get a
better accuracy of cluster. They have considered a data matrix where class labels are
associated with the samples. Andreopoulos et al. [12] have performed extensive
survey on different clustering algorithms and had carried out match for biomedical
applications exclusively. They have evaluated the complexity of nearly forty
clustering algorithms and demonstrated it in a tabular manner very lucidly. Dudoit
et al. [13] have analysed various clustering compactness by evaluating different
distance parameters and coefficients. They have revealed a generalized application
of clustering based on the gene expression obtained from microarray data. Yin et al.
[14] have taken a yeast dataset and experimented over it three different clustering
algorithms (i.e. Hierarchical Clustering, Self-Organizing-Map) and compared their
performance. They have also analysed similarity among them. The efficiency of
different algorithms has also been evaluated.

Priscilla et al. [15] have proposed a two dimensional hierarchical clustering and
observed that expressions of genes are increased effectively. Analysis of the results
has showed that the proposed techniques give better f-measure, precision and recall
value than the traditional approach. Liu et al. [16] have proposed two clustering
methods over cat swarm optimization (i.e. CSOC (Cat Swarm Optimization
Clustering) and KCSOC (K-harmonic means Cat Swarm Optimization Clustering)).
They have taken six different datasets and showed the efficiency of the proposed
algorithm. Sathishkumar et al. [17] have proposed a technique for reduction of
dimensionality and clustering. For reduction LSDA (Locality Sensitive
Discriminant Analysis) is used. As compared to traditional technique the proposed
algorithm has given much higher accuracy and less time.

3 Working Process Model

The working process model comprises of Gene Expression Dataset, Clustering and
Cat Swarm Optimization.
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3.1 Gene Expression Data

Gene expression data consist of microarray dataset. A microarray is a 2-D array on
a small solid glass surface that holds large amount of biological data. The gene
microarray is a highly sophisticated chip used in the detection of malignant tissues,
proteins, peptides and carbohydrates expansion and in many other scientific
researches related to biotechnology.

The samples of genes which are put into the probes of a tray are experimented on
the basis of some physical conditions. The feature corresponds to the expression of
different genes. We have adopted a methodology to group similar types of genes.
Then we have to optimize the cost function by reducing the number of clusters [18].

3.2 Clustering Technique

Clustering technique is applied when several instances are separated into groups.
They apparently reflect mechanisms which works in the domain from the extracted
instances based upon the similarity that exist among themselves [19]. Different
mechanism is imposed to express the results of clusters depending upon their
occurrence in a group. If the groups are exclusively identified then the instances will
be in one group. If they are overlapping, then the instances may fall into several
groups [20]. If they are probabilistic, then any instance belongs to each group with
ascertain probability.

Hierarchical Clustering: This clustering resembles a hierarchy or tree like
structure where we do not assume any particular type of clusters. It clusters data
over different scales to create tree like structure. It is multilevel tree where one level
cluster is joined with next. To improve the quality of hierarchical clustering firstly
we need to perform careful analysis of object linkages at each hierarchical por-
tioning. Secondly proper integration of micro-clusters needs to be ensured. Mostly
hierarchical clustering methods are accomplished by use of proper metric (distance
measure between observations pairs), and a linkage criterion that specifies the
variation of sets as a function of the pairwise distances in the sets of observations.

Gene-Based Clustering: Gene-based clustering is a methodology that is adopted
to form co-expressed genes together which indicate co-regulation and co-function
and hence are responsible for causing diseases.

Significance of gene-based clustering:
The aim of gene expression data clustering is to express about data distribution

and structure. This is being carried out by imposing hierarchical clustering algo-
rithm technique.

Since the dataset is high voluminous so we have reduced the dataset using
Principle Component Analysis (PCA). The PCA removes the noisy data and
increases the simplicity of the useful information.
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By using microarray data we can conveniently estimate the relationship between
the gene clusters as well as between the genes within the same cluster. This is
obtained by evaluating clustering algorithms and also by optimizing the distances
between the centroids.

In this paper we have used Hierarchical Clustering method to produce a den-
drogram without specifying the number of clusters. By applying agglomerative
method we combine the two nearest clusters by calculating distance between
clusters that represents the cluster shape. Between cluster distance specifies three
measures i.e. average linkage, single linkage and complete linkage. But in our work
we have taken into consideration average linkage of pair wise distances
dendrogram.

3.3 Cat Swarm Optimization

Cat Swarm Optimization algorithm is designed by simulating the behaviour of the
cats in two different modes [14]. Mode-1: In this first mode (i.e. Seeking Mode), the
cat’s resting situation, looking and seeking for moving the next position is being
modelled. Mode-2: In this second mode (i.e. Tracing Mode), the modelling is done
in such a way that it traces out only to the targeted ones.

It is consider that each and every cat is being placed in its own M-dimensional
position. Let V ¼ V1; V2; . . .;Vnf g be the velocities in the respective dimensions
and let a suitable fitness function be taken into consideration so that the corre-
sponding fitness value is computed to represent the location of the cat. A flag is
used to ascertain when it is in tracing mode or seeking mode. The ultimate solution
at the end would lead to one of the cat’s best positions. Here CSO is mainly used
with HC to reduce the number of cluster.

Steps of CSO:

Step 1: Initialization of number of cats (N).
Step 2: Distribution of cats arbitrarily over M-dimensional search area.
Step 3: Assignment of random values to the velocity of the cat within the limit of

maximum velocity. Picking up a number of cats in a random manner and
setting them into tracing mode as per the value of Mixture Ratio (MR) and
setting the remaining cats to the seeking mode.

Step 4: Calculating the fitness function based on the position of the cat and
compute the fitness value of each cat. Save the best cat position in the
memory (xbest) that generates the global best solution.

Step 5: Then the cats are moved to other locations depending on their flag value.
Check whether kth cat is in the seeking mode or tracing mode, if seeking
mode then apply it to the process of seeking mode otherwise place it in the
process of tracing mode.
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4 Experimental Results and Discussion

The data constitutes of http://rana.lbl.gov/data/dlcl/dlcl_figureplus.txt, which is
organized in a matrix format having a size of 13412 × 40. In Fig. 1 the work flow
process model is stepwise briefly described. The contents of the matrix possessing
the express able forms of gene are filtered to separate non-expressible genes that
have no effect on the changes being encountered. We have removed the missing
data from the dataset.

The gene filtering function is used to filter out those genes with small variance
over time. Finally entropy filtering function removes all the profiles having low
entropy [13]. Now, we have obtained a manageable list of genes by using PCA, the
dimensionality of the dataset is being reduced to 40 × 40. A new hybrid technique
(PCA+ CSO) is introduced here to reduce dimensionality of the dataset. In Table 1
the parameter setting of CSO is described.

After that clustering technique is applied to the reduced dataset using Matlab
codes. The distance function is used to verify the cluster tree and calculate the
pairwise distance between profile and another function is executed. Subsequently
some hierarchical cluster function is used to obtain accurate number of cluster.

A dendrogram has been constructed to distinguish the arrangement of clusters
graphically. In following Figs. 2 and 3 describes the dendrogram results.

In our paper the intra and inter cluster distances are obtained. Here, we have use
Euclidean distance for comparing distances:

d x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1
yi� xið Þ2

q

where x ¼ x1; x2; . . .xnð Þ and y ¼ y1; y2; . . .ynð Þ are two points.

Microarray   Gene Extracting Dimension
Expression Dataset Qualitative genes reduction (PCA)

Hierarchical Cl Hierarchical
ustering without Clustering   with
optimization optimization

Accuracy
Calculation

Comparison of
Result

Fig. 1 Workflow diagram model
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Lastly we calculate natural clustering over the dataset and plotted it by using
hierarchical clustering. Our experimental result clearly shows that after optimization
the numbers of clusters are reduced. Here Figs. 4 and 5 show the difference. This
led to smaller computation cost (Table 2).

Fig. 2 Dendrogram before using optimization

Fig. 3 Dendrogram after using optimization
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Fig. 4 Gene profile in the Hierarchical cluster

Fig. 5 Gene profile after CSO and HC

Table 1 Parameter values for
CSO

Parameters Values

SMP 3

SRD 0.2

CDC 0.2

MR 0.3
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5 Conclusion

Although there are many searching strategies for evaluating an optimal solution, but
we have applied cat swarm optimization (CSO) technique to optimize the dataset.
The simulations carried out for dimension reducibility have resulted in a graph with
a very feasible targeted output. On the basis of experimental result (Table 2) we can
conclude that the number of clusters obtained after optimization is comparatively
lesser than that obtained before optimization. The dendrogram analysis of hierar-
chical clustering clearly shows that how one cluster is inter-related with another one
and lastly the gene profiling plot is the graphical representation of the expression of
the different genes in each cluster. In our paper the experimental results clearly
satisfy the desired aim.

6 Future Scopes

One of the limitations of hierarchical clustering is that once a step is done it can
never be undone. So, it fails to correct erroneous decision. To overcome this
problem, error detection can be done by other hybrid algorithm in the future. In near
future number of clusters should be obtained by some statistical machine learning
algorithms. And different clustering algorithm can also be used. More swarm based
techniques and more clustering techniques will be used for better result and
accuracy purpose. The number of cluster should be calculated experimentally by
some techniques.
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Phase Correlation Based Algorithm Using
Fast Fourier Transform for Fingerprint
Mosaicing

Satish H. Bhati and Umesh C. Pati

Abstract The fingerprint identification is a challenging task in criminal investi-
gation due to less area of interest (ridges and valleys) in the fingerprint. In criminal
incidences, the obtained fingerprints are often partial having less area of interest.
Therefore, it is required to combine such partial fingerprints and make them entire
such that it can be compared with stored fingerprint database for identification. The
conventional phase correlation method is simple and fast, but the algorithm only
works when the overlapping region is in the leftmost top corner in one of the two
input images. However, it does not always happen in partial fingerprints obtained in
forensic science. There are total six different possible positions of overlapping
region in mosaiced fingerprint. The proposed algorithm solves the problem using
the mirror image transformation of inputs and gives correct results for all possible
positions of overlapping region.

Keywords Cross power spectrum � Fingerprint mosaicing � Fourier transform �
Mirror image transformation � Ridges and valleys

1 Introduction

Fingerprint mosaicing is the similar to the image mosaicing. It stitches two or more
than two fingerprints and combines them to create a large view of fingerprint. The
fingerprint identification system compares the query fingerprint with stored finger-
print template database by matching minutiae points in fingerprints. The fingerprints
obtained in forensic science during criminal investigation are mostly partial [1].
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Therefore, sometimes it is difficult to match with stored fingerprints. These partial
fingerprints can be combined using mosaicing process to increase the area of ridges
and valleys in fingerprints, which results in more number of minutiae points. Hence,
it improves the accuracy and robustness of identification system.

In the case of different types of images like landscape photos, wildlife photos,
aerial photos, architectural photos and real life photography, it is easy to decide
between two images whether images need to join side by side or up-down manner
for mosaicing. But, it is too difficult in case of fingerprints because these only
contain black and white curvature lines (ridges and valleys). It is not possible to
predict the position (left or right or upper or down) of fingerprints in the mosaiced
fingerprint.

Kuglin et al. [2] proposed the phase correlation method which has been proved
to register images when there is only translation between two images. Reddy et al.
[3] extended phase correlation technique to estimate rotation and scaling parameters
along with translation parameter involved in two overlapped images. Zhang et al.
[4] proposed a hybrid swipe fingerprint mosaicing scheme using the phase corre-
lation method with singular value decomposition to find a non-integer translation
shift. Tarar et al. [5] proposed algorithm using phase correlation method to mosaic
adjacent fingerprints involving only translation parameter with respect to one
another. The conventional phase correlation method proposed in [2–5] works only
in the case when the overlapping region is in the leftmost top corner of one of two
input images. The method also has the drawback that the change in the sequence of
input images affects the output mosaiced image. Many other techniques have been
proposed to mosaic two fingerprints in [6–9].

The proposed algorithm in this paper transforms the input fingerprints in such a
way that these satisfy the condition of having overlapping region in the leftmost top
corner of one input fingerprint. After that, the translation parameter is estimated
correctly using conventional phase correlation method. Finally, two input finger-
prints are stitched at estimated translation parameter. The correctness of the mosa-
iced fingerprint can be examined by observing ridges and valleys. In
correct mosaiced fingerprint image, ridges and valleys alternate and flow in a locally
constant direction [10].

The rest of paper is organized as follows. Section 2 describes the six different
possible positions of overlapping region in input partial fingerprints. Section 3
describes the details of the proposed algorithm. Experimental results are discussed
in Sect. 4. The paper is concluded in Sect. 5.

2 Six Possible Positions of Overlapping Region

The phase correlation method in [2–5] gives correct mosaiced image if and only if
the second input image contains the overlapping region in the leftmost top corner of
image. There can be six possible ways in which two fingerprints can be overlapped
as shown in Fig. 1.
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The conventional method works only for Case 1, Case 3 and Case 5 which are
shown in Fig. 1a, c, e respectively. In these three cases, the leftmost top corner of
second image contains the overlapping region. But, the method gives incorrect
mosaiced fingerprint for remaining Case 2, Case 4 and Case 6 which are shown in
Fig. 1b, d, f respectively.

3 Proposed Algorithm

The phase correlation method in [2–5] estimates the translation parameter at the
position of the highest peak in the cross power spectrum of two images. The
method always estimates translation parameter even though images do not have
overlapping region. The estimated translation parameter is correct only when the
overlapping region is in the leftmost corner of second image. The proposed algo-
rithm transforms the both images such a way that the overlapping region goes to the
leftmost top corner of one image.

3.1 Mirror Image Transformation

There can be three possible different mirror images of an image, which are as shown
in Fig. 2.

As shown in Fig. 3a, it can be observed that Case 1 and Case 3 are the side
mirror image of Case 2 and Case 4 respectively. Similarly, Case 5 and Case 1 are
the downside mirror image of Case 6 and Case 2 respectively as shown in Fig. 3b.
Thus, we can divide all cases into three categories. Category 1 includes Case 1,
Case 3 and Case 5. These do not need to be converted to other cases by the mirror
image transformation. Category 2 includes Case 2 and Case 4, which need to be
converted into Case 1 and Case 3 respectively using side mirror image transfor-
mation. Category 3 includes Case 6 and Case 2. These need to be converted
into Case 5 and Case 1 respectively using downside mirror image transformation.

Fig. 1 Different types of possible ways in which two fingerprints can be overlapped
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Our proposed method finds mirror image of both input fingerprints to convert
Category 2 and Category 3 into Category 1 and then implements the same steps as
for Category 1.

3.2 Algorithm

The steps of the proposed phase correlation method are as follows:

1. Read two input fingerprint images I1 and I2.
2. Enhance both images I1 and I2 using adaptive histogram equalization method

[11]. Let enhanced fingerprint images are E1 and E2 respectively.
3. Find the side or downside mirror images M1 and M2 of fingerprints E1 and E2

respectively.
4. Compute the Fourier transforms F1 and F2 of images M1 and M2 respectively.
5. Make both images of same size by zero padding. Let resized images are R1 and

R2 respectively.
6. Compute the cross power spectrum of R1 and R2. Let P is the cross power

spectrum which is given by,

Fig. 2 a Original image. b Side mirror image of original image. c Downside mirror image of
original image. d Downside mirror image of side mirror image of original image

Fig. 3 a Side mirror image of Case 2 and Case 4. b Downside mirror image of Case 6 and Case 2
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P ¼ R1 � R�
2

jjR1 � R�
2jj

ð1Þ
where, * indicates complex conjugate value and || || indicates absolute value.

7. Compute the inverse Fourier transform p of cross power spectrum P.
8. Locate the peak pixel value in p. Let ðtx; tyÞ is the position of peak. This

position ðtx; tyÞ is the translation parameter for fingerprint M2.
9. Stitch both fingerprints by overlapping image M2 on imageM1 at the translation

parameter ðtx; tyÞ:
10. Apply the same mirror image transformation on mosaiced fingerprint as applied

in step 3.

4 Experimental Results and Discussion

Figure 4 shows results using the conventional phase correlation method for Case 1.
It can be observed in Fig. 4d that the position of overlapping region is in the
leftmost top corner of second input fingerprint. Therefore, it does not need to be
converted into any mirror image to mosaic fingerprint correctly as shown in Fig. 4f,
g. Here, the continuous ridges and valleys in the both fingerprints through over-
lapping region prove the correctness of mosaiced fingerprint visually. Similarly, we
can get mosaic fingerprint for Case 3 and Case 5 using the conventional method.
Both cases also show correct mosaiced fingerprint without using the mirror image
transformation.

Figure 5 shows results for Case 2 using the conventional method. As shown in
Fig. 5b, d, the overlapping region is not positioned in the leftmost corner in any of
inputs. Therefore, if the conventional method is directly used to estimate translation
parameter as shown in Fig. 5e, it estimates the incorrect translation parameter. As a
result fingerprints are mosaiced incorrectly as shown in Fig. 5g, h. It can be

Fig. 4 a, c Input fingerprints. b, d Overlapping region in input fingerprints. e Peak in cross power
spectrum. f, g Mosaiced fingerprint
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observed that the mosaiced fingerprint is not correct due to discontinuities of ridges
and valleys through overlapping region. Figure 5f, i, j show results for the same
input fingerprints but after changing the sequence of inputs. However, the method
estimates incorrect translation parameter and as a result fingerprints are mosaiced
incorrectly.

In our proposed algorithm, the conventional phase correlation method is applied
to side mirror image of both inputs as shown in Fig. 6b, e instead of direct inputs. It
estimates the translation parameter correctly and also mosaics fingerprints correctly
as shown in Fig. 6g, h. The mosaiced fingerprint is correct due to alternative ridges
and valleys in continuous direction. Figure 6i shows the actual mosaiced fingerprint
of original input fingerprints, which is side mirror image of the mosaiced fingerprint
of Fig. 6h. Similarly, we can find correct mosaiced fingerprint for Case 4 using the
side mirror image transformation. In Case 6, we find downside mirror image instead
of side mirror image of inputs and after that mosaic correctly.

Thus, our proposed algorithm first converts input fingerprints of Case 2, Case 4
(Category 2) and Case 6 (Category 3) into Case 1, Case 3 and Case 5 (Category 1)
respectively using the mirror image transformation. After that, similar steps are
implemented to mosaic fingerprints using the conventional phase correlation
method.

Fig. 5 a, c Input fingerprints. b, d Overlapping region. e Cross power spectrum. f Cross power
spectrum after changing the sequence of inputs. g, hMosaiced fingerprint. i, jMosaiced fingerprint
after changing the sequence of inputs
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5 Conclusion

The proposed algorithm mosaics two partial fingerprints having common over-
lapping region for all possible positions of overlapping region in the partial fin-
gerprints. The algorithm uses the mirror image transformation to change the
position of overlapping region in the leftmost top corner of one fingerprint. Due to
this position, correct translation parameter is estimated using the conventional phase
correlation method. This improves the robustness of the phase correlation method.
We are investigating further to develop an algorithm which will be independent of
the sequence of inputs and will mosaic the fingerprints involving rotation as well as
scaling transformation.
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An LSB Substitution with Bit Inversion
Steganography Method

Nadeem Akhtar

Abstract Several works have been proposed and implemented for image
Steganography using LSB substitution. In this paper, a module based LSB sub-
stitution method is implemented, which is further improved by using a novel bit
inversion technique. The substitution method hides the message data after com-
pressing smoother areas of the image in a lossless way, resulting in fewer number of
modified cover image pixels. After this, a bit inversion technique is applied. In the
bit inversion technique, certain LSBs of pixels of cover image are changed if they
occur with a particular pattern. In this way, less number of pixels is modified.
So PSNR of stego-image is improved. For correct de-steganography, the bit pat-
terns for which LSBs has inverted needs to be stored within the stego-image
somewhere.

Keywords LSB substitution � Bit inversion � Steganography � PSNR � Image
quality

1 Introduction

Image Steganography is a method of hiding secret data into images for transmission
over the network. Since images are popular over the Internet. Steganography differs
from cryptography which encrypts the data and transmits it without concealing the
existence of data. Steganography provides secrecy of text or images to prevent them
from attackers. For the Steganography to be imperceptible, the distortion in the
stego-image must be as less as possible.

There are several methods for hiding data into images [1, 2]. The simplest
method is LSB substitution method which replaces the LSBs of cover images with
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the message bits. The advantages of Least-Significant-Bit (LSB) Steganography
data embedding are that it is simple to understand, easy to implement, and it
produces stego-image that is almost similar to cover image and its visual infidelity
cannot be judged by naked eyes. Several Steganography methods based on LSB
have been proposed and implemented [3–6].

A good technique of image Steganography aims at three aspects. First one is
capacity (the maximum data that can be stored inside cover image). Second one is
the imperceptibility (the visual quality of stego-image after data hiding) and the last
is robustness [7]. The LSB based technique is good at imperceptibility but hidden
data capacity is low because only one bit per pixel is used for data hiding.
Simple LSB technique is also not robust because secret message can be retrieved
very easily once it is detected that the image has some hidden secret data by
retrieving the LSBs.

One of the earliest staganalytic methods is chi-square test [8], which performs
statistical analysis to identify the message. By reducing the size of message,
detection risk in this attack can also be reduced. In [9], authors have proposed
technique known as RS staganalysis which can estimate message size efficiently
when the message is embedded randomly. In [10], a powerful staganalysis method
is proposed, called SPA, which uses sample pair analysis to detect the message
length.

In this paper, a bit inversion technique is presented, which is a general scheme
which can be combined with any Steganography method. Chen’s Steganography
method [11] is implemented and it is combined with bit inversion technique. Next
section describes the method proposed. Section 3 describes the experiments and
results. In Sect. 4, conclusion is discussed.

2 Implementation

Several data hiding schemes exist which exploits the repetitions of message data to
improve the quality of stego-image [11–13].

2.1 Module Based LSB Substitution Method

In [11, 13], Steganography is implemented consisting of two phases- hiding phase
and adjustment phase. In the hiding phase, each message image pixel is hidden into
corresponding cover image to be a stego-image pixel. While hiding the data, next
message image pixels are also considered to check if they are identical to the
current pixel. If there are adjacent pixels repeating heavily, a flag (m) is stored to
indicate the heavy repetitions along with the value (z) being repeated and number of
times (r) the value is being repeated. The heavy repetition flag is taken as m if the
range of the message image pixels is from 1 to m − 1. These three values m, z, r are
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stored in three cover pixels only instead of all r repetitions in case of heavy
repetitions (r > 3). In this way, there are less number of pixels getting modified. Let
ti, pi, si be the stego-image, cover image and message image pixels respectively. If
there is no heavy repetition then message image pixel si is hidden into cover pixel pi
as (ti=) pi − (pi mod(m + 1)) + si. If there is heavy repetition, then the values of m, z
and r are stored as following

ti ¼ pi � pi mod mþ 1ð Þ½ � þm

tiþ1 ¼ piþ1 � piþ1 mod mþ 1ð Þ� �þ z

tiþ2 ¼ piþ2 � piþ2 mod mþ 1ð Þ� �þ r � 4ð Þ

After the first phase, the difference between the stego-image and cover image
pixels is m. In the adjustment phase, the stego-image pixels are modified to make
them closer to the corresponding cover image pixel. After the adjustment phase, the
difference reduces to m/2.

Following transformations are made in the adjustment phase, where t(i) is the
stego-image pixel after first phase and p(i) is the cover image pixel.

Case 1: ðb mþ 1ð Þ=2c\ti � pi�mand ti�mþ 1Þ ti  ti �m� 1
Case 2: ð�m� ti � pi\� b mþ 1ð Þ=2c and t ið Þ� 254�mÞti  ti þmþ 1
Case 3: ð�b mþ 1ð Þ=2c� ti � pi�b mþ 1ð Þ=2cÞ ti  ti
Case 4: ðb mþ 1ð Þ=2c\ti � pi�mand ti�mÞti  ti
Case 5: ð�m� ti � pi\� b mþ 1ð Þ=2c and ti� 255�mÞ ti  ti

2.2 Bit Inversion

A novel bit inversion method to improve the quality of final image is proposed. To
understand the scheme, following examples are considered.

Four message bits 1011 are to be hidden into four cover image pixels 10001100,
10101101, 10101011 and 10101101. After plain LSB steganography, stego-image
pixels are 10001101, 10101100, 10101011 and 10101101. Two pixels i.e. first and
second of cover image have changed. Now, the second and third LSB of three cover
image pixels are 0 and 1 respectively. For two of these three pixels, LSB has
changed. If the LSB of these three pixels are inverted, cover image pixels will be
10001100, 10101101, 10101011 and 10101100. Now, there is only one pixel of
stego-image which differs from cover image i.e. the last one. Thus, the PSNR would
increase improving the quality of stego-image. For correct de-steganography, there
is need to store the fact that LSBs are inverted for those pixels in which second and
third LSB are 0 and 1 respectively.

If two bits are considered, there are four (00, 10, 10, 11) possible combinations.
For each of the combination of some two bits, stego-image is analyzed to find the
number of pixels of first type i.e. whose LSB has changed and second type i.e.
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whose has not changed. If the number of pixels of first type is greater than the
number of second type pixels, LSB of first type pixels are inverted. In this way, less
number of pixels of cover image would be modified.

2.3 Combination of LSB Substitution and Bit Inversion

The bit inversion method is a general method and can be combined with any
steganography method. In this work, bit inversion method is combined with the
Chen’s steganography method explained in Sect. 2.1. The fourth least significant bit
of the stego-image pixel is considered for bit inversion because its contribution to
the PSNR among first four LSBs is maximum. The 5th and 6th bit of the
stego-image pixel are considered for checking the bit pattern i.e. the 4th LSB of
stego-image pixels is analyzed for the two-bit pattern of 5th and 6th bits. Only those
pixels of stego-image are considered which are modified by the Chen’s method
because remaining pixels are already same as cover image pixels. So there is no
need to consider them.

3 Results and Analysis

Two 512 * 512 cover images baboon and Peppers Fig. 1g, h; and six 256 * 512
message images Fig. 1a–f are used. All the images are taken from UCI image data
repository [14]. Table 1 show the analysis and bit inversion decisions for the
message image House for the cover images Baboon and Peppers. The stego-images
generated by Chen’s method are analyzed considering 5th and 6th LSB.

For the House image when embedded into Baboon, in Table 1, number of
unchanged bits is much less than the number of changed bits for bit pattern 00, so
inversion is performed. Number of unchanged bits is also less than the number of
changed bits for bit pattern 11; inversion is also performed for this case too.
Number of unchanged bits is not less than the number of changed bits for other bit
patterns. Before inversion, the number of stego-pixels which differs from the cover
image pixels is 103105. After inversion is performed, the number of stego-pixels
which differs from cover image pixels is 75373. A pixel-benefit of 27732 pixels is
achieved, increasing the PSNR by 025.

Table 2 shows the improvement in PSNR for all the six message images when
they are embedded into baboon and peppers cover images.

In the bit inversion method, the choice of cover image for a message image
depends on how much improvement in PSNR it provides. For example, Baboon is
better choice for cover image for crods message image because it provides better
improvement in PSNR. For Laser message image, JuliaSet is better choice for cover
image.
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Fig. 1 Message images. a House. b Man. c Crods. d Random. e FishingBoat. f Pentagone cover
images. g baboon. h Peppers
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4 Conclusion

The proposed bit inversion schemes enhance the stego-image quality. The
enhancement in PSNR is not bounded. The improvement in PSNR may be very
large for some image as in the case of House image and for some other image, it
may be small. For given a message image, a set of cover image can be considered
and that cover image is selected for which the improvement is largest.

Although the third party could determine if the message bits are embedded using
stegnalysis methods, he would have difficulty to recover it because some of the
LSBs have been inverted; it will misguide the staganalysis process and make the
message recovery difficult. The bit inversion method makes the Steganography
better by improving its security and image quality.

Table 1 Statistics and decisions for house image

Bit pattern
(5th, 6th LSB)

Changed bits Not changed bits Invert Changed bits
in final image

Cover image: baboon

0 0 31,932 17,473 Yes 17,473

0 1 0 0 No 0

1 0 0 0 No 0

1 1 71,173 57,900 Yes 57,900

Cover image: peppers

0 0 22,562 20,608 Yes 20,608

0 1 27,896 26,147 Yes 26,147

1 0 22,570 18,182 Yes 22,570

1 1 21,192 19,321 Yes 21,192

Table 2 Improvement in PSNR for message images

Message image Cover image Chen’s method After bit inversion

House Baboon 35.91 36.14

Peppers 36.03 36.11

Man Baboon 34.96 35.12

Peppers 35.04 35.13

Crods Baboon 35.30 35.41

Peppers 35.32 35.41

Random Baboon 34.21 34.40

Peppers 34.34 34.43

FishingBoat Baboon 35.34 35.49

Peppers 35.44 35.53

Pentagone Baboon 35.24 35.47

Peppers 35.38 35.47
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Image Quality Assessment with Structural
Similarity Using Wavelet Families
at Various Decompositions

Jayesh Deorao Ruikar, A.K. Sinha and Saurabh Chaudhury

Abstract Wavelet transform is one of the most active areas of research in the
image processing. This paper gives analysis of a very well known objective image
quality metric, so called Structural similarity, MSE and PSNR which measures
visual quality between two images. This paper presents the joint scheme of wavelet
transform with structural similarity for evaluating the quality of image automati-
cally. In the first part of algorithm, each distorted as well as original image are
decomposed into three levels and in second part, these coefficient are used to
calculate the structural similarity index, MSE and PSNR. The predictive perfor-
mance of image quality based on the wavelet families like db5, haar (db1), coif1
with one, two and three level of decomposition is figured out. The algorithm
performance includes the correlation measurement like Pearson, Kendall, and
Spearman correlation between the objective evaluations with subjective one.

Keywords Wavelet image quality � Objective image quality measurement �
Subjective assessment

1 Introduction

In this period of time, objective image quality assessment is tending to become
more active and wider area of research. Objective image quality researchers are
trying to develop the computational model that predicts the quality of the given
image correctly rather affected by the noise. According to availability of the original
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image, image quality assessment techniques are classified into three categories [1]
(a) Full reference (b) No reference (c) Partial reference. Full reference methods [2–
7] calculate the quality of the image by the difference between both the original and
the processed image. No-reference approaches [8–11] assess quality of the image
without knowing the original image but consideration of specific distortion and its
causes in the image. Partial-reference approaches [12–15] estimate quality of the
image in the absence of the original image but utilize some of the features in the
image. In this paper, authors are working in full reference image quality assessment
techniques especially wavelet decomposition based structural similarity index.
According to the various aspects related to quantitative and qualitative analysis for
image quality measurement, several useful algorithms are constructed, including the
well-known structural similarity metric [2, 3]. A basic generalization that is
accepted behind structural similarity is that, human visual system are much cor-
related and adapted to the structure of the image. Image decomposition with
wavelet transform and application of SSIM quality metric analysis was illustrated in
[16–18], however with haar, DB5 and COIF1 wavelet analysis with one, two and
three level of decomposition analysis of images individual components was not
performed. The proposed scheme is tested in terms of SSIM, PSNR and MSE with
four different dataset.

2 Structural Similarity

The structural similarity (SSIM) is defined in [2, 3] for measuring the similarity
between two images. Natural image signals are highly structured [19] that means the
signal samples have strong dependencies among themselves especially if they are
close in space. This is extraction of structural information of image as human tra-
ditional method of error visibility separation from distorted images [2]. The struc-
tures of the objects from the picture or image are not depending upon illumination
[2]. Therefore, to investigate the structural information in an image, separation of the
influence of the illumination is necessary. Let x = xi i ¼jf 1; 2; . . .N:g and y ¼
yi i ¼ 1; 2; . . .Njf g are the two image signals, x—signal is reference image and

y—signal is distorted image. Structural similarity measurement is a function of three
units mainly: luminance, contrast and the structure. Luminance of original image and
distorted image is calculated by calculating the mean intensity of both the image.
The formula for calculating the mean intensity is lx ¼ 1

N

PN
i¼1 xi and ly ¼ 1

M

PM
i¼1 yi.

Image contrast can be estimated from standard deviation and compared the rx and ry

by the formula rx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð 1
N�1Þ

PN
i¼1 ðxi � lxÞ2

q
, ry ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð 1
M�1Þ

PM
i¼1 ðyi � lyÞ2

q
. Then

the signal is normalize and the structural comparison is estimated by the formula
ðx� lxÞ=rx and ðy� lyÞ=ry. So, generally similarity measure [2] can be defined
SSIMðx; yÞ ¼ f ðlðx; yÞ; cðx; yÞ; sðx; yÞÞ:
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Here, lðx; yÞ ¼ 2lxlyþC1

l2xþl2yþC1
, cðx; yÞ ¼ 2rxry þC2

r2x þ r2y þC2
and sðx; yÞ ¼ rxy þC3

rxry þC3

where, C1, C2, and C3 are small constant; C1 ¼ ðK1LÞ2; C2 ¼ ðK2LÞ2 and C3 ¼
C2=2 respectively. In this equation, L is the dynamic range of pixel values (L = 255
for 8 bit image), K1;K2\\1 are scalar constant. Combining and simplifying the

above equation arrives at SSIM index [2]: SSIMðx; yÞ ¼ ð2lxlyþC1Þð2rxyþC2Þ
ðl2xþl2yþC1Þðr2xþr2yþC2Þ :

The similarity measure must satisfy the following conditions. (1) Symmetry:
sðx; yÞ ¼ sðy; xÞ: (2) Boundedness: sðx; yÞ� 1: (3) Unique maximum: sðx; yÞ ¼ 1 if
and only if x = y.

SSIM index can be used as complimentary method to the traditional approaches
of estimation of image quality such as Mean Square Error (MSE), Peak Signal to
Noise Ratio (PSNR). Following are the formula of them MSE ¼ 1

MN

PM
i¼1

PN
j¼1

X � Yð Þ2 andPSNR ¼ 10 log10
L2
MSE :

These approaches are based on the pixel by pixel calculation that’s why they fail
in predicting the correct image quality as shown in [20, 21]. In [22], authors
demonstrated how the MSE and PSNR values are changes non-linearly with linear
change in quality factor. In [23], effect of different filtering techniques on structural
similarity has been evaluated.

3 Experimental Study and Results

In this brief, Daubechies-5 (db5) and Haar wavelet are used from wavelet family
having properties like asymmetric, orthogonal, biorthogonal and thirdly Coiflets-1
(coif1) having the properties like near symmetric, orthogonal, biorthogonal is
selected. Four database are used in this study are TID [24], CSIQ [25], LIVE [26],
and IVC [27] and are comprises of the subjective rating for various calculation and
validation. The step by step for evaluation of the proposed algorithm is as follows.

(1) Read the original and distorted image convert it to gray: (here in this paper
images from TID, CSIQ, IVC and LIVE databases are considered)

(2) Calculate the SSIM, MSE and PSNR for original and distorted images
(3) Decompose the image for 2-D Haar wavelet transform at level 1, level 2, and

level 3.
(4) Obtain the quality index such as SSIM, MSE, and PSNR in the LL band at

each level as the luminance and the contrast information are available in the
LL band.

(5) Use available subjective assessment result given in the database and Correlate
the objective image quality with subjective assessment result (In this paper,
Pearson, Kendall, and Spearman correlation is used)

(6) Repeat the steps 2–5 for Daubechies-5 (db5) and Coiflets-1 (coif1) for
decomposition at 1 level, 2 level, and 3 level
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(7) Find out the result which is correctly predicting the image quality according to
the subjective assessment.

The proposed algorithm was implemented using MATLAB R2009a on a HCL
personal computer with 2 GB RAM, Intel(R) Core(TM)2 Duo CPU, 32 bit win-
dows 7 ultimate operating system. The most common measures of predictive per-
formance are the Pearson correlation coefficient (LCC), Spearman rank-order
correlation coefficient (SROCC) and Kendall order correlation coefficient
(KROCC). The results of CSIQ, IVC, LIVE and TID databases for correlations like
Pearson, Spearman and Kendall on given algorithm are presented in Tables 1 and 2
respectively.

The bold entries in Tables 1 and 2 shows best overall performance for the SSIM,
MSE and PSNR without and with the decomposed images with one two and three
level of decomposition.

4 Conclusions

Image visual quality metrics play a very important role in various real time
applications. In this paper, Authors analyze haar, DB5 and COIF1 wavelet with
one, two and three level of decomposition of images for four different dataset. The
performance of given methods shows a anticipated result with IVC and CSIQ
dataset as it has been correlates well with subjective score.
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Modelling the Gap Acceptance Behavior
of Drivers of Two-Wheelers
at Unsignalized Intersection in Case
of Heterogeneous Traffic Using ANFIS

Harsh Jigish Amin and Akhilesh Kumar Maurya

Abstract The gap acceptance concept is an important theory in the estimation of
capacity and delay of the specific moment at unsignalized junctions. Most of
analyzes have been carried in advanced countries where traffic form is uniform, and
laws of priorities, as well as lane disciplines, are willingly followed. However, in
India, priority laws are less honored which consequently create more conflicts at
intersections. Modeling of such behavior is complex as it influenced by various
traffic features and vehicles’ as well as drivers’ characteristics. A fuzzy model has
been broadly accepted theory to investigate similar circumstances. This article
defines the utilization of ANFIS to model the crossing performance of through
movement vehicles at the four-legged uncontrolled median separated intersection,
placed in a semi-urban region of Ahmedabad in the province of Gujarat. Video
footage method was implemented, and five video cameras had been employed
concurrently to collect the various movements and motorists’, as well as vehicles’
characteristics. An ANFIS model has been developed to estimate the possibilities of
acceptance and rejections by drivers of two-wheelers for a particular gap or lag size.
Seven input and one output parameters, i.e. the decision of the drivers are con-
sidered. Eleven different diverse combination of variables is employed to construct
eleven different models and to observe the impact of various attributes on the
correct prediction of specific model. 70 % observations are found to prepare the
models and residual 30 % is considered for validating the models. The forecasting
capability of the model has been matched with those experiential data set and has
displayed good ability of replicating the experiential behavior. The forecast by
ANFIS model ranges roughly between 77 and 90 %. The models introduced in this
study can be implemented in the dynamic evaluation of crossing behavior of
drivers.
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1 Introduction

Gap acceptance behavior is a decision to accept or reject a gap of a specific length,
and it is an outcome of decision method of a human understanding which incor-
porates an assessment of the set of explanatory characteristics. Previous analysis of
gap acceptance behavior has admitted that drivers’ performance depends on drivers’
features [1] vehicles’ features [2], gap size, waiting time, occupancy, approaching
speed [2], etc. Considering a more practical way, this article attempts to model gap
acceptance behavior by analyzing the set of critical attributes that affect the behavior
of the driver. The evaluation of the set of descriptive attributes in the decision
process is influenced by vagueness and uncertainty. Fuzzy logic performs a vital part
in the human capability to deliver a decision in the circumstances of uncertainty and
imprecision as shown in Fig. 1. For the existing research, a Neuro-fuzzy approach is
utilized to establish a model of crossing performance of the driver at TWSC inter-
section. MATLAB is employed to develop an ANFIS, which contributes an opti-
mization system to obtain variables in the fuzzy system that finest fit the data.
A network-type arrangement is equivalent to a neural network [3].

Fuzzy tools and ANFIS have been positively utilized in numerous engineering
disciplines, like, walker performance [4], volume assessment, accident avoidance
assistance system [5], traffic signal controller at remote intersection [6], and high-
way impact investigation [7]. Effort correlated to utilization of fuzzy model for gap
taking performance at TWSC junction has been achieved by Rossi et al. [8], and
Rossi and Meneguzzer [9]. Amin et al. [3] evaluated the critical gap parameter for
pedestrian using Raff model and constructed a gap acceptance behavioral model for
pedestrian using ANFIS for two four-legged unsignalized junctions of India. They
examined lag/gap time, type of approaching vehicle and age as well as sex of the
pedestrian to obtain more real outcome, and results indicated that parameter age is
most effective parameter. Rossi and Meneguzzer [9] demonstrated the crossing
behavior at TWSC junctions utilizing a Neuro-Fuzzy system. In their effort, the
input parameters considered are (i) whether it is lag or gap (ii) their length in
seconds, and (iii) kind of maneuvering; the outcome variable is the driver’s choice
to take or discard the specific length of gap or lag. In addition Rossi et al. utilized
the data from driving the simulator to produce gap taking fuzzy model. Ottomanelli
et al. [4] made model based on the decision of pedestrians during crossing the
midblock section using ANFIS and concluded that ANFIS model permit to replicate
human approximate reasoning, presenting substantial and useful outcomes within
soft computing environment with requiring a little data.

This paper is arranged in six sections, involving this section. Section 2 presents
the procedure for data collection and extraction. The complete structure of ANFIS
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is explained in Sect. 3. Sections 4 and 5 addresses the development and validation
of the model respectively, using Neuro-fuzzy approach. Section 6 concludes the
article by showing relevant conclusions and pointing the areas for further research.

2 Data Collection

This paper presents a study of crossing behavior of the driver at an uncontrolled
median separated junction. In order to examine the crossing behavior, the
four-legged uncontrolled crossing located in a semi-urban region of Ahmedabad in
the province of Gujarat was picked. This intersection was found in plain topography
with sufficient vision for every movements. The total traffic volume on the main
road was in the range of 1300–2400 vph and on secondary stream was in the range
of 700–1400 vph. Experiment was conducted throughout the peak hours of a typical
weekday (9–12 A.M). Video footage method was implemented for data gathering.
Five video camera had been employed simultaneously to collect the various attri-
butes like vehicle arrival rate/time, accepted and rejected gap/lag time, speed and
conflicting vehicle types, waiting time of minor stream vehicle at stopover, driver’s
generation as well as sex, occupancy, etc. Out of five, three video camera were set
on the terrace of the building situated near junction for gathering the various
vehicles movement on different approaches of this intersection, accepted and
rejected gap/lag time, speed, and conflicting vehicle types, waiting time, etc. And
two camera placed on shoulder and median of the secondary road with using 5 feet
long tripod to gather the drivers’ features. The captured cassette was played again
on a big display monitor to extract and analyze the various necessary data. In this
study, only 2-wheelers with through movements from minor road were considered.
Gap data were extracted using software with an accuracy 0.01th of a second.

Fig. 1 Structure of fuzzy inference systems
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Figure 2a–d represent the videography by four different cameras to obtain various
parameters on the selected site. Using this procedure, 2364 minor through move-
ments were extracted.

3 ANFIS Structure

An ANFIS utilizes two fuzzy logic and neural network programs. If these two
programs are united, they may qualitatively and quantitatively generate a decent
outcome that will incorporate either calculative capacities of a neural network or
fuzzy intellect. This alteration makes it feasible to blend the benefits of neural
network and fuzzy logic. A network generated by this system can use exceptional
training algorithms that neural networks have at their disposal to achieve the
parameters that would not have been imaginable in fuzzy logic tools. The
arrangement of ANFIS is organized in two parts as similar as a Fuzzy system; first

Fig. 2 a–d Videography of selected site obtained by various video cameras
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is introductory or antecedent part, and the second is concluding parts that are
attached jointly by a set of rules. We can identify six separate levels in the for-
mation of ANFIS, which makes it in the form of multi-layer network. A type of this
network, which is revealed in six different layers, is shown in Fig. 3. This structure
comprises two inputs (x and y) and one output (Z) that is correlated with the
subsequent rules:

Rule 1 If (x is A1) and (y is B1) then Z1 = p1x + q1y + r1
Rule 2 If (x is A2) and (y is B2) then Z2 = p2x + q2y + r2

where A and B are the input, Z is the output and p, q and r is a set of logical
parameters of the rule. If we consider the outcome of each section of the ANFIS
system as (ith node output in jth layer) then we can demonstrate the different layer
functions of this system as follows.

Level 1 is designated as input level. In this level, neurons transfer the input
signals (identified as crisp) to following level. Level 2 is the fuzzification level
where all node i in this layer is an adaptive node with a node function,

O1;i ¼ lAiðxÞ; for i ¼ 1; 2

O1;i ¼ lBiðyÞ; for i ¼ 1; 2 ð1Þ

where lAi is the membership grade of x in Ai is a fuzzy set and lBi is the
membership of y in Bi fuzzy set. In this model, fuzzification nodes have a bell

Fig. 3 Structure of ANFIS
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activation function. A bell activation function, which has a conventional bell shape,
is described as,

lAðxÞ ¼
1

1þ x� ci
ai

���
���
2b ð2Þ

where (ai, bi, ci) is a parameter set. The bell-shaped function varies with these
parameters, thus presenting numerous forms of the membership function for fuzzy
set A. Parameters in this layer are called premise parameters. Layer 3 is the rule
layer. Each node in this layer corresponds to a single Sugeno-type fuzzy rule whose
result is the product of all the arriving signals:

O2;i ¼ xi ¼ lAiðxÞlBiðyÞ; for i ¼ 1; 2 ð3Þ

Each node yield describes the firing strength of the rule. Rules are explained as
beneath:

If Gap/Lag is lower and approaching vehicle is Bus then likelihood of accep-
tance is 0

If Gap/Lag is medium and oncoming vehicle is Bus then likelihood of accep-
tance is 1

…and so on.
Layer 4 is the normalized layer. Every node in this layer is a fixed node tagged as

N. The ith node determines the ratio of the ith rule’s firing power to the sum of all
rules’ firing power:

O3;i ¼ -i ¼ xi

x1 þ x2
; for i ¼ 1; 2: ð4Þ

The products of this layer are termed normalized firing strengths. Level 5 is the
defuzzification level. Defuzzification is the manner in which the weighted resultant
value is estimated for a specified rule. Every node i in this level is an adaptive node
with a node function:

O4;i ¼ -ifi ¼ -iðpixþ qiyþ riÞ ð5Þ

where ANFIS is a normalized firing strength from layer 4 and (pi, qi, ri) is the
parameter set of this node. These parameters are called resultant parameters.
A single summation node interprets layer 6. Which calculates the overall ANFIS
outcome as the summation of all defuzzification nodes:

O5;i ¼
X
i

-ifi ¼
P
i
xifi

P
i
xi

ð6Þ
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Concisely, third layer performs the fuzzy AND of the ancestor part of the fuzzy
rules, the fourth layer normalizes the membership functions (MF’s), the fifth layer
delivers the following part of the fuzzy rules, and lastly the last layer calculates the
outcome of fuzzy model by aggregating the outcomes of layer fourth [3, 10, 11].

4 ANFIS Model Development

An ANFIS has been developed using Fuzzy Logic toolbox in MATLAB. Seven
input parameters, i.e. lag/gap size, drivers’ generation; driver sexes, occupancy,
waiting time, oncoming vehicle speed and their vehicle type and one output vari-
able i.e. choice of the drivers are considered. Size of lag/gap (sec) is distinguished
by a set of three linguistic fuzzy values viz; lower, medium and higher. In the same
way, the attribute oncoming vehicle speed and attribute waiting time are divided by
three linguistic fuzzy values viz; light, moderate and high. Remaining four input
variables are taken as crisp variables, and they need the similar approach as a fuzzy
variable so as to present them in Nero-fuzzy system. It was not possible to get the
genuine age of the driver; hence, it is obtained by only visual inspections and
considered only those drivers who drive the motorized two-wheelers. Generation of
the driver is taken as crisp parameter, 1—Young, 2—Moderate, 3—Elderly driver.
Additional inputs are occupancy (1, and more than 1) and category of oncoming
vehicle (motorized two-wheelers-1, three wheelers-2, car-3 and bus/truck-4).

Eleven diverse combination of attributes is employed to construct eleven diverse
models and to observe the impact of various attributes on the correct prediction of a
particular model. ANFIS uses a similar type of network structure as using by
neural-network. Input membership function and linked attribute used in mapping of
input and output membership function and linked attribute used in the mapping of
output to represent the input/output map. Construction of ANFIS in MATLAB
utilizing Fuzzy Logic Toolbox involves three stages; (1) developing Sugeno type
Fuzzy Inference System (FIS), (2) training practice with a designated set of input
and output data and (3) testing with independent data i.e. validation of the replicas.
Utilization of rules is very important part of modeling. Fuzzy rules are a combi-
nation of linguistic statements that illustrate how the FIS should deliver a decision
relating classifying an input or regulating the production. Two or more rules can’t
serving the similar outcome membership function, hence, the number of outcome
membership functions ought to be in similar number of rules. Trapezium and
Triangle shape are generally used by understanding of observed data. It depends on
the variable associated with that function, and it can improve through a learning
process. The estimation of parameters, associated with membership function, (or
their modification) is simplified by a gradient vector, which contributes a measure
of how strong the FIS is modeling the input/output data for an assigned set of
parameters. Once the gradient vector is received, any of numerous optimization
techniques can be utilized in order to modify the parameters so as to diminish few
error measure. An ANFIS utilizes either back propagation or a mixture of least
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squares calculation and back propagation for parameter evaluation. The training
data helps in automatically modifications and adjustment of associated parameter.
This training method is utilized to diminish the lapse between the actually perceived
outcome and predicted outcome. Generally 70 %, obtained data are used to calibrate
the models. Error Tolerance, which is correlated to the size of an error, is used to
generate a training stopping pattern. An error was fixed to 0 as their behavior is
unexpected and unexplained especially for this situations. Noticed how the testing
error declines up to a specific position in the training, and then it rises. This rise
describes the spot of the model overfitting. ANFIS accepts the model parameters
correlated with the least checking error. Least error is found at 40th epoch; hence, it
was set to 40.

5 Validation of Model

This kind of demonstrating works correctly if the training data served to ANFIS for
training (evaluating) membership function parameters is wholly demonstrative of
the structures of the data that the trained FIS is proposed to replicas. This is not the
situation, however, in a few situations, data is gotten by noisy estimations, and the
training data may not illustrative of entire the characteristics of the data those will
be represented in the replicas. This is the circumstances where model approval
becomes an integral factor. The testing lapse (root mean square error RMSE) for
each model after confirming with independent data is given in Table 1. Eleven
different models have been made by using eleven different combinations of variable
as shown in Table 1. By observing Table 1, Model 1 has least testing laps, however
difference between training and testing lapse values is least for model 2; hence, it
might be said that the Model 2 has ideal error values. Since the real choice data are
denoted in binary state, i.e. 1-crossing and 0-waiting, the outcome of ANFIS model
is a degree of preference for acceptance decisions. Practical application of this
choice creating model needs conversion of model outcome values, in numerical
conditions to be utilized in driver’s gap acceptance behavior simulators. Due to this
circumstances, ANFIS model results have been standardized bringing preference
values in the range of 0–1. Then, to relate the outcomes of ANFIS model with
measured data, it is presumed that if preference values larger than or equal to 0.50
the driver elect to accept the lag/gap. 70 % observations are found to prepare the
models and residual 30 % is considered for validating the models. By seeing
prediction of models presented in Fig. 4, it can be said that Model 1 and Model 2
are presenting a strong forecast level with measured data in comparison to other
models. However, models containing the variable speed of the conflicting vehicle
show very low forecast level may because of noisy data. By examining the pre-
dicted level of the Model 2, it can be concluded that the age of the driver is a chief
variable in crossing behavior of driver. Additionally the parameter combinations of
Model 4, Model 6 and Model 9 is indicating fair predictions.
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6 Conclusion

Modelling of gap accepting behavior is tough as it impacted by traffic features and
vehicles’ as well as drivers’ features. Fuzzy model has been broadly accepted model
to investigate similar conditions. This article explains the use of Adaptive
Neuro-Fuzzy.

Table 1 Comparisons between various models of two wheelers with their training and testing
errors

Model
no.

Input for ANFIS model Number
of rules

Training
error

Testing
error

Difference
between errors

1 Gap/lag time (s) 3 0.37256 0.36333 0.00923

2 Gap/lag time (s), drivers’
gender

6 0.36162 0.36435 0.00273

3 Gap/lag time (s), occupancy 6 0.3601 0.37197 0.01187

4 Gap/lag time (s), drivers’ age 9 0.3474 0.3184 0.029

5 Gap/lag time (s), speed of the
confl. vehicle

9 0.40518 0.45146 0.04628

6 Gap/lag time (s), confl. veh
type

12 0.37521 0.33671 0.0385

7 Gap/lag time (s), waiting time 9 0.39514 0.42954 0.0344

8 Gap/lag time, gender,
occupancy

12 0.39365 0.42854 0.03489

9 Gap/lag time, drivers’ gender
and age

18 0.38141 0.40621 0.0248

10 Gap/lag time, occupancy,
drivers’ age

18 0.40662 0.43234 0.02572

11 Gap/lag time, confl. veh type,
gender of the driver

24 0.41214 0.44547 0.0333

Fig. 4 Prediction level for
two-wheelers
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Inference System to model the gap taking performance of through movement
vehicles at the four-legged uncontrolled junction, located in semi-urban area of
Ahmedabad in the province of Gujarat. An ANFIS is utilized to compute the
likelihood of accepting a specified gap/lag based on diverse drivers and traffic
attributes. The model includes variably relating to gap/lag size, driver age; driver
genders, occupancy, waiting time, approaching speed and conflicting vehicle type.
Training forecasting accuracy by all replicas is better than 75 %. ANFIS models
also forecasted well for the 30 % data reserved for validation. Eleven different
models with a diverse combination of variables developed and checked with
independent data. The forecasting abilities of models have been matched with those
experiential data set and has exposed healthy capabilities of replicating the expe-
riential performance. As a result, it can be inferred that the age of the driver played
an important role in gap acceptance process for motorized two-wheelers and the
variable approaching speed is not found much effective.

ANFIS model can be induced to different gap acceptance circumstances like
right turning from the secondary road, right turning from the main road and left
turning from the secondary road at four-legged uncontrolled junction with con-
sidering various parameters. This model can be a possible addition to microscopic
traffic simulators. Hence, this will be the future scope of this research.
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Optimizing the Objective Measure
of Speech Quality in Monaural Speech
Separation

M. Dharmalingam, M.C. John Wiselin and R. Rajavel

Abstract Monaural speech separation based on computational auditory scene
analysis (CASA) is a challenging problem in the field of signal processing. The
Ideal Binary Mask (IBM) proposed by DeLiang Wang and colleague is considered
as the benchmark in CASA. However, it introduces objectionable distortions called
musical noise and moreover, the perceived speech quality is very poor at low SNR
conditions. The main reason for the degradation of speech quality is binary
masking, in which some part of speech is discarded during synthesis. In order to
address this musical noise problem in IBM and improve the speech quality, this
work proposes a new soft mask as the goal of CASA. The performance of the
proposed soft mask is evaluated using perceptual evaluation of speech quality
(PESQ). The IEEE speech corpus and NOISEX92 noises are used to conduct the
experiment. The experimental results indicate the superior performance of the
proposed soft mask as compared to the traditional IBM in the context of monaural
speech separation.
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1 Introduction

In day to day life, the human auditory system receives number of sounds, in which
some sounds may be useful and others are not. The speech separation problem in
digital signal processing is to separate out the target speech signal from the other
unwanted interferences. Human auditory system handle this complex source sep-
aration problem easily, whereas it is very difficult for the machine to perform the
same as human beings. However, the acoustic interferences (music, telephone
ringing, passing a car and other people speaking/shouting etc.) in a natural envi-
ronment is often unavoidable. Reducing the impact of acoustic interference on the
speech signal may be useful in a number of applications, such as voice commu-
nication, speaker identification, digital content management, teleconferencing sys-
tem and digital hearing aids. Several approaches have been proposed in the last two
decades for monaural speech separation, such as speech enhancement, blind source
separation (BSS), model-based and feature-based CASA.

Speech enhancement approaches [1] utilize the statistical properties of the signal
to separate the speech under stationary noisy conditions. Blind source separation is
an another signal processing technique for speech separation. BSS can be done
using independent component analysis (ICA) [2], spacial filtering, and nonnegative
matrix factorization (NMF) [3]. BSS technique fails to separate the target speech
signal effectively in the case where trained basis functions of two speech source
overlaps [4]. Computational auditory scene analysis (CASA) is the most successful
technique among these approaches to monaural speech separation. It aims to
achieve human performance in auditory scene analysis [ASA] [5] by using one or
two microphone recording of the acoustic scene generally called acoustic mixture
[6]. CASA based speech separation techniques can be divided into model-based and
feature-based techniques [7]. The model-based CASA techniques use trained
models of the speaker to separate the speech signal [8]. Feature-based technique
transform the observed signal into a relevant feature space and then it is segmented
into cells, which are grouped into two main streams based on cues [7]. Generally in
CASA based speech separation system, the noisy speech signal will be decomposed
into various T-F units to decide whether a particular T-F unit should be designated
as target or interference. After T-F decomposition, a separation algorithm will used
to estimate the binary T-F mask based on the signal and noise energy. This binary
mask is used in the synthesis process to convert the T-F representation into target
speech and background noise. DeLiang Wang suggested that the IBM can be
considered as a computational goal of CASA [9]. It is basically a matrix of binary
numbers which is set to one when the target speech energy exceeds the interference
energy in the T-F unit and zero otherwise. Even though, IBM is the optimal binary
mask [3], it introduces objectionable distortions, called musical noise. It is mainly
due to the repeated narrow-frequency-band switching [6] and moreover the per-
ceived quality of binary-masked speech is poor. In order to address this musical
noise problems in IBM, this work propose a genetic algorithm based optimal soft
mask (GA-OSM) as the goal of CASA. The rest of the paper is organized in the
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following manner. The next section provides an overview of IBM and its short-
comings. Section 3 presents the proposed GA-optimum soft mask as the compu-
tational goal of CASA. Systematic evaluations and experimental results are
provided in Sect. 4. Finally, Sect. 5 summarizes the research work and gives the
direction for future extension.

2 The Ideal Binary Mask and Its Shortcomings

DeLiang Wang proposed ideal binary mask as a computational goal in CASA
algorithms [9]. The IBM is a two-dimensional matrix of binary numbers and it is
determined as in [9] by comparing the power of target signal to the power of masker
(interfering) signal for each T-F unit obtained using Gammatone filter bank [10].

IBM t; fð Þ ¼ 1, if s t; fð Þ � n t; fð Þ[ LC
0 otherwise

�
ð1Þ

where sðt; f Þ is the power of the speech signal, nðt; f Þ is the power of the noise
signal, at time t and frequency f respectively and LC is the local SNR criterion [9].
Only the T-F units with local SNR exceeding LC are assigned the binary value 1 in
the binary mask and others are assigned zero [10]. In CASA, an LC value of 0 dB is
commonly used, since it shows higher speech intelligibility even at low SNR levels
(−5 dB, −10 dB) [11]. In IBM based speech separation, T-F units with binary value
1 are retained, and with value 0 are discarded. The region with binary value 0 is
generally interpreted as the deep artificial gap and it is being discarded during
synthesis and produce musical noise at the output.

3 Proposed Genetic Algorithm Based Optimum Soft Mask

Research results show the musical noise arising from binary mask can be reduced
by using soft mask [12]. However, the choice of soft mask should be made carefully
such that it does degrade the quality of the speech signal [6]. Cao et al. [13] has
proposed a kind of soft mask by filling the artificial gaps with un-modulated
broadband noise. The un-modulated broadband noise shallows the areas of artificial
gaps in the time-frequency domain of the IBM processed speech mixture and
improves the speech quality. In this work, rather than adding additional broadband
noise, the T-F units with local SNR less than LC are filled with certain amount of
unvoiced speech to enhance the speech quality. Here, a simple question comes, how
much amount of unvoiced speech can be added to get better speech quality?. This
motivates to use the Genetic algorithm to find the optimum amount of unvoiced
speech to be added to improve the speech quality. The schematic of the proposed
GA-optimum soft mask based speech separation system is shown in Fig. 1.
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The input speech signal is first decomposed into various T-F units by a bank of
128 Gammatone filters, with their center frequencies equally distributed on the
equivalent rectangular bandwidth (ERB) rate scale from 50 to 4000 Hz. The
impulse response of the gammatone filter is given as [14]

gfcðtÞ ¼ AtN�1exp½�2pbðfcÞ�cosð2pfct þ /ÞuðtÞ ð2Þ

where A is the equal loudness based gain, N = 4 is the order of the filter, b is the
equivalent rectangular bandwidth, fc is the center frequency of the filter, / is the
phase, and uðtÞ is the step function. In each band, the filtered output is divided into a
time frame of 20 ms with 10 ms overlapping between consecutive frames. As a
result of this process, the input speech is decomposed into a two-dimensional
time-frequency representation sðt; f Þ. Similarly, the noise signal also decomposed
into a two-dimensional time-frequency representation nðt; f Þ. The proposed soft
mask is defined as

GA� OSM t; fð Þ ¼ 1; if s t; fð Þ � n t; fð Þ[ LC
x otherwise

�
ð3Þ

where GA� OSMðt; f Þ is the optimum soft mask. The GA is used here to find the
optimum value of x which improves the speech quality. The GA frame work as
similar as in [15] to find the optimum value of x is explained as follows:

Fig. 1 Proposed GA-optimum soft mask based speech separation system
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Step-1 : Initialization: Generate a random initial population NPOP of size ½N � 1�
for the best value of x in Eq. (3). Where N ¼ 20, i.e. NPOP = [20 � 1]
matrix of chromosomes.

Step-2 : Fitness Evaluation: Fitness of all the solutions x1; x2; x3; . . .. . .xN in the
population NPOP is evaluated. The steps for evaluating the fitness of a
solution are given below:

Step-2a: Determine the signal power at time t and frequency f and
denote it as sðt; f Þ:

Step-2b: Determine the noise power at time t and frequency f and
denote it as nðt; f Þ:

Step-2c: Compute the optimum soft mask GA� OSMðt; f Þ as

GA� OSM t; fð Þ ¼ 1; if s t; fð Þ � n t; fð Þ[ LC
xi otherwise

�
ð4Þ

where xi 2 x1; x2; x3; . . .. . .xN
Step-2d: Synthesize the speech signal using the computed soft mask as

defined in step 2c.
Step-2e: The PESQ (fitness value) is calculated.
Step-2f: The steps 2c–2e are repeated for all solutions in the

population.

Step-3: Updating Population: The populations are updated via mating and
mutation procedure of Genetic algorithm.

Step-4: Convergence: Repeat steps 2–3 until an acceptable solution is reached or
number of iteration is exceeded. At this point the algorithm should be
stopped.

The final solution of this GA algorithm gives the best value of x in Eq. (3) and
hence the optimum soft mask. This estimated optimum soft mask is used in the
online speech separation stage to resynthesize the speech signal.

4 Performance Evaluations and Experimental Results

4.1 Experimental Database and Evaluation Criteria

The clean speech signals are taken from the IEEE corpus [16] and noise signals are
taken from the Noisex92 database [17]. To generate noisy signals, clean speech
signals are mixed with the babble and factory noises at different SNRs. The per-
formance of the proposed optimum soft mask and IBM is assessed by using PESQ
value, since PESQ measure is the one recommended by ITU-T for speech quality
assessment [1, 18].
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4.2 Performance Evaluation of GA-OSM Versus IBM

The clean speech signal and the babble noise are used to estimate the values of x in
Eq. (3) and hence the optimum soft mask. Later, the clean speech and noise signals
are manually mixed at SNRs in the range of −5 to 10 dB. The IBM computed using
Eq. (2) and GA—optimum soft mask using Eq. (3) are applied to the mixture
signals after T-F decomposition by the Gammatone analysis filter bank. Finally, the
IBM and the GA-OSM weighted responses are processed by the Gammatone
synthesis filterbank to yield an enhanced speech signal.

Figures 2, 3 and 4 show the PESQ value obtained by processing mixture signals
using the proposed GA-OSM and IBM for the babble and factory noise respec-
tively. As it can be seen from the figure, the GA-OSM processed signal has the best
speech quality, compared to the IBM processed noisy signals. The average PESQ
improvement for the speech signal “The sky that morning was clear and bright
blue” [16] with babble noise is 0.4253 and with factory noise is 0.3871. The PESQ
improvement for the speech signal “A large size in stocking is hard to sell” with
babble noise is 0.4551 and with factory noise is 0.3673. Similarly, for the speech
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Fig. 2 Average PESQ values obtained by IBM and GA-OSM for the sentence “The sky that
morning was clear and bright blue” [16] at different input SNRs and noise types
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Fig. 3 Average PESQ values obtained by IBM and GA-OSM for the sentence “A large size in
stocking is hard to sell” [16] at different input SNRs and noise types
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signal “Sunday is the best part of the week” [16] the PESQ improvement with
babble noise is 0.3649 and with factory noise is 0.3476. Moreover, the proposed
GA-OSM mask estimation method use the clean speech signal “The sky that
morning was clear and bright blue” [16] with babble noise to estimate the optimum
soft mask using GA. This estimated soft mask is later used to separate and evaluate
the performance of the system with other type of noise knows as factory noise. The
results in Figs. 2, 3 and 4 illustrate the generalization ability of the proposed
GA-OSM mask estimation approach to unseen speech and noises.

5 Summary and Future Work

Monaural speech separation is one of the challenging problem in the field of signal
processing. Various approaches had been proposed including speech enhancement,
Wiener filtering, noise tracking, BSS, CASA and so on. CASA based speech
separation is the best among these techniques and sets the IBM as the computational
goal. However, it introduces objectionable distortions called musical noise and
degrades the quality of speech signal. In order to address this musical noise problem
in IBM, this work proposed a genetic algorithm based optimal soft mask
(GA-OSM) as the goal of CASA. The PESQ measure is used to examine the quality
of the speech signal in the framework of monaural speech separation system. The
experimental results in Fig. 2, 3 and 4 show the superior performance of the optimal
soft mask (GA-OSM) as compared to the traditional IBM based speech separation
system. However, the proposed GA-OSM estimation algorithm in its current form
requires the prior knowledge of the clean speech and noise signals. This is one of
the limitations of the current proposed algorithm. Further investigation of esti-
mating the soft mask without the prior knowledge of speech and noise signal for
monaural speech separation is in progress.
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Automated Segmentation Scheme Based
on Probabilistic Method and Active
Contour Model for Breast Cancer
Detection

Biswajit Biswas, Ritamshirsa Choudhuri and Kashi Nath Dey

Abstract Mammography is one of the renowned techniques for detection of breast
cancer in medical domain. The detection rate and accuracy of breast cancer in
mammogram depend on the accuracy of image segmentation and the quality of
mammogram images. Most of existing mammogram detection techniques suffer
from exact continuous boundary detection and estimate amount of affected area. We
propose an algorithm for the detection of deformities in mammographic images that
using Gaussian probabilistic approach with Maximum likelihood estimation
(MLE), statistical measures for the classify of image region, post processing by
morphological operations and Freeman Chain Codes for contour detection. For
these detected areas of abnormalities, compactness are evaluated on segmented
mammographic images. The validation of the proposed method is established by
using mammogram images from different databases. From experimental results of
the proposed method we can claim the superiority over other usual methods.

Keywords Mammographic images � Segmentation � Breast cancer

1 Introduction and Literature Review

In image analysis, segmentation is the partitioning method for digital image to
break into multiple segments. The purpose of segmentation is to simplify or change
the demonstration of an image that is more significant for image analysis. Image
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segmentation is potentially used to locate all the objects and boundaries in images
[1]. The performance of an object detection and classification scheme should be
consistent and perfect segmentation for the interest of object image [2]. Most
important application of image segmentation and classification in mammogram
images is for diagnosis of early stage of breast cancer [3]. Mammography is crucial
in viewing and diagnosis of breast cancer. So the perfection biopsy using
computer-aided methods are advantageous for the detection and classification. We
concentrate on image processing for segmentation of breast cancer and estimate the
presence of suspicious area based on the image information [4].

There are a number of methods devised towards segmenting human anatomical
structures such as variants of active contours [5] and active shape models [6]. The
major disadvantages of these methods are they need manual control point initiali-
zation and require predefined control [5, 6]. In recent times geometric active con-
tours were established based on theory of curve evolution and geometric flows with
level set method [7, 8]. These techniques can detect only the outer boundaries of
objects defined by the gradient with well defined structured image. K-means clus-
tering (KM), Fuzzy C means (FCM) clustering are also common for the segmen-
tation of suitable anatomical structures [9]. Markov random field (MRF) based
approaches are used for segmentation [10] but uses prerequisite information for
segmenting an anatomical structures. Another approach for segmentation is spectral
graph clustering method [11], which usually uses for MRI image segmentation [9]. It
is a well known robust segmentation method and is commonly used for segmenta-
tion applications [2, 4]. A notably different method is proposed in [12]. Commonly a
useful image segmentation method is watershed segmentation method that requires
exact information about selected pixel set from detected regions [13, 14].

Here we use a probabilistic based segmentation algorithm for the mammogram
image to detect breast cancer. This consists of parameter estimation, determine
probability distribution of intensity for every pixel in the image, then threshold
selection and threshold image creation, morphological processing on segmented
region and the active contour model for segmentation of mammogram images. We
present a statistical classification method to choose characteristics that satisfies
classification condition without from misclassification on observation model [2].
The proposed segmentation approach is applied to various breast cancer images and
the results are compared to watershed segmentation method from the related
research works. Key steps of proposed method are as follows:

• Find the probability distributions of intensity in image with Gaussian model and
estimate Maximum likelihood estimation (MLE) for parameters (Mean and
variance).

• Using probabilistic model is prepared a classification method for pixel
classification.

• Use morphological operation and Boundary Chain Codes (BBC) for defined
active contour map of images.
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The organization of the paper is as follows: Sect. 2 deals with background
concepts in Probabilistic model, parameter estimation, pixel classification, mor-
phology operations on image, Boundary Chain Codes (BBC) for active contour
model and the proposed algorithm has been explained. Section 3 covers the results
analysis followed by conclusion on Sect. 4.

2 Proposed Methodology

The lists the various steps of the detection algorithm which are emphasized in detail
in the following subsections. The block diagram illustrated in Fig. 1.

2.1 Parameters Estimation and Probability Distribution

The first step of the proposed technique is to estimate the probability density of
intensity distribution of each pixel in the input gray scale image IðM; NÞ where
M; N are number of rows and columns of image I. This task is done by the use of
Gaussian probability density function Iðl�; r�2Þ of image I based on Maximum
likelihood estimation of parameters. Here parameters are sample mean l� and
variance r�2. Let xi; j denotes the intensity of the pixel at ði; jÞ in the image
Iði � M and j � NÞ. The value of h is unknown for the probability density function
(PDF) f Iðx; hÞ of image I. We estimate h based on the sample pixel x ¼ xi; j where
xi; j 2 I. We define the following function of h, with x for discrete random variable
x 2 I, which is called the likelihood function [12]:

LxðhÞ ¼ pI x; hð Þ

where any value of h that maximizes the likelihood function is known as a
maximum-likelihood estimate (MLE) and denoted as ĥ:

ĥ ¼ argmax
h

Lx hð Þ ð1Þ

Fig. 1 Main steps of the proposed segmentation scheme for cancer detection
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If the likelihood function is differentiable with respect to its parameter, a nec-
essary condition for an MLE to satisfy is

rhLx hð Þ ¼ 0; i:e:;
dLxðhÞ
dm

¼ 0; m ¼ 1; 2; � � � ; M ð2Þ

where the rh is the differential operator (1). The logarithmic function is a mono-
tonically increasing and differentiable function, h that defined the conditions (1) as

@ log LxðhÞ
@hm

¼ 0; m ¼ 1; 2; � � � ; M ð3Þ

We select the solution that gives the largest value of LxðhÞ. Where the function
log LxðhÞ is called the log-likelihood function, and its partial derivative with respect
to h is called the score function, denoted as sðx; hÞ:

sðx; hÞ , @ log LxðhÞ
@h1

;
@ log LxðhÞ

@h2
; . . .;

@ log LxðhÞ
@hm

� �
ð4Þ

The score function specifies the rate at which log LxðhÞ changes as h varies.
Let n independent samples are taken from a common Gaussian normal distri-

bution Iðl; r2Þ, where both mean and variance are unknown, and we find an MLE
of these parameters based on x 2 Iði; jÞ. By setting h ¼ ðl; r2Þ, we have the
likelihood function

Lx hð Þ ¼ I x; hð Þ ¼ 1

2pr2ð Þn2 exp �
Pn

i¼1 ðxi � lÞ2
2r2

" #
ð5Þ

Then from expression (5) using Eq. (4), yields

1
2r2

Xn
i¼1

ðxi � lÞ ¼ �nrþ 1
r3

Xn
i¼1

ðxi � lÞ2 ¼ 0

from which we have

l� ¼
Pn

i¼ 1 xi
n

; r2� ¼
Pn

i¼ 1 ðxi � l�Þ2
n

; r2 � ’
Pn

i¼ 1 ðx2i � l�2Þ
n

ð6Þ

where l� and r2� are estimated parameters.
We used these estimated parameters, viz such as mean l� and variance r�2 in

normal Gaussian PDF Iðl; r2Þ to estimate probability density of every pixel x of
the given image Iðx 2 IÞ. The probability of intensities of image I are used to pixel
classification (background and foreground) and image segmentation for next pro-
cess. The main necessary steps of parameters estimation is given as follows 1.
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Algorithm 1 : Parameters estimation
Input: Gray scale image I;
Parameters: Gaussian PDF, unknown parameter μ and σ;
Output: Probabilistic image image P;
Step 1: Read gray image image S;
Step 2: Estimate meanμ and standard deviation σ using
equations (6) on image I successively;
Step 3: Evaluate the probability image P using equation (5);

2.2 Pixel Classification and Threshold Image

In order to separating a pixel as an object to background and foreground classes, we
label the classes p1 and p2 where p1, p2 are background and foreground class. We
assume that if any pixel belong to class p1 then that pixel assigned by 0 and 1 for
class p2. The pixels are classified on the value of probability p associated the
random variables x 2 Iði; jÞ. Thus the background class will be the population of x
values for class p1 and foreground class as population of x for class p2. We
represents these two population by probability density function g1ðxÞ 2 p1 and
g2ðxÞ 2 p2 respectively. Let X is collection of all observations of x. We define the
sets R1 ¼ xjx 2 p1 and R2 ¼ xjx 2 p2 clearly, R2 ¼ X � R1.

To classify a pixel object in class p2 with respect class p1, we define conditional
case, that is

P X 2 R2jp1ð Þ ¼
Z

R2

f2ðxÞ@x

and similarly classify a pixel object in class p1 with respect class p2

P X 2 R1jp2ð Þ ¼
Z

R1

f1ðxÞ@x

However an object pixel can be belong to either R1 or R2 with basis of a
threshold. We estimate threshold parameter g from probability matrix and con-
structed threshold image based on following rules:

R1 :
X g1ðxÞ

g2ðxÞ
\ gjx 2 p1 ¼ 0;R2 :

X g1ðxÞ
g2ðxÞ

� gjx 2 p2 ¼ 1 ð7Þ

where g is threshold value defined as g ¼ 1 � 1
2

ffiffiffiffi
r�
l�

q
with estimated parameters r�,

l�. The overall steps for construction of threshold image represented as follows 2:
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Algorithm 2 : Threshold image construction
Input: probability image P ;
Parameters: threshold η;
Output: Binary or threshold image B;
Step 1: Read probability image S;
Step 2: Estimating threshold η;
Step 3: Classifying pixel object using (7), (7);
Step 4: Construct threshold image;

2.3 Morphological Image Processing (Post Processing)

The shape based image processing operations known as morphology. The ele-
mentary operations of morphology are dilation and erosion. In dilation pixels are
added to the boundaries of objects in an image. On the other hand, in erosion pixels
are removed from object boundaries [15].

Algorithm 3 : Morphological operation
Input: Binary image B and morphological filter S;
Parameters: Structure elements with size 3× 3;
Output: Binary morphological image M;
Step 1: Read binary image S and morphological filter T;
Step 2: Applying erode and dilate operator (8), (9) on image B in order;
Step 3: Construct binary morphological image M;

The binary dilation of a given binary image X by structure element Y, denoted
X � Y, is defined as the set operation:

X � Y ¼ fpjðbYp \XÞ 6¼ /g ð8Þ

where bXp is the reflection of the structuring element X and it is the set of pixel
locations p, where the reflected structuring element overlaps with foreground pixels
in Y when translated to p. Similarly, the binary erosion of X by Y, denoted X�Y,
is defined as the set operation

X�Y ¼ fpjðcYp 	Xg ð9Þ

where, it is the set of pixel locations p, where the structuring element translated to
location p overlaps only with foreground pixels in X [16].

The proposed scheme first applies erode operator on binary image to remove
unwanted shapes of the object and dilate is used to operator for filled edge gap in
object boundary respectively. Algorithmic steps are as follows 3:
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2.4 Active Contour Map Generation (Boundary Chain
Codes)

We use Freeman chain code method on binary image to find all contour hierarchy
[15, 16]. The contour hierarchy is a polygonal like representation as a sequence of
steps in one of eight directions; each step is designated by an integer from 0 to 7
[16]. The closed contour of a region R, is described by the sequence of points
sR ¼ ½p0; p1; . . .; pM�1
 with pk ¼ hxk; yki. We create the elements of its chain
code sequence s0R ¼ ½c00; c01; . . .; c0M�1
 by c0k ¼ CODEðDak; DbkÞ where

ðDak; DbkÞ ¼ ðakþ1 � ak; bkþ1 � bkÞ; for 0 � k � M � 1;
ða0 � ak; b0 � bkÞ; if k¼M � 1;

�

and CODEðDak; DbkÞ being defined by Table 1.
For each point on the contour, only the initial point is recorded. The remaining

points are encoded by 3 bits. Hence eight directional values can be stored.
Algorithmic steps are as follows 4 (Fig. 2):

Algorithm 4 : Chain code operation
Input: Binary image B and a vector of contours C;
Output: Contour image CI;
Step 1: Read binary image S;
Step 2:Get chain coded from image B using CODE ;
Step 3:Draw all retrieved contour on image B;
Step 4: Construct contour image CI;

Table 1 An 8-connected
neighborhood

Da 1 1 0 −1 −1 −1 0 1

Db 0 1 1 1 0 −1 −1 −1

CODE ðDak ; DbkÞ 0 1 2 3 4 5 6 7

Fig. 2 Results of proposed approach: a source image, b segmented image, c post processing,
d active contour map
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3 Result and Analysis

In this paper all experiments are conducted on images of 30 women diagnosed with
breast cancer [17]. The proposed algorithm detects the affected regions in an
effective way and the resulting images are shown from Figs. 2, 3, 4, 5, 6 and 7. In
each figures the first image is original mammogram, the second image is the
threshold image, third is the image after applying morphology (post processing),
and last one is the active contour map of cancer detected image. From the detected
image, the affected area of breasts could be identified. In order to verify the

Fig. 3 Results of proposed approach: a source image, b segmented image, c post processing,
d active contour map

Fig. 4 Results of proposed approach: a source image, b segmented image, c post processing,
d active contour map

Fig. 5 Results of proposed approach: a source image, b segmented image, c post processing,
d active contour map
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effectiveness of segmentation methods, we used various region descriptors for
performance accuracy. These region descriptors are as follows [15, 16]:

• Area of a region in the image plane AðRÞ ¼ P
i

P
j Iði; jÞ where I image and A

(R) the area is measured in pixels.

• The perimeter of an image is PðRÞ ¼ P
i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xi�1Þ2 þ ðyi � yi�1Þ2

q

where xi and yi are the co-ordinates of the ith pixel of region.
• Compactness—compactness is an often expressed measure of shape given by

the ratio of perimeter to area. That is, CðRÞ ¼ 4pAðRÞ
P2ðRÞ

• Dispersion is the ratio of the maximum to the minimum radius of curve region.

That is, CðRÞ ¼ max
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xi�1Þ2 þðyi � yi�1Þ2

p
min

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xi�1Þ2 þðyi � yi�1Þ2

p where xi and yi are the co-ordinates of

the ith pixel of region.

The performance of the proposed segmentation method is tested on benchmark
image database [17] and compared with the most popular segmentation algorithm
watershed method [13]. From these experiments, we conclude that the proposed
scheme in this work presents excellent and accurate segmentation results compared
with the watershed algorithm.

Fig. 6 Results of proposed approach: a source image, b segmented image, c post processing,
d active contour map

Fig. 7 Results of proposed approach: a source image, b segmented image, c post processing,
d active contour map
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Experimentally Tables 2 and 3 has display the performance of proposed seg-
mentation method on different selective benchmark images. Table 2 presents esti-
mation accuracy for individual benchmark image set. For comparative analysis the
proposed method and watershed method both are applies on benchmark image sets.
The simulation results for proposed scheme w.r.t. the different region descriptor
evaluation area (A), perimeter (P), compactness, dispersion are shown in Table 2. In
Fig. 8, we have compare the estimated results of proposed method with the existing
and popular segmentation technique watershed segment method for the benchmark
images (7). From Table 3, it can be observed that proposed segmentation method
presents best values (bold faced) w.r.t statistical data of different region descriptor
evaluation parameters of segmented output images.

These experiments clearly show that the proposed algorithm excels the limita-
tions of the traditional method by poor structured region and detecting the exact
area. The conventional watershed algorithm is suffer from miss-categorization of
background and foreground object image in case of poor structured anatomical

Table 2 Assessments of segmentation results of the breast cancer image of proposed scheme

Contour Image Regional shape descriptors

Perimeter Area Compactness Dispersion

Figure 3d 99,978 56,939 0.00073 26.7809

Figure 4d 30,046 45,822 0.00068 67.2463

Figure 5d 174,960 15,515 0.00637 47.9097

Figure 6d 158,690 51,532 0.00026 5.9064

Figure 7d 30,046 45,822 0.00068 67.2463

Table 3 Assessments of regional description parameters of proposed and watershed segmentation
scheme

Method Image Area Perimeter Compactness Dispersion

Watershed Figure 8 48,040 38,258 0.00142 42.3725

Proposed Figure 8 30,046 45,822 0.00068 67.2463

Fig. 8 Results of watershed approach: a source image, b segmented before watershed, c active
contour map, d watershed image
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image. Consequently, the shape and the size of segmented area are fairly accurate.
In contrast, the proposed method gives a good partition of image objects without
losing any discontinuous boundary. As we can observe in the result sets, the shape
and the size of separating boundary of segmented region are detected correctly. In
addition, our method gives the precisely continuous and smooth boundaries for
image objects.

4 Conclusions

In this paper, we have conceptualized and simulated a probabilistic segmentation
algorithm for breast cancer images. To detect abnormalities, the statistical param-
eters estimation and a classification method is used. All the parameters of the
proposed model are estimated automatically from the images. In order to segment,
morphological for operation are applied post processing and active contour map for
smooth boundary of detected regions. Our method provides a good segmentation of
affected cancer regions and smooth borders with continuous active contour
map. The experimental results show that aforesaid parameters quantifies the breast
abnormality.

References

1. W. Xu, S. Xia, et al., A Model based Algorithm for Mass Segmentation in Mammograms,
IEEE, pp. 2543 – 2546, (2006)

2. Cheng, H.D., Shi, X.J., Min, R., Hu, L.M., Cai, X.P., Du, H.N.: Approaches for automated
detection and classification of masses in mammograms. Pattern Recogn. 39(4), 646–668
(2006)

3. Mudigonda, N.R., Rangayyan, R.M., Desautels, J.E.L.: Segmentation and classification of
mammographic masses. SPIE Med. Imag. Image Process. 3979, 55–67 (2000)

4. te Brake, G.M., Karssemeijer, N.: Single and multiscale detection of masses in digital
mammograms. IEEE Trans. Med. Imag. 18, 628–639 (1999)

5. Kass, M., Witkin, A., Terzopoulos, D.: Snakes: active contour models. Int. J. Comput. Vision
1(4), 321–331 (1988)

6. Xu, C., Yezzi, A., Prince, J.: On the relationship between parametric and geometric active
contours. Proc. Asilomar Conf. Sig. Syst. Comput. 1, 483–489 (2000)

7. Vese, L.A., Chan, T.F.: A multiphase level set framework for image segmentation using the
Mumford and Shah model. Int. J. Comput. Vision 50(3), 271–293 (2002)

8. Brox, T., Weickert, J.: Level set based image segmentation with multiple regions. Pattern
Recognit. Springer LNCS 3175, 415–423 (2004)

9. Chen, W., Giger, M.L., Bick, U.: A fuzzy c-means (FCM)-based approach for computerized
segmentation of breast lesions in dynamic contrast-enhanced MR images. Acad. Radiol. 13(1),
63–72 (2006)

10. Li, H.D., Kallergi, M., Clarke, L.P., Jain, V.K., Clark, R.A.: Markov random field for tumor
detection in digital mammography. IEEE Trans. Med. Imag. 14, 565–576 (1995)

11. Shi, J., Malik, J.: Normalized cuts and image segmentation. IEEE Trans. Pattern Anal. Mach.
Intell. 22(8), 888–905 (2000)

Automated Segmentation Scheme Based on Probabilistic Method … 563



12. Fieguth, P.: Statistical image processing and multidimensional modeling. In: Information
Science and Statistics. Springer, New York (2011). ISBN:978-1-4419-7293-4

13. Hamarneh, G., Li, X.: Watershed segmentation using prior shape and appearance knowledge.
Image Vis. Comput. 27, 59–68 (2009)

14. Lezoray, O., Cardot, H.: Cooperation of color pixel classification schemes and color
watershed: a study for microscopic images. IEEE Trans. Image Process. 11(7), 783–789
(2002)

15. Nixon, M.S., AguadoFeature, A.S.: Extraction and Image Processing. British Library, UK
(2002). ISBN:0-7506-5078-8

16. Burger, W., Burge, M.J.: Principles of Digital Image Processing Core Algorithms. Springer,
London (2009). ISSN:1863-7310

17. http://marathon.csee.usf.edu/Mammography/Database.html

564 B. Biswas et al.

http://marathon.csee.usf.edu/Mammography/Database.html


Disease Detection and Identification
Using Sequence Data and Information
Retrieval Methods

Sankranti Joshi, Pai M. Radhika and Pai M.M. Manohara

Abstract Current clinical methods base disease detection and identification
heavily on the description of symptoms by the patient. This leads to inaccuracy
because of the errors that may arise in the quantification of the symptoms and also
does not give a complete idea about the presence of any particular disease. The
prediction of cellular diseases is still more challenging; for we have no measure
on the exact quantity, quality and extremeness. The typical symptoms for these
diseases are visible at a later stage allowing the disease to silently progress. This
paper provides an efficient and novel way of detection and identification of
pancreatitis and breast cancer using a combination of sequence data and informa-
tion retrieval algorithms to provide the most accurate result. The developed system
maintains a knowledge base of the mutations of the diseases causing breast cancer
and pancreatitis and thus uses techniques of protein sequence scoring and infor-
mation retrieval for providing the best match of patient protein sequence with the
mutations stored. The system has been tested with mutations available online and
gives 98 % accurate results.
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1 Introduction

Health care is one the most booming industry where in lot of research and devel-
opment is taking place. Lots of studies have been done on many interdisciplinary
topics in lieu of achievement of high standards of treatment [1]. Though advanced
technologies are being used successfully for diagnosis of many diseases, research is
still being done, in case of cellular diseases. The identification and detection of
these diseases is difficult owing to the fact that the current methods need to be
applied to cellular level for detection of abnormalities, which many a times, are not
clearly observed in various imaging tests [2]. Current clinical methods rely heavily
on patient’s description of discomfort. As almost all cellular diseases, in their onset
stages, have symptoms common to many other diseases, they are difficult to identify
early and are often over looked when based on patient’s description. For example,
in case of colon cancer, the cancer might be present for many years before the
development of symptoms. The real symptoms related to any cellular diseases
surface quite late and lead to progression of disease before they can be identified.
Figure 1 provides the timeline for identification of the cellular diseases and
development of symptoms.

Protein sequence data can easily reflect the changes in the human body and can
be used to identify the presence of diseases in the body on the onset. This paper
suggests the use of protein sequence data for detection and identification of diseases
using a combination of sequencing and information retrieval methods. The data is
taken in FASTA format.

Fig. 1 Time line of a cellular disease (Courtesy https://onlinecourses.science.psu.edu/stat507/
node/70)
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2 Background Study

DNA sequencing software like Blast [3], Clustal [4] and Clustal W [5] have been
developed to provide detailed analysis of human DNA. These work on the concept
of parallelization of Smith-Waterman [6] and Needle-man Wunsch [7] algorithm
and/or applying multiple sequence alignment for identifying patterns of similarity
between various sequences and aligning them to identify the preserved patterns.
Figure 1 identifies the shortcoming of current methods as the disease has already
progressed by the time it becomes detectable through various imaging software. For
this reason, the American Cancer Society (ACS) provides various guidelines on
early detection of these diseases [8].

There are various technologies involved in development of systems to aid
identification of such diseases and various other works have been done on sequence
data to aid in early disease detection and identification. Neural networks and arti-
ficial intelligence are used extensively in most of the methods to provide the
classification of various images. Data mining techniques have been used to predict
the spread of lung cancer [9]. Genetic markers for understanding of leprosy, cancer,
asthma and various automatic systems to monitor cardio health have been devel-
oped [10]. In case of working with DNA, large amount of sequence data is available
for study and observation purposes. Apart from the famous human genome project
[11], other notable works for the study of DNA and its involvement in diseases are
DNA vaccines [12], DNA microarray techniques [13] and molecule markers [14].
Data Mining has also been a promising area of study in the development of methods
for disease identification. Data mining has been used for the diagnosis and treatment
of heart diseases [15]. A data mining approach has also been developed for diag-
nosis of coronary heart disease [16]. A review of data mining application in systems
that have been developed to aid in the health care industry has been provided in
[17]. Information Retrieval is now being used as a method to aid in diagnostics of
various rare diseases [18]. Systems have also been developed for the measuring the
accuracy of diagnostic systems using Information Retrieval [19].

In the proposed system, Levenshtein edit distance algorithm is used for the ease
of mining relevant information in the form of mutations from protein sequences. It
also increases the probability of finding the best possible match. Since Needleman
Wunsch provides all possible matches it has been employed as the main algorithm
for identification of all mutated protein sequences.

3 Proposed Study

3.1 Overview of the System

The current system provides a mechanism for identification of cellular diseases in
pancreas or breast by detecting the presence of any mutations in the protein
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sequences of these organs. Minimalistic approach has been used to integrate the
database and the system.

The data is passed through three scoring systems to provide the most accurate
score and then the prediction is based on the symptoms associated with the patient.
This system has three views.

1. The symptoms view where user selects disease identification through symptoms.
This mode allows a user to select the symptoms the patient is having and
provides information about diseases showing those symptoms. It also provides
related probability of the diseases based on selection of symptoms.

2. The sequence selection takes the sequence data from the user and aligns it with
all the sequences present in the database. This is followed by Levenshtein Edit
Distance scoring of the input sequence. The sequences with the maximum score
are classified into diseased or normal based on various mutations present. Thus
after the final mutation match, the system provides a result based on the various
mutations and the symptoms.

3. The final view provides information regarding performance of the system. This
view has been used for comparison of time complexities in case of parallel and
traditional computing.

The knowledge base contains various protein sequence mutations found in the
onset of breast cancer and pancreatitis or those which lead to these diseases. These
diseases were chosen due to the wide amount of study done on them so as to
provide us with the exact mutations available. Some other mutations are also
included based on their presence found in the patients of these diseases and based
on some previous works done. Other general mutations found in almost all kinds of
cancers are also included in the database. Along with this, it also takes into account
the symptoms provided by the patient to solve the issues of various diseases which
have similar early symptoms. Based on these two factors, it proposes a probability
score for all the possible diseases.

The system takes the query in the form of sequence data or symptoms data and
provides a match going through the various accuracy points. In case of a no match
condition the system goes to the symptoms form and uses the symptoms to provide
the top diseases.

3.2 Scoring Methodology

There are three checkpoints for scoring of the sequence before any final prediction
can be made. This has been done to reduce the number of false positives and
eliminate any false negatives, thereby increasing accuracy.

Needleman Wunsch. This algorithm has been used to provide scores for initial
filtering of the sequences. Needleman Wunsch scoring is used to obtain all the
possible matches. Since we do not want to find the preserved regions, we do not use
the alignment step. Substantial decrease in run time has been obtained by the
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removal of alignment and trace back step. We also provide an alternative to gap
penalty in the implementation since a large difference in length of sequences can
lead to a high gap penalty increasing the false positives and negatives in context of
the current system. The algorithm takes the sequences from the database and finds
their alignment score with the input sequence data. Since it tries to find every
possible match and gives the best possible match for all algorithms, it provides as a
good means to filter the sequences to get the sequences with the maximum scores.
The sequences with the maximum scores are then passed to Levenshtein algorithm.

Levenshtein. The levenshtein algorithm is a high quality string matching
algorithm, which provides the least cost required to calculate the number of edit
operation between two strings (in this case, sequences). It takes the input sequence
and various mutations selected from the knowledge base based on scoring of
Needleman Wunsch and enhance the score associated with sequences which have
the minimum number of edits required to find a match. The system can also be
implemented using back tracking, but due to the extensive number of insertions and
deletions required for the process, it may require a large amount of time. We have
used a recursive implementation approach for Levenshtein distance to provide the
most effective match score by storing the prefix of the substring already matched
and thus always focusing on the unmatched substring. This process also reduces the
time of calculation. Though Levenshtein distance is a variation of Needleman
Wunsch, the easy deletion mechanism instead of gap penalty provides a heuristic
answer, i.e. the best possible approximation.

Based on the selection of symptoms and scores obtained from Levenshtein edit
distance algorithm and Needleman Wunsch algorithm, the final results contain the
diseases with their predicted probability of occurrence. In the absence of any
mutations, the system provides an exhaustive list of symptoms, and their associated
diseases.

3.3 Proposed Algorithm

Needleman Wunsch is a sequential alignment algorithm. It searches every substring
for any two sequences and provides the best alignment. This value of each cell
needs to be calculated using the values of previous cells surrounding it as seen in
Fig. 2a. The presence of this dependency for each cell makes the algorithm to have
the time complexity as O (nm) where n and m are the sizes of each sequence.

The system is implemented using parallel approach to reduce the running time.
The modified approach calculates the values for the cells in a parallel manner and
stores the value for previous columns in an array list for immediate availability. The
parallel implementation has been done using threads and processors. Figure 2b
shows the cells which are calculated in parallel.

The cells with the same numbers are calculated in parallel. This is possible for
each cell; as the values of all previous cells are already calculated before reaching
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the cell. This reduces the time of execution of the algorithm from O (n * m) to
O (n + m) where n and m are the lengths of the two sequences.

3.4 Some Assumptions

The proposed method also assumes that a large collection of data is available for
employing the parallel implementation of the system that has been developed.
Hence, the data has been populated repeatedly for determining the speed of com-
putations of the algorithms in the proposed system. The speed of threading has been
determined while keeping all other processes idle and assuming the proposed
software as a fully devoted system.

4 Results

4.1 Test Analysis and Parallel Implementation

In case of hyper threading with 10000, 10 threads are being invoked in the program
and hence the time spent in allocation of data to the threads and switching is less
because of parallel execution of threads. However, when we use the inbuilt Parallel
class in C#, it invokes 4 threads owing to the quad processor CPU. There is a
difference in time when working with Parallel class and hyper threading. In case
with less number of sequences, even though the difference between the parallel and
hyper-threading method is less, the difference between the hyper threading and
sequential is substantial. This is because of the large size of each sequence.

While the computation time in case of parallel class in C# gives a constant value,
the value of threading may depend on the various numbers of threads already run-
ning in the system and has found that 8 threads are optimum for 10,000 sequences.

Fig. 2 a Calculation for each cell in Needleman Wunsch algorithm is dependent on the previous
three cells, contributing to a runtime of O (nm). b Cells in similar color and having similar
numbering are calculated simultaneously reducing the runtime to O (n + m) where n and m are
length of sequences
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Figure 3 shows the time analysis for both parallel and traditional Needleman
Wunsch.

The time analysis for score matrix calculation of 10,000 sequences shows a
drastic difference in the execution times of the traditional Needleman Wunsch
algorithm and parallel Needleman Wunsch algorithm. Similar results have been
observed in case of Levenshtein distance algorithm.

5 Conclusions and Future Work

This paper discusses an efficient method to identify and detect cellular diseases and
makes use of protein sequence data and information retrieval methods. The
developed system uses modified Needleman Wunsch algorithm and Levenstein’s
edit distance algorithms for scoring purposes. Parallel versions of these algorithms
have been implemented using multithreading and system cores which reduces the
time of computation considerably.

Future focus is to integrate the system with protein expression data for better
diagnosis of the presence or absence of the diseases. The knowledge base can be
developed as a distributed database network to get an availability of a wide variety
of mutations.
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Advance Teaching–Learning Based
Optimization for Global Function
Optimization

Anand Verma, Shikha Agrawal, Jitendra Agrawal
and Sanjeev Sharma

Abstract Teaching–Learning based optimization (TLBO) is an evolutionary
powerful algorithm in optimal solutions search space that is inspired from teaching
learning phenomenon of a classroom. It is a novel population based algorithm with
faster convergence speed and without any algorithm specific parameters. The
present work proposes an improved version of TLBO called the Advance
Teaching–Learning Based Optimization (ATLBO). In this algorithm introduced a
new weight parameter for more accuracy and faster convergence rate. The effec-
tiveness of the method is compare against original TLBO on many benchmark
problems with different characteristics and shows the improvement in performance
of ATLBO over traditional TLBO.

Keywords Global function optimization � Teaching-learning based optimization
(TLBO) � Population based algorithms � Convergence speed

1 Introduction

To solve complex optimization problems such as mathematical optimization,
multimodality, dimensionality and numeric optimization problems, several modern
heuristic algorithms have been introduced. In a recent time a new optimization
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technique Teaching–Learning Based Optimization (TLBO) gaining popularity for
their reliability, accuracy and faster convergence rate. It has not required any
algorithm-specific parameters so TLBO can also be called as an algorithm-specific
parameter-less algorithm [1, 2]. TLBO is based on the effect of the influence of a
teacher on the outcome of learners in a classroom and output is considered in terms
of grades.

In this proposed work, includes a weight parameter ‘W’ in both phases and team
leader concept with original TLBO that is known as Advance Teaching–Learning
Based Optimization (ATLBO). The inclusive parameter gives a better convergence
rate and accuracy. ATLBO compared with original TLBO for solving global
function optimization problems and the performance characteristic are provided to
show that ATLBO has better results than basic TLBO.

Rest of this paper is organized as follows. Section 2 presents the concept of basic
TLBO. Section 3 describes the proposed Advance TLBO. Section 4 discusses
results and comparison with basic TLBO. Section 5 gives conclusion. The detailed
explanation of TLBO is given in next section.

2 Teaching Learning Based Optimization (TLBO)

Teaching–Learning Based Optimization (TLBO) is a newly introduced an efficient
optimization algorithm, inspired by the teaching—learning process in the class-
room. It is a population-based evolutionary computer algorithm that modeled on
transferring knowledge in the classroom and use student result to proceed on global
solution. TLBO does not need any specific parameters, it only requires common
controlling parameters like population size and number of generations, so it is
called parameter less optimization algorithm [3]. TLBO is divided into two phases:
‘Teacher Phase’ and ‘Learner Phase’. In Teacher phase learners gain knowledge
from teacher and then Learner also gain knowledge from their classmates by mutual
interaction, group-discussion etc. [4–6] in ‘Learning phase’.

2.1 Initialization

Following notation is used to describing TLBO

MAXIT: maximum number of allowable iterations.
N: number of learners in a class i.e. “class size”;
D: number of courses offered to the learners;

The X is randomly initialized population by a search space bounded by matrix of
N rows and D columns.
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Xnew;i = Xmin;i + ri Xmaxi � Xmin;j
� � ð1Þ

where ri is a uniformly distributed random variable within the range (0, 1), Xmax,i

and Xmin,j represent the minimum and maximum parameter value [3, 7].

2.2 Teacher Phase

In human society teachers are seen as best learner and have more knowledge than
learners. Teachers always tries to improve the knowledge of learners by which
knowledge level of classroom in turn increase and help to get better grades and
marks. But a teacher only improves the knowledge mean among students according
to their ability and effectiveness. Merely it is unacceptable for a teacher that it can
improve the knowledge mean of classroom towards specific degree [3, 8].

Let a teacher Ti is try to improve classroom mean Mi upward own knowledge
level. Ti is denoted by “Mnew” as new mean. The result is changed by the inequality
between current [7, 9, 10] and new mean expressed by

Difference Meani = ri Mnew � TfMið Þ ð2Þ

where ri denotes for a random number in the range of [0, 1] and Tf is denominated
as a teaching factor which determines the students mean value that is changed either
select 1 or 2 with equivalent probability [9]

Tf ¼ round 1þ rand 0; 1ð Þ 2� 1f g½ � ð3Þ

where termed rand denotes a random values between 0 and 1. This difference
updates the current solution by following expression.

Xnew;i = Xold;i + Difference Meani ð4Þ

2.3 Learner Phase

In Learner phase, Learners try to increases their knowledge from their classmates in
the form of group discussion, mutual interaction and tutorial etc. A learner ran-
domly interacts with each other’s in the form of presentation, formal communi-
cation and group discussion, etc. If any learner has better knowledge than others,
learners improve their knowledge form whom. For a population size Pn, learner
improves their knowledge from following algorithm [7, 9, 10].
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For i = 1 :Pn 
Xi and Xj are two randomly selected learners 
Where i<> j 
if f ( Xi )  <  f ( Xj ) 
Xnew,i= Xold,i+ ri (Xi – Xj)……………....................................5 
Else 
Xnew,i= Xold,i+ ri(Xj – Xi)…………………............................6
End if 
End for 
Accept Xnew if gives a better function value.

2.4 Algorithm Termination

The algorithm is terminated when maximum iteration MAXIT is reached.

3 Proposed Advance Teaching–Learning Based
Optimization

The proposed ATLBO is the improved version of traditional TLBO algorithm. In
basic TLBO learn improves their knowledge by a single teacher or by interaction of
other learners. In classroom environment some student gains knowledge during
tutorial hours, group discussion or by self-motivation learning. TLBO algorithm tries
to shift the mean of learners towards the teacher of class. In ATLBO algorithm a new
weight factor W are included in teacher phase (in Eq. 1) of basic TLBO and in the
part of learning phase (in Eqs. 5 and 6) includes a team leader concept that provides
the global position of best learner. In learning phase of ATLBO previous best learner
are act as a team leader, team leader are change during every iteration until result is
not reached on global solution. Weight factor is linearly decreases with time.

Weight factor wð Þ = Wmax� Dw ð7Þ

Dx ¼ Wmax�Wminð Þ � Tmax� tð Þ=Tmax½ Þ� ð8Þ

where Wmax and Wmin are the maximum and minimum values of weight factor w,
iteration is the current iteration number and max iteration is the maximum number of
allowable iterations. Wmax and Wmin are selected to be 0.9 and 0.1, respectively.

So the improved teacher phase express following

Xnew;i ¼ w � Xold;i + ri Mnew � TfMið Þ ð9Þ

In contrast of Learning phase of basic TLBO, ATLBO improves its learning
phase by concept of best learner that act as a team-leader, In every iteration
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previously best learner treat as a team-leader. A team-leader has always has the
more knowledge than their classmate [9, 10].

Hence in the learning phase the new set of improved learns can be
For i = 1 : Pn 
Xi and Xj are two randomly selected learners 
Where I <> j 
if f ( Xi )  <  f ( Xj ) 
Xnew,i=W*Xold,i+ ri (Xi – Xj)+ri(Xbest-Xi)................................10 
Else 
Xnew,i= W*Xold,i+ ri(Xj – Xi)+ri(Xbest-Xi)................................11 
End if 
End for 

where ri denotes for a random number in the range of 0–1.
Xbest is best learner act as team leader.
Accept Xnew if gives a better function value.

4 Experimental Results

In this section, we have an exhaustive comparison of our proposed algorithm
(ATLBO) with basic TLBO. For all the experiments population size was set to 20
and the maximum number fitness function evaluation was set to 100. Table 1 shown

Table 1 List of benchmark functions have been used in experiment

No Function n C Range Formulation value (fmin) = 0

f1 Step 30 US [−100, 100]
f xð Þ ¼ Pn

i¼1
xi þ 0:5ð Þ2

f2 Sphere 30 US [−100,100]
f xð Þ ¼ Pn

i¼1
xið Þ2

f3 Sum Squares 30 US [−100, 100]
f xð Þ ¼ Pn

i¼1
ixið Þ2

f4 Schwefel 2.22 30 UN [−10, 10]
f xð Þ ¼ Pn

i¼1
xij j þPn

i¼1 xij j

f5 Bohachevsky1 2 MS [−100,100] f xð Þ ¼ X2
1 þ X2

2�3 cos 3Px1ð Þ�0:4cos 4Px2ð Þ þ 0:7

f6 Bohachevsky2 2 MS [−100, 100] f xð Þ ¼ x21 þ x22 � 3 cos 3Px1ð Þ � cos 4Px2ð Þ þ 0:7

f7 Bohachevsky3 2 MS [−100, 100] f xð Þ ¼ x1 þ x2 � 3 cos 3Px1 þ 4Px2ð Þ þ 0:7

f8 Rastrigin 30 MS [−5.12, 5.12] f xð Þ ¼ x21 � 10 cos 2Pxið Þ þ 10
� �

f9 Griewank 30 MN [−600, 600]
f xð Þ ¼ 1

4000

Pn
i¼1

xið Þ2�Pn
i ¼ 1 cos xi

� ffiffi
i

p� �þ 1
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below gives the description of all the nine benchmark functions that was used for
experimentation.

4.1 Performance Metrics

To check the performance of proposed algorithm (ATLBO), Mean and standard
deviation of different benchmarks is calculated for determining the quality of
solution and the convergence rate is plotted and the resultant performance is
compared to basic TLBO.

a. Quality of Solution: To determine the quality of solution, mean and standard
deviation of 30 independent runs on nine different benchmark functions is
calculated and recorded in Table 2. In all the cases ATLBO performs better than
TLBO. To further verify the result, a two tailed t-test is performed and results
are shown in Table 3. The result of t-test proves that the quality of ATLBO’s
solution is better than TLBO solution quality.

b. Convergence Rate of Proposed Algorithm: To determine the convergence
rate, Both algorithms (ATLBO and TLBO) are tested on 10 independent sets
with 100 iteration on 10 independent run over different benchmarks and draw
graphs for comparing the convergence rate follows (Fig. 1):

Table 2 Fitness evaluation of TLBO and ATLBO (mean and standard deviation)

No Function Mean (TLBO) Sd (TLBO) Mean (TLBO) Sd (TLBO)

f1 Step 6.99E+01 64.99796 5.599362 13.34852

f2 Sphere 142.0809 174.0369 4.10E+00 7.557908

f3 Sum squares 591.9211 799.6606 4.53E+00 5.717949

f4 Schwefel 2.22 4.464452 3.663719 1.72E−01 0.224143

f5 Bohachevsky1 158.2136 155.8383 2.79E+00 3.477812

f6 Bohachevsky2 230.8089 254.7465 3.20E+00 4.672983

f7 Bohachevsky3 116.5454 178.0865 −2.4217 26.36527

f8 Rastrigin 5.06E+00 2.188272 6.32E−01 0.490737

f9 Griewank 0.023156 0.026999 1.48E−02 0.013463

Table 3 t-Test Result of benchmark functions

Function f1 f2 f3 f4 f5 f6 f7 f8 f9

TLBO/ATLBO Sign Sign Sign Sign Ex.
Sign

Sign Sign Ex.
Sign

Sign
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5 Conclusion and Further Research

A new algorithm Advance Teaching–Learning Based Optimization (ATLBO) is
suggested. It is an improved version of basic Teacher Learning Based Optimization
(TLBO). In ATLBO algorithm a new weight factor is introduced in both teaching
and learning phase also with a new concept of team leader. Team leader which was
the best learner in the previous phase will act as a teacher in learning phase.
The ATLBO algorithm provides better results compared to basic TLBO algorithm
on several benchmark functions. The proposed ATLBO algorithm is able to find the
global optimum values more accurately with faster convergence rate. The experi-
ment results have shown satisfactory performance of the ATLBO algorithm. In
future performance of ATLBO may be enhanced with new parameter tuning
strategy and adapts for multi-objective optimization and also its the practical
application areas like clustering, data mining, design and optimization of com-
munication, networks would be worth studying.

Fig. 1 Convergence curve for different benchmarks using ATLBO against TLBO
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Analysis of Online Product Purchase
and Predicting Items for Co-purchase

Sohom Ghosh, Angan Mitra, Partha Basuchowdhuri
and Sanjoy Kumar Saha

Abstract In recent years, online market places have become popular among the
buyers. During this course of time, not only have they sustained the business model
but also generated large amount of profit, turning it into a lucrative business model.
In this paper, we take a look at a temporal dataset from one of the most successful
online businesses to analyze the nature of the buying patterns of the users.
Arguably, the most important purchase characteristic of such networks is follow-up
purchase by a buyer, otherwise known as a co-purchase. In this paper, we also
analyze the co-purchase patterns to build a knowledge-base to recommend potential
co-purchase items for every item.

Keywords Viral marketing � Dynamic networks � Social networks �
Recommendation system � Amazon co-purchase networks

1 Motivation and Related Works

Online market places are becoming largely popular with knowledge of internet
among customers. Web-based marketplaces have been active in pursuing such
customers with high success rate. For example, a large portion of the Black Friday
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sales in USA or the Boxing Day sales in UK have gone online so that instead of
waiting outside of the stores in cold for hours, the customers can sit in their home
comfortably and still avail the deals by browsing through their websites. The online
shopping stores have gone to great lengths to invest on high configuration servers
that could seamlessly handle the requests thousands of buyers at the same time.

Such alarming growth in business in online market-places has drawn interest
towards analyzing the customers’ browsing or buying history. The customers’
browsing or buying data is stored in the database and such data could be analyzed
to observe patterns to understand the customers better. One such feature, popularly
used by online market-places to recommend users for a potential sale, is the item
co-purchase pattern of the customers. Customers often buy multiple products
together, which may or may not be related. The frequency of a co-purchase may
indicate the probability of the same co-purchase in future. The co-purchase patterns
changes with time depending on many temporal factors. Understandably, this
problem is a temporal problem and data from different time instances are needed to
understand the dynamic behaviour of the customers.

In a study on Amazon co-purchase network Leskovec et al. [1], features of
person-to-person recommendation in viral marketing were disclosed. For con-
vincing a person to buy something, such recommendations were not very helpful.
But they showed partitioning data based on certain characteristics enhances the viral
marketing strategy. E-commerce demand has been explained in another paper using
Amazon co-purchase network. Their claim is that item categories with flatter
demand distribution is influenced more by the structure of the network [2].
A community detection method was suggested by Clauset et al. which took O (md
log n) time where, n, m are the number of nodes and edges respectively and d is the
number of hierarchical divisions needed to reach the maximum modularity value.
Overall goodness of detected communities is popularly measured by Modularity
[3]. This method is popularly known as CNM [4] and they have used Amazon
co-purchase network as a benchmark data to find the communities in the network.
The communities detected by their algorithm has maximum modularity 0.745. But,
these communities were so large that finding out patterns from them was not of
much use. For instance, the largest community having about 100,000 nodes con-
sisted of about one-fourth of the entire network. Luo et al. made a study of the local
communities in Amazon co-purchase network and claimed that recommendation
yields better results for digital media items than books [5]. 3 and 4 node motifs had
been analysed in Amazon co purchase network [6]. It was found that frequent
motifs did not contribute much in comprehending the behaviour of the network.
Recent works on detection of frequent sub-graphs [7–10] has helped us in inter-
preting the dynamics of temporal network. J. Han et al. devised a method popularly
known as FP-growth to find frequently occurring patterns in transaction databases
[11]. C. Bron and J. Kerbosch formulated an algorithm to find out maximal cliques
in an network [12]. Basuchowdhuri et al. studied the dynamics of communities in
amazon copurchase network [13]. They have analysed the evolving product pur-
chase patterns.
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2 Problem Definition

Given a directed graph G(V, E), where nodes are products of an e-commerce
transaction database and directed edges represent the co-purchase relation, we
analyze market dynamics, relation between some of the inherent properties of the
graph, temporal human predilection, variation in number of reviews and build a
recommendation system that would help in bolstering the revenue. The frequency
of co-purchase although important, was not available in the dataset. Hence, we
ignore the frequency of co-purchased items and use topological characteristics to
build a recommender system.

3 Examining Features of the Co-purchase Network

We have examined the Amazon co-purchase network data in this paper. Unlike
other social network datasets, temporal characteristics are present in this dataset,
i.e., it comprises a network and its snapshots at four timestamps. The snapshots
reveals the dynamism in the structure of the original network and enables us to
study the evolving follow-up purchasing patterns. For the ease of comprehending,
we represent this dynamic network as a set of time-stamp graphs G0, G1, G2, G3,
where G0 is the original network at t = 0 and the evolved versions of G0, after one,
two and three units of time are G1, G2 and G3, respectively. We them tabulate them
as follows in Table 1. In this table, LWCC and LSCC refers to largest weakly
connected component and largest strongly connected component respectively.
Considering all time stamps the number of bi-directed edges are 5,853,404 while
that of distinct edges are 10,847,450. We subsequently look into a few features of
the network. Firstly, we look into its extended reachability by looking at the nodes’
2-hop degree. The 2-hop degree distribution expresses the extent to which viral
marketing would be able to boost up sales in the network. Next, we review two
features of the network that gives us a knowledge of how good transitivity of
co-purchase is maintained in the network. The last two features observed, express
the distribution of review writing by the customers. We relate the review writing
with buying and thereby project the buying frequency and its distribution.

Table 1 Snapshot graphs in amazon co-purchasing network

Graph jVj jEj Size of
LWCC

Size of
LSCC

Global clustering
co-efficient

Month, Year

G0 262,111 1,234,877 262,111 241,761 0.4198 March 02, 2003

G1 400,727 3,200,440 400,727 380,167 0.4022 March 12, 2003

G2 410,236 3,356,824 410,236 3,255,816 0.4064 May 05, 2003

G3 403,394 3,387,388 403,364 395,234 0.4177 June 01, 2003
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3.1 2-Hop Degree Distribution of Items

Degree distribution of a typical social network is known to display a plot of
scale-free nature. But, 2-hop degree of a node represents its ability to extend its
reach beyond its immediate neighbors. Its significance lies in the realization of
influence that a node exerts on its neighbors’ neighbors. Such measures in sparse
networks can be useful as average reachability between nodes is high. In sparse
networks, the nodes with high 2-hop degree value are the central nodes, from which
all the nodes can be reached quickly. Figure 1 shows the 2-hop degree distribution
of Amazon co-purchase network in log-log scale. The distribution plot follows
power law with a heavy tail.

3.2 Clustering Coefficient Distribution

Local clustering coefficient gives an essence of how good or bad a node can pulls
others into formation of a dense network, a quasi-clique for example. Figure 2
shows the distribution of clustering coefficient in log-log scale. Nodes with high
clustering coefficient (CC) has appeared more number of times than those with
lower CC. This reveals the cliquishness of the network.

3.3 Triplet and Triangle Distributions

A triplet is a structure where a node spawns two children. A triplet provides with an
opportunity of a triad closure which is the minimum unit of friendship. For each

Fig. 1 2-hop degree
distribution of amazon
co-purchase network in
log-log scale
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node we have found out how many possible triplets exists in which it takes part. On
the other hand, triangles depict closure of such triplets and is essentially the smallest
structure displaying sense of community. Figure 3 shows triplet and triangle dis-
tribution in Amazon co-purchase network. It is a plot between occurrence of triplets
and triangles in which a node is present and its frequency in log-log scale.
Algorithm [1] states the way of discovering triangles from triplets.

3.4 Detection of Burst Mode

Burst mode is usually observed in human behavior and therefore is a characteristic
of social networks. It shows a human predilection of being increasingly engrossed
in a particular activity before loosing interest and settling down. A few plots below

Fig. 2 Clustering coefficient
distribution of amazon
co-purchase network in
log-log scale

Fig. 3 Triangle and triplet
distribution of amazon
co-purchase network in
log-log scale
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show how users started to review items with increasing vigor and then with a sharp
descent coming down to a state of stability. Figure 4 shows the burst mode char-
acteristics shown by three reviewers.

3.5 Annual Variation in Number of Reviews

During a year there are peak times when the sales are maximum. In the Amazon
co-purchase network we have plotted the variation in number of reviews for 7 years
and some common features came up. The graph begins with a peak because of the
continued sales during the festive season. The graph ends with a peak which around
the month of December. The number of reviews are predictably high due to the
festive mood of Christmas and New Year. Another commonly occurring peak is
near April which is time for Good Friday and Easter. Figure 5 gives us a glimpse of
how the variation in number of reviews takes place over the years.

Fig. 4 A plot of burst mode
characteristics as shown by
three random reviewers

Fig. 5 Annual variation in number of reviews
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4 Recommendation System

One of the ways to boost sales is providing ease to customers for finding those
products which match their tastes and choices. A certain percentage of this comfort
level is achieved by a good recommender system. We design a recommender
system which partly uses content based filtering and collaborative filtering.

4.1 Assigning Weights to Edges

The Amazon co-purchase network graph is essentially unweighted. An attempt has
been made to make it a weighted network such that meaningless data can be
eliminated before going into further stages of recommendation. This also forms the
first stage of recommendation as the edges with significant weights can now be
recommended with each other.

Weight a,bð Þ ¼ A\Bj j

A Set of Reviewer ID’s who reviewed Item a
B Set of Reviewer ID’s who reviewed Item b

Figure 6 gives a distribution of hashed edge and its corresponding weight in log
log scale. Here, the edges are hashed by assigning consecutive numbers after
sorting them in decreasing order of their corresponding weights i.e. edge (156,632–
156,634) having the highest weight (842) is hashed as 1, followed by edge
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(197,325–197,327) with weight (826) and so on. From the graph we have located
the region where the graph attains steepest slope and thus the top 2000 edges are
taken for recommendation. Using this method, we find that pairs like ‘A Christmas
Carol’ and ‘Jingle All the Way’, ‘A Bend in the Road’ and ‘The Smoke Jumper’
and many other other items in pairs are recommended. The content wise similarity
of items in each pair is worth noticing.

4.2 Detecting Cliques in Five Nearest Neighbour Network
(5NN)

The Amazon Meta data file contains information not only about the products but
also gives a set of 5 similar products for each product. This similarity is based on
sub category. We form a 5-NN network from this data. The largest connected
component (LCC) is found out and Bron-Kerbosch algorithm [12] is implemented
on this LCC to find maximal cliques. It comes up with 3–7 membered cliques. The
5-NN network is made out of similar items and thus the cliques formed share the
similarity essence among themselves and thus can be recommended. The number of
3, 4, 5, 6 and 7 membered cliques are 79833, 32211, 7878, 872 and 4 respectively.
Thus, we can see with increase in clique size, its frequency decreases.

Products like “Ballroom Dancing”, “Much Ado About Ballroom Dancing”, “The
Complete Idiot’s Guide to Ballroom Dancing” are recommended together. Thus, we
see that similar products are suggested for co-purchase.

4.3 Collaborative Filtering

In collaborative filtering, predictions about a person’s tastes are made from his
network of collaboration. The underlying assumption of this approach is that, if a

Fig. 6 A plot of hashed
weights
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person A has the same opinion as that of person B on an issue, then A is more likely
to follow B’s opinion on a different issue than to follow the opinion of a person
chosen randomly. On the contrary, it is very unlikely that two reviewers will have
equal taste in every aspect. So, for an item, instead of recommending A’s collection
for B, it is better to find a neighbour of B with whom it has maximum similarity
regarding the sub category of that item. Figure 7 shows a sample edge reduction.

Lemma 1 For reducing number of edges of a complete bipartite graph (n1, n2, E)
by converting to a one mode network the condition that must be satisfied is n1 − 1
\ 2 n2 or, n2 − 1 \ 2 n1

Proof The total number of edges in the bipartite graph (n1, n2, E) is n1 n2. For
reduction the number of edges in the new network should be less than that of the
bipartite network. So,

n1Ck \ n1 n2 or, n2Ck \ n1 n2
On solving the inequalities, the following result is obtained:
n1 − 1 \ 2n2 or, n2 − 1 \ 2n1 h

The bipartite graph consists of two sets one of which is the set of items and the
other, the set of reviewers. Here, we have tried to project this two mode network
into a one mode network by graphically linking reviewer to reviewer if there exists
an item that has been reviewed by both. While transforming the edges are not given
direct weights rather a set of data, generic form of which is:

W(a, b) = {x, y j x belongs to common sub categories between a, b and y is the
frequency of common occurrence of x}.

Here, Table 2 shows a sample edge. It is clear that these reviewers have a greater
match of taste when it comes to the genres Style, Directors and Series in Music,
Video and Book respectively.

Fig. 7 Edge reduction

Table 2 Description of an
edge between two reviewers
(a, b)

Common subcategories
reviewed (x)

Frequency of occurrence (y)

Category Sub category

Music Styles 4153

Video Directors 1555

Music Rap 2

Book Guides and reviews 1
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4.4 Efficiency of Recommendation System

A recommendation system is useless unless and until a strong evidence of it
working fine is provided. Though the transaction table between reviewers and items
were not available, different path was chosen to resolve this issue. For each and
every time stamp largest connected component (LCC) was found out and a simi-
larity study was made to see how much of our recommendations were present in
these LCC.

A Machine Learning Approach Towards Validating: Machine Learning
Approach brings a flavor of past experiences while taking current decisions. We
have tried to implement the same essence. We have taken two time stamps namely
t1 and t2 for learning a model of co-purchase predilections and have tested it on the
time stamp t3. The data set provided the edge list of all co-purchase relations
between items for time stamp t3.

Precision and Recall: For a recommender system, precision and recall are the
two parameters which give a measure of the accuracy of the system. Precision (i.e.
positive predictive value) is the fraction of retrieved instances that are relevant,
while recall (also known as sensitivity) is the fraction of relevant instances that are
retrieved. Both precision and recall are therefore based on an understanding and
measure of relevance shown in Table 3. Here, original refers to the number of items
that has been co-purchased with the particular node. Recommended refers to the
number of items that our recommendation system has provided for that node.
Intersection refers to the number of items common between Original and
Recommended.

“The Music of Jerome Kern” (372,787) has high precision and recall value.
“Southern Harmony and Musical Companion” (392,440) has high recall value.

5 Conclusion

The study of co-purchase network reveals how human tendencies can shape up
co-purchase patterns which bears with it temporal effects. These motifs, if studied
carefully can be used to develop strategies to increase sales. We made an attempt to
make recommendation systems based on nearest neighbor model and graph
topology based collaborative filtering. Since testing recommendations for all the

Table 3 Validating the recommendation system

Node number Original Recommended Intersection Recall Precision

372,787 6 5 5 0.83 1

255,803 9 7 6 0.67 0.86

392,440 5 6 4 0.80 0.67
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items in the network is computationally expensive, we picked up random samples
to reveal how the recommendation system performs for them. We can clearly see
that the recommendation can be good for a large part of the dataset but can not
guarantee a highly precise recommendation for every item.
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Fingerprint Template Protection
Using Multiple Spiral Curves

Munaga V.N.K. Prasad, Jaipal Reddy Anugu and C.R. Rao

Abstract In this paper we proposed a method for generating the cancelable fin-
gerprint template using spiral curves by constructing contiguous right angled tri-
angles using the invariant distances between reference minutia and every other
minutiae in fingerprint image, then projecting onto a 4D space, features transformed
using DFT. The proposed approach experimented by using the FVC database. The
approach attains the primary needs diversity, revocability, security of biometric
system. Performance is calculated using metrics GAR, FAR, and EER.

Keywords Fingerprint template generation � Contiguous right angled triangles �
Projection � Transformation � Security

1 Introduction

Biometrics gained its popularity in secure authentication in comparison with tradi-
tional based methods of remembering tokens and passwords [1]. Biometrics traits are
inextricably bound to individual’s identity [2] and need not to remember. However,
biometrics will be same forever, once compromised can not be reissued or canceled
[1], thus violating user privacy. If biometrics lost everything lost. Individuals face
threat to their physical existence as they can not be kept away from theft. This has
raised problems and challenges in security and regarding protection of one’s identity.
Hence, there should be a biometric technique that ensures security and privacy. Any
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cancelable biometric method must meet the following characteristics [1]
(i) Diversity, (ii) Revocability, (iii) Non-invertibility and (iv) Performance.

There are four categories of attacks [3] at sensor module, interface module,
software module and database module. Irrevocability of template makes it more
dangerous and violates user’s privacy. Therefore, need of biometric technologies to
provide increased security and privacy protection. The template protection schemes
are broadly categorized into cancelable biometrics and biometric cryptosystem [3].
Cancelable biometrics is about to transform the features into irreversible template.
The two approaches, namely biometric salting (blending user specific information
like password or token with biometric data to generate a new template) and
non-invertible transforms (transform original biometric data into irreversible tem-
plate) are under cancelable biometrics. On other side, Biometric cryptosystem
serves by securing cryptographic key with help of biometric data (key binding) or
generating cryptographic key (key generation) [3] from biometric data.

The rest of paper is organized as follows: In Sect. 2, discussion regarding the
related work done on cancelable biometrics. Section 3 explains about the proposed
model. Section 4 explains the experimental setup and analysis of the model in terms
of the performance characteristics of cancelable biometrics. Conclusions are dis-
cussed in Sect. 5.

2 Literature Review

Reconstruction of original fingerprint image from minutiae set was proved [4].
Later a many methods have come for reconstruction of fingerprint image from
minutiae [5–7]. Because of feasibility to inversion, it is not secure to keep the
original fingerprint features as biometric template. As an alternative layers of
protection could be applied to original fingerprint to convert into new form. But,
performance is generally degraded when transformations applied [8]. Preserving the
performance while applying transformations being a challenging task.

In literature, there exists direct minutiae transformation and indirect minutiae trans-
formation. In first case the original location and orientation are taken directly for further
use; invariant features taken in later case. For feature transformation, [8] proposed first
method to generate biometric template usingnon-invertible transform functions, namely
Cartesian, polar and surface-folding transformation. Though the three transformations
claimed to be non-invertible, later an approach [9] reveals the invertibility of surface
folding transformation if parameters and transformed template are known.

In method [10], a 3D array taken, for each reference minutia other minutiae are
translated and rotated. Each cell is marked as ‘1’ if it contains more than one
minutiae falling in each cell, otherwise ‘0’. For same key scenario the performance
degraded significantly. A method alignment free fingerprint template [11], the
calculated invariant feature set is given as input to user specific transformation
function to derive parameters, which can be used to generate cancelable template.
Generation of revocable fingerprint template using minutiae triplet [12]. Similarly,
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revocable fingerprint template generation [13] by taking four invariant features
from minutia pair and then using histogram binning [14].

Pair polar coordinate based scheme [15] explores the relative relationship of
minutiae in a rotation and shift-free pair-polar framework. Non-inversion is attained
through many-to-one mapping relation. The method based on densely
infinite-to-one mapping (DITOM) technique [16] elaborates the three features, then
quantized, hashed, and binarized using histogram binning. Method based on cur-
tailed circular convolution [17] where generation of random sequence using user
specific key, L-point Discrete Fourier Transform (DFT)s of bit-string and random
sequence independently, then taking inverse DFTs on the product of DFTs gen-
erated. Considered the points as template after removing first p-1 points.

The work of multiline code (MLC) [18] enhanced [19] by taking mean distance
of minutiae falling in each semicircle region along the lines. Performed quantization
to get bit-string, then permutation of resulted bit-string using user key. Multiline
neighboring relation [20] by constructing rectangles with different orientations,
followed by determining invariant distances and relative orientations, then pro-
jecting on to 2D plane, then transformation using DFT to get template.

3 Proposed Method

The steps involved in proposed method are as follows:

1. Construction of spiral curves.
2. Projection on to 4D space and bit-sting generation.
3. Feature transformation.
4. Matching.

3.1 Construction of Spiral Curve

Fingerprint feature extraction from impression. The minutiae set N ¼ ½xi; yi; hi�k1,
where k represents minutiae count in fingerprint image. Choose a reference minutia
from the set, N.

1. Find out the rotation and translation invariant distance between reference
minutia, ðxr; yr; hrÞ and the every other minutiae ðxi; yi; hiÞ in image.

xTi
yTi

� �
¼ cos hr � sin hr

sin hr cos hr

� � ðxi � xrÞ
�ðyi � yrÞ

� �
ð1Þ

Based on the calculated values xTi and y
T
i , distance is evaluated dri ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xT2

i þ yT2

i

q
.
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2. Sort the distances in ascending order, take n number of least distances to draw
contiguous right angled triangles taking distances as hypotenuses of triangles
[21]. For first triangle, the base distance is taken as specific value d0 and the
same is added to every distance as shown in Fig. 1a.

3. The other side of triangle, li as shown in Fig. 1a is calculated using Pythagoras
theorem. We keep the distance li, angle at vertex as center ai, area Ai of each
triangle as shown in Fig. 1b and the actual orientation of corresponding minutiae
hi as feature set for further use.

4. For each reference minutia, ðxr; yr; hrÞ we represent the feature set as Lr ¼
½lr1; h1; ar1;Ar1�; ½lr2; h2; ar2;Ar2�; . . .½lrn; hn; arn;Arn�½ �; where lij; aij;Aij indicates
the metrics taken for each triangle, hj indicates the orientation of corresponding
minutia from which we have taken invariant distance to reference minutia, n is
the number of minutiae taken after sorting the distances.

5. Repeat the steps 1–4 for each other minutiae in minutia set, N of a fingerprint.
Thus fingerprint template contains L ¼ ½L1; L2; L3; . . .; Lk� where k refers
minutiae count in fingerprint image.

Here, in the feature set we are storing metrics of each triangle and orientations of
minutiae. From the feature set we can not find the position and orientation of
minutia in the fingerprint image.

3.2 Projection on to 4D Space and Bit-Sting Generation

We generate bit-string by using space based quantization. Each Lr is a vector of
order 4, Lr ¼ ðlij; hj; aij;AijÞ, can be plotted on a 4D-space by taking distance,
orientation, angle and area along 4 axes in space with ranges in [0 k], [0 360], [0 90]
and [0 D] respectively, where k is maximum distance and D is maximum area. The
cells of 4D-space are partitioned into sizes cx, cy, cz and cw along axes [10]. The
number of cells in the plane are A� B� C � D where A ¼ maximum distance

cx

� �
,

B ¼ 360
cy

j k
, C ¼ 90

cz

j k
and D ¼ maximumarea

cw

� �
. Here :b c represents the floor function.

The template L is mapped to 4D space. Then we will know which cell contains
which points on the plane using the Eq. 2.
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Fig. 1 a Construction of
spiral curve for reference
minutia. b Metrics in triangle
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xi
yi
zi
wi

2
664

3
775 ¼

lij=cx
� �
hj=cy
� �
aij=cz
� �
Aij=cw
� �

2
664

3
775 ð2Þ

where xi; yi; zi and wi indicate the x, y, z and w indices on 4D space, cx, cy, cz and
cw represents the dimensions of each cell. By visiting each and every cell of 4D
space we will get a binary string by taking ‘1’ for one or more point falling onto a
cell, otherwise ‘0’. So the length of bit-string will be I = A� B� C � D.

3.3 Feature Transformation

The generated bit-string need to be transformed into non-invertible template for
protection. Apply Discrete Fourier Transform on bit-string (Hw) to transform into a
complex vector. Performing I-point DFT on Hw, we get frequency domain complex
vector, Fi into I � 1 vector. F ¼ ½F0;F1;F2; . . .;FI�1�. Multiply the user specific
random matrix R with complex vector F to transform into non-invertible template T
[16]. ½T�p�1 ¼ ½R�p�q½F�q�1. Here q = I, the size of bit-string and p\q. Thus T is a
transformed vector of order p� 1. While at verification we use the same user key to
generate the random matrix and then to generate transformed template.

3.4 Matching

Local matching In Local matching, we compare template locally by matching
each spiral curve data in enrolled template with every spiral curve data in query
template. Fingerprint transformed templates at the time of enrollment and query are
represented as E ¼ ½E1;E2;E3; . . .;Em� and Q ¼ ½Q1;Q2;Q3; . . .;Qn�. Then the
distance between both of Ei and Qj is calculated using Eq. 3

dðEi;QjÞ ¼ kEi � Qjk2
kEik2 þ kQjk2

ð3Þ

where k:k2 indicates 2-norm or euclidean norm. Then the matching score can be
found using SðEi;QjÞ ¼ 1� dðEi;QjÞ. The matching score will come in range of
[0 1]. Matching is done according to [19, 20]. To prevent double matching we
re-evaluate similarity matrix. SðEi;QjÞ ¼ SðEi;QjÞ if SðEi;QjÞ is maximum for
j 2 ½1;m� and i 2 ½1; n�, otherwise 0.
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Global matching In global matching we take the maximum similarity score of the
template comparison using Eq. 4. Here W indicates the count of non-zero values in
SðEi;QjÞ, m and n are minutiae counts in respective enrolled and query templates. If
score is 1, refers exact match and 0 refers mismatch.

MS ¼

Pm
i¼1

Pn
j¼1

SðEi;QjÞ

W
ð4Þ

4 Experimental Results and Analysis

For experimental testing database collected at Fingerprint Verification Competition:
FVC2002. Each DB1, DB2, DB3 contains 100 users with 8 samples each. We took
2 impressions per each user. Neurotechnology Verifinger SDK used to extract
features. False Rejection Rate (FRR), Genuine Acceptance Rate (1-FRR), False
Acceptance Rate (FAR), Equal Error Rate (EER) are measures of performance [1].
FRR is the ratio of total false rejections to total identification attempts or the
probability of rejecting a similar image as impostor. FAR is the ratio of total false
acceptances to total identification attempts or the probability of accepting dissimilar
image as genuine. EER is the value when FRR and FAR are equal. Genuine
Acceptance Rate is accepting similar image as genuine.

In the method we have taken minutiae points as center for drawing spiral curves
instead of singular points [21] which may not be available in all images. Considered
only 4 smallest distances instead of all distances for each reference minutia to
reduce complexity. In quantization after fine tuning cx, cy, cz and cw are fixed. In
different key scenario we got EER value 0 %. For same key scenario EER values
are shown in Table 1. Figure 2 refers the error rate for FVC2002. Receiver
Operating Characteristic (ROC) curve for FVC2002 DB1, DB2 and DB3 as in
Fig. 3, shows that low recognition rate for DB3 relative to DB1 and DB2 because of
low quality images. The proposed model ensures the revocability and diversity by
changing user key to generate multiple templates which can not be matched. Using
different keys 100 transformed templates are generated from a same image on
FVC2002 DB2 and matched with enrolled image to find pseudo-imposter

Table 1 Equal error rate for
same key scenario

Methods FVC2002

DB1 DB2 DB3

Ahmed et al. [15] 9 6 27

Yang et al. [22] – 13 –

Jin et al. [13] 5.19 5.65 –

Proposed method 7.85 5.29 17.55
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distribution. As shown in Fig. 4 pseudo-imposter distribution is clearly separated
from genuine distribution. In security perspective it is inconceivable to regress
original image from a stolen template. Even if adversary knows the spiral curves of
each reference minutia, the position of reference minutia and orientation can not be
found to try the possibilities to put neighboring minutiae around it.
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5 Conclusion

We proposed a technique to protect fingerprint template. We represented the spiral
curves model [21] in different perspective by considering minutiae points as center
to shell. We then taken information from triangles to project on to the space based
quantization to get bit-string, and then generated cancelable templates. This method
meets requirements security, revocability and diversity of biometric system. EER
for different key scenario is 0 %. EER for FVC2002 DB2 is 5.29 %.
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Rhythm and Timbre Analysis for Carnatic
Music Processing

Rushiraj Heshi, S.M. Suma, Shashidhar G. Koolagudi,
Smriti Bhandari and K.S. Rao

Abstract In this work, an effort has been made to analyze rhythm and timbre
related features to identify raga and tala from a piece of Carnatic music. Raga and
Tala classification is performed using both rhythm and timbre features. Rhythm
patterns and rhythm histogram are used as rhythm features. Zero crossing rate
(ZCR), centroid, spectral roll-off, flux, entropy are used as timbre features. Music
clips contain both instrumental and vocals. To find similarity between the feature
vectors T-Test is used as a similarity measure. Further, classification is done using
Gaussian Mixture Models (GMM). The results shows that the rhythm patterns are
able to distinguish different ragas and talas with an average accuracy of 89.98 and
86.67 % respectively.

Keywords Carnatic music � Raga � Tala � Gaussian Mixture Models � Rhythm �
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1 Introduction

Since large collection of multimedia data is available in digital form, we need to
identify ways to make those collections accessible to users. Efficient indexing
criteria makes retrieving/accessing an easy task. The techniques for
indexing/accessing music are categorized into 3 types. The first two kinds are
meta-data and text based access, use meta data and user provided tags for retrieval.
However, these tags need not be correct always. Where as in content based Music
Indexing and Retrieval (MIR), music signal is analyzed for deciding the genre,
hence it is more effective than the previous two techniques. The fundamental
concepts of Carnatic music are raga (melodic scales) and tala (rhythmic cycles).
A raga in Carnatic music prescribes a set of rules for building a melody very similar
to the western concept of mode [1]. Raga tells about the set of notes used and the
way in which these notes are rendered. Technically a note is a fundamental fre-
quency component of a music signal defined using starting and ending time [2].
A tala refers to a fixed time cycle or a metre, set for a particular composition, which
is built from groupings of beats [1]. Tala has cycles of a defined number of beats
and rarely changes within a song. Since raga and tala are the fundamental concepts,
extracting these information from music signal helps in building efficient MIR
systems.

In this work, an attempt has been made to analyze different features like rhythm
and timbre for classification of raga and tala. Rhythm is the pattern of regular or
irregular pulses caused in music by the occurrence of strong and weak melodic and
harmonic beats [3]. Timbre describes those characteristics of sound, which allow
the ear to distinguish sounds that have the same pitch and loudness which is related
to the melody of the music [3].

Rest of the paper is organized as follows. A brief review of the past works and
the issues are discussed in Sect. 2. The features extracted and classifier used are
explained in Sect. 3. Section 4 explains the experiments conducted and the analysis
of results. Section 5 concludes the work with some future research directions.

2 Related Work

In this section, different feature extraction approaches towards audio retrieval and
classification have been discussed. Many of the works have used pitch derivatives
as features for raga identification since pitch feature is related to melody of the
music. In [4], Hidden Markov Model (HMM) is used for the identification of
Hindustani ragas. The proposed method uses note sequence as a feature. Many
micro-tonal variations present in the ICM make note transcription a challenging
task even for a monophonic piece of music. Two heuristics namely Hillpeak
heuristics and Note duration one try to overcome these variations. The limitation of
this work is limited data set as it contains only two ragas and considerably lower

604 R. Heshi et al.



accuracy of note transcription. Similar work has been carried out by Arindam et al.
[5] using manual note transcription. The HMM evaluated for this sequence claimed
to achieve 100 % accuracy, if the given note sequence is correct. However, it is
difficult to achieve high accuracy in ICM transcription because of the micro-tonal
variations and improvisations. P. Kirthika et al. introduced an audio mining tech-
nique based on raga and emphasized importance of raga in audio classification [6].
Individual notes are used as features. Pitch and timbre indices are considered for
classification. Koduri et al. presented raga recognition techniques based on pitch
extraction methods and KNN is used for classification [7]. Property of the tonic
note with pitch of highest mean and least variation shown in pitch histogram, is
used for identification of tonic pitch value [8]. Using Semi-Continuous Gaussian
Mixture Model (SC-GMM), tonic frequency and raga of the musical piece are
identified. Only 5 Sampurna ragas are used for validating this system. In [9],
Rhythm patterns and Rhythm histogram are used as a feature for identifying and
tagging songs. GMM is used for classification. In [10], timbre features such as
spectral centroid, spectral roll-off, spectral flux, low energy features, MFCC and
rhythmic features are used for classification of raga and tala.

From the literature, it is evident that many of the works have used features such
as pitch and its derivatives and set of note information for identifying raga and tala.
In this work features other than pitch and note information are analyzed for
classification.

3 Methodology

Figure 1 shown below represents the activities done while implementing the idea.
Rhythm and timbre related features are extracted from each frame of the music
clip. GMMs are trained using these features to model the training music clips on the
basis if their rhythm and timbre. Further trained models are used to classify
unknown test clips.

Fig. 1 Schematic diagram to classify raga and tala
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3.1 Features Extraction

Rhythm Features: Rhythm patterns and Rhythm histograms are extracted from the
first 60 frames of the given music piece [3]. It results in a 24 × 60 matrix where 24
represents the critical bands of the Bark scale and 60 represents the number of
frames (shown in Fig. 2a). The x-axis represents the rhythm frequency up to 10 Hz
and the y-axis represents bark scale of 24 critical bands. From the rhythm patterns,
rhythm histogram is obtained by adding the values in each frequency bin in the
rhythm pattern. This results in a 60 dimensional vector representing the “rhythmic
energy” of the corresponding modulation frequencies. In Fig. 2b x-axis represents
the rhythm frequency up to 10 Hz and the y-axis represents the magnitude of
respective frequency.

Timbre Features: Timbre related features such as ZCR, centroid, roll-off, flux,
entropy are extracted from the signal. ZCR is the number of times signal crosses
x-axis. Centroid determines frequency area around which most of the signal energy
concentrates. Centroid is calculated using Eq. 1.

Ct ¼ ðMt½n� � nÞ=Mt½n� ð1Þ

where Mt[n] is the magnitude of the Fourier transform of frame t and frequency
bin n. Roll-off is used for finding out frequency such that certain fraction of total
energy is contained below that particular frequency. The spectral roll-off is defined as
the frequency Rt below which 85 % of the magnitude distribution is concentrated and
is calculated using Eq. 2.

Mt½n� ¼ 0:85 �Mt½n� ð2Þ

The spectral flux is a measure of the amount of local spectral change. Flux is the
distance between spectrum of two successive frames. It is calculated using Eq. 3.

Ft ¼ ðNt½n� � Nt � 1½n�Þ ð3Þ

Fig. 2 Rhythm features extracted from the music signal. a Rhythm patterns. b Rhythm histograms
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where Nt[n] and Nt − 1[n] are the normalized magnitude of the Fourier transform of
the current frame t, and the previous frame t − 1, respectively. Entropy is used to
calculate randomness of the signal.

HðXÞ ¼ �pðxiÞ log bpðxiÞ ð4Þ

where p xið Þ is the probability mass function of outcome xi. These features extracted
from the signal are initially checked for similarity for each raga and tala class.
Further are used for classification task.

3.2 Classifier

T-Test: Before developing a classifier model, the T-test is performed to determine
whether the means of two groups are statistically different from each other. The
result of test is 0 or 1. The output 0 implies T-Test is passed and there is no
significant difference between two feature vectors. If output is 1 then T-test does not
pass and there is significant difference between two feature vectors.

GMM: GMM is a mixture of Gaussian Distributions. Probability density function
for mixture of Gausses is a linear combination of individual PDFs. A GMM is
constructed for each class (raga/tala). Expectation Maximization algorithm is used
for training GMM. In testing phase, the highest probability value (greater than 0.5)
is used to decide the output class.

4 Experimentation and Results

4.1 Database

Two different audio datasets are collected for 10 raga and 10 tala considered for the
study are given in Table 1. The music clips include both monophonic and poly-
phonic music and are rendered by different male and female singers. The dataset
consists of 400 clips (20 clips in each type of raga or tala).

4.2 Performance Evaluation

6 sets of experiments are performed to evaluate the proposed method. Initial four
experiments are conducted using T-test to validate rhythm and timbre on raga and
tala datasets. Each music clip is compared with all the other music clips and the
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similarity value (0 or 1) is recorded. The percentage of music clips that matches
with the same class of clips is calculated. The values in the Table 2 show that
rhythm features have better similarity than timbre features. Hence, rhythm features
are considered for classification of raga and tala. Rhythm features of 60 dimensions
from 14 music clips are used for GMM training and 6 music clips are used for
testing from each raga and tala. The results in Table 3 show that the rhythm
features are useful in classification and hence may be used as secondary features
along with pitch related features for raga and tala identification.

Table 1 Database: list of ragas and talas used

Raga id Raga name Number of clips Tala id Tala name Number of clips

1 Abhogi 20 1 Adi 20

2 Hamsadwani 20 2 Adi (2 kalai) 20

3 Hari Khambhoji 20 3 Desh Adi 20

4 Hindolam 20 4 Khanda Chapu 20

5 Kalyani 20 5 Khanda Ekam 20

6 Malyamarutha 20 6 Misra Chapu 20

7 Mayamalavagowla 20 7 Misra Jhampa 20

8 Mohanam 20 8 Rupakam 20

9 Nattai 20 9 Thisra Triputa 20

10 Shankarabharanam 20 10 Triputa 20

Table 2 Results of similarity test for rhythm and timbre features

Raga/tala id

1 2 3 4 5 6 7 8 9 10

Similarity for
ragas (%)

Rhythm
features

100 66.6 66.6 87.5 88.8 66.6 66.6 50 50 66.6

Timbre
features

50 55.5 33.3 37.5 33.3 55.5 33.3 37.5 25 33

Similarity for
talas (%)

Rhythm
features

66.6 100 100 88.8 100 66.6 100 66.6 100 66.6

Timbre
features

33.3 50 33.3 33.3 100 33.3 50 55.5 100 33.3

Table 3 Accuracy of classification of raga and tala using rhythm features

Raga/tala id

1 2 3 4 5 6 7 8 9 10

Accuracy of
classification (%)

Raga 100 66.6 100 66.6 66.6 100 100 100 100 100

Tala 66.6 100 100 66.6 100 66.6 100 66.6 100 100
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5 Summary and Conclusion

In this work, analysis of rhythm and timbre features for classification of raga and
tala of Carnatic music has been done. From the experiments, it is found the rhythm
features are able to distinguish raga and tala better than timbre features. The
average accuracy of 89.98 and 86.67 % is achieved for classification of raga and
tala respectively using GMM classifier. Even though the results obtained are
promising, it cannot be generalized since it is validated using a small data set. As a
future work, combination of rhythm and pitch related features shall be used for raga
and tala classification. MIR systems for music recommendation shall be developed
using these features.
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Repetition Detection in Stuttered Speech

Pravin B. Ramteke, Shashidhar G. Koolagudi and Fathima Afroz

Abstract This paper mainly focuses on detection of repetitions in stuttered speech.
The stuttered speech signal is divided into isolated units based on energy.
Mel-frequency cepstrum coefficients (MFCCs), formants and shimmer are used as
features for repetition recognition. These features are extracted from each isolated
unit. Using Dynamic Time Warping (DTW) the features of each isolated unit are
compared with those subsequent units within one second interval of speech. Based
on the analysis of scores obtained from DTW a threshold is set, if the score is below
the set threshold then the units are identified as repeated events. Twenty seven
seconds of speech data used in this work, consists of 50 repetition events. The result
shows that the combination of MFCCs, formants and shimmer can be used for
the recognition of repetitions in stuttered speech. Out of 50 repetitions, 47 are
correctly identified.

Keywords MFCCs � Formants � Shimmer � Jitter � Dynamic time warping

1 Introduction

Stuttering is a speech disorder which disrupts the normal flow of a speech by
involuntary disfluencies. Different types of stutter disfluencies are: 1. Word repeti-
tions 2. Part-word repetitions 3. Prolongation (sound or phoneme pronunciation is
stretched) 4. Broken words [1]. The processing and quantification of stuttered speech
helps in many medical applications, such as treating psychological disorders, anxiety
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related problems those cause stammering, therapy to improve speaking fluencies by
reducing stuttering and so on. The most common approach of stuttering assessment
is to count the occurrence of types of disfluencies. Main difficulties of manual
evaluations of these disfluencies are need of continuous human expert attention,
careful recording of number and types of disfluencies, considerable amount of
experts time being spent and also the evaluations made by different experts are
highly subjective and poorly agree with the other similar evaluations [2]. Hence, the
automatic detection of stuttering disfluencies greatly helps Speech Language
Pathologists (SLPs) to analyze stuttering patterns, plan appropriate assessment
program and monitor the progress during the period of treatment.

The repetition events are more prominent in stuttered speech compared to the
other types of disfluencies [3]. Each repetition event have similar acoustic features,
therefore it is possible to automatically diagnose and process stuttering patterns. It
is one of the key parameters in assessing the stuttering events objectively. This
paper mainly focuses on automatic detection of repetition events using energy,
heuristics and DTW.

Rest of the paper is arranged as follows. Section 2 critically evaluates some of
the past research reported in this area. Methodology of incorporating this idea is
discussed in detail in Sect. 3. Results and their analysis is carried out in Sect. 4.
Paper concludes with Sect. 5 followed by some important references.

2 Literature Review

Many researches have focused on detection of different types of stammering events
in speech signal. MFCCs are claimed to be robust in recognition tasks related to the
human voice as they mostly represent phonetic and vocal cavity information. Hence
many studies have considered MFCCs as the primary features for the recognition of
stuttered events with different classifiers [4]. In [5], MFCCs are used as features for
the recognition of syllable repetition. The decision logic is implemented by per-
ceptron based on the score given by score matching. The work claims 83 %
accuracy. In [6], SVM classifier with unimodal and multimodal kernel functions are
trained using 13 MFCC features to recognizes fluent and disfluent segments in
speech. The SVM classifier with unimodal kernel functions achieves 96.13 %
accuracy, while with multimodal kernel functions 96.4 % accuracy is claimed.
LPCCs are used as features to recognize prolongations and repetitions in stuttered
speech. Linear discriminant analysis (LDA) and k-nearest neighbor (k-NN) algo-
rithms used for classification is claimed to achieve accuracy of 89.77 % [7]. In [8],
LPC, LPCC and weighted linear prediction cepstral coefficients (WLPCC) are used
as a features for recognizing the repetitions and prolongations. k-NN and LDA are
used for the classification with WLPCCs claimed to achieve better recognition
accuracy of 97.06 % when compared to LPCCs and LPCs (95.69 % and 93.14 %
respectively).

612 P.B. Ramteke et al.



From the literature, it is observed that many of the works have focused on the
classification of repetition and prolongation events in a stuttered speech using same
machine learning and classification algorithms. For training and testing manually
separated repetition and prolongation patterns are considered, hence these
approaches may not be feasible for real time evaluation. Hence this work focuses on
recognition of repetition events by comparing each isolated utterance with the
subsequent utterances within the specified interval of time. This approach works on
basic heuristics and is suitable for real time applications.

3 Methodology

In this paper, process of repetition recognition is divided into four stages: seg-
mentation, feature extraction, feature comparison and decision making shown in
Fig. 1. The following subsections explain framework in detail.

3.1 Segmentation

In the proposed approach the long utterance containing the complete sentence is
broken into smaller segments based on average energy, which may be a word or a
stammered semiword or syllable [9].

3.2 Feature Extraction

The spectral and prosodic features are used individually and in combination for the
recognition of repetition events. In this work 13 MFCC features are extracted as
these features approximate the human auditory response more closely and claimed
to be robust in recognition tasks [10]. This fact is main motivation to use MFCC
features for the detection of repetitive events. Each phoneme is pronounced by the
unique articulation of the vocal tract, hence there is a significant difference in their
formant frequencies [11]. So, formants may be considered for the speech recog-
nition. In this approach, 3 formant frequencies are considered for the repetition

Fig. 1 Proposed framework for recognition of repetitions in stuttered speech
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recognition. There is a slight variation in two consecutive pitch periods and their
respective amplitudes which are represented as features called as jitter and shimmer
respectively [12]. The shimmer can be used for recognition of repetition events
since energy is almost similar for each repetition event.

3.3 Feature Comparison and Decision Making

In this paper the DTW based feature comparison is done to evaluate the similarity
between different isolated events. In general DTW is an approach used for mea-
suring similarity between two temporal sequences, if one sequence may be warped
non-linearly by stretching or shrinking on to the other (e.g. time series) [13]. The
procedure to compute DTW is as below:

Consider two time series Q and C, of length n and m respectively, where
Q ¼ q1; q2; . . .; qi; . . .; qn and C ¼ c1; c2; . . .; cj; . . .; cm. These two sequences are
aligned as n-by-m matrix. The (ith, jth) element of the matrix contains the distance
dðqi; cjÞ between the two points qi and cj. Then, the absolute distance between the
values of two sequences is computed using the Euclidean distance:

dðqi; cjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðqi � cjÞ2

q
ð1Þ

Each matrix element ði; jÞ corresponds to the alignment between the points qi
and cj. Then, accumulated distance for two sequences is measured by:

Dði; jÞ ¼ min½Dði� 1; j� 1Þ;Dði� 1; jÞ;Dði; j� 1Þ� þ dði; jÞ ð2Þ

The resultant value of Dði; jÞ gives the optimal match between the two
sequences. The value of Dði; jÞ is small when signals or sequences are more similar
else returns the larger distance value. This approach is employed to compare the
feature vectors extracted from isolated units.

Figure 2a shows the comparison of feature vectors of repetitive units i.e. refer-
ence unit “ ” (“oos”) and test unit “ ” (“oos”) aligned on vertical and hori-
zontal axis respectively. Using this approach the 24 feature vectors for reference

Fig. 2 Comparison of feature vectors of isolated units using DTW. a Repetitive speech units
“ ” (“oos oos”). b Non-repetitive speech units “ ” (“oos re”)
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unit and 28 feature vectors for test unit are compared. For this comparison the path
almost follows a diagonal of distance matrix and distance values obtained is
14.2435. The path shown in the Fig. 2b shows the minimum distance path com-
puted over the non-repetitive units: test unit “ ” (“re”) and reference unit “ ”
(“oos”). Comparison of 24 reference and 16 test feature vectors gives distance
values 19.45 and the path does not follow the diagonal. From this it is observed that
there is a significant difference in the path and distance values obtained using DTW
feature comparison for repetitive and non-repetitive speech units.

A heuristic approach is employed for the identification of repetition events. The
distance values for the repeated units are small compared to that of non-repeated
units. Hence, the distance values obtained for the repeated units and non-repeated
units are analyzed and the threshold is empirically set to repeated and non-repeated
units. If the distance is below the set threshold then the units are classified as
repetition events.

4 Results and Discussion

In this section, the results obtained using the combinations of different features are
presented. The database consists a recordings of single speaker in Hindi language.
There are total 98 repetition events in 30 min of recording. Out of 98 repetitions, the
speech data containing 50 repetition events is considered for this study. The features
are extracted from each isolated unit using the frame size of 25 ms with frame shift
of 10 ms.

Table 1 shows the number of repetition correctly detected using different
combination of features. For 17-dimensional (13 MFCCs + 3 formants + 1 shim-
mer) feature vector, out of 50 repetitions 47 are correctly recognized along with the
19 false positive repetition for threshold 23.0 which is the real concern to be
addressed.

Table 1 Results of repetition detection for different combinations of features

Sr.
no

Features Threshold Total no.
of
repetitions

Correctly
identified
repetitions

Misclassified
repetitions

False
positive
repetitions

1 MFCCs (13) 19 50 37 13 19

2 MFCCs
(13) + Formant
Energy (3)

24 50 47 3 22

3 MFCCs
(13) + Formant
Energy
(3) + Shimmer (1)

23 50 47 3 19
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Figure 3 shows the output of repetition recognition approach applied on a small
sample of stuttered speech “ ” (“oos oos oos poore”). Figure 3a
shows the stuttered speech signal containing 3 repetitions of same units. The units
isolated based on energy are shown in Fig. 3b. Figure 3c shows that the 3 repeti-
tions of the same unit “ ” (“oos”) are correctly identified with the threshold
distance of 23.0.

5 Summary and Conclusion

This paper presents a simple heuristic approach for recognition of repetition in a
stuttered speech. Spectral and prosodic features are used for the task. A heuristic
approach is used for the classification of units into repeated events. The result
shows that the combination of MFCCs, formants and shimmer can be used for the
characterization of repetitions in stuttered speech. Out of 50 repetitions 47 are
correctly identified yielding to an accuracy of 94 % along with 19 false positive
detection.

From the result, it may be observed that the false positive units are more in
repetition recognition. Hence, this work can further be aimed at reduction of false
positive units. Also, this work may be extended to detect the prolongation and
interjection, as significant difference in the durations of syllable with prolongation
and interjection is observed compared to their normal pronunciation.
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Fig. 3 a Input stuttered speech signal. b Isolated utterances from stuttered speech signal. c Output
speech signal consists of 3 utterances of a repetition event.
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Removal of Artifacts
from Electrocardiogram Using Efficient
Dead Zone Leaky LMS Adaptive
Algorithm

T. Gowri, P. Rajesh Kumar, D.V.R. Koti Reddy
and Ur Zia Rahman

Abstract The ability to extract high resolution and valid ECG signals from con-
taminated recordings is an important subject in the biotelemetry systems.
During ECG acquisition several artefacts strongly degrades the signal quality. The
dominant artefacts encountered in ECG signal such as Power Line Interference,
Muscle Artefacts, Baseline Wander, Electrode Motion Artefacts; and channel noise
generated during transmission. The tiny features of ECG signal are masked due to
these noises. To track random variations in noisy signals, the adaptive filter is used.
In this paper, we proposed Dead Zone Leaky Least Mean Square algorithm, Leaky
Least Mean Froth algorithm and Median Leaky LMS algorithms to remove PLI and
EM artefacts from ECG signals. Based on these algorithms, we derived some sign
based algorithms for less computational complexity. We compare the proposed
algorithms with LMS algorithm, which shows better performance in weight drift
problem, round off error and low steady state error. The simulation results show that
Dead Zone Leaky LMS algorithm gives good correlation factor and SNR ratio.
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1 Introduction

The World health organization reports that, ever year, millions of people in this
industrialized world suffer cardiovascular disease (CVDs) [1] because they are not
treated promptly. When the patient is far from specialist help, biotelemetry is an
effective tool for the diagnosis of cardiac abnormalities, there a doctor analyzes the
signal and decides on what action to be taken, the decision sent to the patient site
for immediate action [2, 3].

When we acquiring ECG signal in clinical laboratory, the signal sometimes
corrupted by different types of artefacts. The commonly occurred artefacts are
Power Line Interference (PLI) [4], Baseline Wander (BW) [5], Electrode Motion
(EM) and Muscle Artefacts (MA). These artefacts strongly affect the signal quality
and are very important for clinical monitoring, diagnosis and making their efficient
cancellation imperative. Therefore the separation of pure quality ECG signal from
background noise corrupted ECG signal is a great importance for examination. So
by using filtering techniques we have to distinct valid signal can be separated from
the undesired artefacts.

Filtering is used to process a signal either to enhance the Signal to Noise Ratio
(SNR) or to eliminate certain types of noises. In biomedical signal analysis when
the input signal and artifacts are both stationary and their statistical characteristics
are approximately known, and then an optimal filter like a Wiener filter or a
matched filter can be used. In practical cases like biomedical signal analysis, a priori
information is not available or when the signal or noise is non-stationary; then
optimal design is not possible [6–8]. In such a case adaptive filter has an ability to
adjust their weight coefficients based on the incoming signal.

Thakor and Zhu [9] presented an adaptive recurrent filter to remove muscle noise
using LMS algorithm, which is useful method to acquire the impulse response of
the normal QRS complex. The cancellations of baseline wanders, power line
interferences by using an efficient finite impulse response and state space recursive
least square filter with a reduced number of taps are described in [10–12]. Manuel
et al. [13] developed an ECG signal enhancement method based on the empirical
mode decomposition for non stationary signals.

In this paper, we propose three algorithms: Dead Zone Leaky LMS (DZLLMS),
Leaky Least Mean Fourth (LLMF) and Leaky Median LMS (LMLMS). These
algorithms are derived from LMS algorithms. The efficiency of the proposed
algorithms are taken by the removal of noises from ECG signals under uncon-
ventional conditions such as ECG signal with PLI and EM artefacts. The simulation
results shows that DZLLMS algorithm gives the better elimination of noises present
in the ECG signal and also high correlation factor.
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2 Some Variants of LMS Adaptive Algorithms

The adaptive filter structure is shown in the Fig. 1. Let the reference input to the
filter assigned as x(m). The tap inputs x(m), x(m − 1), x(m − 2), …. x(m − N + 1)
forms the elements of the N-by-1 tap input vector x(m), Correspondingly, the
weight vector represented as w(m) = ½w0;w1; . . .;wN�1�T. The output y(m) is the
FIR filter inner product of reference input and weight vector.

The error e(m) is defined as the difference between the desired response d(m)
and the actual response y(m) i.e. e(m) = d(m) − y(m). The updated weight equation
for the LMS algorithm is as follows.

w mþ 1ð Þ ¼ w mð Þ þ le mð Þx mð Þ: ð1Þ

The convergence of the LMS algorithm and mean square value mainly depends
on the step size parameter l, its value is chosen according to steepest decent
phenomena is 2=kmax; where λmax, is the maximum value in the input auto corre-
lation matrix.

In ECG signal processing under critical conditions some of the samples in the
ECG signal becomes zero, i.e., the excitation is inadequate. At these samples, the
weights are varies drastically. The fluctuations in weights is called weight drift
problem. For the tap weight vector in (1), we place small leakage factor c, then in
that algorithm the weight drift problem can be minimized [14, 15]. This algorithm is
known as the leaky LMS (LLMS) algorithm. The weight update equation for the
LLMS algorithm is as follows.

w mþ 1ð Þ ¼ 1� lcð Þw mð Þ þ le mð Þx mð Þ ð2Þ

In the above recursion (2), the product lc is much closer to zero.
Sometimes small values of the error signal e(m) may causes disturbances or

noises, which results numerical instability. In ECG noise cancellers, these small
errors and large errors causes additional filtering operations, which lead to delay for
making decision. To avoid these additional computations we need to set a threshold
to the error value. In signal processing applications the Dead Zone LMS (DZLMS)

Fig. 1 Adaptive filter
structure
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is used to diminish the problems of round-off errors. This algorithm uses dead zone
nonlinearity [16] and is defined as follows.

gfzg ¼
z� t; z[ t[ 0;
0;�t\z\t;
zþ t; z\� t:

8
<

: ð3Þ

where ‘t’ is a threshold value, and is applied to the error signal in (1). The weight
update equation for DZLMS is as follows.

w mþ 1ð Þ ¼ w mð Þ þ lg e mð Þf gx mð Þ: ð4Þ

Adaptive filters based on higher order statistics performs better mean square
estimation than LMS algorithm in particular scenarios. Least-Mean Fourth
(LMF) algorithm [17] is based on the minimization of the fourth order moment of
the output estimation error. The weight recursion for the LMF algorithm is given by

w mþ 1ð Þ ¼ w mð Þ þ le3 mð Þx mð Þ: ð5Þ

LMF algorithm exhibits lower steady state error than the conventional LMS
algorithm due to the fact that the excess mean-square error of the LMS algorithm is
dependent only on the second order moment of the noise.

In ECG signal processing, the amplitude of the P wave increases due to
abnormal heart rhythm. Smoothing the noisy gradient components using a non-
linear filter is a best remedy for this problem. The median function is used to reject
single occurrence of large spikes of noise. This modification leads to Median LMS
(MLMS) algorithm and the weight update equation is as follows.

w mþ 1ð Þ ¼ w mð Þ þ l �medL½e mð Þx mð Þ; e m� 1ð Þx m� 1ð Þ. . .eðm� NÞx m�Mð Þ�
ð6Þ

3 Proposed Various Adaptive Noise Cancellers
for Cardiac Signal Enhancement

We proposed different algorithms by combining different features of different
types of adaptive LMS algorithms as discussed above. These algorithms are
facilitated with various features like diminish the problem of round off error,
weight drift, lower steady state error, smoothes the impulsive noise with increased
stability.
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3.1 Dead Zone Leaky Least Mean Square Algorithm

By introducing leaky factor in DZLMS algorithm the resultant hybrid algorithm
becomes as Dead Zone Leaky LMS (DZLLMS). This algorithms facilitates the
noise canceller with the advantages of diminish the problem of round off error,
weight drift can be avoided and stability increases. After incorporating these merits
with reference to (2) and (4), the weight recursion is as follows.

w mþ 1ð Þ ¼ 1� lcð Þw mð Þ þ lg e mð Þf gx mð Þ: ð7Þ

3.2 Leaky Least Mean Fourth Algorithm

In order to achieve lower steady state error and increasing stability, compared to the
conventional LMS algorithm, we combine the features of LMF and LLMS
described by (2) and (5). The resultant algorithm is Leaky Least Mean Fourth
(LLMF) algorithm and mathematically it can be written as follows.

w mþ 1ð Þ ¼ 1� lcð Þw mð Þ þ le3 mð Þx mð Þ: ð8Þ

3.3 Median Leaky Least Mean Square Algorithm

In order to nullifying impulsive noise and increasing stability, we combine the
features of MLMS and LLMS described by (2) and (6). The resultant algorithm is
Median Leaky Least Mean Square (MLLMS) algorithm and its mathematical
weight update equation can be written as follows.

w mþ 1ð Þ ¼ 1� lcð Þw mð Þ þ l:medL½e mð Þx mð Þ; e m� 1ð Þx m� 1ð Þ. . .eðm� LÞx m� Lð Þ�
ð9Þ

4 Extensions to Sign Based Realizations
of Adaptive Filters

In the following, we propose new signum based algorithms which makes the used
of signum function. We derive different new algorithms from the above DZLLMS,
LLMF, MLLMS algorithms. The signum (polarity) function can be applied to the
error or data or both. By applying signum function to the algorithm, the multiply
and accumulate operations [18, 19] are reduced, and also computation time required
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to evaluate that algorithm operation reduced. Sign based treatment gives the
reduction of computational complexity of the filter and hence suitable for biote-
lemetry applications. The signum function is defined as follows.

Sign p mð Þf g ¼
1 : p mð Þ[ 0;
0 : p mð Þ ¼ 0;
�1 : p mð Þ\0:

8
<

: ð10Þ

In the weight updated equations, the data vector x(m) is replaced by Sign x(m),
the algorithm is called as Signed-Regressor (SR) algorithm; it is also called clipping
the input data. Sign Error algorithm or simply Sign (S) algorithm is obtained by
replacing error e(m) by with its Sign e(m) in the weight update equations. Because
of the replacement of e(m), the implementation of recursion becomes simple than
the normal LMS algorithm recursion. In the updated weight equation the data
vector x(m), error e(m) is replaced by Sign x(m) and Sign e(m), then this algorithm
is called Sign-Sign LMS (SSLMS) algorithm. This SSLMS also called as zero
forcing LMS because of zero multiplications in the implementation. The sign based
techniques can be applied for the above all algorithms to derive the algorithms:
SRDZLLMS, SDZLLMS, SSDZLLMS, SRLLMF, SLLMF, SSLLMF,
SRMLLMS, SMLLMS, and SSMLLMS.

5 Convergence Characteristics

The convergence curves for various LMS variant adaptive algorithms discussed in
the previous sections are shown in Fig. 2. These curves are plotted between MSE
and number of iterations. MSE is calculated for each sample for 4000 iterations and
the average value is taken for the characterization.

Fig. 2 Convergence curves
of LMS based adaptive
algorithms
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These curves are obtained during the adaptive power line interference (60 Hz)
cancellation using various adaptive noise cancellers individually with a adaptive
filter of length 5, random variance of 0.01 and step size 0.01. From Fig. 2 it is clear
that, among all the algorithms DZLLMS outperforms. The performance of MLLMS
and LLMF are comparable to each other and superior to LMS. The computational
complexity for various LMS based adaptive filters are shown in Table 1.

6 Results and Discussion

To test the ability of the various gradient based adaptive algorithms and their sign
based realizations discussed in this chapter we performed various experiments on
real ECG signals with various artifacts. For our research work we have taken real
ECG records from the physiobank MIT-BIH arrhythmia database [20]. The records
are digitized with a sampling frequency of 360 Hz per channel, with a resolution of
11 bit over a range of 10 mV. In this database totally 48 ECG records available,
each record, recorded with 30 min long duration. The 22 ECG records are collected
from women, 25 records from men with different ages, and record numbers 201,
202 are collected from the same person.

In our simulation purpose we collected six ECG records from MIT-BIH data-
base, and calculated Signal to Noise Ratio (SNR) in decibels, correlation factor, and
observed the Excess MSE using different adaptive filters with MATLAB software.
The output graphs shown here for data 105 record only, because of space limitation,
rest are compared using table form. The number of samples is taken on x-axis and
amplitude on y-axis for all figures. In our experiments, we have considered two
dominant artefacts, namely PLI and EM.

The ECG signal is corrupted with a power line noise of amplitude 1 mV, with
60 Hz frequency. This corrupted ECG signal is applied at input signal and sampled
with a frequency of 200 Hz. The reference signal is synthesized sinusoidal noise
generated in the noise generator; and filter output is recovered signal. Four filter
structures are designed using LMS, DZLLMS, LLMF and MLLMS algorithms. The
simulation results for PLI cancellation using these algorithms are shown in Fig. 3.

The performance of the various algorithms for the removal of PLI is measured in
terms of SNR, and is tabulated in Table 2. From Table 2 it is clear that DZLLMS
algorithm achieves maximum average SNR over the dataset is 8.9847 dB, where as

Table 1 Computational
complexity of various LMS
based algorithms

S. no. Algorithm Multiplications Additions

1 LMS N + 1 N + 1

2 DZLLMS N + 3 N + 1

3 LLMF N + 3 N + 1

4 MLLMS N + 3 N + 1
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MLLMS gets 8.8705 dB, LLMF gets 7.6120 dB and LMS gets 6.9000 dB, these
values correlate with the convergence characteristics shown in Fig. 2. To enjoy the
less computational complexity the LMS variant adaptive algorithms are combined
with signed algorithms and results several algorithms as discussed above. Using
these algorithms various ANCs are developed and tested for adaptive PLI removal
as shown in Table 3. The sign regressor algorithm gets better elimination of noise.
The correlation between desired signal and practical output response compared to
derived algorithms is shown in Table 4.

Fig. 3 PLI cancellation using
different LMS based adaptive
algorithms

Table 2 SNR contrast of LMS based adaptive algorithms for PLI removal

S. no Rec. no Before LMS DZLLMS LLMF MLLMS

1 100 −2.9191 7.0122 9.3848 8.6663 9.1262

2 101 −2.8062 7.0785 9.3327 8.8901 8.9067

3 102 −3.9981 5.7999 7.8636 7.1561 8.0451

4 103 −2.5193 7.3346 9.122 3.4126 9.0657

5 104 −2.9763 6.9617 8.8576 8.3986 9.2303

6 105 −2.6951 7.2159 9.348 9.1486 8.8495

Average SNR 6.9000 8.9847 7.6120 8.8705
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From MIT-BIH normal sinus rhythm database and noise stress test [21] the real
EM noise is collected for testing of the signal using different filters in non-stationary
conditions. In this database totally 18 subjects there, with no significant arrhyth-
mias. For this real EM noise we added SNR of 1.25 dB, with a random variance
noise of 0.01, because when we transmit a signal form source point to destination
point for diagnosis the channel noise added which is here taken as random noise.
The real EM noise has a sampling frequency of 360 Hz so that it is anti-aliased and
re-sampled to 128 Hz in order to match the ECG sampling rate. Various filter
structures are applied for removing of this noise, the simulation results for all LMS
based ANCs are shown in Fig. 4. The SNR for various filtering methods is shown in
Table 5. From this table it is clear that LLMF effectively filters EM noise, it got an
average SNRI of 5.308 dB, DZLLMS gets 5.275 dB, MLLMS gets 4.911 dB and
LMS get 4.236 dB. The excess mean square error (EMSE) characteristics for the
removal of PLI noise and EM noise as shown in Figs. 5 and 6.

Table 3 SNR contrast of sign based adaptive algorithms for PLI removal

S. no. Algorithm Rec. no.
100

Rec. no.
101

Rec. no.
102

Rec. no.
103

Rec. no.
104

Rec. no.
105

Avg
SNR

1 SRLMS 8.6338 8.6225 7.5949 8.8461 8.5185 8.6439 8.4766

2 SLMS 5.8667 6.7402 6.6192 7.9602 7.4863 7.0099 6.9740

3 SSLMS 4.8457 6.9779 6.2527 7.7331 6.984 6.7625 6.5926

4 SRDZLLMS 8.9139 8.9578 7.6823 8.7732 8.44 8.9069 8.6123

5 SDZLLMS 8.2388 8.2405 7.4878 8.5106 8.357 8.2853 8.1866

6 SSDZLLMS 7.8969 8.0629 7.2207 8.2789 8.0818 8.1151 7.9427

7 SRLLMF 8.3034 8.542 6.9629 4.2175 8.1486 8.6033 7.4629

8 SLLMF 4.5327 6.3849 6.1621 6.9967 6.902 6.8711 6.3082

9 SSLLMF 4.114 5.9168 6.2493 7.6741 7.1098 6.8111 6.3125

10 SRMLLMS 7.1242 7.5206 6.6655 7.6039 7.3624 7.4196 7.2827

11 SMLLMS 4.5024 6.1029 6.224 7.2474 7.202 7.1454 6.4040

12 SSMLLMS 4.578 5.3369 4.7954 6.019 5.5528 5.729 5.3351

Table 4 Correlation factor
analysis for removal of PLI

Rec. no LMS DZLLMS LLMF MLLMS

100 0.921 0.974 0.962 0.970

101 0.943 0.981 0.976 0.976

102 0.922 0.968 0.956 0.973

103 0.974 0.990 0.931 0.989

104 0.966 0.988 0.986 0.989

105 0.972 0.991 0.990 0.987

Avg Cor 0.949 0.982 0.966 0.980
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Table 5 SNR contrast of
proposed adaptive algorithms
for EM removal

Rec. no LMS DZL LMS L LMF ML LMS

100 3.541 6.093 5.957 4.453

101 3.528 5.075 5.711 4.419

102 4.883 6.890 6.489 5.075

103 4.534 5.844 4.595 5.131

104 4.433 2.828 3.337 5.224

105 4.501 4.920 5.763 5.164

Avg SNR 4.236 5.275 5.308 4.911

Fig. 5 EMSE characteristics for PLI reduction using different adaptive algorithms

Fig. 4 EM artifact removal using various LMS based adaptive algorithms
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7 Conclusion

In this paper we developed weight update variants of LMS based adaptive algo-
rithms are DZLLMS, LLMF and MLLMS. The signed algorithms are derived based
on these three algorithms for less number of multiplications and additions. To
evaluate the performance of the various ANCs we have plotted the convergence
characteristics, computational complexity, SNR and correlation factor. Among the
three LMS based algorithms DZLLMS algorithm performs better in the non sta-
tionary noise removal and among the sign based versions sign regressor version of
algorithms performs better reduction of noise with less computational complexity.
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Detecting Tampered Cheque Images
Using Difference Expansion Based
Watermarking with Intelligent
Pairing of Pixels

Mahesh Tejawat and Rajarshi Pal

Abstract Image based cheque clearing systems enable faster clearing of cheques in
banking system. But the paying bank should receive an unaltered image of a
genuine cheque so that its decision does not support a case of fraud. The method,
proposed in this paper, successfully detects tampered cheque images. The proposed
method is based on a fragile and reversible watermarking technique, namely dif-
ference expansion based watermarking. But the major problem with these kinds of
reversible watermarking techniques is that the pixel values in the watermarked
image often fall outside the dynamic range of the image. This paper demonstrates
how intelligent pairing of pixels can solve this problem. Therefore, the revised
difference expansion based watermarking (based on intelligent pixel pairing) suc-
cessfully detects tampered images of cheques.

Keywords Document tamper detection � Cheque fraud detection �
Watermarking � Reversible watermarking

1 Introduction

The paying bank must receive an unaltered version of the cheque image. No one
should be able to commit frauds by maliciously tampering the contents of the
cheque image such as payee name, amount, etc. According to the specifications of
Cheque Truncation System (CTS) [1], which is an image based cheque clearing
system, the transfer of cheque image from the presenting bank to the paying bank
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through an intermediate clearing house is secured by applying asymmetric key
encryption in phases. But an end-to-end (i.e., from capturing system of the pre-
senting bank to the paying bank) encryption cannot be adopted. Because, the
content of the image has to be accessed at various processing nodes (including the
clearing house). Therefore, an unencrypted image of the cheque is available at these
processing nodes. This leaves the image vulnerable to malicious tampering. Hence,
detection of such a tampering of a cheque image is necessary.

Image forensic techniques mainly focus on identifying tampered images based
on reflection [2], shading and shadows [3]. The work in [4] proposes to detect
manipulations in the images of signs and billboards based on the deviations in
projecting texts on a planar surface. Tampering a cheque image can be as small as
modifying ‘1’ to ‘4’ in the amount in figure field and “one” to “four” in corre-
sponding texts (amount in words). So, there is no question of artifacts arising from
reflection, shadow or lighting. Moreover, this type of modification is also not
related to projecting texts on a planar surface. Therefore, such image forensic
techniques [2–4] are not fruitful to detect tampered images of cheques.

Fragile image watermarking based solutions can be used to detect these tam-
pering of cheque images. The watermark is embedded in the image. The water-
marked cheque image is, then, communicated to the paying bank. The paying bank
extracts the watermark from the received image. Mismatch between the extracted
and the known watermark suggests the event of tampering. The work in [5] adopts
this strategy based on the watermarking proposed in [6]. But according to this
method, the presenting bank must send both the cover and the watermarked images
to the paying bank. This is a drawback of this method.

The work in [7] has applied the difference expansion based watermarking
scheme [8] to detect tampering of cheque images. But the problem with this dif-
ference expansion based scheme [8], as well as any other reversible watermarking,
is that the watermark pixel values may fall outside the range [0,255]. When a
watermarked pixel value becomes higher than 255, an overflow occurs. Similarly,
the case of watermarked pixel value becoming less than 0 is known as underflow.
The difference expansion based scheme, as suggested in [8], cannot insert the
watermark bits in pixel pairs where there is a chance of occurring these problems
(dubbed as non-changeable). A solution to this has been proposed in [7], where
suitable methods of inserting watermark at non-changeable pixel pairs have been
devised.

This paper introduces the concept of intelligent pairing of pixels in this context
such that non-changeable cases do not arise at all. It helps in inserting watermark by
expanding the difference between the pixel values without causing overflow and
underflow problems. Therefore, the proposed intelligent pairing of pixels enables to
apply difference expansion based watermarking in cheque images. The proposed
method provides another alternative (apart from the method in [7]) to detect
fraudulent tampering of cheque images.

The rest of the paper is organized as follows: In Sect. 2, a brief overview of
difference expansion based watermarking is explained as this forms the baseline of
the proposed method. Section 3 proposes the intelligent grouping of pixels to
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overcome underflow and overflow problems. In Sect. 4, the complete scenario of
inserting watermark and detection of tampered cheque images is described.
Section 5 presents the experimental results. Finally, Sect. 6 draws the conclusion of
this paper.

2 Difference Expansion Based Reversible Watermarking

This section discusses the basic philosophy of difference expansion based water-
marking (proposed in [8]) as it forms the basis of this paper. One bit watermark is
inserted in a pair of 8-bit gray scale pixel values (x, y) where 0� x; y� 255. The
basic steps of this insertion algorithm are as follows:

The integer average l and the difference h of the pair of values are calculated
using:

l ¼ xþ y
2

j k
; h ¼ x� y ð1Þ

One watermark bit b is embedded in the difference value as:

h
0 ¼ 2� hþ b ð2Þ

where b = 0 or 1.
The watermarked pixel values are calculated using:

x
0 ¼ lþ h

0 þ 1
2

� �
; y

0 ¼ l� h
0

2

� �
ð3Þ

As the watermarked image is also an 8-bit gray scale image, the intensity values
should be in the range of [0,255].

0� x
0
; y

0 � 255

The difference h is multiplied by 2 while inserting watermark b using Eq. (2)
in-order to make the scheme reversible. But due to this multiplication of the dif-
ference between the pair of pixel values, in certain cases, the watermarked pixel
values may not fall in this range. For example, let two pixel values in the original
cheque image be x ¼ 254 and y ¼ 240. Also let us assume that the watermark bit
b ¼ 0. Applying Eqs. (1), (2), and (3), the watermarked pixel values become x

0 ¼
261 and y

0 ¼ 233. In this example, x
0
falls outside the dynamic range of a 8-bit gray

scale image and hence, causes an overflow.
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Expandable Difference Values As suggested in [8], the difference value h is
expandable for the average value l if and only if

h
0 ¼ 2� hþ bj j �minð2ð255� lÞ; 2lþ 1Þ ð4Þ

for both b ¼ 0 and 1.

Changeable Difference Values As suggested in [8], the difference value h is
changeable for the average value l if and only if

h
0 ¼ 2� h

2

� �
þ b

����
�����minð2ð255� lÞ; 2lþ 1Þ ð5Þ

for both b ¼ 0 and 1.
If the difference value cannot be categorized either as expandable or changeable

value, then watermark can not be embedded in the difference.

3 Proposed Intelligent Grouping of Pixels

As discussed earlier, difference expansion based watermarking [8] may cause
overflow and underflow problems. An approach to avoid this problem has been
proposed in [7] and also discussed in Sect. 1. In this section, another method to
mitigate this problem has been proposed using intelligent pairing of pixels.
Equation (4) suggests following two points: (1) Small differences are expandable,
whereas large differences are not expandable. (2) Whether a difference h is small (or
large) enough to be (or not to be) expanded is determined by the positioning of the
integer average l of the concerned pair of pixel values with respect to two extreme
values 0 and 255. These observations lead to an idea that an intelligent pairing of
pixels will no more cause overflow and underflow problems. This pairing is carried
out based on a group division of intensity values.

Let the universe of intensity values be denoted by

U ¼ ij0� i� 255f g

Let the smallest integer in the set U be assigned in a variable y. Therefore,
initially, y ¼ 0. The set of values of x which satisfy the Eq. (4) for the assumed
values of y is determined. It suggests that the pair ðx ¼ 0; y ¼ 0Þ will not cause
overflow and underflow problems. So, they can be paired together. Equation (4)
indicates that pairing of any value other than zero with a zero value causes
underflow. Let this set be denoted by G1. It can be seen that G1 ¼ 0f g.

Next, U is modified to U � G1. Again the smallest integer in the set U is con-
sidered to be y. The subset of values in this set, which satisfies the Eq. (4) for x, is
determined. Let this subset is denoted by G2. In this case G2 ¼ 1; 2; 3f g. It suggests
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that the values in G2 can only be paired with the values in G2. Otherwise, underflow
problem arises. Once again the set is reduced to U ¼ U � G2. This procedure is
repeated until U ¼ /, i.e., the null set. At this point, all integers from 0 to 255 have
been put under any one of the groups Gi. This experiment divides the integers into
11 groups as shown in Table 1.

This procedure ensures that there is no common element in the sets Gi and Gj

(where i and j are not equal). On the other word, Gi \Gj ¼ /. Moreover,
S11

i¼1 Gi

includes all integers from 0 to 255. A pair of values ðx; yÞ satisfying Eq. (4) sug-
gests that this pair is expandable, i.e., watermark bit can be inserted without causing
an overflow and underflow problems. So, selection of x and y values from the same
group ensures that these problems can be avoided.

4 Detection of Tampered Cheque Images

A method to detect tampered cheque images is depicted in this section. It applies
the difference expansion based watermarking in every pair of pixels in the important
regions of the cheque image. But an intelligent pairing of these pixels (as proposed
in previous section) distinguishes this scheme from earlier approaches [7].
Embedding of watermark in the selected pair of pixels is same as that of difference
expansion method (Eqs. (1)–(3)). This section describes the steps of inserting
watermark in the important regions of a cheque image.

4.1 Insertion of Watermark

This section describes the method of inserting watermark in important regions of
the cheque image without causing overflow and underflow (the watermarked pixel

Table 1 Division of intensity
values into groups

Groups Intensity values

G1 0

G2 1, 2, 3

G3 4, 5, … 12

G4 13, 14, … 39

G5 40, 41, … 120

G6 121, 122, … 210

G7 211, 212, … 240

G8 241, 242, … 250

G9 251, 252, 253

G10 254

G11 255
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values will remain in the range [0,255]). The insertion of watermark algorithm
comprises of the following steps:

Identifying Important Regions of the Cheque Image Frauds are carried out in a
cheque image by altering the contents at important regions. The seven important
regions of a cheque image are identified to contain (a) date, (b) payee name,
(c) amount in words, (d) amount in numbers, (e) account number, (f) signature, and
(g) MICR code.

A template based identification of these important portions of the image is
adopted. A template is a binary image of same size as the cheque image, where
pixels in important regions are indicated with a value 1, and other pixels are having
a value 0. A sample cheque image is shown in Fig. 1. Important regions as iden-
tified by an appropriate template are shown in Fig. 2. The format of a cheque varies
from bank to bank. Therefore, distinct templates need to be designed for each bank.

Fig. 1 Original cheque image

Fig. 2 Seven important regions of original cheque image
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Moreover, the same bank may have various formats of cheques. Different templates
have to be designed for each of these formats. Based on the format and the issuing
bank of the cheque, an appropriate template is invoked to identify the important
portions of the cheque.

Intelligent Pairing of Pixels Section 3 discusses how intensity values are placed
into eleven groups. Now pixels in the seven important regions of the cheque image
are assigned into these eleven groups based on their intensity values. Pixels
belonging to the same group are traversed in a row-major sequence and watermark
is inserted into each successive pair of pixels in that traversal.

An example shown in Fig. 3 explains this procedure. Let us assume that the red
rectangle in the original image (in Fig. 3) shows the pixels belonging to the
important region and outside of it are the pixels belonging to un-important region.
Now pixels of the important region are assigned into 11 groups based on their
intensity values as shown in Table 1 (i.e., group information). For example, the

Fig. 3 Example of pairing of pixels
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top-left pixel in the red rectangle having intensity value 251 is assigned to group G9

as suggested by Table 1. Then the pixels belonging to each group are traversed in
row-major order and successive pixels are teamed up. For example, according to
Fig. 3, there are four pixels belonging to G8. A row-major traversal forms the pairs
as ð248; 246Þ and ð249; 245Þ.
Embedding Watermark Successive pixels of a group are paired to insert 1-bit of
watermark in the difference of each pair of pixel values. The length of the binary
watermark signal is equal to half of the length of total number of pixels present in
the seven important regions. Pixels from each of these groups are traversed in row
major order and one-bit of watermark is inserted at each pair of pixels using
difference expansion based scheme using Eqs. (1)–(3).

Intelligent pairing of pixels depends upon the grouping of intensity values as
shown in Table 1. Each pair of pixel values from the important regions in the
original cheque image ðx; yÞ is transformed to x

0
and y

0
in the watermarked image.

Storing Group Assignment Information In order to retrieve the correct water-
mark, the knowledge of pairing of pixels during embedding is required. So,
information about grouping needs to be stored. This group information is referred
as auxiliary information in subsequent discussions.

For each pixel, group assignment information is represented using four binary
bits (as there are 11 groups in total). Group information of all pixels in the
important region is concatenated as a bit string. Let the length of this auxiliary
information be n bits. The 4-least significant bits (LSBs) of n=4 pixels selected
using a pseudo-random sequence from unimportant regions in the cheque image are
replaced by this auxiliary information of n bits.

4.2 Extraction of Watermark

At the payee bank, the important regions of the cheque image are identified using
the same template used while inserting the watermark. As the same template is
used, there will not be any mismatch in identifying the regions where watermark
bits have been inserted. The auxiliary information is extracted from the 4LSBs of
the pixels in the shared pseudo-random sequence from the un-important regions of
the image.

Next, pixels in important portions are grouped using the above extracted group
information. Now, the pixels are paired as it is done in the embedding process. Let
x and y be such a pair of watermarked pixel values. Using Eq. (1) the integer
average l and the difference h are calculated. The LSB bit of h are extracted to
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obtain the watermark bit b, and new difference value h
0
is calculated using the

following Eq. (6):

h
0 ¼ h� b

2

� �
ð6Þ

The extracted pixel pairs ðx0
; y

0 Þ are generated from the newly obtained differ-
ence h

0
and the integer average l using Eq. (3).

4.3 Detecting Tampered Cheques

The paying bank receives the watermarked image. Paying bank extracts the
sequence of watermark bits from the watermarked image and compares the
extracted watermark with the inserted watermark which is known to it. If the
watermark is retrieved correctly, then the paying bank is sure that the received
cheque image is unaltered, else someone has tampered the cheque image and
paying bank refuses to clear the cheque.

5 Experimental Results

Figure 1 shows an original cheque image of HDFC Bank. A sequence of 1’s and 0’s
of length as half of the total number of pixels in the important regions is taken as the
watermark. The important regions of the cheque are identified using the template as
shown in Fig. 2. The watermark is embedded in the cheque image as described in
Sect. 4.1. Figure 4 shows the obtained watermarked image from the original cheque
image (Fig. 1). From this watermarked image, the watermark is correctly retrieved.

Fig. 4 Watermarked cheque image of the image in Fig. 1
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Moreover, the important regions of the cheque are completely restored (Fig. 5). The
un-important regions cannot be completely restored because LSB replacement
(which is carried out in several pixels in these regions) is irreversible. But, it can be
concluded from Figs. 1 and 5 that this change in un-important regions is very
nominal. This change is limited in the LSBs of few pixels in unimportant regions.
Therefore, this is not perceivable normally.

Figure 6 shows an image which is obtained by tampering the watermarked image
in Fig. 4. The payee name has been modified in this example. The inserted sequence
of watermark bit could not be retrieved from this modified image. This is because
modification has destroyed the watermark signal present in the watermarked image.

Tests are carried out on a cheque image database having 44 cheques from
various banks. Moreover, this dataset also contains 44� 7 ¼ 308 tampered images
(each genuine cheque image has been tampered in seven different ways). In all
above cases, the proposed method differentiates between genuine and tampered
images.

Fig. 5 Restored cheque image from the watermarked image in Fig. 4

Fig. 6 Tampered cheque image obtained from the image in Fig. 4
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6 Conclusion

The proposed method enables the paying bank to detect whether a received image is
genuine or not. Thus, this method helps in preventing frauds which are committed
by tampering of cheque images. Therefore, this method enhances the security of the
cheque clearing process.

A difference expansion [8] based watermarking technique has been adopted for
this purpose. But this difference expansion based watermarking suffers due to
underflow and overflow problems. An intelligent pairing based solution has been
proposed to overcome this problem. This is the key contribution of this paper. The
work reported in [7] also detects tampered cheque images without any failure. But
the proposed work in this paper is another way of addressing the problem. Instead
of categorizing pairs of pixels as in [7], this method attempts to cure the root cause
of the underflow and overflow problems. When the difference between the pair of
pixel values are more compared to the distance of the values from either 0 or 255,
then underflow and overflow take place. Therefore, intelligently pairing up pixels
solves the problem.
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Abstract Odia digit recognition (ODR) is one of the intriguing areas of research
topic in the field of optical character recognition. This communication is an attempt
to recognize printed Odia digits by considering their structural information as
features and finite automaton with output as recognizer. The sample data set is
created for Odia digits, and we named it as Odia digit database (ODDB). Each
image is passed through several precompiled standard modules such as binarization,
noise removal, segmentation, skeletonization. The image thus obtained is normal-
ized to a size of 32 × 32 2D image. Chain coding is used on the skeletonised image
to retrieve information regarding number of end points, T-joints, X-joints and loops.
It is observed that finite automaton is able to classify the digits with a good accuracy
rate except the digits , , and .. We have used the correlation function to
distinguish between, , , and .. For our experiment we have considered some
poor quality degraded printed documents. The simulation result records 96.08 %
overall recognition accuracy.
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1 Introduction

A correct interpretation of digits, characters, and symbols from printed documents
and other materials, is very much important in the field of document image analysis.
The Optical digit recognition (ODR) is a mechanism of automatic recognition of
numerals from scanned and digitized papers and other documents. Albeit it is a
challenging task, it contributes gigantically to the furtherance of the automation
process and enhances the man-machine interface in many practical applications [1,
2] such as:

(a) Helping blind people in reading,
(b) Automatic text entry into the computer,
(c) Preserving historical documents in digitized form, and
(d) Automatic sorting of postal mails through ZIP/PIN code, bank cheques, and

other documents.

Odia is the official language of the state Odisha (Former Orissa) accounting for
over 40 million people and the second official language of Jharkhand (another state
in India). The Odia script arose from the Kalinga script that is the descendant of the
Brahmi script of ancient India. It is the sixth classical language among many Indian
languages. Now-a-days, automatic analysis and precise recognition of on-line and
off-line optical characters [3] is one of the human necessities and intriguing area of
research. The Odia digits and their corresponding English numerals are shown in
Fig. 1.

Based on the feature vector matching, Akiyama and Hagita [4] have proposed a
multi-font character recognition system and have done the experiment for a large set
of perplexed written documents. The suggested system is adequate to read various
types of preprint documents with an accuracy of 94.8 %. Chaudhuri and Pal [5]
have proposed a system to recognize characters from the printed Bangla script with
the constraint that the document should have Linotype font text. They claimed an
overall accuracy of about 96 % for the text printed on plain paper. In [6] Chaudhuri
et al. have described a strategy for the recognition of printed Oriya script and
arrogated an overall accuracy of 96.3 % including both Odia text and numerals.
They examined their proposed system on an extensive set of published Oriya
material. To the best of our knowledge, we observed that a numerable amount of
work has been carried out until now for the recognition of printed Odia digits.

Fig. 1 Sample Odia digit data set and its corresponding English digits
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The paper is organized as follows. In Sect. 2 the proposed model for the rec-
ognition of printed Odia digit and the associated preprocessing methods are dis-
cussed. The observational results are presented in Sect. 3 followed by concluding
remark in Sect. 4.

2 Proposed Model for Printed Odia Digits

In the Fig. 2, we delineated the steps for the recognition of printed Odia numerals.
In our proposed methodology, a database containing the images of printed Odia
digits (ODDB) has been maintained, which are collected from various printed
documents. It contains printed digits of different shapes, sizes, and fonts. Any test
image is first pre-processed using some conventional techniques. This module will
perform a series of operations such as binarization followed by the line, word,
character segmentations [7], and thinning to make the image manageable for the
next phase. Each segmented character is skeletonised using some morphological
operations. Use of Freeman’s encoding [8, 9] over skeletonized image is explained
in Sect. 2.2. From this sequence, we generate a string of length four, ha1a2a3a4i,
where a1; a2; a3 and a4 represent the number of end points, T-joints, X-joints, and
loops respectively. All these information are concatenated to generate a string of
length four as shown in Table 1. String thus obtained is fed to a finite automaton
with output for classification. If the number of endpoints is one, then the image is
passed to the correlation function for classification.

Fig. 2 Proposed model for printed Odia digit recognition

Table 1 Structural information for Odia digits

Odia digits EPs TJs X Js Loops String Odia digits EPs TJs X Js Loops String

0 0 0 1 0001 2 0 1 2 2012

1 1 0 1 1101 2 0 0 0 2000

1 1 0 1 1101 1 1 0 1 1101

3 1 0 0 3100 2 1 0 0 2100

2 0 1 1 2011 2 2 0 0 2200
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2.1 Pre-processing

Basic morphological operations [10] are applied to perform the tasks, such as
binarization, segmentation, thinning, resizing, on the scanned document. We
exploit standard methods for this purpose. We utilized the adaptive binarization
technique [7] and segmentation to get the isolated digits. The segmented image is
slenderized to single pixel width and then it is normalized to a size of 32 × 32.

2.2 Chain Coding

The proposed scheme extracts one string of strokes from the thinned object of the
character using Freeman encoding method (see Fig. 3). Except the digit zero all
other digits must have at least one endpoint. The extraction is done by starting from
the endpoint and tracing the direction from one pixel to another. Finally, the image
is represented by a series of numbers from the set {0, 1, 2, 3, 4, 5, 6, 7}. Each
number represents the transition between two consecutive boundary pixels. We
have considered the digit and its skeletonized image as shown in Figs. 4 and 5
respectively. To demonstrate how to calculate the parameters such as number of
endpoints (EPs), T-joints (TJs), X-Joints (X Js) and loops, the encoding sequence is
obtained experimentally for the digit which is given by 0 7 7 7 7 7 7 7 7 7 7 1 1 1
0 1 2 1 1 1 2 1 0 0 4 4 5 6 5 5 5 6 5 4 5 5 6 7 7 7 7 7 6 6 6 6 6 5 6 5 4 4 5 4 4 4 3 3 3
3 2 2 2 2 2 1 1 1 1 1 2 3 3 3 3 3 3 3 3 3 4. The sequence generated by the chain code
is analyzed to have information on the number of endpoints (EPs), T-joints (TJs),

Fig. 3 Freeman chain code

Fig. 4 segmented image of
the letter Four
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X-Joints (X Js) and loops. In Fig. 6 the two end points (top-left and top-right) along
with one X-joint (middle) are shown.

2.3 Recognition Phase

For the recognition of printed numerals from any scanned document, first we do the
pre-processing to get a normalized thinned image of size 32 × 32. From the
Freeman chain coding we get the string as mentioned in the Table 1. In our
proposed methodology, we used the finite automaton with output, as recognizer.
The state transition diagram is shown in the Fig. 7 where the initial state is Q0 and
the states with two concentric circles are the accepting states with certain output.
The equivalent Algorithm 1 gives a step-by-step process of recognizing the digits
by the finite automaton with output. It clearly shows that all digits are recognizable

Fig. 5 Skeletonised image of
the letter Four

Fig. 7 State diagram for digit
recognition

Fig. 6 End points and
X-point of the letter 4
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except the digits , , and because they represent the same string. So, to
remove this ambiguity we use the correlation method. The two-dimensional cor-
relation coefficients are calculated as in the Eq. 1,

r ¼
P

m

P
n Amn � Â
� �

Bmn � B̂
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
m

P
n Amn � Â
� �� �2� P

m

P
n Bmn � B̂
� �� �2q ; ð1Þ

where Â = mean of A and B̂ mean of B. The function FIND ðimgÞ will return the
number of end points, T-joints, X-joints, and loops respectively. The function
FUNCcorrðÞ used in the Algorithm 1, will return the character with maximum
correlation value.

Algorithm 1: Recognition of Odia Digits
Input: A test image (segmented/normalized) img for recognition.
Output: The value Character is returned

1 〈a1a2a3a4〉 = Call FIND(img)
2 if a1 = 0 then
3 Character =
4 else if a1 = 3 then
5 Character =
6 else if a1 = 1 then
7 Character = Call FUNCcorr()
8 else if a1 = 2 AND a2 = 1 then
9 Character =

10 else if a1 = 2 AND a2 = 2 then
11 Character =
12 else if a1 = 2 AND a2 = 0 AND a3 = 0 then
13 Character =
14 else if a1 = 2 AND a2 = 0 AND a3 = 1 AND a4 = 1 then
15 Character =
16 else if a1 = 2 AND a2 = 0 AND a3 = 1 AND a4 = 2 then
17 Character =
18 else Character = φ
19 return Character

3 Experimental Results and Discussions

We have examined our proposed scheme on a large set of printed Odia documents,
including regional newspapers, magazines, articles, and books. Each document was
infiltrated through all the preprocessing phase to have manageable isolated char-
acters. The function FINDðÞ will return the string ha1a2a3a4i. Due to some badly
degraded printed documents the finite automaton with output is able to classify all
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the digits with good accuracy except the digits , , and because they represent
the same string. To distinguish among these we use the correlation function. We
consider 50 such documents where the number of occurrences of each digits along
with their misclassification rate is mentioned in the Table 2. For the sake of
understanding we have taken a printed document with good quality printing, where
it contains , , and along with some other digits and Odia text. We run the
procedure FUNCcorrðÞ for the test image where digits with identical string are
present. The output is depicted in the Fig. 8 with a bounding box. The overall
recognition rate is 96.08 %.

Table 2 Recognition rate of individual Odia digits

Odia digits Number of occurrence Number of samples unclassified Recognition rate (%)

233 2 99.14

246 19 92.27

156 14 91.02

212 3 98.58

286 5 98.25

223 2 99.10

202 10 95.05

313 23 92.65

185 2 98.91

219 7 95.85

Fig. 8 Recognizing the digit seven
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4 Conclusion

Here, we have suggested a scheme for printed Odia digit recognition using finite
automaton. The obtained overall recognition accuracy of our system is about
96.08 %, which is better than other techniques suggested in this paper. Certainly,
there is a scope for improvement as far as accuracy is concerned. The proposed
scheme requires to be tested on perplexed printed documents and degraded historic
documents.
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