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Foreword

Spectacular developments in space technology during the last six decades and their

vast application for providing global communication, navigation, broadcasting,

management of our natural resources, and timely monitoring of natural disasters

have practically revolutionized the human way of living on our planet earth. The

impact of rapid developments in space technology in exploring and mapping not

only our own solar system but also the entire universe from its very beginning has

surpassed all our expectations.

Many nations have employed extensive space-based services for establishing

national/global communication systems, as well as for optimal usage of their

natural resources and timely management of natural disasters. In spite of the

heavy dependence of nations and institutions on space services, very few nations

have developed their own capability to design, build, and operate highly reliable,

incredibly complex, and expensive development of space rockets.

Indian Space Research Organisation (ISRO) initiated its space activities in a very

modest way in 1960, with the establishment of Thumba Equatorial Rocket Launching

Station (TERLS) at Thumba, near Thiruvananthapuram. This was soon followed by

the establishment of the Space Science and Technology Centre (SSTC) which was

subsequently renamed as Vikram Sarabhai Space Centre (VSSC). In the early 1970s,

VSSC took up the challenge of building its first rocket SLV-3, capable of launching a

40 kg satellite into a near earth orbit. This was followed by the development of ASLV

(augmented satellite launch vehicle) carrying a complete closed loop control and

guidance system to place a 140 kg satellite into a 400 km low earth orbit, shaping the

way for the development of operational PSLV (polar satellite launch vehicle) and

GSLV (geostationary satellite launch vehicle) launch vehicles, which have been

extensively used during the last two decades for launching a number of remote

sensing as well as geostationary satellites. The versatile PSLV rocket has also been

used by ISRO for successfully carrying out Chandrayaan-1 Moon mission in 2012 as

well as the Mars Orbiter Mission (MOM) in 2014.

In spite of the tremendous popularity of space exploration, there is a dearth of

material elaborating and discussing the scientific principles and technical
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complexities of building reliable space transportation systems. Consequently, there

is a great need to have a comprehensive textbook dealing with practical aspects

of the design and development of space transportation systems for different

applications. The book Integrated Design for Space Transportation System
written by Dr. B.N. Suresh and Dr. K. Sivan, who have been intimately

involved in the development of rockets at the Vikram Sarabhai Space Centre at

Thiruvananthapuram, is an authoritative and extremely well-written textbook

which has tried to fulfill this lacunae. It provides extensive details regarding the

choice of materials; structural requirements; stage auxiliary systems; aerodynamics

configuration; navigation, guidance, and control systems; and also design of the

vehicle destruct system which has to be used in case of unforeseen circumstances.

The book contains a large volume of data, facts, test and calibration methodology,

and detailed account on how problems were solved in mastering rocket technology.

Operational rockets in general are modularly designed to be able to change their

overall configuration to suit the requirement of any particular satellite mission. The

book provides a detailed description of each stage of the vehicle and the options

available in mixing and matching the stages to achieve optimal performance for the

desired launch. The last chapter of the book also deals with reentry dynamics

including the special requirements that need to be considered to ensure safe reentry

of payloads and systems. As the authors have stated, the book clearly highlights the

complex design aspects including interdependencies and interface between various

systems. In 15 very well-written chapters, the book has succeeded in elaborating the

entire science of space rocketry in a comprehensive way.

I have no doubt that this book will become a very valuable textbook for those

who wish to engage themselves in the field of space rocketry. I heartily congratulate

both Dr. Suresh and Dr. Sivan for their painstaking effort involved in writing this

elegant book which will be of immense value to all the engineers and scientists who

wish to fully participate in the development of space technology.

Indian Space Research Organisation U.R. Rao

Bangalore, India

viii Foreword



Preface

Space transportation systems are important means of transportation to connect the

Earth to outer space. Essentially it has to transport an identified spacecraft from

Earth and deliver precisely into a specified orbit in space depending upon the

mission requirements. In certain cases it has the task of bringing back the spacecraft

safely from orbit to Earth. The satellites are designed and built to meet the specific

demands of communication, remote sensing, navigation, meteorological applica-

tions, and science missions such as astronomical observations and planetary explo-

rations. To derive the maximum benefits from these satellites, it is important that

they are positioned into the right orbital slot by the space transportation system.

Over a period, the technical advancements made in the space arena demand

transportation of men and material too to space and bring them back safely.

The realization of such a transportation system is a very complex process as this

involves multiple disciplines like propulsion, aerodynamics, structures, stage aux-

iliary systems, navigation, guidance and control systems, thermal protection sys-

tems, etc. Added to this, many of the technologies would not have attained the

required maturity levels during the initial design phase. Hence, the design cycle

invariably takes long periods, with very heavy investments. In addition to meeting

the specified mission requirements, the design and development process should be

aimed to achieve lower cost and higher reliability. It should also have the inbuilt

mission flexibility with a capability to handle a wide range of missions.

Creation of optimum design of a highly complex, autonomous, and automatic

space transportation system to operate in a severely disturbed environment is a

challenging task. The design task is multidisciplinary in nature with high level of

interactions. It demands a broader knowledge of a wide range of science and

engineering disciplines which are closely interconnected. For a good design, it is

also essential to have a clear understanding of the interactions, interdependencies,

and interfaces between the disciplines. Although there are several books that

address the design aspects of specialized areas, viz., structure, propulsion, aerody-

namics, control, etc., which are essential for space transportation system design,

there are hardly any books which focus on integrated design aspects of a space
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transportation system, utilizing the systems engineering approach. This book

attempts to fill this gap by addressing systems approach for space transportation

systems design, highlighting the integrated design aspects, interactions between

various subsystems, and interdependencies.

The design of each subsystem of a space transportation system demands in-depth

knowledge and understanding of modern design and analysis tools in the specific

area. The usage of state-of-the-art, cutting-edge technologies and tools is essential

in the respective disciplines to arrive at an optimum design of each subsystem. This

book is not the design tool for the detailed design process of subsystems. It is

essential for the domain design experts to have full understanding of the overall

integrated design aspects of space transportation systems, its subsystems, the

interactions between different subsystems, and their impacts in order to carry out

the subsystem design in an efficient manner.

This book is attempted based on the long experience of authors for more than

three and a half decades in space vehicle design and development. This book is

meant to assist all scientists and engineers involved in the complex multidis-

ciplinary space vehicle design and aimed to provide broad-based design guidelines.

Since this book covers end-to-end design aspects of space transportation system and

all its subsystems, it will certainly be useful for the undergraduate- and

postgraduate-level courses which deal with space vehicle design process.

The purpose of this book is only to describe the complex integrated design

aspects including the interdependencies and interactions between various subsys-

tems/systems, and hence it is not targeted as a design tool for any particular

discipline or subsystem. Therefore, no attempt is made to derive some of the

design-related equations or expressions from the first principle. However, the

important analytical expressions, graphs, and sketches which are essential to

provide in-depth understanding for the design process and to understand the

interactions between different subsystems are appropriately included. The entire

materials presented in the book are an outcome of the experience of authors in the

development of a number of Indian launch vehicles, and only in very exceptional

cases is the reference made to outside material. In all such cases wherever it is

applicable, the corresponding references are suitably acknowledged.

Readers may find certain repetitions in different chapters, but it has been

deliberately retained to avoid referring back and forth between chapters and to

facilitate easier understanding of the concepts while reading each chapter.

To meet all these objectives, the book is organized in 15 chapters as per the

details given below and addresses the integrated design processes encompassing

various aspects of all subsystems of the space transportation system. The interac-

tions, interdependencies, and interface aspects between various subsystems as

applicable are included at appropriate places in these chapters.

Chapter 1 attempts to present in brief the salient aspects of planets, such as Earth,

and the Sun. The satellite applications highlighting how the space activities assist to

meet the application needs of a country and how it helps to improve the economic

and social conditions of its people have been briefly given. The specific role of the

space transportation system in meeting the national needs highlighting all essential
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requirements is included. Typical system requirements and the issues and chal-

lenges involved in the design process are also brought out.

Chapter 2 presents in detail the overall integrated design aspects of space

transportation system such as system approach for design, trade-off and options

analysis, system life cycle considerations, important aspects in mission manage-

ment, the risk assessment, etc. The interdependencies, interactions, and manage-

ment of interfaces between various subsystems are also presented. Some of the

integrated design processes are explained with typical examples.

The transportation of a satellite in space demands a clear understanding of the

motion of an object in space, type of orbits, the orbital motion, orbital elements, etc.

All these details are presented in Chap. 3 including the different coordinate frames

relating to Earth and their relations. The orbital perturbations, orbital transfers,

launch vehicle orbit requirements, inclination change of orbital plane, combined

orbit size, and inclination correction are also discussed.

Chapter 4 gives the details of various aspects of satellite launching such as

specific orbit requirements, achieving the same using a launch vehicle, ascent

trajectory, optimum strategies to achieve the injection, and the importance of the

launch site. The impact of dispersions of the vehicle state on the orbital elements,

which need to be corrected by the spacecraft, is also highlighted.

The basic criterion for choosing a suitable launch vehicle configuration is a very

important factor in space transportation system. This aspect is covered in detail in

Chap. 5 which discusses the rocket equation, mass fractions, total velocity require-

ments, the velocity losses, and the benefits of multistaging.

The launch vehicle operating environment is another important consideration for

the design of space transportation system, and it comprises of both external and

internal operating environments. Different aspects of environment and various

factors influencing the same have been brought out in Chap. 6.

The launch vehicle mission has to address various factors such as mission

strategies, mission constraints, technically suitable mission profile, vehicle steering

strategies, mission sequence design considerations, satellite orientation, passivation

requirements, and many more. These aspects are discussed in detail in Chap. 7.

In the design process, trade-off studies with respect to vehicle configuration,

payload capability, the trajectory design, and system performance analysis are

essential. A comprehensive modeling and simulation tool such as integrated trajec-

tory simulation tool is necessary to provide vital inputs to carry out the design for

propulsion, aerodynamic configuration, mission sequencing, evaluation of vehicle

loads, dynamic behavior of the vehicle, etc. under several parameter variations.

They are generally dealt in flight mechanics. Chapter 8 addresses all these aspects

in detail.

Propulsion systems are fundamental subsystems in a space transportation sys-

tem. Chapter 9 addresses the basics of rocket propulsion, several propulsion

options, and their relative merits and demerits. The staging aspects and criteria

for selection of suitable propulsive modules are also highlighted. The design of a

suitable propulsion system has to address all aspects of systems engineering since it
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has a very large influence on several aspects of the vehicle. The qualification

process for the propulsive stages is also explained in this chapter.

Since the vehicle has to pass through the atmosphere during the initial phase,

aerodynamics plays a vital role in the design of space transportation system.

Various factors which influence the design are aerodynamic configuration, under-

standing of aerodynamic forces and moments, unsteady flow, and pressure distri-

bution across the vehicle. The aerodynamic characterization is carried out through

experimentation using wind tunnel studies and also by theoretical evaluation using

Computational Fluid Dynamics (CFD) tools. All important features of aerodynam-

ics have been brought out in Chap. 10.

Chapter 11 deals with materials and structural design which are very vital for a

space vehicle design. The structural design criteria, design loads, selection of a

suitable type of structure, design tools, and all other related details have been

discussed. The static and dynamic analysis and structural testing aspects have

also been included.

The vehicle during its journey faces hostile thermal environment and needs

appropriate thermal protection. It is therefore essential to have a sound thermal

design, thermostructural analysis, and qualification tests on ground to ensure that

the system withstands the severe temperature without any structural damage. All

these aspects are discussed in Chap. 12.

Stage auxiliary systems play an important role in the ignition of propulsion

modules and separation of various stages. Since most of the devices are single-shot

operation and the hardware identified for flight are not fully testable for perfor-

mance, the reliability of these systems should be very high. All essential features of

these systems and various aspects of establishing the needed reliability are

presented in Chap. 13.

The navigation, guidance, and control (NGC) system is a very mission-critical

subsystem, and the accuracy with which the spacecraft has to be injected into orbit

depends on the caliber of the NGC system. The selection of suitable sensors, their

calibration, guidance algorithms, autopilot design, the design tools, control power

plants, integrated validation of the NGC system, and all other associated factors

have been detailed in Chap. 14.

In order to have a successful human space flight, it is imperative that reentry

technologies are mastered. Various design features and complexities of a reentry

vehicle have been brought out in Chap. 15.

Readers would also notice that the details on avionics subsystems like telemetry,

tracking, and tele-command (TTC) and power are not included in the book. The

integration and checkout aspects of the vehicle are also not discussed exclusively in

this book. The vehicle avionics subsystems except the navigation, guidance, and

control (NGC) subsystem do not contribute significantly to the integrated design of

the vehicle. The NGC subsystem has very close interaction in the integrated vehicle

design, and therefore the details of this subsystem are included in Chap. 14. With

regard to TTC and power subsystems, one needs to consider the mass, volume, and

power requirements of these packages during the design. The integration and

checkout requirements for the vehicle entirely depend on the vehicle configuration,
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launch philosophy adopted, etc. Therefore, the interactions of these subsystems are

not very significant while discussing the integrated design of the space transporta-

tion system. Considering these aspects the authors have decided deliberately not to

include these subsystems as part of the integrated design of space transportation

system in the book.

Finally, regarding the usage of phrases, “space transportation system” or the

short form of it, STS in this book, readers are advised not to be confused with

the usage of these phrases to refer to the space shuttle in the literature. In this book,

the phrase “space transportation system” or “STS” is used to refer to the general

space vehicles, which are used to transport a payload from Earth to space or from

space to Earth. Also, the phrase “launch vehicle” is used to refer to the ascent phase

function (transport payload from Earth to space) of space transportation system, and

“reentry vehicle” is used to refer to the descent phase function (transport payload

from space to Earth) of space transportation system.

Karnataka, India B.N. Suresh

Karnataka, India K. Sivan
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Book for Practicing Space Technologists
and Academicians

Space is the last frontier of the human race. The rising quest of humans about the

universe and solar system as well as the curiosity to understand planet Earth itself as

a total system, has kept up space exploration as an exciting, enterprising, and

exacting professional domain. Space-based systems for communication, broadcast-

ing, navigation, and earth observation as well as their downstream value chains

have been making profound impact in accelerating the socioeconomic development

and improving the quality of life of humankind. Space has also emerged as an

indispensible medium of strategic importance. Security of space assets, space

commerce, space economics, space law, and space diplomacy emanate from this

unique potential of outer space. The recent stride in planetary exploration, space

manufacturing, space robotics, human-in-the-loop, space colonization, and space

tourism has accelerated global and national synergies in exploration and utilization

of outer space.

Central to this human endeavor is the development of capability in space

transportation systems that are crucial for reaching out to the outer space defying

Earth’s gravity and atmosphere and ensuring a safe reentry to Earth when required.

In this book, Dr. B.N. Suresh and Dr. K. Sivan have brought out the wealth of their

knowledge gained in their long journey with decisive roles at the Vikram Sarabhai

Space Centre (VSSC), Thiruvananthapuram, the lead center of ISRO for the

development of space transportation systems.

Dr. Suresh started his illustrious career as a control engineer in 1969 when

SLV-3 was in the conceptual phase, and he led the development of the fin tip

control system for SLV-3. Later, in the 1980s he shouldered responsibility to

develop the navigation, guidance, and control systems for Indian launchers

(ASLV, PSLV, and GSLV). He steadily rose to become the director of VSSC

(2003–2007), member of the Space Commission (2005–2009), and founder-

director of the Indian Institute of Space Science and Technology (2007–2010).

The successful space capsule recovery experiment of 2007 was largely executed

under his direct technical guidance. Since 2011, Dr. Suresh has been diligently
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chairing the pivotal Mission Readiness Review Committee that gives final technical

clearance for ISRO’s launch missions.

It is pertinent to state that Dr. Suresh has been my friend, philosopher, and guide

since my entry into VSSC in 1971, and both of us cherish being groomed under the

tutelage of Dr. Suresh Chandra Gupta (Director, VSSC during 1985–1994), who

had truly been a stalwart in ISRO. Also, it was my special honor to succeed

Dr. Suresh as director of VSSC in 2007, and he became a role model of an ideal

predecessor, in my view. I gratefully acknowledge the yeomen support that I

received from him since November 2009 in my stint leading the Indian Space

Programme.

Dr. K. Sivan is a multifaceted launch vehicle expert with rich experience in

control and guidance as well as mission design, simulation, and synthesis of PSLV

and GSLV. He also spearheaded the Re-usable Launch Vehicle Technology Dem-

onstrator Project, the Aeronautics Entity of VSSC. He took on the heavy mantle of

the GSLV Project in its most crucial phase and led from the front toward its historic

successful flight (GSLV-D5) with Indian Cryogenic Stage in January 2014. In July

2014, ISRO entrusted Dr. Sivan to lead its Liquid Propulsion Systems Centre.

I cherish my intense professional association with Dr. Sivan in my capacities as

director of VSSC and chairman of ISRO.

This book is a confluence of theory and hands-on experience of Dr. Suresh and

Dr. Sivan, synthesized from (a) the 44 missions of Indian launchers so far, (b) the

innovative mission design for the launch of Chandrayaan-1 and Mars Orbiter

Spacecraft using PSLV, (c) the space capsule recovery experiment, (d) reusable

launch vehicle technology, (e) development phase of India’s next generation

launcher LVM-3, and (f) the theoretical and experimental studies toward a possible

Indian human spaceflight in near future.

One unique quality that both Dr. Suresh and Dr. Sivan symbolize is systems

thinking insights into the complex interrelationships of large and multidimensional

system such as the space transportation system. The book lucidly covers the

integrated design aspects of space transportation systems for a given mission

requirement and operating environment and the nuances of mission design; and it

provides the basic understanding of astrodynamics; flight mechanics; aerodynam-

ics; propulsion systems; aero-structures and materials; stage auxiliary systems;

navigation, guidance, and control systems including inertial sensors; as well as

reentry and aero-thermal aspects. The section on “Mathematical Modelling Aspects

of Vehicle Dynamics” deserves a special mention.

This book will be of immense value to any practicing space technologist and

academicians in the field. I whole-heartedly recommend this book for study by

scientists and engineers aspiring a bright career in space science and technology.

Chairman, ISRO, Bangalore, India Dr. K. Radhakrishnan

December 20, 2014
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Nuances of Space Transportation Systems

The knowledge base of a space transportation system (STS) is vast and complex,

spanning mathematical and physical sciences and an array of esoteric technologies.

This book has covered the subject comprehensively. So, this note attempts only to

highlight a few nuances, rather than for emphasis.

While disciplines encompassing propulsion, aerodynamics, structures, control,

and guidance constitute the prominent areas of studies of an STS system, it is useful

to master a few analytical tools. Modeling and simulation enable prediction of the

performance and validation of the theoretical design and its embodiment. Signifi-

cant deviations from prediction indicate a lot of possibilities, such as incomplete

knowledge of the system, erroneous implementation of design, and deficiency in

modeling and simulation. The search for remedies is self-evident. Finding of

satisfactory remedies leads to virtual mastery of the design. The ultimate goal is

the realization of optimum design with high reliability, thereby deriving attractive

and creditworthy economic returns on investment in manpower and financial

resources.

The job of STS is to lift the satellite from Earth to a required orbit. The defining

output parameters of an orbit are apogee and perigee heights and the angle between

the equatorial and the orbital planes. A host of parameters of STS, such as velocity

addition capability defined by the mass of the propellant, its specific impulse, inert

mass of combustion chambers, and other hardware, constitute some of the crucial

input parameters. Some other parameters are the duration of combustion of propel-

lant, vehicle attitude profile of the trajectory, duration of coast phase, and altitudes

of staging. The study of relative sensitivities of the output parameters to the various

input parameters helps to grade the weightages to be assigned during the optimi-

zation exercise. This procedure is known as sensitivity analysis. It is a cardinal

systems theoretic procedure for the optimization of design.

The input parameters may have a range of values within upper and lower

bounds. All subsystems of STS will have intended mean values of the input

parameters and also a statistical distribution. It is beneficial to map the output

parameters as function of the input parameters, in order to identify boundaries of
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acceptable outputs. Acceptability may be in respect of limits of safe excursions.

This procedure too comes under systems theoretic procedures and is referred to as

the Monte Carlo Simulation.

STS also termed as a satellite launch vehicle (SLV) is a multistory towerlike

structure, each story/stage housing its main propulsion elements, control actuating

devices, and auxiliaries for staging, such as sensing instruments, data collection and

processing elements, and stage sequencing and transmitting circuits. An SLV is

erected on a launch pedestal, which is fitted with flame deflector; required passiv-

ation facilities; launch-hold-and-release mechanisms, if required; and a network of

fluid fill-and-drain accessories and gas charging devices. Each stage has its own

command destruction ordinances. In addition to stage-specific elements, there are

equipments which serve the entire vehicle from liftoff to the end of the launch

phase, requiring their housing on the last stage. A central inertial navigation system;

onboard processors; telemetry, tracking, and tele-command units; onboard sources

of electrical power supply; and conditioning units are some of them and are housed

at the top stage of the vehicle. The satellite, referred as payload, is housed on the top

stage of the SLV. It is protected against the aerodynamic and solar heating by a

payload fairing during the atmospheric phase of the launch.

The totality of propulsive units located in various stages constitutes the entire

lifting and velocity imparting capability of the STS. The stages operate in a

sequence, taking the satellite from Earth to the point of injection of the desired

orbit. Sizing the STS starts with sizing of propulsion units, basically to meet the

ideal velocity requirement, which is an estimate of the total energy required to lift

the STS mass from Earth to the orbital height and impart it to the orbital velocity to

the satellite. Thus, it comprises potential and kinetic energies. Subtracting various

losses, such as aerodynamic drag, gravitational pull during trajectory phase yields

the net velocity addition capability. Propulsion units impart in sequence incremen-

tal velocities. Delta-v which is velocity addition is a function of the start mass, end

mass, and specific impulse. Specific impulse is the figure of merit of the propellant.

End mass, being inert from the propulsion point of view, comprises the combustion

chamber, insulation, and nozzle hardware. Also, other inert portions of the stage

belong to avionics, interstage hardware, and accessories. The overall weight is

minimized by using structural materials with high strength to weight ratio. Mini-

mization of electrical power consumption also offers optimization possibilities.

Jettisoning inert mass once its utility is over leads to higher payload perfor-

mance. Corollary is to adopt as large a number of stages as practical. However it is

not practical because each stage transition, known as staging, involves

extinguishing the ongoing stage, transferring control thrusters located in the ongo-

ing stage to those located in the next stage, separating the spent stage and ignition of

the next stage. Each of these operations demands highly specialized devices with

precise timing and enacting clean separation mechanism. As such, each staging is

referred as the rebirth of the mission, which calls obviously for minimizing the

number of staging. In this context, payload performance and reliability are mutually

exclusive. So, selection of the number of stages depends on availability of infra-

structure for developing large boosters.
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While we are on the topic of propulsion, it is appropriate to discuss the potential

benefits of air-breathing propulsion. Air-breathing propulsion involves drawing

oxidizer from the ambient air enveloping the rocket motor, rather than carrying

on board, which appears at first glance to be beneficial for payload performance.

But a close look reveals serious counter-implications. The rocket has to fly at high

speeds in order to take in air encountering aerodynamic drag, which is proportional

to the square of the speed. Also, in this process the rocket experiences aerodynamic

heating, which is proportional to the cube of its speed. Aerodynamic heating leads

to thermal protection, which increases inert mass of the rocket. For these reasons,

air breathing does not yield payload improvement to a satellite launch vehicle. Of

course, when the mission of a rocket requires dwelling in air atmosphere, for

reasons of stealth, air breathing is conducive to the mission performance.

Higher payload performance of STS requires lowest practical mass of the

structural elements, as they do not contribute to propulsive action. Noting that

mass of the structure is closely related to loads incident on it, the loads are

minimized systematically. Scanning the sources of loads, we note that there are

internal pressure loads in the combustion chamber as well as external loads. The

latter are due to air flow past the STS, which increase with the angle of attack.

Accordingly, the aim during design of nominal trajectory is to keep the effective

angle of attack low. During the liftoff phase, once the vehicle clears the launch

tower, the vehicle is made to roll to align the pitch plane with the desired launch

azimuth. Then, a calculated pitch kick is imparted before commencing the pitch

program. In order to keep the angle of attack low, the pitch program follows gravity

turn. It is kept low by biasing the vehicle attitude program according to the

predicted mean wind profile. To make the prediction as close to reality as possible,

wind data is collected both for the season and the day of the launch.

The structure of STS is rigid only as a first approximation. Actually, it is a

flexible body having bending mode shapes of fundamental and higher order. So, the

delineation of the body axes is not straightforward. The propulsive thrust operates

on this flexible body. The translational and angular movements have to be appro-

priately defined, sensed, and incorporated in mathematical computation of the

trajectory. The facility to locate motion sensors is limited architecturally to inter-

stages. As such, the angular rates of the flexible rocket body have to be derived

mathematically from the measurements made with sensors constrained to be

located in the interstages. This issue is handled satisfactorily and is evident from

the innumerable successful launches into precise orbits and also operating autopi-

lots without deleterious control-structure interaction. Yet another implication of

flexibility is about 25 % higher consumption of control fuel.

Air flow past the rocket body assumes patterns depending on the surface

geometry, speed of air flow, and viscosity and density of ambient air. So long as

the flow is laminar, theoretical estimation of forces and moments incident on the

rocket body is accurate and dependable. However, once the flow is separated, the

boundary layer becomes turbulent, and the estimates are uncertain.

The role of control and guidance is to stabilize, steer, and guide the multistage

STS from takeoff till injection of its payload into the planned orbit. Indeed, this role
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is shared between the autopilot and the guidance system. Though the control,

navigation, and guidance system relies on rigorous mathematics, it is simplified

by approximations. The formulations take note of the fact that the mass, moment of

inertia, center of gravity, center of aerodynamic pressure, and coefficients of

various aerodynamic forces and moments vary continuously as the velocity

increases and also the properties of enveloping air change. A simplifying premise

is to assume that these parameters are constant during carefully delineated time

slices. So, the duration of flight in lower atmosphere is divided in slices of time,

such that the assumption of constancy during a time slice does not introduce a great

deal of error in modeling. As instantaneous attitude errors in autopilot contribute to

the buildup of the angle of attack, these errors have to be kept low by tuning up the

autopilot.

Low cost access to space beckons all engaged in space transportation systems to

contribute innovative ideas and realize them. Reusability like in the US Space

Shuttle programme is one option. However, at present the prohibitively high cost of

refurbishment has virtually doomed this approach. So cutting of cost of the current

technologies in propulsion and structures appears as a fruitful approach. As the

frequency of launches increases, pollution of the environment by propulsion ele-

ments will raise concern. So, the search for alternate fuels is bound to intensify.

This book covers architecture and design of space transportation system, the

mission, and associated subsystems needed for the launch vehicles. It covers lucidly

the various motivations for pursuing these areas for research and development. To

comprehend any complexity, grasp of the underlying theory is indispensable. The

book does justice to this requirement, such that both beginners and veterans will

find it adequate. In this sense the book promises to be an adequate source of

reference. It avoids unnecessary jargon and brings out the knowledge clearly and

succinctly.

The authors have immense experience in design and development as well as in

mentoring a large number of dedicated professionals. The content and presentation

reflect these qualities.

Former Director, Vikram Sarabhai Space Centre SC Gupta

Thiruvananthapuram
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Chapter 1

Space Transportation Systems: Introduction
and Design Challenges

Abstract The satellite systems provide a number of services to mankind in the

areas of societal applications. To derive maximum benefits from the satellites, they

have to be positioned into the right orbital slot in space. Space transportation

systems (STS) play a key role in transporting the satellites from Earth and placing

in the specified orbits depending on the application requirements. With the limita-

tions of the technologies available as on date, STS has to be configured with multi-

stages and the vehicle subsystems have to be totally autonomous and automatic. To

reduce the cost of launching satellites by a specified STS, the STS must deliver

maximum payload mass into the specified orbit with very high accuracy. The

vehicle must be highly robust and this poses conflicting requirements on the design

of each of the subsystems. The robustness demand of STS increases many fold

when the humans are onboard, and in such cases, the transportation systems have to

meet the stringent requirements of human rating. Therefore, various aspects of the

optimum and robust design of such STS satisfying all specified conditions are

discussed in this chapter. The functional requirements of STS to transport these

satellites to space or to bring back to the Earth, typical subsystems and operating

environments are also included. Development cycles and cost aspects of STS are

explained. The design challenges for the complex subsystems and the need for the

integrated design using systems approach to arrive at an optimum, cost effective

and robust design are also included. The development of advanced technologies

involving design, characterization, testing, and qualification has a major implica-

tion on the cost and schedule for realization of the vehicle and their salient aspects

are discussed.

Keywords Satellite • Space transportation system (STS) • Planet • Earth • Space

application • Launch vehicle • Operating environment • Design cycle

1.1 Introduction

Space science and technology play a major role in the everyday life of mankind.

Space-based satellite systems provide impeccable services to the common man in

the areas of societal applications, quality and safety of daily life on the Earth. They

act as platforms to carry out science experiments to discover various unknown
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phenomenon of universe and solar system. In order to derive maximum benefits

from the satellites, it is essential that they are positioned into the right orbital slot in

space. Space transportation systems (STS) play a key role in harnessing space-

based technology-enabled services by transporting these satellites from Earth and

placing in the specified orbits depending on the application requirements.

To carry out these functions, the STS must be capable of lifting the satellite, fly

successfully through the hostile environments and deliver the payload safely at the

specified position with the required velocity. With the present day technologies,

every satellite delivery requires a fresh vehicle thereby making the cost of

launching prohibitively high. With the constraints of the technologies available as

on date, STS has to be configured with multi-stages and the vehicle subsystems

have to be totally autonomous and automatic. In order to reduce the cost, the STS

must be able to deliver maximum payload into the specified orbit with very high

accuracy. The vehicle must be highly robust and this poses conflicting requirements

on the design of each of the subsystems. Therefore, the optimum and robust design

of such complex STS satisfying all specified conditions is indeed a

challenging task.

Over a period, technical advancements made in space arena demand transporta-

tion of human and materials to space and bring them back safely. The robustness

demand of STS increases many fold when the humans are onboard, and in all such

cases, the transportation systems have to meet the stringent requirements of human

rating. In order to bring a payload from orbit to Earth, the STS subsystems must be

capable of dissipating the energy acquired by the vehicle during its ascent mission.

Very high thermal environment to the vehicle associated with energy dissipation

process adds further complexity to the optimum and robust design of such STS.

Before looking into the various aspects of a STS, its design complexities and

challenges, it is important to understand the end use of its payloads in terms of

providing the essential data needed for the betterment of society and to explore the

planets and Earth. Therefore some of the salient aspects of planets and Earth are

presented here. The functional requirements of STS to transport these satellites to

space or to bring back to the Earth, typical subsystems and operating environments

are also included in brief. Development cycles and cost aspects of STS are

explained next. Challenges involved in the design of the complex subsystems and

the need for the integrated design using systems approach to arrive at an optimum,

cost effective and robust design are given in the last section of this chapter.

1.2 Planets and Earth

It is believed that the universe took birth due to big-bang effect and consists of stars,

planets, and their moons. It is estimated that the universe contains approximately

50 billion galaxies. Each galaxy is a large complex structure and has a distinct

shape, consisting of billions of stars, dust, and gas. They are all held together by

gravitational forces. The galaxies in certain part of space are grouped and known as
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clusters. Group of clusters are known as super clusters. A star once born, starts to

shine and changes too. The process of change depends on the nuclear energy

produced in it and the mass of the star. Once the hydrogen supply of massive

stars decreases, the center of the star begins to contract thereby raising the temper-

ature. At the same time, the outer part of star expands and cools and this makes the

star as a Red Giant. The increased temperature and expansion cause the explosion

and results into the end of the star. The explosion also causes a temporary bright-

ness of millions of suns, a phenomenon known as supernova. Gravity of such a

massive star forces the core to shrink, and as core shrinks, the gravity increases. The

core continues to collapse and finally ends up with a singularity called black hole,

which is a point mass of infinite density and gravity. Objects orbiting around a star

are called planets.

The distances in space are measured in astronomical units (AU) and light years

(ly). One Au is the average distance of Earth to Sun which is about 149.6 million

km. Similarly, one ly is the distance traveled by light in 1 year which is about 9.46

billion km. The light from Sun takes about 8.3 min to reach Earth. It is told that the

universe is continuously expanding, and hence the distances between stars change.

The concentration of stars seen in the night sky is part of the milky way galaxy and

it is about 100,000 ly across with 100 billion stars. On an average, the stars are 4 ly

apart and Sun is one of the stars of the milky way galaxy. Earth is one of the planets

of the Sun and thus the Earth is considered to be a tiny object in the universe.

The Sun, the eight planets, and the moons that orbit around the planets are a solar

system and it is 27,700 ly away from the center of the milky way galaxy. Sun’s
energy is considered central to the existence of all planets including Earth and

comprises 99.86 % of all matters of solar system and is spinning about its axis.

While equatorial region takes about 25 days to complete one rotation, polar region

takes about 35 days. Sun is made up of hydrogen and some helium and it is 0.3

million times heavier compared to Earth. The burning of hydrogen is termed as

nuclear reaction and releases large amounts of energy. The energy generated at core

passes through radiation and convection to the surface of Sun (photosphere) then

through the atmosphere of Sun (chromosphere) to the outer space. It takes millions

of years for the energy released to reach the surface.

1.2.1 The Planets

According to ancient Greeks, the Earth was the center of the universe and Sun and

other planets moved around the Earth. While Copernicus, Polish astronomer, stated

that the Sun is the center of the Universe, today’s astronomers explored and learnt

much about the Universe through the advanced scientific and technological inves-

tigations. The International Astronomical Union (IAU), which is responsible to

oversee the celestial objects, recently decided that to define a planet, it should meet

three important characteristics. First, it should have an elliptical orbit with Sun as

one of foci. Second, it must have enough mass to generate the gravity sufficient to
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maintain the hydrostatic equilibrium. Third, it must also clear its neighborhoods so

that it is capable of clearing the debris around it. As a result of IAU’s guidelines in
2006, there exists eight planets namely, Mercury, Venus, Earth, Mars, Jupiter,

Saturn, Uranus, and Neptune. The Earth and the other planets in the Solar System

are formed from the solar nebula, a mass of dust and gas left over from the

formation of the Sun. All the objects orbiting the Sun came from the same cloud

of gas and dust. Mercury, Venus, Earth, and Mars are formed from the dust nearest

to the Sun and are called inner or terrestrial planets. Snow, gas, and dust together

formed Jupiter, Saturn, Uranus, and Neptune. They are called gas planets and are

treated as the bigger planets of the solar system. The inner planets have rocky cores

and are smaller compared to gas planets which have a dense atmosphere. All these

planets have liquid and rocky cores.

Comets, asteroids, and planetary moons are smaller bodies in Solar System,

which are formed from the left over materials not swept into planets. While comets

are snow and dust balls asteroids are millions of rocky objects orbiting as a belt

around the Sun and located between the orbits of Mars and Jupiter. The smallest is

tiny particle whereas the biggest one is Ceres, with the size more than 900 km. The

gravity of Jupiter prevents these objects to form a planet. About 90 % of the

asteroids are part of the asteroid belt whereas the remaining 10 % formed into

two groups and orbit the Sun along the orbit of Jupiter. They are called Trojan

asteroids, one group in front and other in the back of Jupiter.

The pieces of rocks originated from planets, asteroids, and comets are termed as

meteoroids and travel through space and sometimes reach the surface of Earth.

Meteoroids of smaller size burns when they pass through Earth’s atmosphere and

produce streaks of light called meteors. Meteoroids of large size survive the

atmospheric friction and impact on the surface of Earth called meteorites. The

meteorite impact causes a large crater, and hence it is a potential danger to

the livelihood on Earth as it enters the atmosphere with very high speed.

There is a renewed interest by all space faring countries to explore the outer

planets. Already several missions have been executed to Moon and Mars and more

are being planned. Travel to Jupiter, Venus, and other asteroids are also being

pursued vigorously to have better understanding of the Universe. Protecting the

Earth from the meteorite impact and strategy of diverting the meteors from impact

is another major study being pursued worldwide.

1.2.2 The Earth

As per the estimates available, Earth was formed about 4.6 billion years ago. It was

a cloud of gas and dust in the beginning and remained very hot for a long period. It

gradually stared cooling down to form a solid crust and the water vapor started

accumulating due to storms from time to time.

Periodic eruptions which released the gases and water vapor from the surface of

the Earth also happened and this release is said to have formed the atmosphere. The
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water collected in pockets formed the oceans. The crusts split into blocks are the

plates and they have been moving continuously causing the change of the surface

by forming new landmasses and mountains. Plates continue to move even today

causing earthquake time to time in different part of the globe. The Earth is having a

major advantage in that it is just at the right distance (about 150 million km) from

the Sun and it is neither hot nor cold. Two substances available on Earth i.e. water

and oxygen facilitate the existence of life.

Earth is considered as a sphere with an average radius of about 6,370 km and

mass of about 5.98� 1024 kg with a mean density of about 5,520 kg/m3. The mean

density of materials near the surface of Earth is about 2,700 kg/m3 and the density

of inner core is much higher. The outer layer of the Earth is crust with a layer of

rocks with varying thickness. Beneath the oceans, the depth is about 6–11 km

whereas under mountains, the depth of crust extends up to 70 km. Below the crust,

there is mantle which is a partially molten layer extends up to about 2,900 km.

Below the mantle, there is outer core with the thickness of about 2,000 km, which is

mainly molten iron and nickel. Beneath outer core, there exists the solid inner core,

made of iron and nickel with the size comparable to the size of Moon. The Earth

rotates about its spin axis with a rate of about 0.250/s. The inner solid core portion of
the Earth spins faster than the outer liquid core. The rapid spin and molten nickel-

iron core provides extensive magnetic field which shields us from all harmful

radiation coming from Sun and other stars.

Oceans cover 70 % of the Earth’s surface. The shape of the Earth is an oblate

spheroid having a pear sphere with equatorial radius of 6,378.14 km and polar

radius of 6,356.755 km. A better approximation to the Earth’s shape is that its north
polar radius is about 38 m longer than south polar radius and the equator is an

ellipse with major axis of about 138 m longer than the minor axis (further aspects of

Earth are detailed in Chap. 6). The planet Earth is not only a complex system but

also a combination of several interconnected processes which generate conditions

suitable for life. A change in one part has unpredictable impact on other parts. The

Earth provides all the materials and resources needed for human life.

Earth observation satellite missions provide data to improve the quality of life on

Earth in terms of surveying the natural resources and identifying the damage done

to the resources by exploiting them thoughtlessly. These satellites also provide

valuable data for the safety of life on the Earth through early warnings of natural

disasters which are caused by the change of processes of the Earth systems.

1.3 Satellites and Space Applications

The space assets are essentially the effective satellites in orbit, with a variety of

application provisions. These satellites are essential tools to maximize the social,

environmental and economic benefits of any country including the needs of the

national security. Therefore, more and more nations all over the globe are
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establishing the space assets to meet their national needs. The various space

applications can be broadly classified as:

1. Telecommunications and broadcasting

2. Remote sensing and Earth observations

3. Satellite navigation

4. Weather monitoring

5. Disaster warning

6. Scientific satellites

1.3.1 Telecommunications and Broadcasting

Communication satellites provide a variety of societal applications for the daily use

of common man in a most efficient and cost effective way. Satellite telecommuni-

cation systems today offer a variety of services like fixed and mobile telephone,

data services, radio and broadcast services, internet and other IP-based information

services, etc. covering the entire globe including the territories which are difficult to

access. These systems also provide communications to ships and offshore platforms

and to flying aircraft. The services offered can be widely categorized as the fixed

satellite services (FSS), the broadcast satellite services (BSS) and the mobile

satellite services (MSS). The BSS satellites today with very high powered beams

provide the radio or television services directly to end users. These services have

become economical over a period by having smaller receiver terminals, and their

installation and operation have become quite simple. The MSS have been offering

excellent services to all users who are in motion in maritime, airborne and land-

based systems. The MSS satellite is initially designed for the maritime service and

later extended to support both airborne and land-based mobile services. The other

communications satellites services are short messaging services and hybrid com-

munications services, which are directly linked to space navigation services.

To achieve the effective and efficient usage of modern communication satellites,

depending on the region, applications and requirements, these satellites are placed

in geostationary orbits, Molniya orbits and low Earth orbits (LEO).

1.3.2 Remote Sensing and Earth Observations

Earth observation satellites provide information regarding the global environment

and play a key role in the quality and safety of everyday life of humankind. Space

remote sensing offers significant advantage in the survey of natural resources on

Earth, weather prediction, environmental analysis and many other applications. The

identification of natural disasters by Earth observation satellites provides vital

information for the disaster management. It is also used for military reconnaissance
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by more and more nations. The usage of Earth observation satellites for such

applications provide a cost effective solution, whereas other data sources are very

expensive or too much restricted in scope or in some cases, it is not feasible too.

Over a period, a wide range of sophisticated sensors are being utilized to capture

the data across a broad spectrum, both above and below visible light, the analysis

tools and skills have also improved. The introduction of modern electro-optical

systems and advanced processing systems has facilitated the easier data acquisition,

storage and analysis not only for Earth but for all the neighboring planets. With

continuous improvement of spatial resolution from 80 to 1 m to under 0.2–0.5 m

with the ultrahigh resolution systems, the monitoring quality has improved sub-

stantially. Further, the careful integration of different types of remote sensing data,

with other types of information from various sources, has practically led to many

new scientific investigations and practical applications. The Geographic Informa-

tion Systems (GIS) facilitate the integration of remote sensing data with population,

all other demographic data in situ, GPS positioning and other relevant data. It has

now become a powerful tool and has a large segment of commercial market

compared to remote sensing.

Sun synchronous polar orbit, between 500 and 1000 km, enables excellent

coverage of the entire planet on a regular basis with reasonably good or moderate

resolution and is used for Earth observation satellites. This orbit also helps for the

satellite to pass over the same location at the same time of day with same solar

illumination which is essential for these applications.

1.3.3 Satellite Navigation

Another important application is the satellite navigation. This ranging through the

use of satellite positioning systems started basically for the scientific research. The

initial use of these satellites was for position and location. In order to provide

accurate position information within a specified region or for the global coverage

uninterruptedly for 24 h basis, satellite navigation system consisting of multiple

satellites in different orbits is required. These space-based navigational systems

have the capability to provide the real-time information all over the world whether

on land, seas or in the air. These space systems, with increasing accuracy, can

inform the precise location of any object of interest which is needed for a variety of

applications. With such data, one can track the goods anywhere in the global

transportation network. Another highly sensitive application is to assist the aircraft

in the takeoff and landing. When the navigation system is utilized for strategic

purposes, the deactivation of the same at a crucial juncture is one of the major

concerns. This has led to the development of independent satellite navigation

systems by different countries which helps them to utilize their own system for

strategic purposes rather than depending on some other nation for such services.

Satellite navigation and positioning systems have evolved over a period. The

development of extremely precise atomic clocks which are precise within
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picoseconds has immensely helped to identify the precise location and positioning.

A multiple network of satellites in a carefully designed constellation helps the

ground receivers to instantly calculate one’s precise location on the Earth. With the

tracking of four or more satellites at exactly the same time, the propagation time

between various visible satellites can be precisely estimated. Nowadays, the nav-

igation systems are widely used by car rental agencies, bus, rail systems and

shipping lines. They are also used to precisely estimate the time and to synchronize

computer networks or communications systems. There has been spectacular devel-

opment of software needed for satellite positioning and navigation systems. This

has helped to identify precisely the location of roads, highways, railroads, canals,

rivers, bridges and the layout of towns, cities, colleges, industrial and governmental

complexes and many more.

1.3.4 Weather Monitoring

The weather monitoring satellite enables a synoptic view of weather patterns, sea

ice and all other relevant features needed for the forecast of weather. The advantage

of weather satellite is the global coverage, especially remote areas and oceans

wherein the conventional methods of observations are not possible. These satellites

are important for every nation to have reliable weather forecasts, key storm

warnings and to forecast potential disaster alerts in case of hurricanes, tornadoes,

floods and many other hazardous meteorological events. Weather satellites in the

geosynchronous orbits offer an advantage of continuously viewing a portion of the

globe at a lower resolution. Presently a host of such satellites, operated by a number

of nations all over the globe provide data on weather and broad climate conditions.

This global view has helped to improve the understanding of global weather

patterns and also the ability to accurately forecast the weather. The sophisticated

instruments on board the meteorological satellites gather a wide variety of essential

data for climate change studies. Satellites can detect not only atmospheric temper-

atures, cloud cover, oceanic current flows and pollution but also monitor the storm

development and their energy levels. These satellites can provide imaging and

soundings over a wide range of frequencies from microwave, infrared, multi-

spectral imaging (in the optical range) up to the ultraviolet spectra.

The mission of meteorological satellites in the recent times has been extended

from the short-term weather forecasts to medium- and long-term forecasts as well.

There has been continuous effort to further expand from weather forecasting to

environmental monitoring. This is essential to have a better understanding on the

influence of atmospheric, oceanic and glacial pollution on environmental issues.

With the combination of data from polar and geosynchronous meteorological

satellites, the ability to predict weather accurately has improved considerably.

Reliability has also increased substantially including the prediction for longer

periods of time.
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1.3.5 Disaster Warning and Management

Natural disasters of varying intensity can happen anywhere in the globe, ranging

from less frequent like earthquake, volcanic eruption to more frequent like floods,

drought, cyclones, landslides, etc. One of the key elements in disaster management

is the right mitigation strategy. One good example is the use of satellite system with

cyclone tracking for the early warning. In present times, this is effectively utilized

to reduce the loss of human lives and livestock. Similarly using digital sound

broadcast system, audio alarms can be sent out to selected areas as warning system.

The MSS terminal can be used for sending the short messages directly through

satellite. The satellite phones are also utilized for effective audio communication

from remote areas. Such a system can send video pictures of the affected areas.

Remote sensing techniques are effectively utilized for an accurate assessment of

the affected area/s during disasters. The optical remote sensing data has limited

application in providing such an assessment due to cloud cover during the cyclones

and subsequent flooding. In such circumstances, the data from microwave sensors

like radars are very useful to overcome the problem of cloud cover. Effective

integration of data from satellite communication and remote sensing not only

plays a very major role in the disaster management system but it offers excellent

services to save the lives of the people due to natural disasters. Some of the

important tasks in disaster management are creating data base for flood and cyclone

prone areas, ortho-photomaps of cities and towns located in high risk seismic zones,

GIS-based decision support systems, etc. Application satellites play a major role in

the world’s search and rescue (SAR) infrastructure for the stranded passengers,

crews of shipwrecked vessels or people affected due to natural disasters.

1.3.6 Scientific Satellites

Although considerable amount of research work has been carried out in space

sciences, still there are many more mysteries on the structure and evolution of the

universe, the processes of planet formation, the origin of life, etc. Satellites facil-

itate to conduct several space-based experiments to improve our understanding of

science in several areas like aeronomy, astronomy, high-energy cosmic ray vari-

ability using neutron/meson, equatorial electro jet and spread-F ionization irregu-

larities, ozone, aerosol and cloud phenomena, middle atmospheric radiation,

dynamics and electrodynamics, solar physics, IR astronomy, neutron star and

black hole astrophysics, planetary science, origin/evolution of life and so

on. Other interesting areas in science are competence building in planetary science

studies, development of sensors for planetary probes/missions to the moon or to

asteroids or nearby planets and microgravity science/ exploration programme. The

size of the satellite and the orbits are to be defined based on the specific scientific

application. There are dedicated small satellites to undertake the specific
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phenomenon of one or more areas listed above. Small satellites also provide

opportunities, particularly for scientists from universities and academic institutions.

There are two types of scientific satellites viz., astronomy satellites and space

exploration satellites. An astronomy satellite is basically a big telescope placed in

orbit. Due to the absence of atmospheric effects, these satellites can see deep into

space and are used for in-depth analysis of such science experiments. Generally

these satellites are placed in low earth orbits. On the other hand, space exploration

satellites are space probes (not orbiting about planet) sent deep into space to

discover the new phenomenon which are not known to mankind and provide insight

into the universe, understanding the origin and history of universe and solar

system, etc.

1.4 Space Transportation System

Various satellites used for different applications are to be positioned in their

predetermined orbits to carry out the intended function. In certain cases, it is

essential to bring materials back from space to Earth. Space transportation systems

are used to carry out the above functions precisely and safely. In order to meet the

various applications, the functional requirements of STS can be categorized as

given below:

1. Earth to orbit, to position the satellite

2. Earth to orbit and return, for the transport of humans

3. Earth to orbit and return for cargos

4. Orbit to orbit, for deep space voyages

Considering the system requirements, the STS can also be broadly categorized

into

1. Launch vehicle (LV), to transport a payload from Earth to space

2. Reentry vehicle (RV), to transport a payload from space to Earth

Various features of STS, operating environments and design and development

issues such as cost aspects, subsystems complexities and design challenges are

explained in the following sections.

1.4.1 Broad Systems Requirements

1.4.1.1 Systems Requirements for Ascent STS (Launch Vehicle)

The primary function of the space transportation system (STS) is that it has to

deliver the identified satellite into its specified orbit. The satellite orbits are gener-

ally Keplerian trajectories around Earth. For a satellite to remain in the specified
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orbit for its entire service period, it must possess the specific energy (additive of

potential and kinetic energies per unit mass), defined by the size of the orbit. As an

example, the satellites placed in low earth orbit (LEO) have specific energy of

about 33,000 kJ/kg and that in geo transfer orbit (GTO) has the value of about

54,000 kJ/kg and for the interplanetary missions, this value goes up further.

Therefore, to position a satellite with a defined mass (m), in the specified orbit

with the specific energy (ε), the STS must be capable of injecting the satellite with

the required energy (εm). Energy requirements for orbital missions are large

compared to that of conventional transport systems. The energy for injecting higher

mass satellite or higher orbit is even more as the total energy is the product of

specific energy, ε and mass, m of the satellite. Conventional transport systems

cannot generate such huge energy and it is feasible only by rocket propulsion

systems. STS uses rocket propulsion system’s chemical energy to generate the

kinetic and potential energies required for a satellite delivery. Therefore, size of

the propulsion systems required to carry out the specific function depends on the

available propulsion system’s energy. With the available matured technologies as

on date, STS has no option but to adopt multi-stages chemical propulsion systems to

achieve the energy level as required.

To meet the desired orbital conditions of satellites precisely, the propulsion

energy of STS has to be directed in the optimum direction to achieve the required

position and velocity accurately. To execute flawlessly these functions, the vehicle

has to be stabilized against the disturbances encountered during its flight and has to

be directed to follow the desired trajectory during its entire mission. These func-

tions are achieved by navigation, guidance and control (NGC) systems of STS.

These systems consist of linear acceleration and attitude rate sensors, navigation,

guidance and control algorithms, its software, onboard computers and control

power plants.

Vehicle structural systems are basically load carrying members of the vehicle,

which comprises of structural elements of propulsion stages, inter-stage structures,

payload fairings and interface elements. In addition to meeting their basic func-

tional requirements, the structural systems provide the shape to the vehicle and

houses avionics and all other associated elements. These systems are built with

different types of materials having different strength-to-weight ratios and meeting

the strength requirements while minimizing the mass.

Since the STS is generally configured with multi-staging concepts, various

staging events like separation, ignition, etc. require ultrahigh reliable systems called

stage auxiliary systems. These systems involve high energy materials. The electri-

cal systems also play a major role in the STS design and integration of the entire

vehicle.

During the atmospheric phase of flight, the vehicle encounters severe aero-

thermodynamic environment, which introduces high level of aerodynamic distur-

bances to the vehicle and harsh thermal environment to the vehicle systems. The

aerodynamic shaping to reduce disturbance levels and selection of suitable thermal

protection system are other major areas in the STS design process.
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Various subsystems of a typical three stage launch vehicle are given in Fig. 1.1.

The core and strap on motors form the stage-1 of propulsive elements, and stage-2

and stage-3 are other propulsion systems. Structural subsystems are the hardware of

propulsive systems, inter-stages, payload fairing, payload adaptor and the structural

element of equipment bay. Vehicle navigation, guidance and control systems and

other avionics systems are accommodated in the equipment bay.

1.4.1.2 Systems Requirements for Descent STS (Reentry Vehicles)

The function of STS reentry vehicle is just opposite to the ascent phase of launch

vehicle. To transport the satellite and materials from space to Earth, the energy

imparted by the launch vehicle to place them in orbit has to be completely

dissipated. This is done, utilizing the atmospheric drag during its atmospheric

phase of flight. During this energy conversion process, the dissipated kinetic and

potential energy are converted into thermal energy, which introduce severe thermal

environment to the vehicle structure and to the contents housed inside the vehicle.

To ensure safety of the vehicle, the vehicle subsystems have to be designed to

Fig. 1.1 Typical

subsystems of STS (LV)
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ensure “controlled dissipation” of the energy. Thermal protection system for such

vehicles is a major design challenge. Functional requirements of other vehicle

subsystems are similar to that of launch vehicle STS.

1.4.2 Operating Environments for STS

Vehicle subsystems have to be designed for their operating environments, which

are originated by the external sources and within the vehicle itself. External

operating flight environments are ranging from vacuum flight to highly complex

and disturbed atmospheric flight. The atmospheric flight phase is mainly charac-

terized by the larger aerodynamic disturbance forces and moments caused by large

atmospheric winds. The atmospheric flight phase itself is highly varying due to

wide regimes of flight Mach numbers ranging from 0 to 25 with the characteristics

of large dispersions on atmospheric properties and wind variations. The problem is

further aggravated with the dispersions on the aerodynamic characteristics with

respect to the predicted ones.

Vehicle subsystems have to be designed for the static loads caused by the large

thrust and high pressures. High thermal loads acting on structural elements of the

vehicle propulsion systems and thermal stress induced loads caused by temperature

gradients are other major operating environments. The loads caused by wind-

induced aerodynamic loads, aerodynamic unsteady loads, control system response

to aerodynamic disturbances, vehicle flexible dynamic loads, etc. are also important

inputs for the design process. In addition, the design has to cater to the disturbances

created within the vehicle due to fabrication imperfection and the dynamic coupling

caused by the systems such as slosh and POGO due to their interactions with other

subsystems. The design of subsystems should also ensure normal functions under

the performance dispersions of various subsystems with respect to predictions due

to various reasons.

1.4.3 Cost Aspects of STS

To achieve the required capabilities or to improve the system performance and

reliability, often the advanced technologies have to be utilized. Development of

advanced technologies involves design, characterization, testing and qualification.

This has a major implication on the cost and schedule for realization of the vehicle.

Costs involved in the development and realization of advanced technologies and

services of a STS are grouped into the following categories:

1. Design and development cost

2. Unit cost of a vehicle

3. Operating cost of a vehicle
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1.4.3.1 Design and Development Cost

During design and development of a new vehicle, it is essential to develop a number

of technologies which are suitable for the STS. Typical examples are development

and characterization of new materials, advanced propulsion systems, avionics

systems, etc.

Technology developments of an advanced propulsion system involve huge

numbers of ground tests with sea level operating conditions as well as high altitude

tests, simulating flight conditions to arrive at the optimum propulsion system for the

STS. This demands establishment of test facilities, realization of development

hardware, elaborate tests and analysis. Similarly to qualify the structural systems,

it is essential to establish the elaborate test facilities, test fixtures and a number of

qualification hardware.

To define a suitable external configuration, extensive wind tunnel tests and

computational fluid dynamics simulations are essential. This involves fabrication

of wind tunnel models, wind tunnel tests and high fidelity computer simulation

facilities.

Regarding avionic systems, control power plants, engineering models have to be

realized based on the proposed design and they are to be characterized extensively.

These systems need to be validated at subsystem level as well as integrated system

level. For this purpose, suitable simulation facilities and test laboratories have to be

established and the systems have to be evaluated in the near real flight environment.

Design and development cost involves the design cost, costs required for the

development towards the realization of development hardware, establishment of

test facilities and operating costs for carrying out the tests. Thus this component of

cost is a major cost towards STS design and development process.

1.4.3.2 Unit Cost of a Vehicle

Unit cost of a vehicle is the cost incurred for launching a satellite. Cost distributions

for a typical STS system are given in Fig. 1.2. It is seen that out of the total vehicle

Fig. 1.2 Cost distribution

of a typical STS system
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cost, propulsion systems along with the major structural elements cost about 70 %,

avionics systems cost 10 %, interface systems along with stage auxiliary systems

cost about 10 % and the total integration of the vehicle cost about 10 %. The

propulsion and structural systems form the major part.

Typical cost break down of different propulsion systems including their struc-

tural elements of a STS is given in Fig. 1.3. It is seen that, out of total propulsion

cost, about 14–18 % is the propellant cost and the remaining cost goes to structural

elements and propulsion systems hardware. Therefore, the major part of vehicle

cost goes to the material and manufacturing process. In order to reduce the vehicle

cost, it is essential to minimize the material and fabrication cost. Even though a

vehicle is efficient in payload carrying capabilities (i.e. vehicle with an optimum

size having higher payload fraction), due to the use of advanced technologies,

demanding expensive materials and fabrication make the cost of the vehicle quite

Fig. 1.3 Cost for different propulsion system
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high. One of the strategies to reduce the cost is to reuse the vehicle propulsion and

structural systems hardware after completing its defined function.

Although there has been a long debate over reusable launch vehicles (RLVs) vis-

a-vis expendable launch vehicles (ELVs) to reduce the cost, so far the Space Shuttle

is the only launch vehicle which has been used for multiple flights. But it was

decommissioned recently due to several factors. Comparing the cost of reusable and

expendable rockets is quite complex, and there is need to consider both recurring

and nonrecurring costs while comparing. For each launch, the cost of a new

expendable rocket is a recurring cost, and for reusable launchers, the construction

cost is the upfront cost amortized over each launch. Because reusable launch

vehicles have to fly many times, they have to be highly reliable and more robust.

This results into higher initial costs and a possible reduction in the payload weight.

Therefore, in order to design a feasible RLV capable of launching heavier payloads,

advanced technology developments are essential in several disciplines especially in

the areas of materials, propulsion systems and thermal protection system.

1.4.3.3 Operating Cost of a Vehicle

Each transport mission of STS needs preflight preparations and support during

flight phase. This includes the checkout systems, ground servicing facilities for

preparing the vehicle for a mission, range facilities for tracking the vehicle and

acquiring the vehicle telemetry data during its flight. Cost involved in establishing

these systems and their functions during preparation and flight phases of STS are

termed operating costs.

1.4.4 Overall Design Guidelines

The primary function of a STS is the safe, precise and reliable delivery and injection

of satellite/ human/materials to an orbit in space or back to Earth. With the

expendable vehicle technologies, each mission requires a fresh vehicle, thus mak-

ing the cost of space transportation to be prohibitively high. As the STS operations

are totally autonomous and automatic, in order to achieve the successful mission,

the designs have to be highly robust. While ensuring the reliable delivery through

robust vehicle subsystems, cost effectiveness of the vehicle should also be a major

driving factor for the STS design process. The economics of such a system has to

include not only the vehicle costs and facilities but all the relevant operating costs.

Considering the above factors, general guidelines for the design of a STS are as

follows:

1. Trade-off between new technologies and existing ones with respect to meeting

the payload capability requirements while reducing total cost (development, unit

and operating costs) and schedule.
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2. Trade-off between various options available for a particular system in the

selected technology in terms of development costs and schedule as well as

cost of material and manufacturing process.

3. For the selected option, optimum design of various subsystems to achieve

maximum payload capability while meeting the specified robustness and reli-

ability requirements.

In addition, during the design and development of a STS system, it is essential to

ensure that the system caters to certain important requirements like (a) changes in

payload specifications within a reasonable band, (b) varying mission requirements,

(c) provision for the growth possibilities and (d) meet the projected schedules and

cost within reasonable limits. Depending on the payload and the mission definition,

the weight and volume requirements are to be worked out which are likely to be

different. The STS system should have the capability to perform satisfactorily

within the defined the parametric variations. No doubt there has to be well-defined

boundary limits for all the parameters, but aiming to design the subsystems to

function even with wider range of dispersions beyond these bounds makes the

system very robust.

The operational system should also possess the flexibility to position multiple

payloads into a variety of orbits without having major changes in the configuration.

It should possess the capability to return from the orbit under different conditions.

1.4.5 Design and Development Cycle for STS

The STS consists of multidisciplinary subsystems (Sect. 1.4.1), which are operating

in severe environments (Sect. 1.4.2). Therefore, a clear understanding of the

subsystem responses, their interactions and constraints etc. are essential to arrive

at an optimum configuration, which makes the design and development cycle for a

STS complex. It involves not only several interactive design procedures and

iterations but also certain key design considerations as described in Fig. 1.4.

First and foremost, the mission definition has to be worked out based on the

satellite mass and orbit requirements. The subsequent operation is to arrive at

suitable vehicle configuration with well defined number of stages during the initial

phase of vehicle definition. Similarly choosing the right propulsion systems to meet

the specified objectives is another important design component. The selection of

propulsion stages depends largely on the state-of-the-art technology available in

propulsion systems. The main yard stick is to maximize the performance and

minimize the overall weight of the vehicle. Continuous efforts are needed to

decrease the structural weight and at the same time attempt to increase the propul-

sion performance without sacrificing the overall reliability of the vehicle.

The multidisciplinary analyses are inevitable to arrive at suitable configuration

and also to derive the optimal performance of subsystems under various constraints.

While making the performance analysis, it becomes essential to resort to several
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trade-off analyses to understand the conflicting requirements of various disciplines.

It is equally important to maintain a balance between various competitive objec-

tives to achieve the required performance without sacrificing safety, reliability

and cost.

The newer facilities required for the realization of the subsystem or system, their

testing and validation are also to be worked out. Once the overall configuration of

the STS system has been arrived, it is important to generate a detailed Project

Report giving all the necessary technical details. It should also contain the detailed

work break down structure, facilities needed and the costing aspects.

Next logical step is to derive the subsystem definitions and specifications. The

subsystems have to be designed for their operating flight environments. Once the

design is completed, the development cycle includes the hardware realization,

assembly and testing at different phases of operations. During the entire phase of

design, development and testing of the subsystem/s or systems they have to be

subjected to rigorous reviews at different levels. The specific phases of review

milestones are conceptual design, preliminary design, detailed critical design,

system readiness reviews, etc.

Uncertainties at the early phases of design and development in all these sub-

systems are quite high, due to the limited knowledge of their characteristics. The

clarity on interactions between disciplines is also less. In addition, it is not possible

to have the high fidelity simulations and detailed analyses due to the lack of

Fig. 1.4 Design and developmental cycle for STS
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required data in the initial stages. Therefore, the system engineers have to spend

considerable time to improve their understanding of the system characteristics,

interdependencies and coupling between disciplines. They also have to carry out

extensive trade-off studies to achieve (a) the optimum system performance, while

meeting the reliability requirements (b) the minimization of the design cycle time,

cost and risk and (c) the robustness of launch vehicle to meet uncertainties during

the entire development phase.

1.4.6 Complexities and Design Challenges of STS

The complexities and design challenges of STS are mainly caused by the prevailing

technology limitations to meet the various requirements as specified by the design

guidelines and represented in Fig. 1.5.

While the conventional transportation system has a comfortable structural mass

of about 55 % and fuel mass of about 23 %, which lead to the payload factor of

about 22 % of total vehicle mass, the overall mass of the fuel is 86 % of STS mass.

This huge amount is essential to achieve the specified energy as demanded by

satellite orbits with the present day propulsion systems. After subtracting the

propellant mass, the remaining 14 % only is available for structural components

and for all other systems including payload.

The remaining 14 % for structural component is very small, specifically for the

systems operating in the harsh environment. However, the structural components

are to be further optimized to achieve 0.5–1 % fraction for payload. Configuring a

vehicle to achieve these objectives and also to arrive at an optimum design to

maximize the payload involves an elaborate task as highlighted in Fig. 1.6.

Fig. 1.5 Typical payload fractions
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The various tasks of STS in flight have to be necessarily configured as autono-

mous. For example, both fuel and oxidizer necessary for the chemical propulsion

from lift-off till end of its mission have to be carried by the vehicle, the electrical

power for the operations of avionics systems has to be drawn from vehicle power

system, the power required to drive the propulsion system turbines has to be drawn

from that system itself and so on. Also, the present multi-staging concept demands

that all the staging events to be automatic onboard, based on the real time decisions

and the subsequent sequencing functions. The subsystems operations have to be

automatically linked to the staging events.

Space transportation systems, especially the launch vehicles, are high energy

systems, and in order to build a feasible autonomous and automatic system, these

high energy systems are to be packed into a very small volume. Therefore, the

Fig. 1.6 Complexities of STS and design challenges

20 1 Space Transportation Systems: Introduction and Design Challenges



energy density for STS has to be very high. Also, these systems are required to

operate at their peak performance levels with sufficient energy to deliver the

specified payload in the specific orbit. Due to these features, the operating envi-

ronment for the subsystems becomes very severe, in terms of very high static thrust

load, pressure load, thermal load, higher dynamic load, thermal induced stress due

to thermal gradient, etc. For avionics systems, which are high technology elements,

packed in compact volumes have to operate at their peak performance and similar is

the case for other subsystems too. These autonomous, automatic, high energy, high-

end technology systems operating in severe environment add further complexities

for the space transportation systems.

The subsystems operating under severe conditions need a robust design to ensure

reliable operation. Various disciplines to be considered in the design process are

chemical systems, material systems, structures, mechanical systems, manufactur-

ing/fabrication processes, avionics systems, etc. Design robustness requirements

for these disciplines are generally conflicting with each other. A design which

meets the robustness requirement of all disciplines is extremely difficult and may

not meet the objective of achieving maximum payload requirements. Therefore,

optimum design of STS which gives maximum payload, satisfying robustness

requirements and constraints of each discipline and each subsystem, requires

several iterations. In order to arrive at such an optimum design, it is essential to

understand the subsystems operating environments and the performance of the

systems under these varying conditions.

In addition to the operating environment within the vehicle systems, external

disturbances also severely influence the subsystems designs. The static aerody-

namic loads, dynamic loads like buffet, dynamic environment such as jet and aero

acoustic loads and thermal environment have major impact on the vehicle sub-

systems design. These additional flight environments along with their uncertainties

further aggravate the design of the vehicle subsystems.

During the design process, previous experience on the design of similar systems

has to be seriously considered. The uncertainties which cannot be predicted cor-

rectly by ground tests have to be properly accounted. To handle such situations,

adequate design margins have to be provided. In addition, there may be a few

uncertainties which are extremely difficult to assess. To account for such uncer-

tainties, each and every subsystem has to be designed with adequate robustness.

Generally, the first flight has to be used as a test bench to identify such issues and to

incorporate the necessary corrections based on the flight performance, before

attempting the subsequent flights.

In a launch vehicle flight, many of the subsystems have only one chance to

operate and the operation has to be absolutely successful for the mission success.

Propulsion modules and pyro elements are good examples of such subsystems.

They are subjected to operation only in the flight after their manufacturing and

assembly. Due to these factors, these systems have to be ultra reliable and extra

efforts are essential in design, manufacture and integration of such systems. The

overall quality management system for the realization of such systems has to be

sound and elaborate to weed out the defects. Design of such complex space
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transportation system has to meet all the specified requirements simultaneously and

also has to satisfy the overall projected schedules and development cost. The design

has to (a) accommodate the maximum payload, (b) minimize the overall cost and

(c) ensure robustness and reliability requirements of subsystems. This demands an

integrated multi-disciplinary design with systems approach. It is also essential that

the interfaces between different subsystems, interdependencies of various disci-

plines, their impacts on constraints and performance of various subsystems and

overall vehicle are to be considered in detail during the design phase itself. The

essential features of the integrated design with systems approach are highlighted in

the next chapter.
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Chapter 2

Integrated Design Aspects of Space
Transportation System

Abstract The design of a launch vehicle demands close involvement of many

disciplines like propulsion, vehicle structures, aerodynamics, flight mechanics,

navigation, guidance and control (NGC) systems, vehicle avionics, stage auxiliary

systems, thermal systems, etc. It is essential to integrate the requirements of these

systems to obtain the best design for the specified mission, and the design iterations

are inevitable to arrive at a good design. The interfaces among disciplines are not

always well defined. Design of a launch vehicle is essentially making suitable

compromises to achieve a good balance between many conflicting requirements

and interactions. The design process also has to depend a great deal on analyses,

experimentation and simulations. To arrive at an optimum launch vehicle design, it

is essential to apply systems approach involving various steps like: (a) mission

definition, (b) requirements analyses, (c) subsystems definition, (d) concept ana-

lyses and definition and (e) design. Design iterations are necessary to understand the

interaction among subsystems, interfaces between various disciplines and relation

between various design functions to meet the specified requirements. There are

severe dynamic coupling between various systems which further aggravates the

complexity of the design process. The clear understanding of the interfaces between

various disciplines and their functional interdependencies with respect to various

operating conditions is a vital factor. Therefore, it is essential to integrate various

subsystems through a structured multidisciplinary process. The complex design

problem of a launch vehicle can be handled only by understanding the roles of each

of the vehicle subsystems and by utilizing the systems engineering approach right

from the concept stage. As space missions are expensive, the quality, reliability and

cost should get maximum attention all through the design and development phases.

Various aspects of integrated design of STS using systems approach, which are

essential to arrive at an optimum, robust and cost effective design of STS are

explained in this chapter. An integrated approach for STS design evaluation using

suitable vehicle system models to arrive at robust and optimum design is also

discussed in brief.
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2.1 Introduction

The objective of space transportation system (STS) is to transport a specified

payload from Earth and deliver into the specified orbit in space depending upon

the satellite mission requirements or to bring it back safely from orbit to Earth.

Based on the present day technologies, nearly 85 % of the STS mass necessarily has

to be propellant to provide energy to achieve the required orbital conditions, leaving

only 15 % mass for the propulsion elements, structural systems and payload mass.

The structural mass has to be optimized to carry the required payload to the

specified orbit. Therefore, the payload carrying capability of the vehicle depends

on the level of optimization in the vehicle system design. With highly optimized

design, the payload can vary from 0.5 to 1.5 % of the vehicle mass, leaving the

remaining 13.5–14.5 % to the vehicle structure which demands design of the STS to

be highly optimum.

Each satellite mission demands a new vehicle, and for each mission, the vehicle

cost has to account propellant, structural material, fabrication and operational cost

as well as amortized developmental cost which in general is very high with the

existing technologies. Therefore, the cost of launching a satellite is quite high and

the economics of STS is generally expressed in terms of cost of launching per

kilogram of satellite. There is a need to reduce this cost. Since the vehicle cost for a

mission is fixed, maximizing the payload capability of the vehicle automatically

brings down the cost per launch and hence the major functional requirement for

STS design is to maximize the payload in a specified orbital mission.

Even though, the launch vehicle objective is to achieve the mission defined orbit,

depending on the characteristics of the vehicle sub-systems, there would be devi-

ations in orbital parameters achieved by the vehicle. The satellite, using on-board

fuel, has to correct these deviations to bring the orbit to the target. To meet this

requirement, satellite has to carry additional propellant which in turn reduces the

mass of application payloads. If the STS can achieve the targeted orbit with high

precision, then the satellite mass budget for on-board fuel can be reduced thereby

increasing the application payload mass. This is a highly desirable feature from the

customer/satellite user point of view. Therefore, the STS has to achieve the targeted

orbital conditions with greater precision.

As of now, multi-stage STS is the only effective configuration for launching

satellites into orbits around the Earth or for launching satellites into interplanetary

trajectories. This necessitates smooth stage transitions for successful mission and

many of the stage transition subsystems have only one chance to operate in flight

after manufacturing. Such systems have to function without any failure to achieve

mission success. Once the lowest stage is ignited through ground checkout system,

the successive operations in flight are fully automated and autonomous. Therefore,

to achieve successful mission, the STS subsystems have to be highly reliable.

In summary, the functional requirements of the space transportation system can

be stated as to deliver maximum payload into the orbit with high accuracy and high

order of reliability.
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To maximize the payload, the propulsion systems have to operate at their peak

performance limits and it results into severe operating environment for the vehicle

systems in terms of high load, high temperature, high pressure, increased level

of vibrations, etc. Also, operating environments for the structural systems are very

severe in terms of high aerodynamic loads induced by external winds, aerodynamic

un-steady loads along with extreme dynamic loads and coupled loads. Similarly,

the vehicle control systems are subjected to high disturbances such as aerodynamic

disturbance forces and dynamic disturbances such as propellant slosh, etc. To

ensure normal functioning of the vehicle systems even under such hostile environ-

ments, the vehicle systems have to be designed with high level of robustness.

Design with high robustness increases the structural mass of the systems thereby

reducing the payload mass considerably. This poses contradictory requirements for

maximizing the payload capability. The design driver for a vehicle has to be

essentially an optimum design attempting to maximize the payload. Such a design

in turn introduces severe interactions and interdependencies between various

sub-systems of the vehicle and between vehicle sub-systems and environment.

There are also severe dynamic coupling between various systems which further

aggravates the complexity of the design process.

During the design, clear understanding of the interfaces between various disci-

plines and their functional interdependencies with respect to various operating

conditions is a vital factor. Therefore, during the design process, it is essential to

integrate various subsystems through a structured multidisciplinary process. The

wide range of technical expertise encompassing several disciplines and the inter-

actions and interdependencies with respect to severe constraints have also to be

brought out at the early design stage. Such a complex design problem can be

handled only by understanding the roles of each of the vehicle subsystems and by

utilizing the systems engineering approach right from the concept stage.

As space missions are expensive, cost factor should also get priority during the

design phase. Similarly, space systems do not tolerate even a minor quality lapse

and hence the quality and reliability should get maximum attention all through the

design and development phases.

Various aspects of integrated design of STS using systems approach, which are

essential to arrive at an optimum, robust and cost effective design of STS are

explained in this chapter.

2.2 Systems Engineering Approach for Design

Systems engineering approach explained in this section for the design of launch

vehicle is valid for re-entry vehicles too.

The design of a launch vehicle demands close involvement of many disciplines,

and the specialists from each of these disciplines have to carefully integrate their

requirements in order to obtain the best design for the specified mission. Quite often

the design process for a particular discipline is constrained by the requirements of
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other disciplines and thereby causing conflicting situations. Therefore design iter-

ations are inevitable to arrive at a good design. The interfaces among disciplines are

not always well defined. In the absence of this, there occurs inaccurate and delayed

data transfer, leading to non-optimal designs. Design of a launch vehicle is essen-

tially making suitable compromises to achieve a good balance between many

conflicting requirements and interactions. For example, the design process cannot

be initiated till the system requirements are well understood. But it is difficult to

firm up the system requirements till the design issues are resolved. The design

process also has to depend a great deal on analyses, experimentation and simula-

tions to arrive at a good design, and hence the design process is totally coupled.

To arrive at an optimum launch vehicle design, it is essential to apply systems

approach involving various steps as: (a) mission definition, (b) requirements ana-

lyses, (c) subsystems definition, (d) concept analyses and definition and (e) design.

Design iterations are necessary to understand the interaction among subsystems,

interfaces between various disciplines and relation between various design func-

tions to meet the specified requirements.

The major participating subsystems in a launch vehicle are propulsion, vehicle

structures, aerodynamics, flight mechanics, navigation, guidance and control

(NGC) systems, vehicle avionics, stage auxiliary systems, thermal systems and

overall integration and checkout as shown in Fig. 2.1. These subsystems have

strong interactions between them as explained later in this chapter. It is a difficult

task to define the interfaces without any ambiguity between each one of these

subsystems. All such issues are to be addressed in detail during the initial phase of

vehicle and mission design.

The design process for the STS needs top down approach starting from overall

mission requirements. Various subsystems needed to achieve the specified mission

goals are to be carefully defined, and decomposition of the subsystem design tasks

Fig. 2.1 Major

participating subsystems

in a launch vehicle
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is to be carried out by understanding the interactions between various disciplines

and also the overall constraints of operations. The decomposition of the subsystems

has to address the clear definition of each subsystem and their requirements. It is

essential to carry out detailed trade-off studies while finalizing the selection of

subsystems to meet the intended functional requirements as decided by decompo-

sition process. The trade-off analysis has to be carried out with respect to perfor-

mance requirements, reliability of the systems, schedule and cost. The requirements

for achieving the specified performance using the existing flight proven systems

vis-�a-vis the new systems, demanding the advanced technologies have to be

weighed against schedule and cost involved in the design and development. Addi-

tional ground tests to get the needed confidence on new technologies and the

associated schedule requirements for these tests are also to be considered for the

judicious selection of a suitable one. While considering the advanced technologies

to improve the performance, it is essential to account for the material cost,

manufacturing complexities and cost involved in the fabrication as it directly

affects the unit cost of the vehicle. This is true for all vehicle systems viz.,

propulsion, structure, NGC systems, aerodynamic configuration, thermal systems,

stage auxiliary systems, etc. Therefore each subsystem has to be carefully selected

considering all these aspects for meeting the specified functional requirements.

Once the subsystems are selected, the next important step to be considered is the

clear definition of the operating environment for each subsystem which becomes

the major input for the subsystem design process. The various aspects of operating

environment are presented partly in Sect. 2.7 of this chapter and subsequently in

detail in Chap. 6.

There are always dispersions on the predictions of environmental parameters.

Therefore, uncertainty bounds on the predicted environmental parameters have to

be specified and suitable margins have to be built into the design to take care of such

uncertainties. Due to limitations of simulating exact flight conditions at ground and

uncertainties in prediction strategies, it is difficult to characterize the dispersion

bounds of certain parameters with required confidence level (say 3 sigma). Typical

examples are structural dynamic characteristics of the vehicle, mode shape vibra-

tions, comprehensive aerodynamic characteristics of the vehicle, wind characteris-

tics variations, etc. with respect to the ones used for design. Similar is the case for

onboard software design and testing. Under such cases, the parameter dispersion

levels have to be suitably increased to build the design margins. While designing

the systems under such extreme environments, there could be loss in performance

in the expected nominal operating environment. Therefore design margins have to

be judiciously decided to function even for the extreme environment with degraded

performance while meeting the required performance under nominal and specified

3 sigma dispersions on the systems parameters. Generally, first flight of the vehicle

always performs as a test bench to bring out such uncertainties, and correspond-

ingly, the design modifications have to be incorporated wherever necessary for the

subsequent flights.

For each subsystem, it is essential to quantify all the performance parameters and

their uncertainties which influence the design process. The general practice is to
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define the parameters dispersion based on earlier experience or on the engineering

judgment. All parameters are defined with a nominal and range of uncertainties

based on statistical measure say, 3 sigma levels relative to the nominal. The

uncertainties levels are to be refined over a period based on the analysis, experi-

mentation, specific ground tests and initial flight tests. It is also necessary to define

the application needs of these uncertainties during the design phase. The sensitivity

of each parameter on the system response should also to be verified and sensitivity

matrix is to be generated. Design has to give special attention to such parameters

which are highly sensitive. Very careful quantification of these parameters is

needed either through detailed analysis or through experimentation wherever

essential.

The next step is the design of the subsystems to meet the functional requirements

considering the operating environment encountered by them. The design of each

subsystem should consider the multidisciplinary requirements of other subsystems

without any conflicts, while meeting the overall system requirements. It is also

essential to ensure that all constraints of the system are met with.

Influences of typical interactions on the subsystems are explained later in this

chapter. Discussions on detailed interactions and design of a particular subsystem in

such an environment are detailed in the relevant chapters of this book. As the

vehicle is optimally designed to achieve the intended function, the design margins

are generally kept just sufficient to operate in the hostile flight environment. Some

of the vehicle systems after assembly operate for the first time in flight as mentioned

already. Therefore it becomes essential to carry out the detailed risk analysis for

each of the subsystems. Depending on the criticalities of the parameters, design

robustness or redundancy has to be built into the system. Typical examples are strict

compliance of functionally critical dimensions (FCD) of the subsystem compo-

nents, sensor redundancy in inertial systems, triple modular redundancy for mission

critical avionics systems, etc.

The successful design process should ultimately lead to achieve the smooth

technical integration of all subsystems of the launch vehicle so that they function in

an efficient manner without any failures. The process should clearly define the

analysis, simulation, ground and flight tests, tests set up needed during the devel-

opment phase. Using the test beds and analysis tools, the designs are to be evaluated

in a systematic manner to understand the influence of interactions of various sub-

systems and performance validation. The results of analysis and tests are to be

carefully examined to identify the design flaw, design weakness and the influence

of the parameters on the design margins. Based on the tests and analysis results, the

design has to be tuned to meet the functional requirements wherever necessary.

Various steps involved in the systems engineering approach for design process

and overall integrated design aspects of a launch vehicle are explained in the

subsequent sections of this chapter. The details of the design aspects of each of

the subsystems of a launch vehicle are explained in the subsequent chapters of

this book.
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2.3 System Life Cycle Considerations for Design
and Development of STS

The systematic procedure to be followed for the design, development and realiza-

tion of multidisciplinary STS is given in Fig. 2.2. The broad guidelines to be

followed during the design and development of STS system are as given below.

(a) Generation of overall functional requirements from the mission objectives.

(b) Generation of unambiguous vehicle system definition and overall system

requirements.

(c) Carrying out trade-off analysis to select the systems and subsystems consid-

ering the performance requirements, schedule and cost.

(d) Decomposition of the overall vehicle system into various subsystems and

components which are amenable for independent design and development.

Fig. 2.2 Systematic

approach for design and

development of STS system
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(e) Translate system requirements into subsystem requirements. Generation of

specifications for all subsystems and components from the requirements.

(f) Spelling out all vehicle constraints including the constraints imposed by the

participating subsystems.

(g) Defining the interdependency of subsystems and interactions between sub-

systems and components.

(h) While working out the interfaces between subsystems, ensure minimum

complexity, minimum interaction, minimum integration efforts, ease of

realization and testability.

(i) Assessing the risk involved by carrying out systematic failure analysis right

in the design phase itself and deciding the subsystems/system configurations

to achieve higher reliability, meeting the schedule and cost constraints.

(j) Design the subsystems to meet the functional requirements while satisfying

all the constraints imposed by other subsystems and overall vehicle and

mission constraints.

(k) Defining systematic test plans for components/subsystem/system to evaluate

the performance including the simulations wherever necessary. The perfor-

mance evaluation has to be carried out both at subsystem level and integrated

system level. Progressive addition of hardware in simulation has to be

attempted wherever possible to verify the interface, interdependency and

interaction.

(l) Based on the results and analysis, the design iterations are to be repeated to

ensure the satisfactory performance of the system.

(m) Strictly follow the configuration control to maintain the full traceability for

materials, components and subsystems during the entire realization phase.

It is evident that the design and development activities consist of: (a) concept

formation, (b) definition of system/subsystem requirements, (c) subsystem design

with clear definition of constraints and interactions, (d) generation of test matrix to

evaluate the subsystems and (e) verification and validation of performance of each

of the subsystem and system at appropriate stage/s with respect to defined require-

ments/specifications. This systematic procedure helps to minimize the design

iterations.

The following sections highlight each of these systems engineering aspects with

specific examples wherever necessary.

2.4 Overall Functional and Design Requirements

The functional requirements for launch vehicle subsystems are derived from the

mission requirements. The design requirements for each of the subsystems are

decided by their functional requirements, satisfying the interfaces and constraints

imposed by other subsystems of the vehicle and overall mission.
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The functional and design requirements of launch vehicle subsystems are ana-

lyzed through the overall design process given in Fig. 2.3. The basic input for the

launch vehicle systems design is the clear definition of the mission requirements in

terms of the payload mass and the orbital parameters. The specific energy required

to achieve the specified orbital mission and the total mechanical energy required to

inject the specified mass into desired orbit are derived from the mission require-

ments. The equivalent ideal velocity required to achieve the above energy consid-

ering various velocity losses caused by the aerodynamic drag, gravity, atmosphere

and three-dimensional trajectory is worked out. Propulsive systems are required to

generate the ideal velocity so worked out. The details of these aspects are discussed

in detail in Chaps. 4 and 5. The vehicle size depends on the type of selected

propulsion systems, structural options as well as number of stages and size of

each stage. The selection of the propulsive stages largely depends on the state-of-

the art technology available, advanced technology developments, cost, schedule

and reliability considerations. The selection of structural material options depends

on the performance requirements while meeting load carrying capabilities and cost

aspects.

Fig. 2.3 Overall design process for space transportation system
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Once the vehicle sizing is finalized, first cut details of the vehicle like layout,

surface geometry, stage mass, propellant mass and inertial properties are worked

out. For this configuration, the aerodynamic characterization is needed through the

detailed analysis and experimentation. Propulsion and structural designs and anal-

ysis considering various options are taken up in parallel. Suitable trajectory design

is to be carried out considering the entire vehicle and mission related constraints. A

set of trajectories are to be simulated and a suitable trajectory meeting the overall

mission requirements while satisfying the vehicle systems requirements such as the

dynamic pressure, the load on structure, the thermal load on vehicle systems and

subsystems and mission related constraints like range safety is to be chosen.

Thermal design of the vehicle has to be carried out using the results of trajectory.

Similarly, NGC system design is to be carried out to meet the mission requirements

for the finalized trajectory requirements. The design of stage auxiliary systems for

ignition and the separation of the stages using high energy pyro systems are also

carried out in parallel meeting the mission design requirements. The functional

requirements for all the subsystems are derived from the overall mission require-

ments while satisfying various constraints of other subsystems of the vehicle and

integrated mission.

All the design processes explained so far are highly interdependent. Therefore it

demands a balanced multidisciplinary design process with several design iterations

before arriving at a good design. This process should lead to the definition of a

suitable vehicle configuration and design. The various requirements and design

processes of STS can be summarized into the following major steps:

1. Define payload and mission requirements.

2. Select the propulsion options based on the available technology and technol-

ogy developments required.

3. Select suitable structural options considering the optimization of mass and

sufficient strength to withstand loads.

4. Size the suitable propulsion modules and correspondingly the structural mass

to meet the specified requirements.

5. Carry out Optimal Vehicle Sizing (OVS)

6. Choose the suitable control systems to meet the overall mission requirements.

7. Select all other vehicle subsystems based on the technological choice, reliabil-

ity and cost aspects.

8. Define various launch and mission constraints

9. Carry out trajectory design considering all constraints.

10. Carry out detailed design and evaluate subsystem and integrated system

performance.

11. If the mission requirements are not met, repeat steps 4–10 to arrive at an

optimum design.

12. Finalize the launch vehicle configuration and design.

While the basic design sequence listed above defines various major steps, the

detailed procedure required to be followed during the design phase are given below:
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(a) The vehicle functional requirements are to be defined without any ambiguity

considering the demands of mission, various subsystems including all possible

constraints and subjecting the same for detailed review.

(b) The vehicle sizing in terms of propulsion and structural system has to meet the

final mission objectives. This process largely depends on the selection of

propulsion and structural systems based on the available technology, new

development needed, overall schedule, cost and the risks.

(c) Once the selection process for propulsion modules is completed, it is necessary

to estimate the performance parameters of all propulsion systems chosen.

(d) The overall vehicle configuration is to be defined considering the finalized

vehicle structures. The structural options have to be decided based on the

important criteria of proper material selection, overall mass, sufficient strength

to withstand the loads, meeting the defined envelope, ease of manufacture and

fabrication.

(e) The next important step is the aerodynamic characterization of the vehicle

configuration using computational fluid dynamic (CFD) analysis tools and

through experimentation (wind tunnel tests). The aerodynamic forces and

moments are needed for mission design, whereas the force and moment

distributions along the vehicle length are required for the vehicle structural

and control systems design.

(f) Subsequent to this, it is necessary to define a base line mission design. The

vehicle subsystem related constraints and trajectory shaping constraints based

on range safety considerations during the entire phase of flight path for safe

impact of the spent stages during nominal and disturbed flights and also under

abort and failure conditions are to be considered. From these, the reference

trajectory parameters are to be generated, which form the basic input data for

the control, structural and thermal design and analysis.

(g) Structural design has to be carried out considering the maximum internal and

external loads at different phases of flight.

(h) Thermal design involving suitable thermal protection systems for the vehicle

has to be based on the thermal environment generated by the reference

trajectory.

(i) Stage auxiliary systems such as vehicle separation systems, pyro systems and

other mechanisms wherever needed are to be worked out considering all

aspects including the loads and thermal environments.

(j) Navigation, guidance and control schemes for each phase of flight are to be

worked out. Analysis in terms of control logic, control authority and rigid body

response against all disturbances is needed. Vehicle stability has to be assessed

against structural deformations, liquid sloshing, POGO interactions and sub-

systems performance deviations.

(k) Overall avionics configuration for the vehicle to cater to all electrical require-

ments of vehicle including telemetry, tracking and telecommand is to be

finalized. This should consider the redundancy requirements for mission

critical functions to enhance the overall reliability.
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(l) The design sequence should also include overall performance analysis to

ensure that defined performance goals are met with.

From the overall functional and design requirements as defined above, the

overall system and subsystem requirements are derived as discussed in the next

section.

2.5 Overall System Requirements and Decomposition

The mission objective decides the overall primary and secondary functional

requirements for the launch vehicle design. The overall vehicle systems require-

ments are generated from the functional requirements which are then decomposed

into various subsystem requirements. The subsystem requirements are finally

translated into subsystem specifications. The subsystems are designed to meet the

specifications. The subsystems thus designed are integrated into vehicle to meet the

functional requirements thereby meeting the mission objectives. Incorporating the

specific requirements of several disciplines, one has to arrive at optimum design of

vehicle systems to meet the mission objectives and to generate unambiguous

system requirements. The system requirements and decomposition process to

generate the subsystem specifications are explained with specific examples in this

section.

In STS, it is extremely important to define the basic objective of the mission.

This is closely linked to the function of the satellite defined by the user. The satellite

functions are directly linked to the type of mission viz. remote sensing, communi-

cations, weather monitoring, scientific experiments, etc., and all such functions are

to be clearly specified. Once these functions are defined by the user, the mission

requirements in terms of orbital elements are determined. In addition, there are

several system constraints in terms of mass, volume and environmental conditions

depending on the instruments onboard the satellite. There are other requirements in

terms of cost, schedule and reliability which have to meet the specified goals.

Therefore the requirements have to be well defined to meet the user or customer

needs in terms of critical functional and operational requirements.

It is always advantageous to generate initially the overall primary functional

requirements of the vehicle and then derive the corresponding secondary functional

requirements of the system and subsystems. The basic goals and constraints defined

by the user generally dictate the primary requirements. For example a satellite

mission could be for Earth observations, weather monitoring, communications or

any other specific purpose. The payload size, mass and orbital elements for a

specific mission would become the primary requirements. Secondary functional

requirements are generated from these primary requirements in terms of number of

stages, types of propulsion modules, velocity increments, visibility during entire

mission, accuracy of injection, etc. But these functional requirements are closely

linked to the available technological capabilities and other demands such as cost,
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schedule and risk. Therefore critical assessment of several factors is to be carried

out before the functional requirements are firmed up. It is also necessary to ensure

that there are no unrealistic requirements which have a much greater influence on

the cost, schedule and risk. While finalizing the overall requirements for STS

design, it is essential to consider the vehicle environment. The STS has to ensure

that the satellite is not subjected to any hostile environment during its journey and

particularly protects it in the atmospheric phase of flight. These constraints have to

be suitably factored during the initial phase. The requirement should also include

the definition of a suitable launch base which meets the mission. The launch bases

are generally located on east coast to take advantage of Earth’s rotation to achieve

the needed velocity. While deciding the vehicle trajectory, the range safety con-

straints such as avoiding the impact of the spent stages in the densely populated

areas of land mass has to be seriously considered.

System requirements are generated from the primary and secondary functional

requirements. The systems engineer has a major role in arriving at a realistic set of

requirements and the interaction between disciplines and conflicting requirements

are to be carefully analyzed. It is not possible to finalize all requirements right at the

beginning since many of them depend on technology options. But it is feasible to

firm up these requirements as the design process is continued. Therefore, it is

important that all functional requirements are frozen at the early phase of the

programme. Since the changes may have adverse impact and impose additional

constraints on the vehicle systems, systems engineer has to continuously track and

make sure that the changes are not allowed unless otherwise it is mandatory.

While finalizing the systems requirements, the performance capability of the

launch vehicle has to be closely matched to meet the needs of satellite mission

requirements and constraints. It is always beneficial to provide the performance

margin in the launch vehicle to take care of the uncertainties in the realized satellite

mass from the projected mass allocations. The interface requirements between

spacecraft and the launch vehicle have to be strictly defined so as to make them

compatible. Specific constraints of the satellite from the overall launch and mission

point of view are to be clearly understood and communicated to the launch vehicle

designers who in turn have to satisfy all such constraints Absence of these aspects

during the definition of system requirements lead to redesign which will have a

great impact on the overall schedule and cost.

Once the overall system requirements are spelled out, the next logical step is to

transform the same into various subsystems requirements, by considering the

various constraints, interdependencies and interactions between them. This decom-

position is necessary to facilitate clear definition of specifications for each

subsystem so that its design is carried out independently. The methodology used

for carrying out such an analysis is explained below by a simple example by

choosing two subsystems of a launch vehicle namely (a) propulsion and (b) NGC

subsystems. Figure 2.4 illustrates a typical propagation of system requirements to

propulsion and NGC subsystem requirements.

The functional requirement of propulsion module is to provide necessary energy

to inject the specified satellite into mission defined orbit. Once the clear cut
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missions requirements in terms of payload mass, payload volume, target orbital

parameters, the allowable dispersions, various constraints of mission, range safety,

etc. are determined, the selection of propulsion modules is to be based essentially

on the terminal trajectory state vector (altitude, velocity, flight path angle, velocity

azimuth, latitude and longitude) to be achieved by accounting all losses and also on

the state-of-the-art technology available.

Next step is to define the propulsion system requirements for each stage such as:

(a) total impulse for each stage; (b) thrust time profile meeting the system con-

straints such as lower dynamic pressure profile, lower acceleration profile;

(c) structural design requirements to meet the overall mass, envelope and capability

to withstand maximum loads; (d) transient performance at the ignition and shut-off.

The main function of NGC system in a launch vehicle is to direct the propulsion

system energy, stabilize the vehicle against the disturbances and to ensure that the

payload is injected into the required orbit within the specified orbital injection

errors. To meet this demand the NGC system requirements are to be specified as:

(a) type of sensors used such as gyros, accelerometers; (b) allowed errors on the

selected sensors to meet the specified orbital injection accuracies; (c) control

stiffness to reject the disturbances; (d) vehicle stability during the entire regime

of flight; (e) avoidance of interaction with structure, slosh, POGO, etc.; (f) no large

maneuvers in atmospheric phase of flight to avoid angle of attack build up inten-

tionally; and (g) guidance to achieve the specified orbital injection with minimum

fuel. There are several such requirements for each of the subsystems which are to be

specified to the extent possible in the beginning phase itself.

Fig. 2.4 Typical example for generation of subsystems requirements
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The vehicle control is generally derived through thrust vector control by

deflecting the main nozzle or engine of the propulsion systems and therefore the

control systems have very close dependency on propulsion system parameters such

as the deflection needed in propulsion system to generate the maximum control

force, tail-off characteristics of engine, engine cut off, differential thrust if more

engines are used. The steady state thrust level, burn time, propulsion system

frequency, ignition and shut-off transients of propulsive stages, etc. have influence

on the NGC system. Similarly, NGC system and propulsion system influence each

other mutually through slosh, POGO interactions, etc. Therefore, while deriving the

propulsion and NGC system requirements, it is essential to consider the interactions

between these two systems.

Once the generation of subsystem requirements is complete, they are to be

translated into clear cut specifications, and a typical example explaining this

process for the propulsion and NGC systems is given in Fig. 2.5. In case of

propulsion, the requirements specified in Fig. 2.4 get translated into specifications

for each stage as: (a) specific impulse, (b) burn time, (c) propellant mass, (d) stage

inert mass, (e) ignition delay, (f) differential thrust if more engines are used,

(g) ignition and shut-off transients and (h) allowable performance parameters

dispersion bounds, etc. Similarly NGC system requirements can be transformed

into specifications as: (a) allowable sensor errors, (b) bounds for alignment errors,

(c) phase and gain margins, (d) actuator bandwidth, (e) guidance law and its

accuracy, (f) allowable performance dispersion bounds, etc.

Fig. 2.5 Translation of requirements into specifications

2.5 Overall System Requirements and Decomposition 37



The conceptual studies should lead to generation of system and subsystems

requirements and also first cut specifications for all subsystems and components.

This gets refined subsequently during the preliminary design, and both require-

ments and specifications are to be firmed up at the end of conceptual design phase.

Based on the specifications, the subsystems are designed to meet the overall

functional requirements. The important aspects to be considered during finalization

of system requirements, specification and design are explained in the next section.

The integrated design and validation aspects of launch vehicle are explained in the

subsequent sections.

2.6 Important System Engineering Aspects

While finalizing the systems requirements, system selection and specifications, the

important system aspects to be considered are the trade-off analysis and interactions

between the subsystems. Similarly, the risk analysis and management are essential

part of the subsystem design process.

2.6.1 The Trade-Off or Options Analysis

The trade-off or options analysis is one of the important considerations of systems

design. For each of the system or subsystem, several alternate concepts are feasible

to achieve the specified functional requirements. All such concepts are to be listed

and critically evaluated considering the performance requirements, technical fea-

sibility, schedule and cost. The selection of the most suitable concept should be

based on meeting the specified goals and satisfying the stipulated conditions and

constraints.

To meet the widely varying requirements of several subsystems which are often

conflicting brings in another dimension to trade-off analysis. To achieve the

maximum performance for STS, sometimes it is necessary to introduce advanced

technologies. It may demand high costs for manufacture, assembly, integration and

tests. However, in STS design, minimization of the cost without sacrificing the

overall performance is extremely important. Therefore, during the design phase

much more rigorous attention is needed to deploy the cost effective designs

including the costs towards manufacturing, fabrication and development costs.

In the options analysis, it is always a difficult decision to introduce a new

technology. Good system engineering practice is to continue with the existing

technology, if it meets the performance goals with sufficient margin, no constraints

on availability of components and less expensive. The introduction of a new

technology has its own risk and uncertainty. The change of technology in one

subsystem may have inadvertent effect on other subsystems and hence detailed

study of all such effects is needed before deciding the changes. However in case of
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obsolescence of materials or components of a subsystem, insufficient design mar-

gin, higher performance requirements, it may become essential to opt for a new

technology. Detailed analysis in terms of performance advantage, availability,

schedule, manufacturing and fabrication cost, development cost and risk involved

are needed before arriving at a decision. The importance of trade-off analysis is

explained through the following typical examples.

Assuming flight proven solid and earth storable liquid propulsion systems are

readily available, it may be possible to configure the STS with the above systems to

meet the functional requirements in terms of injecting specified satellite into

intended orbit. The same functional requirements can be achieved with a smaller

vehicle configured with new advanced semi-cryogenic or cryogenic propulsion

systems. But the new advanced system involves development, cost and schedule.

Therefore, trade-off analysis has to be carried out to select the system which meets

the functional requirements considering the cost and schedule aspects. However, if

the functional requirements are not met with the existing system, then it becomes

essential to adopt new advanced propulsion system and while doing so reduction in

developmental cost and schedule to be considered while meeting the functional

requirements.

In order to improve the payload carrying capability of the vehicle, it is always

preferable to use high strength to weight ratio materials. Firstly, it may increase the

material cost, additional cost for material development and increased manufactur-

ing and fabrication cost too. The cost and schedule involved in such options have to

be weighed against the cost of vehicle utilizing existing materials and meeting the

functional criteria before a suitable choice is made. However, if it is mandatory to

use the advanced materials, the suitable ones which reduce the total cost and

schedule are to be adopted.

Proper selection of inertial sensors plays a major role in meeting the functional

requirement of achieving the orbit within the specified dispersion bands. If the

allowable orbital parameter dispersion is very small, then accuracy of the sensors

has to be very high and new developments may be required. On the other hand, if

the allowable orbital parameter dispersions are wide, then existing inertial sensors

may itself be sufficient to meet the requirements. Therefore, the integrated mission

analysis of launch vehicle orbital parameter dispersions along with the satellite fuel

necessary for correcting such deviations is to be carried out before suitable sensors

are selected. However, if the advanced systems are with considerable mass reduc-

tion, in addition to improvement in orbital parameter dispersions, then introduction

of such systems provide the increase in the payload mass. Under such cases, the

new system which is advantageous may be adopted.

Such trade-off analyses have to be carried out for all the subsystems while

selecting the system, system requirements and specifications. These aspects are

addressed in detail at appropriate sections in the forthcoming chapters of this book.
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2.6.2 Interdependencies and Interactions

In space transportation systems, the interdisciplinary interactions are quite strong

and the requirements of subsystems sometimes tend to be conflicting. It is therefore

essential to understand the conflicts and arrive at judicious solutions which meet the

overall functional requirements. This calls for detailed analysis to understand the

mutual compatibility of subsystems. Appropriate design modifications are neces-

sary to avoid the undesirable interactions and minimize the interdependence effects.

Integrated design approach plays a very vital role in complex systems by

continuously monitoring the vehicle design and keeping track of interactions

between several disciplines. Figure 2.6 illustrates the intricacies of integrated

design approach with a typical example which considers four major segments of

a launch vehicle viz., propulsion, structures, aerodynamics and NGC system. These

subsystems are not only closely linked with the overall mission but they have

interdependency and interactions between them.

Propulsion systems are chosen to provide the energy needed to achieve the

required position and velocity vector to the specified payload. Selection of number

of stages, types of propulsion and propellant loading required to achieve the

specified mission depend largely on the state-of-the-art technology available and

advanced technology development requirements. Once the number of stages is

determined, judicious distribution of energy among various stages is needed. The

propulsion module design is also influenced by the type of structure, aerodynamic

loads, thermal environment and type of control system used.

Similarly the structural design has to address overall loads, proper material

selection and type of structure to be used. This depends on the propulsion modules

Fig. 2.6 Intricacies of integrated design
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used and overall vehicle characteristics. Selection of suitable baffles in the propul-

sion module depends on the overall damping needed for control systems. The

stiffness requirements for the actuator mounting has close link with actuator design

used for stage control. Considering all these aspects the design and analysis are to

be carried out.

The aerodynamics depends largely on the overall configuration, type of payload

fairing used, the protrusions on the vehicle due to various requirements and also the

vehicle flexible modes. Aerodynamic heating during ascend phase and venting

requirements are also to be considered. The aerodynamic effects wherever essential

are to be studied.

Generally vehicle control is derived by deflecting the engines or nozzles of the

propulsion systems. Various studies needed are type of control, control loads on

structure, actuator mounting stiffness and sensitivity analysis due to performance

deviations.

Typical interactions influencing the above subsystems design are as given

below. Type of propulsion system influences the vehicle structure and structural

mass. While solid motor propulsion system increases the structural mass, the liquid

propulsion system reduces the structural mass considerably. The static loads such as

thrust, tank pressure and atmospheric drag influences the structural design and the

vehicle overall mass in a major way. The structural mass and propulsion system

thrust influences the payload carrying capability. The aerodynamic lateral force

during atmospheric flight regime which is dependent on thrust, external wind and

aerodynamic characteristics of the vehicle influences the structural design and drift

in the trajectory to a large extent. The aerodynamic configuration has to be suitably

designed to minimize the structural loads.

Due to aerodynamic unsteady loads such as aerodynamic buffeting, vehicle

structural modes get excited. If the low frequency of this high pressure oscillating

loads is closer to the structural modes, there could be severe coupling between the

dynamics of the unsteady loads and structural dynamics. The severity of coupling

can be more at the high dynamic pressure which in turn influences the thrust level.

In order to avoid such scenarios, it is essential to design the vehicle with stable

buffet configuration. The above examples amply illustrate the complexity of inter-

actions between these four disciplines like aerodynamics, propulsion, structure and

mission trajectory design.

Another interesting example is the coupling between propulsion and structural

systems. Vehicle axial structural oscillations induce oscillations in the liquid

propulsion system tank bottom and subsequently in the flexible fluid lines. The

fluid line oscillations fluctuate the propellant flow to the engines thus generating

thrust oscillations. The thrust oscillations excite the axial structural modes and

therefore there is sever structure-propulsion system interactions. This phenomenon

is called POGO in liquid propulsion system. In order to avoid such oscillations,

suitable POGO correctors have to be implemented in the propulsion system

depending on the structural axial and propulsion feed line frequencies.

The aerodynamic disturbance forces during the atmospheric flight regime

de-stabilize the vehicle. The rotational motion of the vehicle is sensed by sensor
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and fed into the control system to stabilize the vehicle. But, in addition to the rigid

body motion of the vehicle, the sensor output contains vehicle flexible responses

also. If it is not designed properly, the control system can further excite the flexible

modes leading to structural failure. Therefore the control system is to be designed to

stabilize the vehicle against the external aerodynamic disturbances while rejecting

or attenuating the vehicle flexible modes. The control system response in turn

changes the aerodynamic force through change in angle of attack further influenc-

ing the vehicle structural modes. Therefore there are severe aerodynamics – control

system – structural interactions.

To handle such interactions on the subsystem design, data on each of these

subsystems are to be generated and carefully used during the design. The important

aspect is to ensure enough separation between various frequencies viz., control

bandwidth, vehicle flexible modes, propellant sloshing and actuator bandwidth.

Wherever the interaction is noticed, suitable design modifications are necessary to

achieve the required performance.

The vehicle and mission designer has to address all these aspects carefully

during the initial design phase of the vehicle and continuously track the subsystem

performance throughout the development. The flight sequence and trajectory have

influence on all the subsystems and they have to be carefully designed satisfying the

overall performance requirements and the constraints imposed by various subsys-

tems. If there are any changes in any of the subsystems it has to be tracked in real

time and has to be communicated to all other subsystem designers to verify that the

changes suggested have no implication on their subsystems. There are several such

mission related aspects which are influenced by various subsystems and the details

of such influence are covered at the appropriate chapters of this book.

2.6.3 Risk Assessment and Management

The risk assessment is an integral part of the design and has to be necessarily

addressed in the early phase of the design. The risk analysis should be carried out in

respect of each subsystem in terms of: (a) what can go wrong, (b) what is the

likelihood of going wrong, and (c) what are the consequences. Well established

procedures and analysis tools, like Fault Tree Analysis (FTA), Failure Mode and

Effects Analysis (FMEA), Failure Mode Effects and Criticality Analysis

(FMECA), etc., have to be used to analyze the risks involved and the consequences

on the subsystem/system in the event of such failures. Further analysis is needed to

classify them as unacceptable, undesirable and acceptable with reservations,

depending on the severity of the consequences. Based on the analysis outcome,

suitable design improvements have to be incorporated in the subsystem/compo-

nents without violating other constraints and requirements. Some of the typical

examples are as given below.

The liquid propulsion system contains several high speed rotating elements,

valves operating in high pressure, high pressure gas bottles, propellant feed lines,
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injectors and thrust chamber. Impact of failure or performance deviation in any of

the elements can propagate downstream and may affect severely the functions of

critical elements of the system or even lead to total mission failure. Therefore,

detailed risk analysis have to be carried out with respect to the performance

deviation/failure of each of the elements and suitable design modifications are to

be implemented wherever essential to improve the robustness against such failures.

The vehicle mission critical functions like navigation, guidance and control

depends on the navigational sensor outputs. Any failure in any of the sensors or

the vehicle response beyond the sensor limits may lead to wrong input to the

navigation, guidance and control system which ends up with wrong trajectory

prediction. Asa consequence the vehicle is directed along the undesirable direction.

In addition, wrong sensor may destabilize the launch vehicle. Therefore, it becomes

essential to provide sensor redundancy to avoid single point failure. To avoid wrong

computation of trajectory under the environment of large vehicle rate, it is essential

to widen the dynamic range of sensors. This provides reasonable data of the

deviated path while providing accurate results for the nominal operating regime

of flight.

The avionics systems comprises of several components, sensors, actuators, etc.

operating in the hostile flight environments. The failure in any one of the critical

components may lead to mission failure. Therefore, suitable redundancy is to be

implemented in these elements too to avoid mission failure. At the same time,

proper care has to be taken to avoid additional failure modes due to implementation

of redundancy and it should meet the computational requirements with adequate

margin.

The risk assessment and management has to be carried out for all the mission

critical elements of the vehicle system and suitable design modification/redundancy

are to be implemented to improve the robustness of the system. These details are

discussed in the appropriate chapters of this book.

2.7 Integrated Design Aspects for Launch Vehicle
Subsystems

As explained in the previous section, the overall system and subsystems require-

ments and specifications are generated based on the functional requirements and

options analysis. Next step is to design each subsystem to meet the specifications

under the specified operating environment, disturbances, etc. The design of each

subsystem has close links with other design elements of vehicle systems. Therefore,

integrated design of the vehicle systems has to be carried out considering the

interdependency of various disciplines as well as other aspects such as material,

manufacturing, quality, cost and schedule as given in Fig. 2.7. It should also

consider several other aspects viz., influencing performance parameters, environ-

ment parameters, their dispersions as well as risk analysis and management.
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The various processes of the design are number of propulsion stages, sizing of

propulsion modules, steady state thrust, transient behavior of stages during ignition

and tail off, slosh damping in liquid stages, vehicle structural design, structural

dynamic aspects to avoid interaction with control and propellant sloshing, selection

of suitable control power plants, scheme for the real time identification of staging

events, suitable separation sequence to ensure smooth separation of stages, control

strategy in this regime, autopilot design to guarantee vehicle stability all through the

flight and to ensure robust control against all disturbances, selection of suitable

navigation sensors and guidance algorithms to provide accurate satellite

injection, etc.

The design process cannot be carried out without understanding the influence of

one over the other. It is the task of the systems engineer to address all these issues in

an integrated manner. Some of the very salient aspects pertinent to the design of

each of the subsystem which gets influenced by other subsystems have been

highlighted below. However, various chapters organized in the book give specific

attention to these issues and address them in greater detail at appropriate sections.

These aspects are to be considered in a holistic manner during the initial design

phase, to arrive at a robust design.

2.7.1 Operating Environment to the Vehicle System

The subsystems are designed to meet the specifications while functioning in the

operating environment. The operating environment of the vehicle systems are

Fig. 2.7 Integrated design elements with processes
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generated within the vehicle as well as caused by external sources. The salient

operating environments are steady/quasi steady loads, dynamic loads and random

vibration environment. Typical steady loads include gravity, thrust, tank pressure,

thermal loads caused by aerodynamic heating, propulsion system, thermal gradient

and other steady disturbances such as thrust misalignment, thrust offset with respect

to center of gravity, differential thrust, etc. The dynamic loads are caused by

propellant slosh, aerodynamic loads due to wind, control force reactions to aero-

dynamic disturbances, unsteady aerodynamic loads, vehicle flexible dynamic loads,

POGO oscillations, thrust oscillations etc. The random vibration environment is

caused by aerodynamic noise and propulsion noise of the vehicle system. In

addition to above, the dynamic coupling due to interactions of various system

dynamics causes severe environment to the vehicle systems. Further details of

operating environment are given in Chap. 6.

2.7.2 Propulsion Systems Selection and Vehicle Sizing
Aspects

The number of stages and sizing of propulsion systems are to be based on the total

ideal velocity to be imparted to deliver and inject the defined payload into the

specified orbit, state-of-the-art technologies, technology base available, develop-

ment lead time and cost advantage. The specific impulse of propulsion systems

plays a major role in the selection process. Various other propulsion system

parameters which influence the mission are: (a) thrust time and propellant con-

sumption history along with dispersions bounds, (b) ignition and shut-off transients

with dispersion bounds, (c) influence on longitudinal acceleration, (d) depletion

mode transients, (e) slosh and POGO phenomenon in liquid stages, (f) longitudinal

excitations during liquid engine shut off and (g) estimation of liquid propellant

loading to meet the mission requirements. The shocks generated during the ignition

and shut off transients are to be properly assessed to study its influence on the

payload and the avionics equipment. During the start of the liquid engines, positive

acceleration of the vehicle is to be maintained to ensure smooth ignition process.

The maximum deflection angle of the engine to generate the required control force

is to be assessed considering the engine thrust and also the overall thrust loss.

2.7.3 Structural Design Aspects

The launch vehicle is an assemblage of a large number of propulsive stages and

interstage structures with a number of interface joints. It is essential to ensure that

structures are of light weight and withstand the maximum vehicle loads and

environments encountered in flight. The vehicle dynamic characteristics is another
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important aspect wherein the flexible mode frequencies have to be kept at least 3–5

times higher than the vehicle control loop frequency to avoid the control structure

interaction. The influence of vehicle local structural modes on the output of the

sensitive instruments, rate gyros and accelerometers are to be assessed carefully.

Proper characterization of structural modes for the movable nozzles and engines

needs serious consideration. Similarly aeroelastic behavior of the structure, wherein

the aerodynamic forces interact with the elastic modes of the vehicle, has to be

carefully studied. In such cases, the aerodynamic forces deform the vehicle struc-

ture and the deformation of the structure in turn modifies the aerodynamic forces.

Under certain flight conditions, this force can cause severe instability leading to

catastrophic failure of structure.

In liquid stages, the propellant slosh effects have to be suitably dampened to

avoid interaction with control. Damping improvement can be done by suitably

designing the necessary baffles in liquid tanks. POGO is another phenomenon in

liquid vehicles where longitudinal oscillations cause oscillations in the flexible

propulsive system hardware elements which have the potential to introduce thrust

oscillations. These oscillations in turn influence the longitudinal structural oscilla-

tions due to tight coupling between these systems. Therefore POGO characteristics

have to be studied in detail and suitable POGO corrector has to be introduced to

suppress these oscillations.

2.7.4 Vehicle Aerodynamics

External configuration of the vehicle decides the vehicle aerodynamic characteristics

which along with external environment such as wind and flight parameters and critical

flight regimes cause severe load and hostile environment to the vehicle structure and

subsystems. Therefore, it has to be carefully designed to cause benign environment to

the vehicle subsystems. It is preferred to avoid the external protrusions on the vehicle

as far as possible. Aerodynamic forces along with the aerodynamic static stability

characteristics of the vehicle form the major input for the design of vehicle structural

and control systems. It is always advantageous to configure a neutrally stable vehicle

but it is difficult to meet this criterion for the entire regime of atmospheric flight.

However, depending on the design criticalities, the required aerodynamic stability

features at the critical zones of the flight can be achieved by suitable design of fins and

this has to be done during the initial design phase itself.

The load distribution along the vehicle length required for the vehicle structural

and control systems design is generated from the pressure distribution measured

over the entire vehicle surface using wind tunnel tests. These tests are to be carried

out using scaled down models of the vehicle to generate the quasi steady aerody-

namic parameters. The unsteady pressure measurements are also essential to esti-

mate the effects of aerodynamic buffet on the vehicle dynamic loads. Generation of

dispersion bounds for various aerodynamic parameters is a tricky task and it has to

be properly assessed taking into account all the contributing factors.
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2.7.5 Trajectory Design and Flight Sequence

The vehicle trajectory and flight sequence have close links with propulsion, aero-

dynamics, vehicle structure, mechanisms, navigation, guidance and control (NGC)

and many other subsystems of the vehicle. The designed trajectory has to meet

several vehicle and mission related constraints such as: (a) maintaining the maxi-

mum dynamic pressure within the specified value, (b) reducing the aerodynamic

loads during atmospheric phase of flight, (c) ensuring the impact of spent stages in

safe zones and (d) meeting the overall heat flux limits for the vehicle and payload.

The net acceleration history during atmospheric flight has to be shaped to reduce the

dynamic pressure at critical regimes of flight. This has a direct bearing on the

specifications of thrust time history for boosters. In order to minimize the vehicle

loads, the aerodynamic load indicator, ‘Q alpha’ (product of dynamic pressure and

angle of attack) has to be reduced. One should carry out studies in detail during the

initial design phase to examine the need of the passive load relief adapting the wind

biasing technique or active load relief during flight using the lateral accelerometer

feedback.

The identification of tail-off and ensuring benign environment during transition

regimes between two stages is essential for the success of staging events. This is

achieved by implementing robust real time decision (RTD) strategies in vehicle

onboard and suitable sequencing based on the RTD to meet the various require-

ments. In order to ensure clean separation of a spent stage from ongoing vehicle, the

thrust level has to be below certain specified value, whereas the vehicle control

requires higher value of thrust thus posing contradictory requirements. To meet

both the requirements, it is essential to locate the tail-off region of the propulsive

stages and then identify the pre-specified value of acceleration. By measuring the

longitudinal acceleration using the inertial navigation system, the tail-off region of

the stage is identified in real time termed as RTD time and all further sequence is

referenced to this new timing.

The time gap between the stage transition zones has to be large enough to ensure

smooth separation of stages whereas the gap has to be small to reduce the no control

zone. Judicious sequence selection is essential to meet both the requirements.

Various subsystems participating in the transition phases have to be designed

with adequate robustness to achieve the mission success of multi-stage STS.

2.7.6 Navigation, Guidance and Control Aspects

The navigation errors generally lead to orbital injection errors, and therefore high

accuracy gyros and accelerometers are to be chosen to minimize the errors. The

various errors of sensors due to drift, scale factor, gravity effects and temperature

effects are to be characterized in detail at ground. Excepting the random component

of errors, all other errors are compensated continuously in flight to obtain high
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accuracies. The environment levels for the sensors have to be carefully addressed,

and any deformations at the sensor mounting location lead to erroneous data and

may even end up with mission failure if the deformations are large. Therefore,

selection of sensor locations and mounting mechanisms are crucial for the success-

ful missions.

The control system has to ensure vehicle stability all through the flight by

avoiding interaction with vehicle flexible structural modes and propellant, slosh

modes. In a vehicle with liquid strap-ons, if there are longitudinal oscillations due to

POGO effect in propellant lines, there is a chance that the phase difference between

two can cause control structure and POGO interaction. Similarly the sensor dynam-

ics, actuator dynamics, disturbances caused by aerodynamics and separation play a

dominant role on control. The interdependence and interaction of control between

these disciplines are very strong, and to avoid interaction, design should ensure

sufficient separation between the control systems bandwidth and frequencies of

actuators, structures and liquid slosh subsystems.

The control and guidance system has to achieve the end condition of inserting

the payload precisely into the mission defined orbit under all parametric dispersions

of propulsion, aerodynamics, separation dynamics, actuators, sensors and therefore

generation of dispersion bounds for all parameters are to be judiciously decided

considering all possible flight scenarios.

Modeling and analysis of the subsystem play a major role in the subsystem

design process. This aspect is discussed in the next section.

2.8 Modeling and Analysis of Integrated System

An integrated approach for STS design evaluation during the initial phase using

suitable vehicle system models is required to arrive at robust and optimum design.

Modeling and analysis of such a complex STS system involving several disciplines

play an important role in validating the designs and understanding the interactions.

Therefore detailed modeling of all subsystems is necessary and extensive studies

using six degrees of freedom trajectory with full vehicle dynamics, propulsion,

aerodynamics, sensors and actuators are needed. The modeling and analysis

methods are explained in detail in Chap. 8. The vehicle structural flexibility effects

and stability characteristics are to be evaluated, simulating all the flexible modes

with perturbations to understand the interactions, and the salient aspects are

detailed in Chap. 14. The system evaluation is not complete without detailed failure

analysis studies. It has to be carried out at different phases by identifying the failure

modes of various elements along with the assessment of probabilities of the

failures. The usual practice is to generate a logic diagram of a system and to

identify all elements which can have potential failures. The impact of failure on

the overall system also needs to be assessed. If the consequence is very severe then
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suitable robustness in terms of increasing design margins or redundancy may have

to be introduced in the design. The finalized design of each system has to be

evaluated under the flight simulated environment.

2.9 Subsystem and System Design and Performance
Evaluation

Generation of suitable test plan for the evaluation of subsystem and system during

design phase is a very essential component of STS design process. It also helps in

planning suitable test facility which may require a long lead time. The test matrix so

generated should be comprehensive to evaluate the performance of the system

vis-�a-vis specifications of components, subsystems and system. The operating

environment of each of the subsystem has to be properly assessed and suitable

tests and test levels are to be carefully designed (thermal, vibration, EMI, shock,

acoustics) to evaluate the system in the near real environment. Depending on the

subsystem, suitable tests are to be defined at component, subsystem and system

levels. The tests enable the designers to evaluate the interfaces, system performance

and also the design margins. Certain aspects of integrated system performance

cannot be evaluated in a single test bed. In such cases, it is essential to design

different simulation test beds with specified objectives of evaluating different

aspects of the integrated system performance. It is also necessary to carry out

simulations by integrating the flight hardware in a progressive manner to evaluate

the performance of flight systems. The integrated simulation test bed also enables to

carry out system robustness tests for all combinations of flight environment,

parametric dispersions of subsystems and various failure modes.

An example for the generation of a test matrix for typical stage separation

system of a launch vehicle is given in Fig. 2.8.

The figure depicts the type of tests needed for atypical separation system of a

vehicle at component, subsystem and system levels. The validation procedure

includes the analysis and simulation, progressive integration of some of the actual

hardware during the simulation and six degrees of freedom (6D) integrated digital

simulations. Based on this test matrix, suitable test facilities are to be planned for

each of these tests. The test cases and number of tests are to be defined carefully to

ensure that all aspects of the system are evaluated. Such an exhaustive test scheme

should evaluate the trouble free separation of the system in flight. The simulation

test bed should attempt to include all possible flight conditions, and the test cases

are to be designed with great care to ensure that it encompasses all conditions that a

separation system may face during the actual flight.

Test plan generation and performance evaluation of the designed system with

respect to the specification under the simulated flight environment has to be carried

out for all the vehicle systems. The system design is finalized only after achieving
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the satisfactory performance. The relevant test matrix for each of the system and the

relevant performance evaluation strategies of the system are discussed in details in

the corresponding chapters of this book.
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Chapter 3

Astrodynamics

Abstract To specify the functional requirements of STS, it is essential to under-

stand the orbital motion of the injected satellites under the influence of a central

gravitational force and other disturbing forces. This chapter deals with

astrodynamics which explains the motion of celestial bodies as well as human-

made satellites under the influence of gravitational force field of celestial bodies

and other external forces. Orbital motions of Low Earth Orbit (LEO) satellites are

the solutions of two-body problems i.e. the Earth and the satellite, in the specified

reference frame, considering the Earth’s gravitational force as the primary central

body force field. The deviation of the gravity force away from the central force field

and other disturbance forces affect the orbital motion of the satellites. In addition to

the central force field, gravitational forces of other planets and Moon also influence

the higher altitude orbital motions. Solutions for such motions are achieved by

solving restricted three body problem, considering the Earth’s gravity force as the

central gravity field whereas the perturbing gravitational force is from the third

body such as Moon. Depending on the type of trajectory, different reference frames

are used and theses aspects are explained first. Then, this chapter discusses the

orbital mechanics of satellites and various aspects of orbital motions of two-body

problems. The restricted three body problem and the resulting orbital motion are

also briefly explained. Even though the launch vehicles are capable of injecting the

satellites in the near Earth orbits, for certain scientific applications, these satellites

have to reach and orbit around Moon or distant planets. The interplanetary trajec-

tories of such satellites from the Earth bound orbits to the target planets are also

included. In an integrated mission management, optimum strategies like transfer-

ring the satellite at suitable time from the initial orbit to the required one in an

optimum fashion are required. Various optimum orbital transfer maneuver strate-

gies are explained in this chapter.

Keywords Astrodynamics • Reference frame • Two-body problem • Orbits
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transfer
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3.1 Introduction

The functional requirement of a space transportation system (STS) is to lift a

specified satellite with a defined mass and to inject it into the mission defined

orbit (within allowable dispersion band) in space. To achieve the above require-

ments, the subsystems of the STS are designed to achieve the targeted state with the

specified accuracy bands in space, which in turn lead to the specified orbit within

the allowable error bounds. In order to specify the functional requirements in terms

of the required final state of STS, it is essential to understand the orbital motion of

the injected satellites under the influence of a central gravitational force and other

disturbing forces which can alter the orbits achieved by the STS.

Astrodynamics deals with the motion of celestial bodies as well as human-made

satellites under the influence of gravitational force field of celestial bodies and other

external forces. While the motion of celestial bodies are referred as celestial

mechanics, that of the human-made satellites are classified under orbital mechanics.

Generally, orbital motions of Low Earth Orbit (LEO) satellites are the solutions

of two-body problems in the specified reference frame, considering the Earth’s
gravitational force as the primary central body force field. In these problems, the

Earth and the satellite are the two bodies. The deviation of the gravity force away

from the central force field changes the characteristics of Earth-bound satellite

orbits. In certain cases, these particular orbital characteristics are favorably used to

achieve the satellite-specific mission requirements. In addition, other disturbance

forces also affect the orbital motion of the satellites.

In addition to the central force field, gravitational forces of other planets and

Moon also influence the higher altitude orbital motions. Solutions for such motions

are achieved by solving restricted three body problem, considering the Earth’s
gravity force as the central gravity field whereas the perturbing gravitational

force is from the third body such as Moon. Depending on the type of trajectory,

different reference frames are used and theses aspects are explained first. Then, this

chapter deals with the orbital mechanics of satellites and various aspects of orbital

motions of two-body problems. The restricted three body problem and the resulting

orbital motion are also briefly explained.

Even though the launch vehicles are capable of injecting the satellites in the near

Earth orbits, for certain scientific applications, these satellites have to reach and

orbit around Moon or distant planets. The interplanetary trajectories of such

satellites from the Earth-bound orbits to the target planets are also included.

In the integrated satellite mission management, optimum strategies are being

adopted considering: (i) launching satellites into a suitable Earth bound orbit and

(ii) transfer the satellite at suitable time from the initial orbit to the finally required

orbit in an optimum fashion. Various optimum orbital transfer maneuvers are also

brought out in this chapter.

Considering the integrated mission requirements and the various factors as

defined above, the mission target defined for the STS is also explained.
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3.2 Reference Frames

Orbital mechanics deals with the trajectories of satellites around central bodies. The

motion of a satellite is described in terms of its position and velocity vectors as

functions of time. Therefore, a reference frame is required with respect to which the

position and velocity vectors are defined. In order to define a coordinate reference

frame, three fundamental elements are required:

1. Origin

2. A reference plane passing through the origin

3. A reference axis, lying in the reference plane, originating from the origin and

pointing towards a well-defined reference point

The three dimensional coordinate system is defined by specifying one axis along

the direction of reference axis, second axis normal to the reference plane and third

axis in the reference plane, thus completing the right-handed orthogonal system.

Once the origin and reference plane are fixed in space and reference axis is

pointed towards distant stars, then the reference frame is fixed in space. The

reference frames, either fixed in space or moving with uniform velocity, without

rotation with respect to distant stars are un-accelerated. Such frames are called

inertial reference frames. If a reference frame is inertial, then every other reference

frame which is in uniform motion relative to it is also an inertial reference frame.

Inertial reference frames are important as it is useful to define motion of an

object as per the Newtonian mechanics. Alternatively, inertial reference frame is

one in which Newton’s laws of motion are valid.

In order to describe the motion of a satellite, the inertial reference frame makes

use of celestial references. Therefore, the corresponding celestial references are

explained first, followed by the reference frames being used in orbital mechanics to

describe the motion of satellite orbits.

3.2.1 Celestial Sphere and Ecliptic

Celestial sphere is a fictitious sphere of infinitely large radius with the Earth at its

center. All the celestial bodies appear to be on the surface of the sphere and move

westward over the celestial sphere due to the rotation of the Earth about its spin

axis. This is called diurnal motion. The extensions of the Earth’s equator and the

spin axis intersect with the celestial sphere and are called celestial equator and

celestial poles respectively. For an observer on the Earth, in addition to its daily

motion, there is a motion of the Sun towards eastwards over the celestial sphere at

the rate of approximately 1�/day and return to its initial position on the celestial

sphere in one year. The path of this apparent motion of the Sun over the celestial

sphere is called the ecliptic. With respect to the Sun, ecliptic is the Earth’s orbit
around the Sun. The ecliptic plane is inclined to the equatorial plane by an angle 2,
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which is called as the obliquity of the ecliptic. The present value of 2 is about 23.5�.
Axis of the ecliptic intersects the celestial sphere at the ecliptic poles. Therefore,

obliquity of the ecliptic 2 is the angle between celestial North Pole and

ecliptic pole.

Sun in apparent motion along ecliptic crosses the celestial equator at two points,

called equinoxes, and reaches highest point with respect to celestial equator, called

solstices. During its motion from the southern hemisphere to northern hemisphere,

the Sun crosses the celestial equator at Vernal equinox and reaches Summer solstice

in northern hemisphere. Subsequently, the Sun crosses the celestial equator at

Autumnal equinox during its motion from northern hemisphere to southern hemi-

sphere and reaches the Winter solstice. Approximate dates of occurrence of these

events over a year are:

Vernal equinox : March 21st

Summer solstice : June 21st

Autumnal equinox : September 21st

Winter solstice : December 21st

However, there could be a variation of �1 day due to the variation of prediction

methodologies and perturbations of planetary orbital characteristics. In effect, the

line joining the equinox points is the intersecting line of equatorial plane and

ecliptic plane. Due to the Sun, planets and Moon gravitational effects on Earth’s
orbit and spin axis, the equinox line is not fixed in space as given below:

1. The obliquity angle oscillates between 22.1� and 24.5� with a period of about

41,000 years. Currently the angle is 23.44� and decreasing.

2. The effect of other planets on the plane of Earth orbit causes smaller motion of

the ecliptic about 0.11400/year. This is known as planetary precision.

3. Due to the gravitational effect of the Sun and Moon on the Earth’s gravitational
bulge, the Earth spin axis rotates about the poles of ecliptic with the period of

approximately 26,000 years. This motion is called lunisolar precession.

Orbital plane of the Moon is also precessing with the period of 18.6 years. This

causes a nutation of smaller amplitude with a period of 18.6 years on the Earth

spin axis.

However, as the period involved in the variation of equinox line is very large

compared to the mission durations of STS and human-made satellites, the equinox

line can be considered as fixed in space and this plays a fundamental role for the

definition of inertial reference frames.

3.2.2 Heliocentric Inertial Reference Frame

Origin of the heliocentric reference frame is the Sun’s mass center. The fundamen-

tal plane is the ecliptic, X-axis of this frame is passing through the Vernal equinox,

Z-axis is along the ecliptic north pole direction and Y-axis lies in the ecliptic plane
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and completes the right-handed system as given in Fig. 3.1. Even though the Vernal

equinox is not fixed in space, still the heliocentric reference frame is considered as

an inertial frame for most of our missions since the time duration of most of the

missions are much smaller than the period of variations of the reference X-axis

(Vernal equinox).

This frame is useful for describing planetary motions or motion of human-made

satellites for the interplanetary missions.

3.2.3 Earth Centered/Geocentric Inertial (ECI)
Reference Frame

Origin of ECI is the Earth’s center. The fundamental plane is the equator, X-axis is

the reference axis, passing through the Vernal equinox, Z-axis is along the Earth’s
North Pole direction and Y-axis lies in the equatorial plane and completes the right-

handed system as shown in Fig. 3.2. It is pertinent to note that XYZ is not fixed with

the Earth and that it is non-rotating with respect to the distant stars, whereas the

Earth rotates.

As in the case of heliocentric reference frame, though the reference direction

towards Vernal equinox is not truly inertial, for the purpose of missions carried out

by the STS as well as for the orbital motions of satellites around the Earth, the ECI

frame can be considered as inertial reference. Earth gravitational accelerations are

calculated in this reference frame and the orbital elements of satellites are computed

based on the state vector given with respect to this ECI reference frame.

Fig. 3.1 Heliocentric

inertial frame
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3.2.4 Earth-Centered Rotating (ECR) Frame

Origin of ECR is the Earth’s center. The fundamental plane is the equatorial plane.

The reference axis, XR-axis is in the equatorial plane, passes through the Greenwich

meridian and rotates along with it, ZR-axis is along the Earth’s north pole and YR

lies in the equatorial plane, completes the right-handed system as given in Fig. 3.2.

The ECR frame rotates about ZR-axis at the spin rate of the Earth, i.e., 15.0411�/h
with respect to the ECI frame. This frame is also termed as World Geodetic System

(WGS) and is mostly used in Satellite Navigation System.

3.3 Laws of Motion

3.3.1 Kepler’s Laws

Many astronomers studied the motions of planetary bodies. Aristotle hypothesized

that all planetary bodies move in circular paths. Danish astronomer Tycho Brahe

(1546–1606) collected huge amount of accurate data on planetary motions for many

years. Johannes Kepler (1571–1630) joined Tycho Brahe as his assistant in 1600

and studied the Tycho’s data in detail during 1601–1606. Based on the extensive

studies, he deduced three laws of planetary motions as given below:

1. The orbit of each planet lies in a fixed plane containing the Sun and is an ellipse

with Sun at one focus.

2. The line joining a planet to the Sun sweeps equal areas in equal intervals of time.

Fig. 3.2 Earth centered

inertial and Earth centered

rotating frames
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3. The square of the period of revolution of a planet is proportional to the cube of

the semi-major axis of its elliptical orbit.

While the Kepler’s laws describe the motions of planets, orbital mechanics

based on the applications of Sir Issac Newton’s (1642–1727) law of universal

gravitation and his three laws of motion provide more general explanations for

the motions of the bodies. Kepler’s laws can be proved through Newtonian

mechanics. Since the velocities involved in the motion of the bodies are small

compared to the velocity of light, classical or Newtonian mechanics is sufficient for

describing the motion of satellites.

3.3.2 Newton’s Laws of Motion

Newton’s three laws of motion are given below:

1. A body continues its state of rest or of uniform motion in a straight line unless

compelled by external force to change the state.

2. The rate of change of momentum of a body is directly proportional to the applied

force and this change takes place in the direction of the applied force.

3. For every action there is always an equal and opposite reaction.

The first law is about the motion, which is relative. It is necessary to describe the

motion with respect to a reference frame. Therefore, the first law can be interpreted

as that there exists a reference frame with respect to which a body, free of all

external forces, is in uniform motion. Such a reference frame is inertial reference

frame. Therefore, Newton’s laws of motion are valid in inertial frame only.

While the first law gives qualitative statement that a force is the cause of motion,

the Newton’s second law provides the quantitative definition of the force. The

second law is valid only with respect to an inertial frame.

Consider a body of mass, m, moving with velocity V, then the linear momentum

of P of the body is given by,

P ¼ mV ð3:1Þ

As per the Newton second law,

F / dp

dt
ð3:2Þ

Considering mass, m is constant, then the Eq. (3.2) can be written as

F / m
dV

dt
ð3:3Þ
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Considering the rate of change of velocity as acceleration, a, Eq. (3.3) can be

written as

F ¼ kma ð3:4Þ

where a is the acceleration and k is the constant of proportionality, which depends

on the units of the parameters used in the equation. Considering force in Newton

(N), mass in kilogram (kg), acceleration in m=s2, for the case of F¼ 1 N, m¼ 1 kg,

a¼ 1 m=s2 then k¼ 1. Therefore, Eq. (3.4) can be written as

F ¼ ma ð3:5Þ

There are two types of masses viz., inertial mass and gravitational mass. The mass

used in Eq. (3.5) is the inertial mass whereas the mass used in the Newton law of

gravitation (as explained later) is gravitational mass. The inertial mass of a body

depends on the motion and is given by

m ¼ m0ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� V2

c2

q ð3:6Þ

where m0 is the mass at rest, C is speed of light and V is the speed of the body in

motion. As the speed of the body considered is much less than the speed of light, in

Newtonian mechanics, mass can be assumed as constant, which corresponds to the

value at rest, m0.

Newton’s third law of motion explained that mutual forces of two bodies acting

upon each other are equal in magnitude and opposite in direction, and these actions

and reactions are collinear. Consider body 2 exerts a force F12 on body 1 as given in

Fig. 3.3, then body 1 exerts an opposite force F12 on body 2, so that

F12 þ F21 ¼ 0 ð3:7Þ

and

F12 ¼ �F21 ð3:8Þ

In summary, Newton’s first law of motion tells that the state of motion of a body can

be changed only if there is a force acting on it. The second law tells how much

change in the state of motion of the body, if there is a force and the third law tells

how the forces are exerted.

Fig. 3.3 Two bodies

separated by distance r
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3.3.3 Newton’s Law of Universal Gravitation

Newton’s law of universal gravitation states that two bodies exert a force on each

other along the line joining them and is directly proportional to the product of their

masses and inversely proportional to the square of the distance between them.

Consider two homogenous bodies with masses m1 and m2 as shown in Fig. 3.3.

The two bodies are subject to mutual gravitational forces. The gravitational force

acting on each body can be written as

F / m1m2

r2
ð3:9Þ

i.e.,

F ¼ Gm1m2

r2
ð3:10Þ

where the proportionality constant G is known as the Universal gravitational

constant and the value is about 6.67� 10�11 Nm2/kg2.

Assuming F21 is the gravitational force exerted on body 2 by body 1 and is given as

F21 ¼ Gm1m2

r2
ð3:11Þ

Similarly, the force on body 1 by body 2 is given by

F12 ¼ Gm1m2

r2
ð3:12Þ

In vector notations, F21 and F12 are in the opposite direction.

3.4 Two-Body Problem

In universe, each and every body is attracted to each other. Since the distance

between the bodies is large, the motion of two close bodies is influenced by their

gravitational forces alone where the other body effects are negligible. Therefore,

most of the orbital mechanics can be treated as the solution of a two-body problem.

Two-body orbital mechanics is the determination of the motion of two point masses

which are subjected only by their own mutual gravitational forces. This is the case

when both the bodies are homogeneous spheres. The deviations in the solutions of

two-body problems may arise when the bodies are not true point masses or some

other forces are exerted on the bodies apart from the mutual gravitational forces.

Such forces can be considered small compared to the gravitational forces and the

effects can be treated as perturbations over the solutions of two-body problems.
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In this section, general two-body problem is explained first, and then the special

case of motion of a very small body compared to the primary central body (as in the

case of satellite motion about the Earth) is described in detail. The perturbations due

to non-central force field are explained in a later section of this chapter.

Consider two homogeneous spherical bodies in inertial frame as shown in

Fig. 3.4. As per Newton’s law of universal gravitation, F21 is the force exerted on

body 2 by body 1 and is given as

F21 ¼ Gm1m2

r2
ð3:13Þ

where r is the distance between the bodies. Let r be the position vector of m2 with

respect to m1, and ur is the unit vector along the r, then

ur ¼ r

r
ð3:14Þ

In vector notation, Eq. (3.13) can be written as

F21 ¼ �Gm1m2

r2
ur ð3:15Þ

and the same can be expressed as

F21 ¼ �Gm1m2

r3
r ð3:16Þ

Using Newton’s second law of motion and referring Fig. 3.4a, the force, F21, can

also be written as

F21 ¼ m2
€R2 ð3:17Þ

Using Eqs. (3.16) and (3.17),

m2
€R2 ¼ �Gm1m2

r3
r ð3:18Þ

Using Newton’s third law, the force exerted on body 1 by body 2 can be written as

F12 ¼ �F21 ð3:19Þ

As explained earlier,

m1
€R1 ¼ Gm1m2

r3
r ð3:20Þ
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Let Rc be the center of mass of the two body system. Then,

Rc ¼ m1R1 þm2R2

m1 þm2

ð3:21Þ

and

€Rc ¼ m1
€R1 þm2

€R2

m1 þm2

ð3:22Þ

Adding Eqs. (3.18) and (3.20) yields

m1
€R1 þm2

€R2 ¼ 0 ð3:23Þ

Applying Eq. (3.23) in Eq. (3.22) shows that the acceleration of the center of mass

is zero. Therefore, center of mass of a two-body system can be considered for

inertial frame.

Eqs. (3.18) and (3.20) can be written as

€R2 ¼ �Gm1

r3
r ð3:24Þ

and

€R1 ¼ Gm2

r3
r ð3:25Þ

Subtracting Eq. (3.25) from Eq. (3.24),

Fig. 3.4 Two-body system: (a) two bodies in inertial frame (b) free-body diagram
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€R2 � €R1 ¼ �G m1 þm2ð Þ
r3

r ð3:26Þ

By the definition of position vectors,

r ¼ R2 � R1 ð3:27Þ

which gives

€r ¼ €R2 � €R1 ð3:28Þ

Using Eq. (3.28), Eq. (3.26) can be written as

€r ¼ � G m1 þm2ð Þ
r3

r ð3:29Þ

Equation (3.29) governs the motion of mass m2 relative to mass m1. This can also be

written as

€r ¼ � μ
r3
r ð3:30Þ

where μ ¼ G m1 þm2ð Þ is the gravitational constant of the specified two-body

system.

Since center of mass has zero acceleration, it can be considered as an inertial

reference and motion of each body can be defined about the center of mass. Let r1
and r2 be the position vectors of masses m1 and m2 with respect to the center of

mass. Then,

r ¼ r2 � r1 ð3:31Þ

Since the position vector of center of mass relative to itself is zero,

m1r1 þm2r2 ¼ 0 ð3:32Þ

Therefore,

r1 ¼ �m2

m1

r2 ð3:33Þ

Using Eq. (3.33) in Eq. (3.31) yields

r ¼ m1 þm2

m1

r2 ð3:34Þ
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The equations of motion of m2 with respect to the center of mass is given by

m2€r2 ¼ �Gm1m2

r3
r ð3:35Þ

Using Eq. (3.34) in Eq. (3.35) yields

€r2 ¼ � Gm1
3

m1 þm2ð Þ2
r2

r23
ð3:36Þ

Equation (3.36) gives the motion of m2 about center of mass. The path of m2

relative to center of mass is a conic with C as a focus, which is explained later. If V2

is the velocity and r2 is the position of m2, with respect to C, then this conic can be

Ellipse

Parabola

Hyperbola

9>>>>>>=>>>>>>;
if

V2
2 < 2Gm1

3 = m1 þm2ð Þ2r2
h i

V2
2 ¼ 2Gm1

3 = m1 þm2ð Þ2r2
h i

V2
2 > 2Gm1

3 = m1 þm2ð Þ2r2
h i

8>>>><>>>>:
Similarly, the expression for the path of m1 about center of mass can be derived.

Typical paths (ellipse) of the two bodies with respect to center of mass of two-body

problem are represented in Fig. 3.5.

Consider the Sun-Earth system, the ratio of masses isffi 1=332900 m2=m1ð Þ. The
distance between the Sun and the Earth is of the order of 150 million kilometers (r),

whereas the center of mass of the system is of the order of 455 km from the center of

the Sun. The angular velocity of line joining the Sun and Earth, ω is given by

Fig. 3.5 Two-body

motions
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ω ¼ V1

r1
¼ V2

r2
ð3:37Þ

where V1 and V2 are velocity of Sun and Earth with respect to center of mass

respectively, and r1 and r2 are distance of center of Sun and Earth with respect to the

center of mass of the system.

Therefore, the velocity V2 of the Earth (m2) about center of mass is of the order

of 30,000 m/s whereas that of the Sun (m1) of the order of 0.1 m/s.

When m1 � m2, as in the case of Earth-satellite systems, then the center of the

principal attracting body (in this case the larger body is Earth) can be taken as the

center of mass and hence can be considered as the origin of the inertial system. The

governing equations of such two-body system can be given using Eq. (3.29) as such.

€r ¼ � Gm1

r3
r ð3:38Þ

and

€r ¼ � μ
r3
r ð3:39Þ

where m1 is the mass of the larger body (Earth). In this case, the gravitational

constant, μ, is Gm1. The value of Earth’s gravitational constant is

3.986013� 105 km3/s2. The Eq. (3.39) describes the motion of the restricted

two-body system.

Cross product of Eq. (3.39) with r leads to

r� €r ¼ 0 ð3:40Þ

As

d

dt
r� _rð Þ ¼ _r � _r þ r� €r ð3:41Þ

Using Eq. (3.40), the Eq. (3.41) leads to

d

dt
r� _rð Þ ¼ 0 ð3:42Þ

Therefore, the angular momentum per unit mass H, given by

H¼ r� _r¼ constant ð3:43Þ

As r and ṙ are normal to the angular momentum, the orbital motion of the mass m2

is in a plane normal to H.
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Let A be the area swept by the line joining the two bodies in a specified time.

Then,

dA

dt
¼ 1

2
r� _rj j ¼ 1

2
Hj j ¼ constant ð3:44Þ

This proves Kepler’s second law. Solution to Eq. (3.39) can be obtained by taking

cross product of Eq. (3.39) with H.

H� €r ¼ �μ
r3

H� rð Þ ð3:45Þ
d

dt
ðH� _r Þ ¼ _H � _r þH� €r ð3:46Þ

Since the angular momentum is constant, _H ¼ 0. Therefore, Eq. (3.46) can be

written as

H� €r ¼ d

dt
H� _rð Þ ð3:47Þ

The right-hand side of Eq. (3.45) can be written as

1

r3
H� rð Þ ¼ 1

r3
r� _rð Þ � r½ � ð3:48Þ

Using vector rule,

r� _rð Þ � r ¼ rrð Þ _r � r _rð Þr ð3:49Þ

Using Eq. (3.49), Eq. (3.48) can be written as

1
r3
H� rð Þ ¼ r _r � _r r

r2
ð3:50Þ

But,

d

dt

r

r

� �
¼ r _r � _r r

r2
ð3:51Þ

Therefore, using Eqs. (3.47) and (3.51), Eq. (3.45) can be written as

d

dt
ðH� _r Þ ¼ �μ

d

dt

r

r

� �
ð3:52Þ

Integrating the Eq. (3.52) gives
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H� _r ¼ �μ
r

r
þ e

h i
ð3:53Þ

where e is the dimensionless vector constant of integration called eccentricity.

Equation (3.53) can be written as

r

r
þ e ¼ _r �H

μ
ð3:54Þ

Taking dot product of Eq. (3.54) with H gives

rH

r
þ eH ¼ _r �Hð ÞH

μ
ð3:55Þ

H is perpendicular to both r and ṙ. Therefore, r 	H ¼ 0. Similarly, the vector
_r � Hð Þ is perpendicular to both ṙ and H. Therefore, _r � Hð Þ : H ¼ 0. Consid-

ering the above aspects, Eq. (3.55) can be written as

eH ¼ 0 ð3:56Þ

Equation (3.56) shows the eccentricity vector, e is perpendicular toH and therefore

lies in the orbital plane formed by r and ṙ. e vector lies along the line of apsides as

explained below.

To express scalar equation of motion of two-body problem, take the dot product

of Eq. (3.54) with r as given below:

rr

r
þ re ¼ r

_r �Hð Þ
μ

ð3:57Þ

Using the vector identity of interchange of dot and cross products, Eq. (3.57) can be

written as

rr

r
þ re ¼ r� _rð ÞH

μ
ð3:58Þ

Since r 	 r ¼ r2, r� _r ¼ H and H 	H ¼ H2, Eq. (3.58) can be written as

rþ re ¼ H2

μ
ð3:59Þ

r 	 e can be expressed as

r 	 e ¼ re cosθ ð3:60Þ
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where e is the magnitude of eccentricity vector, θ is the angle between eccentricity

vector (line of apsides) and position vector r. Then Eq. (3.59) is written as

r ¼ H2=μ
1þ e cosθ

ð3:61Þ

In general, conic section is the locus of all points which follow the constant ratio for

(rc/dc) as shown in Fig. 3.6, where rc is the distance of a point from focus and dc is

the distance of the point from a given line called directrix. The constant ratio (rc/dc)

is called the eccentricity, ec of the conic section.

From Fig. 3.6,

d0 ¼ dc þ rc cos θc ð3:62Þ

As per the definition of eccentricity,

pc
d0

¼ rc

dc
¼ ec ð3:63Þ

Using Eqs. (3.62) and (3.63), it can be shown that a conic equation is represented as

rc ¼ pc
1þ ec cos θc

ð3:64Þ

The value of ec decides the various conic sections as represented in Fig. 3.7.

ec ¼ 0, conic is circle

0 < ec < 1, conic is ellipse

Fig. 3.6 Conic section
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ec ¼ 1, conic is parabola

ec > 1, conic is hyperbola

Therefore, it can be concluded that the trajectory of a smaller body (in this case,

satellite) with respect to the bigger body (in this case, Earth) in the central

gravitational force field as represented in Eq. (3.61) is a conic as given below:

r ¼ p

1þ e cos θ
ð3:65Þ

where the semi-latus rectum of the trajectory is given by

p ¼ H2

μ
ð3:66Þ

The eccentricity, e, of the Eq. (3.65) decides the shape and type of the trajectory of

small body with respect to the bigger one as given below:

e¼ 1 represents a closed trajectory called circular orbit of smaller body around the

central body, whereas 0< e< 1 also represents a closed trajectory, and in this

case, the orbit is an ellipse. If e¼ 1, the trajectory of smaller body is an open

trajectory with the shape of parabola and e> 1 represents the motion of smaller

body as an open trajectory of hyperbola about the central body. This gives the

mathematical statement of Kepler’s first law. The orbit of a body under central

force field is called Keplerian orbit. Typical orbits and trajectories for various

Fig. 3.7 Conic sections
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values of e which have the same focus and common periapsis are represented in

Fig. 3.8.

As explained above, the cross product of Eq. (3.39) with specific relative angular

momentum (angular momentum per unit mass), gives the equation for the motion of

a smaller body in central force field. The dot product of Eq. (3.39) with specific

relative linear momentum gives the energy at any point on the orbit as explained

below:

The relative linear momentum of mass m2 is given by

L ¼ m2 _r ð3:67Þ

Therefore, the specific linear momentum is ṙ. Taking dot product of Eq. (3.39) with

ṙ gives

€r 	 _r ¼ �μ
r 	 _r
r3

ð3:68Þ

It is to be noted that

1

2

d

dt
ð _r 	 _r Þ ¼ €r 	 _r ð3:69Þ

Assuming V ¼ _r,

1

2

d

dt
ð _r 	 _r Þ ¼ 1

2

d

dt
ðV 	 VÞ ¼ 1

2

d

dt
ðV2Þ ð3:70Þ

Fig. 3.8 Orbits with

various eccentricities with

the same focus and common

periapsis
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Therefore, Eq. (3.69) can be written as

€r 	 _r ¼ d

dt

V2

2

� �
ð3:71Þ

The right-hand side of Eq. (3.68) can be written as

μ
r 	 _r
r3

¼ μ
_r

r2
¼ � d

dt

μ
r

� �
ð3:72Þ

Substituting Eqs. (3.71) and (3.72) in Eq. (3.68) gives

d

dt

V2

2
� μ

r

� �
¼ 0 ð3:73Þ

This gives

V2

2
� μ

r
¼ ε ð3:74Þ

where ε is a constant called total energy. (V2/2) is the specific relative kinetic

energy (kinetic energy per unit mass) and (μ/r) is the specific potential

energy (potential energy per unit mass) of the body m2 in the gravity field of

m1. The Eq. (3.74) gives the total mechanical energy per unit mass. Also the

Eq. (3.74) gives the conservation of the specific mechanical energy for the

defined trajectory, i.e., the total energy at any point of the trajectory is same

and is given by the relation (3.74). Equation (3.74) is also called vis-viva (living

force) integral.

3.4.1 Some Important Trajectory Parameters of Two-Body
Problem

As explained above, motion of the smaller body with respect to the bigger one is a

conic, which can be either a closed trajectory in terms of circular and elliptic orbits

or an open trajectory defined by a parabola or hyperbola depending on the eccen-

tricity value. Also, depending on the velocity magnitude at the instantaneous

location, energy of the trajectory is defined.

In the trajectory, the closest point to the primary focus (central body) is called

periapsis, and the farthest point is called apoapsis. The line joining the apses is

called apse line. In the case of motion of a satellite about the Earth, the periapsis and
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apoapsis are referred to as perigee and apogee, respectively. For the case of motion

about the Sun, the corresponding points are called perihelion and aphelion, respec-

tively. Typical trajectory of a smaller body m2 about the bigger body m1 is

represented in Fig. 3.9.

The eccentricity vector is always defined from the primary focus towards

periapsis and this becomes the reference for the measure of true anomaly, θ, the
location of the body with respect to the apse line. The flight path angle, γ, at any
location on the trajectory is defined as the angle between the velocity vector and the

local horizontal.

Angular velocity of the position vector r is _θ . Therefore, the horizontal velocity,
Vh is given by

Vh ¼ r _θ ð3:75Þ

Magnitude of angular momentum is the product of r and horizontal velocity. Thus

H ¼ r2 _θ ð3:76Þ

Equation (3.76) along with Eq. (3.65) gives

Vh ¼ μ
H
ð1þ e cos θÞ ð3:77Þ

Fig. 3.9 Trajectory of

orbiting body (m2) with

respect to the primary body

(m1)
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The radial velocity, Vr is ṙ. Therefore,

Vr ¼ dr

dt
¼ H3

μr2
e sin θ

ð1þ e cos θÞ2 ð3:78Þ

Using Eq. (3.66) gives

Vr ¼ μ
H
e sin θ ð3:79Þ

From the Fig. 3.9,

tan γ ¼ Vr

Vh

ð3:80Þ

Substituting Eq. (3.77), Eqs. (3.79) and (3.80) becomes

tan γ ¼ e sin θ
1þ e cos θ

ð3:81Þ

The magnitude of angular momentum at any location r is also expressed as

H ¼ rV cos γ ð3:82Þ

where V is the velocity of the smaller body and γ is the flight path angle.

Assume rp and ra are the distances of periapsis and apoapsis respectively with

respect to the primary focus and the corresponding velocities are Vp and Va

respectively. rp is the location when θ ¼ 0 and ra is the location of satellite when

θ becomes 180�. Using Eqs. (3.65) and (3.66),

rp ¼ H2

μ
1

ð1þ eÞ ð3:83Þ

and

ra ¼ H2

μ
1

ð1� eÞ ð3:84Þ

rp and ra are the minimum and maximum distances of the trajectory about the

primary body. At the periapsis and apoapsis, the flight path angle is zero.

The semi-major axis, a is given by

a ¼ rp þ ra

2
¼ H2

μ
1

ð1� e2Þ ð3:85Þ

Since the angular momentum is constant along the trajectory,
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H ¼ rpVp ¼ raVa ð3:86Þ

This gives

Vp ¼ H

rp
ð3:87Þ

and

Va ¼ H

ra
ð3:88Þ

From the above, it can be seen that Vp and Va are the maximum and minimum

velocities along the trajectory.

Since the energy along the trajectory, ε is constant, at the periapsis,

ε ¼ Vp
2

2
� μ
rp

ð3:89Þ

Using Eq.(3.87) into (3.89) yields

ε ¼ 1

2

H2

rp2
� μ
rp

ð3:90Þ

Using Eq. (3.83) in Eq. (3.90) gives

ε ¼ �1

2

μ2

H2
ð1� e2Þ ð3:91Þ

It can be seen from Eq. (3.91) that the energy is function of trajectory parameters.

Also, it can be concluded that:

1. For elliptic orbit (including circular orbit), ε is negative value
2. For parabolic orbit, ε ¼ 0

3. For hyperbolic orbit, ε is positive value

Using Eq. (3.85) in Eq. (3.91) gives

ε ¼ � μ
2a

ð3:92Þ

Alternatively,

a ¼ � μ
2ε

ð3:93Þ
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Thus, the semi-major axis is dependent only on the specific total energy. Using

Eq. (3.93) in Eq. (3.74) yields

V2 ¼ μ
2

r
� 1

a

� �
ð3:94Þ

Using Eq. (3.93) in Eq. (3.94) with the initial conditions of velocity and distance as

V0 and r0 respectively, the achieved trajectory characteristics can be identified as

follows:

Elliptic orbit

Parabolic trajectory

Hyperbolic trajectory

9>>>>>>=>>>>>>;
if

V0 <

ffiffiffiffiffi
2μ
r0

r
V0 ¼

ffiffiffiffiffi
2μ
r0

r
V0 >

ffiffiffiffiffi
2μ
r0

r

8>>>>>>><>>>>>>>:
Therefore, the following conclusions can be arrived at: At r0, for the lower velocity

V0, the orbit is ellipse. As V0 is increased the closed orbit gradually changes into

open trajectory. The minimum velocity required to achieve open trajectory is called

escape velocity and is given by

Vesc ¼
ffiffiffiffiffi
2μ
r0

r
ð3:95Þ

At this velocity, the trajectory of the smaller body with respect to the bigger body is

a parabola. Any increase in velocity leads to hyperbolic trajectory of the body with

respect to the primary body.

In summary, the following conclusions are arrived at:

1. Eccentricity determines the shape and type of trajectory

2. Semi-major axis defines the size and energy of the trajectory

The relations between these parameters and the trajectory are summarized below

in Table 3.1.

The following sections give the significance and specific features of each of the

above orbits and open trajectories.

Table 3.1 Trajectories in two-body problem

Trajectory Eccentricity, e Semi-major axis, a Specific energy

Circular orbit 0 a ¼ r Negative

Elliptic orbit 0 < e < 1 > 0 Negative

Parabola 1 1 0

Hyperbola > 1 < 0 Positive
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3.4.2 Circular Orbits

Applying e ¼ 0 in the Eq. (3.65) gives the radial distance of the circular orbit as

r ¼ H2

μ
ð3:96Þ

Also, for circular orbit, there is no radial velocity and the velocity, V, is always

tangential. Therefore, angular momentum of circular orbit is

H ¼ rV ð3:97Þ

and

V ¼ H

r
ð3:98Þ

Equations (3.96) and (3.98) show that the radial distance and velocity at any point

on the orbit are constants. Using Eq. (3.97) into Eq. (3.96) yields

Vcir ¼
ffiffiffi
μ
r

r
ð3:99Þ

Equation (3.99) gives velocity of satellite along the circular orbit of distance of r.

Time required to travel along the orbit once is called the period of the orbit, T,

and given by

T ¼ Circumference

Speed
ð3:100Þ

For the circular orbit of radius r, period is as given in Eqn. 3.100

For the circular orbit of radius r, period is given by

Tcir ¼ 2πr
Vcir

¼ 2πrffiffiffiffiffiffiffiffiffiffiffiðμ=rÞp ð3:101Þ

The specific energy of a satellite at circular orbit is obtained by substituting e ¼ 0 in

Eq. (3.91) as

Tcir ¼ 2π

ffiffiffiffi
r3

μ

s
ð3:102Þ

Using Eq. (3.96) in Eq. (3.102) yields
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ε ¼ �1=2ðμ2=H2Þ ð3:103Þ
εcir ¼ � μ

2r
ð3:104Þ

Equation (3.104) gives shows that the energy along a circular orbit is negative. As

r increases, the energy becomes less negative, indicating higher specific energy for

the higher circular orbits.

3.4.3 Elliptical Orbits

For the cases of 0 < e < 1, the relative radial distance calculated by the Eq. (3.65)

remains bounded for θ ranging from 0 to 2π and the orbit is elliptic one as shown in
Fig. 3.10. The minimum distance rp is from focus to the periapsis (P) and the

maximum distance ra is from F to apoapsis (A). ra and rp are values of

r corresponding to θ ¼ 0 and θ ¼ 180� respectively as are explained in Sect. 3.4.1:

Some additional parameters are explained in this section. Using Eq. (3.85) in

Eq. (3.65) an alternate form of orbit equation can be written as

r ¼ að1� e2Þ
1þ e cos θ

ð3:105Þ

From the above equation, the rp and ra are expressed as

rp ¼ að1� eÞ ð3:106Þ
ra ¼ að1þ eÞ ð3:107Þ

From Fig. 3.10, CF is expressed as

CF ¼ ae ð3:108Þ

Also, from the Fig. 3.10,

CF ¼ ae ¼ rB cos ðπ� βÞ ¼ � að1� e2Þ
ð1þ e cos βÞ
� �

cos β ð3:109Þ

From Eq. (3.109), e can be expressed as

e ¼ �cos β ð3:110Þ
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Using this, the value of rB can be given as

rB ¼ a ð3:111Þ

Therefore, the semi-minor axis, b is given by

b ¼ að
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� e2

p
Þ ð3:112Þ

The area of ellipse is given by

A ¼ πab ð3:113Þ

As per Eq. (3.44),

dA

dt
¼ H

2
ð3:114Þ

which can be used to obtain

ΔA ¼ H

2

� �
Δt ð3:115Þ

For one complete revolution, ΔA is πab and Δt is the period, T. Therefore,

Fig. 3.10 Elliptic orbit parameters

3.4 Two-Body Problem 77



T ¼ 2πab
H

� �
ð3:116Þ

Using Eq. (3.85) and (3.112) for a and b respectively yields

T ¼ 2π
μ2

Hffiffiffiffiffiffiffiffiffiffiffiffiffi
1� e2

p
� �3

ð3:117Þ

Using Eq. (3.85) the period, T given as

T ¼ 2π

ffiffiffiffiffi
a3

μ

s
ð3:118Þ

which proves Kepler’s third law.

This expression reveals that the period of elliptic orbit is independent of eccen-

tricity and depends only on the semi-major axis. The two orbits having the same

period are represented in Fig. 3.11.

The eccentricity of the elliptical orbit can also be represented using Eq.(3.83)

and (3.84) as

rp

ra
¼ 1� e

1þ e
ð3:119Þ

which can be used to derive e as

e ¼ ra � rp

ra þ rp
ð3:120Þ

The Eq. (3.120) shows that

Fig. 3.11 Elliptic and circular orbits with same energy and period: (a) orbits comparison with

center aligned (b) orbits about the focus
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e ¼ distance between the two focii

distance between the apsi points

It can be seen from the above that the size of the elliptic orbit is defined by ‘a’
whereas the shape is decided by ‘e’. Together ‘a’ and ‘e’ define the elliptical orbit
characteristics.

Using the eccentric anomaly E, the position on an elliptic orbit is given by

r ¼ að1� e cos EÞ ð3:121Þ

Another important relation is Kepler’s equation defined by

M ¼ E� e sin E ð3:122Þ

where M is the Mean anomaly and

M ¼ tp

ffiffiffiffiffi
μ
a3

r
ð3:123Þ

where

tp ¼ time elapsed since the previous passage of periapsis

3.4.4 Parabolic Trajectories

Consider the orbit equation

r ¼ H2

μ

� �
1

1þ e cos θ

� �
and the orbit energy equation

ε ¼ �1

2

μ2

H2
ð1� e2Þ

and

ε ¼ V2

2
� μ

r

From the above equations, it can be observed that, for the case of e ¼1, the specific

energy ε is zero and as the true anomaly tends to 180�, the radial distance

approaches infinity.
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The velocity at r ¼ 1 is called residual velocity, V1 (sometimes referred as

excess velocity). For the case of parabolic trajectory, V1 is 0, meaning that, once

the body is placed in parabolic trajectory, it won’t come back, thus referred to as

open trajectory. Also, since the residual velocity V1 is zero, parabolic trajectory is

the boundary between the closed elliptical orbit and open hyperbolic trajectory.

Thus, the velocity on the parabolic trajectory is referred as escape velocity and is

given by

Vesc ¼
ffiffiffiffiffi
2μ
r

r
ð3:124Þ

Considering the Eq. (3.99), it can be seen that

Vesc ¼
ffiffiffi
2

p
Vcir ð3:125Þ

Thus at any distance, the required escape velocity is about 41.4 % more than the

circular orbital velocity at that location. Typical values of escape velocities are

given below:

11.12 km/s for escape from Earth from the Earth’s surface
617 km/s for escape from Sun from the Sun’s surface
42.1 km/s for escape from Sun from the Earth orbit

It is to be noted that if a body (satellite) is injected into a parabolic trajectory

about the primary body (Earth) with the escape velocity, Vesc, the satellite does not

go to infinity. As the distance increases, gravitational attraction of the Earth

reduces, and the influence of the Sun becomes predominant. At one point of time,

the satellite velocity with respect to Earth becomes zero; but the satellite velocity

about the Sun is same as that of the Earth and therefore both the Earth and the

satellite move about the Sun in the same orbit.

Typical parabolic trajectory is given in Fig. 3.12. Considering the Eq. (3.81), the

flight path angle at any location of a parabolic trajectory is given by

tan γ ¼ sin θ
1þ cos θ

ð3:126Þ

On simplifying the Eq. (3.126), it can be seen that

γ ¼ θ
2

ð3:127Þ

Thus, along parabolic trajectory, the flight path angle at any location is half of the

true anomaly.
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3.4.5 Hyperbolic Trajectories

Hyperbola is an open trajectory as represented in Fig. 3.13. Since the trajectory is

open one, the distance r can increase without limit. When r approaches1, the tip of

the position vector meets the asymptote. The asymptotes intersect at the centre,

O. The centre falls outside the trajectory.

The angle between the asymptote and major axis is θ1. Since the trajectory

meets the asymptote at infinity, θ1, is the true anomaly at infinity. Using the

equation,

r ¼ H2

μ
1

1þ e cos θ

at r ¼ 1, the term 1þ e cos θ ¼ 0. Therefore, θ1 can be expressed as

θ1 ¼ cos�1 � 1

e

� �
ð3:128Þ

The angle between the asymptotes is turning angle, δ. As the body travels from�1
to þ1, δ is the angle through which the velocity along the hyperbolic trajectory

turns. From Fig. 3.13, it can be seen that

cosðπ� θ1Þ ¼ cos
π
2
� δ
2

� �
ð3:129Þ

Using Eq. (3.128), Eq. (3.129) gives

Fig. 3.12 Typical

parabolic orbit

3.4 Two-Body Problem 81



δ ¼ 2sin�1 1

e

� �
ð3:130Þ

For the case of parabola, e ¼ 1which gives θ1 as 180�. Therefore, for parabola, the
asymptotes are parallel and do not intersect, and this is the limiting case between

closed elliptical orbits and the open hyperbola trajectory.

Consider the energy equation,

V2

2
� μ

r
¼ ε

As for hyperbolic trajectory, ε is a positive value; at r ¼ 1, the velocity is not zero

and this is called residual velocity, V1 which is given by

V12 ¼ 2ε ð3:131Þ

For the case of hyperbolic trajectory of a satellite from the Earth, at r ¼ 1, there is a

positive residual velocity and therefore the satellite has its own orbit around Sun,

which is different from that of the Earth.

At any point on the hyperbolic trajectory, the velocity is given by

V ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 εþ μ

r

� �r
ð3:132Þ

Fig. 3.13 Hyperbolic trajectory
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This gives,

V ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vesc

2 þ V12
p

ð3:133Þ

3.5 Satellite Orbit and Trajectory Requirements

The previous section deals with two-body problem, which defines the motion of a

smaller body with respect to a bigger body. From the human-made satellite require-

ments point of view, these solutions can be used to define the motion of satellites

(small body) about the Earth (bigger body). The requirements of orbits can be

classified into two categories: (i) closed orbits (circular and elliptic) and (ii) open

trajectories.

Closed orbits are used for the near Earth space utilization. These types of orbits

are used for the utilization of Earth for survey of natural resources, Earth observa-

tion and its surrounding environments, communication and navigational systems. In

another important application, these orbits are used as parking orbits, from which

the satellites are injected into interplanetary trajectories which are open trajectories.

This section gives uses of various types of orbits/trajectories required for various

applications.

3.5.1 Circular Orbits

Circular orbits of different altitudes are utilized for various applications. Circular

orbits are generally classified as Low Earth Orbit (LEO), Medium Earth Orbit

(MEO) and High Earth Orbit (HEO). There is a hazardous Van Allen radiation

belt around Earth, which starts at about 2400 km. The Van Allen belt consists of an

inner zone of high energy protons and an outer zone of high energy electrons.

Generally, the circular orbits are planned below the high intensity inner zone peak

(altitude ~ 3700 km) or above the high intensity outer zone peak

(altitude ~ 28,000 km). Low Earth circular orbits limit between around 150 km

(where the atmospheric drag effect on orbit is less) to 1000 km (which is well below

the Van Allen belt). The HEO is above the Geosynchronous Earth Orbit (GEO). In

between, orbits are referred as MEO.

A circular orbit which skim the surface of the Earth (assumes a spherical Earth

with no atmosphere) is referred as Earth-surface circular orbit and is many times

used as reference orbit. This orbit has the minimum energy, maximum circular orbit

velocity and minimum period. The period of this orbit is 84.4 min. This period is

called Schuler period and is used in inertial navigation.

Solar day (synodic day) is the time from noon to noon, which is the time taken by

Earth to rotate one full rotation about its axis, which is 24 h. But Earth also moves
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around the Sun. The siderial day is time taken by the Earth to complete one rotation

relative to inertial space. Siderial day period is 23 h 56 min 4.091 s.

Orbit with the period equal to a siderial day is called Geosynchronous orbit. If

such orbit is circular one and over equator and a satellite is placed on such orbit

looks stationary with respect to a specified point on the Earth. Such orbit is called

Geostationary Earth Orbit (GEO). The radial distance of GEO is 42,164 km and the

altitude is 35,786 km. Such orbits are useful for communication satellites and

weather satellites due to global coverage.

A satellite placed in GEO covers the latitudes range of�81.3� and Earth surface
area of 42.4 %. Therefore, 3 such satellites are required to cover the entire globe.

3.5.2 Elliptic Orbits

The elliptical orbits are used for reconnaissance satellites. The targets are near the

perigee of such orbits whereas the apogee phase is utilized for transmitting the

acquired information as well as to make the intercept problem more difficult. Also,

elliptic orbits with high eccentricity are used for communications of high latitude

regions as explained later.

Elliptic orbits are also used as the intermediate Geo Transfer Orbit (GTO) to

place a satellite into GEO. In order to achieve the maximum performance, initially

the launch vehicle places the satellite into an elliptic orbit of perigee altitude of

about 200 km with apogee altitude of about 36,000 km. The satellite further uses its

own propulsion system to transfer the satellite to GEO. This aspect is explained

later.

3.5.3 Open Trajectories

The open trajectories, primarily hyperbolic trajectories, have been used for escap-

ing Earth’s gravitational force field and to place a satellite in interplanetary or lunar
trajectories. Also, when the satellite enters or reenters the sphere of gravitational

attraction of another planet, the satellite follows hyperbolic trajectory. These

aspects are also covered in later part of this chapter.

3.6 A Note on Orbital Energy and Launching of Satellites
into Orbit

The previous section defines specified orbits or trajectories for specified spacecraft

depending upon application. This section gives the launch vehicle requirements to

achieve the specified orbits for the specified satellite.
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Specific energy of an elliptical orbit (circular orbit is a special case of elliptical

orbit) is given by

ε ¼ V2

2
� μ

r
ð3:134Þ

where V2/2 is the specific kinetic energy and �μ=rð Þ is the specific potential energy.
Considering a satellite of mass, m in the specified orbit, then the mechanical energy

of the satellite E is given by

E ¼ mε ð3:135Þ

Therefore, even though specific energy of an orbit is a defined value, depending on

the mass of the satellite, the mechanical energy of the satellite in that orbit would

vary. Therefore, for a heavier satellite, the mechanical energy of the satellite is

larger. Similarly, the mechanical energy of a satellite in a bigger orbit is higher than

that of the lower orbit. For the specified satellite to be placed in the defined orbit, the

satellite has to be injected into the orbit with the mechanical energy as given by

Eq. (3.135).

The specific kinetic energy depends on the square of orbital velocity at the

specified radial distance. As the velocity increases, the kinetic energy also

increases. For the radial distance close to zero, the potential energy is near to

negative infinity. At the surface of Earth, the specific potential energy is about

�62.6 MJ/kg, i.e., the energy becomes less negative and thus the energy increases.

Similarly, for the Earth bound orbit at the altitude of 360 km (r¼ 6738 km), the

specific potential energy is �59.2 MJ/kg. Thus at the altitude of 360 km above the

surface of Earth, there is potential energy increase by 3.4 MJ/kg. From these it can

be seen that as r increases, the negative value decreases, thus causing an increase in

the potential energy compared to that at the surface of Earth.

Therefore, while defining the energy of satellite orbit, one should not confuse

with its negative value. Even though the energy is negative, increase in the energy

with respect to its value at the surface of Earth has to be considered for all the

computations. From these explanations, it can be concluded

1. Energy increases for the orbits with larger r

2. Energy increases for the orbits with higher velocity

In order to launch a satellite of mass m from the surface of the Earth to the

specified orbit, it is essential to impart the mechanical energy, E ¼ mε, to the

satellite, where ε is the specific energy as per the requirements of the specified orbit.

The mechanical energy to the satellite is imparted by the launch vehicle. The

following are the requirements of the launch vehicle:

1. For the specified satellite mass, a larger launch vehicle is required to position the

satellite to a higher orbit than that required to launch the same satellite into a

lower orbit.
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2. A specified launch vehicle can launch higher mass satellite into a lower orbit or a

lesser mass satellite into a higher orbit.

These discussions give the total energy required to be generated by a launch

vehicle. In reality, the velocity addition and correspondingly the increase in

r happens during the STS operation time. The pattern of increase of these param-

eters depends on the vehicle configuration, the type of propulsion system and the

vehicle attitude history during thrusting phase and thrusting duration. In order to

reach the required orbit with the specified energy, at satellite injection at the

specified distance r, the velocity components and the flight parameters are to be

achieved by the launch vehicle as specified in Eqs. (3.77), (3.79) and (3.81). These

functions are carried out by the launch vehicle subsystems as per the details

provided in the subsequent chapters of this book.

During the launch vehicle operation, while propulsion system is adding energy

which in turn increases the velocity and altitude to the vehicle and satellite systems,

the Earth gravity reduces the velocity. The velocity loss due to gravity depends on

the vehicle attitude with respect to gravity acceleration direction during thrusting

phase and thrusting duration. Therefore, the energy provided by the propulsion

system has to be effectively utilized to impart the maximum mechanical energy to

the satellite to achieve the maximum performance. Generally, maximum energy

utilization of the launch vehicle and in turn the maximum performance can be

achieved if the satellites are injected at a lower orbit. However, depending on the

complexities of integrated launch vehicle – satellite mission, a trade-off between

the altitude of injection and velocity losses, suitable mission strategies are to be

defined.

3.7 Orbital Elements

The state of a satellite at any instant in inertial space is defined by its instantaneous

position and velocity components along the three axis of a specified reference

frame.

The solution of two-body problem as discussed earlier gives the motion of the

satellite in a plane, and the motion is along a closed orbit (circular or elliptic) or

open trajectory (parabola or hyperbolic). The two body solution thus defines only

type, shape and size of the orbits through two constants namely, eccentricity (e) and

semi-major axis (a). But these two constants are not sufficient to define completely

the location and velocity of the satellite at any instant. The additional constants

required are: (i) orientation of the orbit with respect to a reference frame

(3 constants) and (ii) position of the satellite in the orbit at any instant (1 constant).

Together, these six constants are called orbital elements. It is to be noted that the

components of position and velocity vectors in the defined Cartesian reference

frame is related to these orbital elements.
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The six orbital elements corresponding to a geocentric orbit as defined in

Fig. 3.14 are summarized below:

1. Orientation of orbital plane in inertial space is given by inclination (i) and right

ascension of ascending node (Ω)
2. Location of perigee in the orbital plane is defined by the argument of perigee (ω)
3. Type, shape and size of the orbit is defined by eccentricity (e) and semi-major

axis (a)

4. Location of the satellite in the orbit is defined by the true anomaly (θ). Other
equivalent parameters viz., mean anomaly, time since elapse of perigee, etc. can

also be defined as the sixth element.

The parameters ‘a’ and ‘e’ define size, shape and type of orbit. The orientation of
the orbital plane is defined by ‘Ω’ and ‘i’ and the location of perigee in that plane is
defined by ω. The position of satellite in the defined orbit as above is decided by ‘θ’.
These six orbital elements are explained below:

1. Right Ascension of Ascending Node (Ω)

The satellite during its orbital motion from southern hemisphere to northern

hemisphere crosses the equator at ascending node, while its motion from northern

hemisphere to southern hemisphere crosses the equator at descending node. The

line joining the nodes is called the line of nodes. The nodal line is the line of

intersection of orbital plane with equatorial plane. The angle of nodal line at

ascending node location measured eastward from the X-axis of ECI frame is called

the right ascension of ascending node.

Fig. 3.14 Orbital elements
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2. Orbital Inclination (i)

The angle between the equator and orbit at the location of ascending node,

measured from equator along the counter clockwise direction is called the inclina-

tion of the orbit.

3. Argument of Perigee (ω)

The angle between the line of nodes at the ascending node to the apsis line at the

perigee location is called argument of perigee. This angle is measured counter

clockwise from the line of nodes to the apsis line along the orbital plane.

4. Eccentricity (e)

This constant defines the type and shape of the orbit as explained earlier.

(v) Semi-major axis (a)

This constant defines the size of the orbit as explained earlier.

5. True anomaly (θ)

This is the angle measured clockwise from the apsis line at perigee location to the

position vector of the satellite. This is defined earlier as part of two-body motion.

3.8 Orbital Perturbations

Perturbations of geocentric orbital elements are explained in this section. The

two-body problem as explained in the previous sections considered central gravi-

tational force field. In reality, the actual force field is not central force field due to

the asphericity of Earth and due to the presence of atmospheric drag, third body

perturbations such as Moon, Sun and solar radiation pressure.

These perturbation forces can be added to the central force field and the equation

of motion of the satellite can be written as

€r ¼ � μ
r3
rþ f ð3:136Þ

The solution of Eq. (3.136) is not a Keplerian orbit as defined by the first part of

right hand side (RHS) of Eq. (3.136). However, the major force is the gravity force

(central force) due to spherical Earth which keeps the satellite in the Keplerian orbit

whereas the perturbation forces cause the variations in the Keplerian orbital

elements.

Variations in the orbital elements consist of the following components:

(i) secular, (ii) short period variation and (iii) long-period term as shown in

Fig. 3.15. Depending on the types of disturbing forces and orbital characteristics,

each orbital element has the specific variations.

88 3 Astrodynamics



For near Earth satellites orbits, Earth’s asphericity causes major disturbing force

compared to the other sources and its effects are explained in the following section.

3.8.1 Effects of Earth’s Asphericity on Orbital Elements

Earth is an irregular shaped body which causes the gravitational force not passing

through its center and its gravitational potential is defined as

U¼�μ
r

1�
X1
n¼2

Jn
Re

r

� �n

Pn sinλð Þ
"

�
X1
n¼2

Xn
m¼1

Jn,m
Re

r

� �n

Pn
m sinλð Þcosm Φ�Φn,mð Þ

#
ð3:137Þ

where r, λ, ϕ are geocentric distance, latitude and longitude respectively. Pn(sinλ) is
Legendre’s polynomial of degree n in sinλ, Pnm(sinλ) is the associated Legendre

function of degree n and order m. Re is the equatorial radius of Earth. Jn, Jn, m and

ϕn, m are numerical coefficients that describe the mass distribution. The terms

having Jn are called zonal harmonics, which describe the deviation of gravity

away from Newtonian in the north-south direction. The terms having Jn, m, n 6¼
m are called tesseral harmonics and Jn, m, n¼m is known as sectorial harmonics,

which represent the deviation of gravity acceleration in the east-west direction.

The term with n ¼ 1 is absent due to the assumption that the origin of reference

frame coincides with center of mass of the Earth. The term J2 represents the

oblateness of Earth, J3 represents the Earth as pear shaped, J2,2 represents ellipticity

of the equator and so on. For an orbit inclined to the equator, the effects of tesseral

and sectorial harmonics can be assumed to be averaged out over a long period of

time. In this case, the Earth can be assumed to be an axi-symmetric body with zonal

Fig. 3.15 Typical variation

of anorbital element
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harmonics terms alone. However, for equatorial orbit, especially geostationary

orbit, wherein the satellite is positioned at same location with respect to the

Earth, tesseral and sectorial harmonics play a major role in the orbital elements

variations. Considering only zonal harmonics terms, the value of J2 is

1.0826� 10�3 and other coefficients are of the order of 10�6. Therefore, J2 term

is having the major impact on the orbital perturbations and is further analyzed as

given below.

Considering only J2 in Earth potential, define the Earth as oblate spheroid, and

due to this feature, the gravity acceleration is away from the center of Earth as

shown in Fig. 3.16, and the deviation is the function of latitude and radial distance.

The gravity component gr towards center of the Earth defines Keplerian orbital

elements whereas the disturbance component gd causes perturbation to the Kepler-

ian orbital elements. The disturbing potential considering only J2 term is given as

ΔU ¼ � μ
r
ðJ2Þ Re

r

� �2

P2ðsin λÞ ð3:138Þ

In this case, the gravitational acceleration of oblate Earth as defined by

Eq. (3.136) is

€r ¼ � μ
r3
rþ f

where

f ¼ frur þ fhuh þ fvuv ð3:139Þ

fr, fv and fh are the radial, normal (to orbital plane) and perpendicular to r and lying

in the orbital plane components of f and ur, uv and uh are the corresponding unit

Fig. 3.16 Oblate Earth
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vectors along these directions respectively. The disturbing force components

corresponding to J2 term, with respect to the orbital plane in terms of orbital

elements, can be expressed as

fr ¼ � μ
r2

3

2

� �
J2

Re

r

� �2

½1� 3 sin2i sin2ðωþ θÞ� ð3:140Þ

fh ¼ � μ
r2

3

2

� �
J2

Re

r

� �2

sin2i sin½2ðωþ θÞ� ð3:141Þ

fv ¼ � μ
r2

3

2

� �
J2

Re

r

� �2

sin 2i sinðωþ θÞ ð3:142Þ

The disturbance forces as given in Eqs. (3.140), (3.141), and (3.142) induce rates of

change of all the orbital elements. The rate of change of two orbital elements of

interest is given below:

_Ω ¼ H

μ
sinðωþ θÞ

sin ið1þ e cos θÞ fv ð3:143Þ

_ω ¼ � r cos θ
eH

fr þ ð2þ e cos θÞsin θ
eH

fh � rsinðωþ θÞ
H tan i

fv ð3:144Þ

It can be seen that the rate of change ofΩ is caused by disturbance normal to orbital

plane whereas disturbances in all the directions caused _ω. Integrating _Ω and _ω over

one orbit gives the average rate of change and is given by

_Ωav ¼
1

T

ðT
0

_Ω dt; _ωav ¼
1

T

ðT
0

_ω dt

where T is orbital period

After simplifications, the average rate of change of Ω is given by

_Ωav ¼ � 3

2

ffiffiffiμp
J2Re

2

ð1� e2Þ2a7=2

" #
cos i ð3:145Þ

and the average rate of change of ω is given by

_ωav ¼ � 3

2

ffiffiffiμp
J2Re

2

ð1� e2Þ2a7=2

" #
5

2
sin2i� 2

� �
ð3:146Þ

Equations (3.145) and (3.146) are the secular variations on Ω and ω respectively.

3.8 Orbital Perturbations 91



For the case of orbits with 0 
 i < 90�, which are called posigrade orbits, the

nodal line drifts westward and this phenomenon is called regression of the nodes.

For the case of retrograde orbits, i.e., 90� < i 
 180�, the nodal line advances.

Similarly for the orbits with 0 
 i < 63:4�, or 116:6� < i 
 180�, the perigee

advances in the direction of orbital motion. i.e., the whole orbit rotates in the orbital

plane along the direction of satellite motion. If 63:4� < i 
 116:6�, the perigee

regresses. For the case of i ¼ 63:4�, or i ¼ 116:6�, the apse line does not move.

These inclinations are called critical inclinations.

The phenomenon of nodal regression and perigee advancement due to Earth

asphericity are effectively utilized for the two important applications of satellite

orbits as explained below.

3.8.2 Sun-Synchronous Orbits

Sun-synchronous orbits are those orbits whose orbital plane makes constant angle

with the Sun-Earth line, i.e. for the Sun-synchronous orbits the angle between the

nodal line and the Sun-Earth line is always constant. For a defined orbit size (a) and

shape (e), inclination i can be found such that _Ω ¼ 0:9856�=day. This set of (a, e, i)
defines a Sun-synchronous orbit. As the Earth moves around Sun with the angular

rate of 0.9856�/day, and the nodal line also moves with the same rate, the nodal line

always form a constant angle with Sun-Earth line, which is decided by the satellite

applications. This is represented in Fig. 3.17.

Such satellites, for every swath, pass through same sunlight conditions or

darkness. This is particularly advantageous for Earth observation satellites to

Fig. 3.17 Sun-synchronous

orbit
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establish the correlations of various observations with respect to several phenomena

such as crop growth, forest coverage, drought conditions, etc. Sun-synchronous

orbits with nodal line perpendicular to the Sun-Earth line is also important. Since

Sun’s declination δ is within the range �23:5� < δ < 23:5�, by carefully selecting

launch date and orbital height, such orbit remains continuously in sunlight for more

than 8 months. These orbits are useful for solar power generation satellites.

3.8.3 Molniya Orbits

From the Eq. (3.146), it can be seen that if i ¼ 63:4�, or i ¼ 116:6�, then _ω ¼ 0. i.e.,

for such orbit, the apse line remains stationary in space. This feature was used by

erstwhile USSR for communication satellite, Molniya (lightning). The Russian

launch sites are at high northern latitudes, the northern most is Plesetsk at

62.8�N. As can be seen later, the lowest inclination orbit achievable for the launch

from this site is 62.8�. Therefore, from such launch sites, launching satellites into

geostationary orbit is costly. Also, the geostationary satellites positioned over

equator cannot effectively view the far northern latitude region of erstwhile

USSR. Under such situations, Molniya satellites launched into high eccentric

orbit with perigee of about 500 km altitude and apogee altitude of about

40,000 km with inclination of 63.4�. The period of this orbit is about 12 h. The

apogees of such orbits are placed over northern latitude to ensure that the satellite is

visible over USSR for most of its period. Molniya constellation consists of 8 satel-

lites; each separated by 45�. Each satellite is above 45�N latitude for 8 h. Typical

Molniya orbit is given in Fig. 3.18.

Fig. 3.18 Molniya orbit
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3.8.4 A Note on Osculating and Mean Orbital Elements

Due to continuous variation of orbital elements of short period and long period,

there are two terms used for defining orbital elements: (i) osculating elements and

(ii) mean orbital elements. Osculating orbital elements are the instantaneous Kep-

lerian orbital elements. If the perturbation forces at that instant vanishes, then the

orbital elements for the remaining period of time is constant, which is

corresponding to the osculating element at that instant. The mean orbital elements

and osculating elements are related by

ξosculating ¼ ξmean þ Δξ perturbation ð3:147Þ

where ξ is an orbital element (a, e, i,Ω,ω, θ). Due to the non-variation nature of

mean orbital elements, satellite mission targets are on the mean orbital elements.

Since the launch vehicle mission target is at a specified latitude, longitude and

altitude, the launch vehicle achieved orbit is corresponding to the osculating orbital

elements. Therefore, there should be suitable interface between the satellite require-

ments and launch vehicle mission target.

3.9 Restricted Three-Body Problem

For the satellite orbit trajectories beyond Earth such as lunar mission or interplanetary

mission, the satellite motion is influenced by both Earth and moon or Sun and Earth.

Under such cases, the two-body problem as described in previous section is not valid

and one has to adopt three-body problem as explained in this section. Consider two

massive bodies m1 and m2 m1 > m2ð Þ, which are under motion due to their mutual

gravitational attractions about the center of mass. Now consider a small body m,

which is very small compared to that of m1 and m2 as shown in Fig. 3.19. Motion of

the third body m under the influence of the gravity attraction of bigger bodies m1 and

m2 is called the restricted three-body problem. (Example: m1: Earth, m2: Moon and

m: satellite or m1: Sun, m2: Earth and m: satellite). There is no closed form solution to

this problem. Detailed discussion on such a problem is beyond the scope of this book.

Certain important aspects relevant to space transportation system under such condi-

tion are briefly summarized.

There are five equilibrium locations in this system, where the mass m has zero

velocity and acceleration with respect to m1 and m2. These equilibrium locations

are called liberation or Lagrange points. The equilibrium points lie in the orbital

plane of m1 �m2 system. Once a body m is placed at the liberation point, the body

stays there. However, for an inertial observer, a mass m placed at such locations

move around m1 and m2 in circular orbit.

For the Earth-Moon system, the locations of Lagrange points are given in

Fig. 3.20. L1 point of Sun–Earth system is about 1.5 million km from Earth. The
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L1, L2 and L3 are the saddle points i.e. unstable equilibrium points. The small body

occupying these locations can stay there only if there is no disturbance. L1, L2 and

L3 are the locations wherein the centrifugal force on the small mass m balances the

combined collinear gravitational forces of Earth and Moon for three conditions.

Due to unstable nature, any satellite placed in these points need fuel for keeping in

that location.

The Langrange points L4 and L5 are the stable equilibrium points. At these

locations, the gravitational forces from the massive bodies are in the ratio as that of

the masses of the bodies so that the resultant force passes through the barry center.

As the barry center is the center of mass of the system as well as center of rotation of

the three body system, the resultant force is the one required to keep the smaller

body at the Langrange point L4 or L5. Any disturbance caused to the small body at

this location results into stable oscillation about the equilibrium point, i.e. the small

body m orbits about the equilibrium point. Thus a satellite placed in a small orbit

about the stable equilibrium point stays there without any need for the fuel for

station keeping. These orbits are called halo orbits. The stable equilibrium points

are located at 60� with respect to the primary bodies. In nature, the Trojan asteroids

occupy the stable equilibrium points L4 and L5 of Sun-Jupiter system.

Even though L4 and L5 are stable equilibrium locations, due to orbital perturba-

tions caused by the other planetary bodies, some amount of fuel is required to keep

and maintain halo orbits.

Fig. 3.19 Restricted three-

body problem

Fig. 3.20 Lagrange points

of Earth-Moon system
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The satellites placed at the Liberation points (especially L2 of Earth-Moon

system) are useful as transit stations for interplanetary mission and for permanent

space colonies (especially placed at L4 or L5). They also can be used as stations for

permanent activities on Moon such as lunar mining etc.

3.10 Interplanetary Trajectories

In order to achieve an interplanetary mission (travel from Earth to another planet),

the satellite has to escape from the Earth’s gravitational attraction. Even though the
parabolic trajectory is an open trajectory which takes the satellite to infinity, if the

satellite is launched with just escape velocity, at infinity, the residual velocity is

zero and the satellite mission ends up with an orbit, same as that of Earth around

Sun. In order to ensure that the satellite escapes from the Earth’s gravitational

attraction and to reach the target planet, there must be an excessive residual velocity

at infinity, which is a characteristic of hyperbolic trajectory. Therefore, to achieve

interplanetary mission from Earth, the satellite has to be launched in a hyperbolic

trajectory. As the distance from the Earth increases, the Earth’s gravitational

attraction reduces and Sun’s gravitational attraction increases and at one point of

time, the satellite enters into a heliocentric trajectory with gravitational attraction of

the Sun. This heliocentric trajectory depends on the residual velocity of the vehicle

when it departs the Earth’s gravitation. As the vehicle enters into the gravitational

field of the target planet, the orbit becomes the planetocentric one.

The escape velocity at the time of Earth departure and trajectory during its entire

journey are decided on the specific mission of the satellite. There are three types of

interplanetary missions: (i) Fly-by mission, (ii) Orbiter mission and (iii) Lander

mission.

In the fly-by mission, the satellite passes through the target planet at a short

distance with respect to the planet and fly away further. In the orbiter mission, once

the satellite is reached at a specified location and distance with respect to the target

planet, propulsion system onboard the satellite is activated to reduce the velocity of

the satellite to end up with an orbit around the target planet, as per the mission

definition. In the case of lander mission, after reaching the orbit around the planet,

the vehicle velocity is further reduced in a controlled fashion by the propulsion

system. For the planets with atmosphere, the aerobreaking strategies are used to

reduce the chemical propulsion requirements. Due to the high residual velocity

requirements and the long distance travel, the interplanetary missions demand high

energy requirements as well as longer travel time. In order to achieve the higher

energy requirements and to reduce the travel time, advanced propulsion systems are

required.

The main attracting bodies involved in an interplanetary trajectory are Earth,

Sun and target planet. In addition, the gravitational attractions of Moon, other

planets and radiation pressure act as disturbance forces to the satellite. Therefore,

in reality, the interplanetary trajectories are many-body problems.
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Consider an interplanetary mission from Earth to a target planet (say, Mars) as

shown in Fig. 3.21. Initially, heliocentric conic section from Earth to target planet

locations meeting the energy requirements and travel duration is finalized. After

finalizing the requirements, the interplanetary trajectory is divided into three

Keplerian conic sections as given below:

1. Geocentric hyperbolic trajectory

2. Heliocentric trajectory

3. Planetocentric hyperbolic trajectory

The velocity requirements at the interfaces and the trajectory in the three phases

are decided to meet the integrated interplanetary mission requirements, i.e. the

above three conic sections are patched together to arrive at the defined

interplanetary trajectory. This approach is called patched conic method. After

designing the trajectory with the above method, considering all the disturbance

forces, their detailed trajectory analysis is carried out. While designing the

interplanetary trajectory with patched conic approach, the spheres of influence

plays a key role.

3.10.1 Sphere of Influence

In the patched conic approach, when a satellite follows Keplerian conic under the

influence of one body (say, mass, m2) the body is under the sphere of influence of

m2 whereas the second body (say, mass, m1) gravitational attraction acts as distur-

bance to the satellite. Sphere of influence is a surface along which the influence of

each body m1 and m2 are equal. Within the sphere of influence of m2, the trajectory

of satellite is influenced by gravitational acceleration of m2 whereas the gravita-

tional acceleration of m1 is acting as disturbance.

Fig. 3.21 Interplanetary

trajectory conics to Mars
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Consider two bodies and satellite as shown in Fig. 3.22. The sphere of influence

or activity sphere of m2 is defined by

rsi ¼ R
m2

m1

� �2=5
1

ð1þ 3 cos2βÞ1=10
ð3:148Þ

The surface is rotationally symmetric with respect to the line joining the bodies and

the shape of the surface is slightly different from a sphere.

For the case of Sun-Earth system, the sphere of influence of Earth varies from

0.8� 106 km to 0.925� 106 km. For the case of Earth-Moon system, the sphere of

influence of Moon varies between 58� 103 km and 66� 103 km.

3.10.2 Patched Conic Trajectory

As an example, the interplanetary trajectory from Earth to Mars is considered as

shown in Fig. 3.23. The satellite velocity required at the sphere of influence of Earth

to follow the heliocentric trajectory to reach Mars is V1e.

Fig. 3.22 Sphere of

influence

Fig. 3.23 Earth-Mars

trajectory
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V1e ¼ V1 � Ve ð3:149Þ

where Ve is the Earth’s orbital velocity and V1 is the velocity at the start of the

heliocentric conic near to the Earth side. Generally, at the surface of sphere of

influence, the velocity of the hyperbolic trajectory equals to the hyperbolic excess

(residual) velocity V1. In case additional velocity is required it can be imparted to

V1 to get the requiredV1e. Once the satellite arrives at the Mars, the planetocentric

excess velocity, V1m, is achieved by

V1m ¼ V2 � Vm ð3:150Þ

where V2 is the heliocentric conic velocity at the approach and Vm is orbital

velocity of Mars. If required, satellite velocity can be reduced to achieve the

required V1m.

By this process, the interplanetary trajectory from Earth to Mars is achieved.

3.11 Orbital Transfers and Launch Vehicle Orbit
Requirements

Although this section can be a part of chapter on Mission Design or Satellite

Launching, it is included here due to its close links with this chapter. Orbital

transfer is an integral part of satellite mission design. Requirements of a specific

orbit for a satellite depend on the application for which the satellite is intended for;

it needs to be placed in the specified orbit in terms of size, shape and orientation in

inertial space. As an example, remote sensing satellites need to be placed in the

circular orbits with the altitude ranging from 500 to 900 km along with the

inclination varying between 97� and 99�, whereas communication satellites need

to be placed in the circular orbit with an altitude of about 36,000 km above the Earth

over the equator (inclination¼ 0). The satellite orbits used for communication in

the high latitude region of Earth require high eccentric orbits with critical inclina-

tion (i¼ 63.4�) with apogee over the specified region of Earth, whereas global

navigational satellite systems need to be placed in orbits about 20,000 km with

inclination about 50�.
In addition, the satellites for lunar and interplanetary missions need to depart

from the Earth bound orbits at a specified time, day, month and year. Therefore,

depending on the applications, it is essential to place the satellite in its specified

orbit.

An efficient launch vehicle has to deliver the energy in the shortest possible time.

Sometimes, although the velocity achieved by the vehicle is substantial, the altitude

travelled by the vehicle may not meet the satellite requirements. Therefore, to

achieve the high altitude requirement of satellite, ensuring the required velocity,

the vehicle energy has to be appropriately utilized to increase the potential energy.
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This in turn reduces the share of kinetic energy, resulting in the reduction of

payload capability of the vehicle.

Thus, for a specified launch vehicle, there is trade-off between the orbital

altitude and the payload mass which can be placed in the specified orbit. To enhance

the payload capability, launch vehicle always prefers to place a satellite in an orbit

with lower altitude. The best performance of a launch vehicle is achieved by planar

trajectory missions. To obtain the required inclination, from the launch site, a

suitable launch azimuth is to be defined. Due to range safety limitations, the

required launch azimuth may not be feasible and hence it is difficult to achieve

the required inclination from the specified launch site. In certain cases, although the

best launch azimuth is feasible, the inclination of the orbit achieved is restricted by

the geographical location of launch site. For example, to achieve zero orbital

inclination, the launch site has to be located over equator with an azimuth of 90�.
Any deviation from this, results into different orbital inclination and this needs to be

corrected by the satellite.

Therefore, an integrated optimum strategy for achieving the maximum perfor-

mance is to target the launch vehicle to inject the satellite into the ‘best possible’
orbit, which achieves maximum payload. Further the satellite has to carry out the

needed orbital transfers from the orbit provided by the vehicle to the final specified

orbit. This needs additional fuel in satellite onboard.

Thus, launch vehicle design and mission planning is a trade-off between vehicle

capability vis-�a-vis extra fuel required in satellite to carry out the needed orbital

transfers. The quantity of fuel in satellite depends on the type of orbital transfer

maneuver needed. This section briefly explains the orbital transfer maneuvers from

the satellite. It is assumed that the propulsive system used for the orbital transfer is

imparting the required velocity in impulsive fashion.

3.11.1 Coplanar Circular Orbits Transfer

Assume the launch vehicle achieved orbit, O1 is a circular orbit with radius rc1, and

the satellite required orbit O2, is also circular orbit with radius rc2, as shown in

Fig. 3.24. Assuming O1O2 are coplanar (i.e., orbital inclinations are same), the

minimum energy path from O1 to O2 is Hohmann transfer. This is a semi-elliptic

trajectory with perigee tangential to the orbit altitude rc1 of O1 and apogee tangen-

tial to the orbit altitude rc2 of O2 as shown in figure.

Velocity of vehicle at A on the circular orbit O1 is as derived in Eq. 3.99 is

given by

Vc1 ¼
ffiffiffiffiffiffi
μ
rc1

r
ð3:151Þ
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The parameters of Hohmann transfer ellipse as given in Fig. 3.24 are given below:

r p ¼ rc1 ð3:152Þ
ra ¼ rc2 ð3:153Þ

a ¼ rc1 þ rc2

2
ð3:154Þ

Velocity of vehicle in elliptic path is given by

V ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ

2

r
� 1

a

� �s
ð3:155Þ

Velocity of the vehicle at A (perigee), if the vehicle needs to travel in Hohmann

ellipse of Fig. 3.24 is given as

VA ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ

2

rc1
� 1

a

� �s
ð3:156Þ

Therefore the velocity increment required to transfer the vehicle from the launch

vehicle orbit O1 to transfer ellipse is given as

ΔVA ¼ VA � Vc1 ð3:157Þ

Fig. 3.24 Coplanar circular

orbits transfer
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Velocity of the vehicle at apogee of the transfer ellipse (B) is given by

VB ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ

2

rc2
� 1

a

� �s
ð3:158Þ

and velocity, Vc2 of the circular orbit altitude rc2 of O2 is given by

Vc2 ¼
ffiffiffiffiffiffi
μ
rc2

r
ð3:159Þ

Therefore, the velocity increment required to transfer the vehicle from the transfer

ellipse to the required satellite orbit O2 is given by

ΔVB ¼ Vc2 � VB ð3:160Þ

Thus applying the impulsive velocity increments ΔVA in the plane of orbit when

the vehicle reaches the location A, tangential to the orbit and subsequently ΔVB in

the plane of orbit when the vehicle reaches the location at B, tangential to the orbit,

the satellite will reach the final orbit O2.

Therefore, total velocity imparted by the satellite to transfer from launch vehicle

orbit to the satellite specified orbit is given by

ΔV ¼ ΔVA þ ΔVB ð3:161Þ

Assuming the specific impulse, Isp (in seconds) used by the satellite propulsion

system, the propellant needs to be stored in the satellite, mp, to achieve the final

orbit is given by

mp ¼ mi 1� e�
ΔV
g Ispð Þh i

ð3:162Þ

where mi is the mass of satellite injected by launch vehicle into initial orbit which

includes useful payload, propulsion system accessories and propellant.

3.11.2 Coplanar Elliptic Orbits Transfer

In this case, the initial orbit O1 and final orbit O2 are ellipses with the same focus as

given in Fig. 3.25. The coplanar Hohmann transfer ellipse and the locations and

directions of velocity increment applications are computed as given below:

Launch vehicle achieved orbital characteristics are: perigee radius¼ rp1, apogee

radius¼ ra1 and a1 ¼ ðrp1 þ ra1Þ=2.
Satellite required orbital characteristics are perigee radius¼ rp2, apogee

radius¼ ra2 and a2 ¼ rp2 þ ra2
	 


=2.
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Perigee velocity of O1 at A is given by

Vp1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ

2

rp1
� 1

a1

� �s
ð3:163Þ

The transfer ellipse is with perigee radius of rp1 and apogee radius of ra2. Therefore,

the semi-major axis of transfer ellipse is

at ¼ rp1 þ ra2

2
ð3:164Þ

and the perigee velocity of transfer orbit at A is given by:

Vpt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ

2

rp1
� 1

at

� �s
ð3:165Þ

Therefore, the velocity increment, ΔVA, required to be applied at A in the orbital

plane along the direction of velocity to transfer the vehicle from initial orbit, O1, to

transfer orbit is given by

ΔVA ¼ Vpt � Vp1 ð3:166Þ

Similarly, the apogee velocity of transfer ellipse at B is given by

Vat ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ

2

ra2
� 1

at

� �s
ð3:167Þ

Fig. 3.25 Coplanar elliptic

orbits transfer
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and the apogee velocity of the required orbit O2, at B is given by

Va2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ

2

ra2
� 1

a2

� �s
ð3:168Þ

and therefore, the velocity increment,ΔVB, required to be applied at B in the orbital

plane along the direction of velocity to transfer the vehicle from the transfer orbit to

the final required orbit, O2, is given by

ΔVB ¼ Va2 � Vat ð3:169Þ

and the total velocity requirement is given by

ΔV ¼ ΔVA þ ΔVB ð3:170Þ

3.11.3 Coplanar Orbital Transfer from Ellipse to Circular
Orbit

In this case, the launch vehicle is assumed to inject the satellite in an elliptic orbit

O1 with a suitable perigee and apogee altitude corresponding to the circular orbit

height of the satellite. The satellite in turn circularizes the orbit to O2. Assuming

these orbits are coplanar, the incremental velocity required to be imparted by

satellite is computed as follows:

The launch vehicle orbit is an elliptic one with perigee radial distance of rp and

apogee radial distance of ra. The satellite required orbit is a circular orbit with

altitude of ra. In this case, the velocity increment need to be applied at the apogee

location, A, of launch vehicle orbit along the velocity direction.

The apogee velocity of launch vehicle orbit is given by

Va ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ

2

ra
� 1

a

� �s
; a ¼ ra þ rp

2
ð3:171Þ

The circular velocity of required orbit is given by

Vc ¼
ffiffiffiffi
μ
ra

r
ð3:172Þ

and the required velocity increment ΔVA to be applied at A along the velocity

direction is given by

ΔVA ¼ Vc � VA ð3:173Þ
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3.11.4 Inclination Change of Orbital Plane

Assume that the launch vehicle injects the satellite into a circular orbit O1 with the

altitude as specified by the satellite. But it could not achieve the required inclina-

tion, and in such case, the satellite needs to maneuver the orbital plane to reach the

final one, O2, as given in Fig. 3.26.

The inclination of the orbit is measured at equator when the satellite crosses the

line of nodes. Therefore, it is essential to apply the correction maneuver at the time

of equatorial crossing of the satellite. In this case, it is important not to change the

magnitude of the satellite velocity but to rotate the velocity vector, Vc, in a plane

normal to the original orbital plane. The incremental velocity required to change the

inclination has to be applied in the normal plane with magnitude and direction as

detailed below.

For simplicity, the velocity diagram of initial orbit O1 with inclination of i1 and

final orbit O2 with inclination of i2 of Fig. 3.26 is reproduced in Fig. 3.27.

From the figure, using trigonometrical relations, the velocity increment ΔV
required to rotate the velocity vector Vc with inclination of i1 to the velocity vector

of Vc with inclination of i2 can be computed as

ΔV ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Vc

2½1� cosði1 � i2Þ�
q

ð3:174Þ

This velocity increment needs to be applied when the satellite crosses the equator in

the plane normal to orbital plane. This has to be along the direction ψ with respect

to the initial velocity vector and given by

ψ ¼ π
2
þ ði1 � i2Þ

2
ð3:175Þ

Fig. 3.26 Inclination

change of circular orbits
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As per Eq. (3.174), the velocity increment required for inclination correction is

proportional to the velocity of the vehicle. Due to this, at high velocities the

correction velocity is rather high and the inclination correction maneuver is not

beneficial. It is always advantageous to carry out the correction when the satellite is

at lower velocity. Therefore, when there is large inclination correction, the pre-

ferred option is to increase the orbit size to elliptic and carry out the correction at

apogee, where the velocity is less. Subsequently circularize the orbit to the required

height as shown in Fig. 3.28.

The total velocity required is given below:

ΔV1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ

2

rc
� 2

rc þ ra

� �s
�

ffiffiffiffi
μ
rc

r
ð3:176Þ

Va ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ

2

ra
� 2

rc þ ra

� �s
ð3:177Þ

ΔV2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Va

2ð1� cosΔiÞ
q

ð3:178Þ
ΔV3 ¼ ΔV1j j ð3:179Þ

Fig. 3.27 Velocity diagram

for change of inclination

Fig. 3.28 Optimum inclination correction maneuvers
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and therefore,

ΔV ¼ ΔV1 þ ΔV2 þ ΔV3 ð3:180Þ

i.e.,

ΔV ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2μ

1

rc
� 1

rc þ ra

� �s
�

ffiffiffiffi
μ
rc

r" #

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4μ

1

ra
� 1

rc þ ra

� �
ð1� cosΔiÞ

s
ð3:181Þ

Equation (3.174) gives the incremental velocity required for correcting the incli-

nation of the orbit directly whereas Eq. (3.181) gives the incremental velocity

required for correcting the inclination through transfer ellipse. On analysis of

Eqs. (3.174) and (3.181), it can be seen that for correcting inclination up to about

39�, direct correction requires less impulse whereas for correcting inclination

beyond 39�, transfer ellipse method requires less incremental velocity than

correcting directly. For each inclination, there will be an optimum apogee for

inclination correction beyond 39� and beyond 60�, the apogee required for such

maneuver is 1, which is the limit.

3.11.5 Combined Orbit Size and Inclination Correction

In certain cases, from the launch vehicle achieved orbit to the satellite specified

orbit, both orbit size and inclination corrections have to be carried out.

This is the typical case of orbital transfer from launch vehicle achieved Geo

Transfer Orbit (GTO) to the Geo Stationary Orbit (GEO). In order to carry out the

orbital corrections, it is possible to use two strategies as given in Fig. 3.29.

As shown in the figure two strategies are: (i) First correct for the inclination and

then increase the orbit size, or (ii) First increase the orbit size and then correct for

the inclination. In both these strategies, the total velocity required will be large and

therefore third strategy of carrying out these maneuvers together as given in

Fig. 3.29d can be adopted which demands least velocity increment.

Assuming initial orbit velocity as Vi with inclination of ii and final orbit velocity

as Vf with inclination of if, the optimum incremental velocity magnitude is given by

ΔV ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vi

2 þ Vf
2 � 2ViVfcosΔi

q
ð3:182Þ
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where

Δi ¼ ii � if ð3:183Þ

and this impulsive velocity is to be applied to the vehicle when it crosses the equator

in a plane perpendicular to orbital plane. This has to be done at an orientation ψ
with respect to the initial orbital velocity vector Vi and is given by

ψ ¼ π� cos�1 Vi
2 þ ΔV2�Vf

2

2ViΔV

� �
ð3:184Þ

3.11.6 Launch Vehicle GTO Requirements for Geostationary
Satellite Missions

The geostationary satellites need to be placed in the circular orbit with altitude of

about 36,000 km and to be placed over equator, i.e. inclination of the orbit is zero.

Generally, if the launch vehicle needs to inject these satellites directly into the

geostationary orbit, there will be heavy loss. In addition, due to the limitations of

launch site location and launch azimuth, the finally achieved orbit may not be over

equator and it will have a certain inclination with respect to the equator.

The trade-off between the launch vehicle achieved orbit and the propellant

required in satellites to correct the orbit is needed. Based on such analysis, the

optimum strategy for launch vehicle orbit has to be decided.

1. Elliptic orbit with apogee equal to the orbital height required by the satellite

(i.e. 36,000 km) whereas the perigee height can be decided based on the launch

vehicle capability and other operational and satellite life time constraints.

Fig. 3.29 Optimum correction for orbit size and inclination: (a) requirement (b) velocity

changeþ Inclination change (c) inclination changeþ velocity change (d) inclination and orbits

size change together
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2. Due east launch which provides the minimum orbital inclination from the

specified launch site (equal to the latitude of the launch site)

The satellite carries out the orbit size maneuver at the apogee of the launch

vehicle achieved orbit as explained earlier. At the same time, the inclination

correction needs to be done. The inclination correction is optimum, if it is done at

the lowest velocity point of the orbit, i.e. at the apogee of the launch vehicle

achieved orbit. The efficient way of achieving both these corrections is to carry

out these operations together, i.e. at the apogee. At the same time, the inclination

correction needs to be carried out when the vehicle crosses the equator. Therefore

considering all these aspects, the launch vehicle achieved GTO is planned such that

the line of apsides is over the equator, i.e. argument of perigee of launch vehicle

GTO is either 180� or 0� depending upon the launch site and launch azimuth.

From the launch vehicle achieved GTO as defined earlier, satellite has to carry

out the maneuver as given in Eqs. (3.182), (3.183), and (3.184) to achieve the final

required orbit. Due to operational reasons and other maneuver constraints, some-

times multiple maneuver are needed when the vehicle crosses the equator at the

apogee location and it is continued till the satellite reaches the required orbital

height with zero inclination.
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Chapter 4

Space Transportation Requirements
and Launching of Satellites

Abstract The function of space transportation system is not only to lift the

specified satellite from Earth surface, travel through space and to inject it precisely

into the defined orbit but also to achieve all specified orbital specifications simul-

taneously. To achieve these objectives, the STS has to provide the required

mechanical energy to the satellite, defined by the orbit size and satellite mass. It

is also necessary to have an optimum location of launch site on the surface of the

Earth and launch direction (launch azimuth). Therefore, each orbital mission

demands specified location of launch site and launch azimuth. But, due to geo-

graphical constraints, it is not possible to have an optimum launch site, and the

allowable launch azimuth directions are also limited due to range safety related

issues. In such cases, launch vehicle has to provide extra energy to reach the defined

target. The influence of Earth’s gravity field and aerodynamic drag during atmo-

spheric flight phase causes the energy loss and to compensate these losses extra

energy has to be provided. All these effects need to be considered for configuring

STS to provide the necessary energy to the satellite. The satellites requirements are

widely varying, ranging from low Earth orbits to high altitude orbits, depending on

their applications. Therefore with the effective utilization of available energy in the

STS, the maximum performance has to be achieved by adopting suitable strategies

and the details of all these methods are explained in this chapter. The functional

requirements for STS design have to start with the orbital mission requirements and

the satellite mass to be placed in the specified orbit. The step by step procedure

starting from mission design to STS design process, which satisfies the overall

functional requirements, is also described. Various errors occurring during the

operation of several subsystems of STS, their effects on overall mission and how

to alleviate them are also explained here.

Keywords Functional requirement • Rocket equation • Vehicle trajectory •

Launch site • Launch Azimuth • Direct ascent • Hohmann transfer • Mission

definition and integrated mission
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4.1 Introduction

To meet the specific applications, the satellite needs to be placed into the specified

orbit, defined by six orbital elements viz., a, e, i,Ω,ω and θ. As explained in

Chap. 3, a and e define the size and shape of the orbit, Ω and i define orientation

of the orbital plane in an inertial system, ω specify the location of perigee in the

orbital plane and θ refers the position of the satellite with respect to perigee in the

orbit at the specified time. The function of space transportation system is to lift the

specified satellite from Earth surface, travel through space and to inject it precisely

into the defined orbit. The functional requirement of space transportation system

(STS) is not only to meet the specified spacecraft in an orbit with the required size

and shape; but to achieve all the six orbital elements simultaneously.

To achieve the above functional requirements, the STS must be capable of lifting

the satellite to the specified orbit, i.e. the STS must provide the required mechanical

energy to the satellite, defined by the orbit size and satellite mass. To achieve these

requirements in an efficient way (maximum performance), for each satellite mis-

sion, there exists an optimum location of launch site on the surface of the Earth

along with an optimum launch direction (launch azimuth). Therefore, each orbital

mission demands specified location of launch site and launch azimuth. But, due to

geographical constraints, launch sites are located at convenient places and for each

launch site, the allowable launch azimuth directions are also limited due to range

safety related issues. In such cases, launch vehicle may have to provide extra energy

to reach the defined target. Also, it is to be noted that the STS imparts energy in a

finite time and during this period, the vehicle is under the influence of Earth’s
gravity field and aerodynamic drag during atmospheric flight phase. Therefore, the

STS needs to provide extra energy to work against the above environments. All

these effects need to be considered for configuring STS to provide the necessary

energy to the satellite.

The satellites requirements are widely varying, ranging from low Earth orbits to

high altitude orbits, depending on their applications. With the effective utilization

of available energy in the STS, to achieve the maximum performance, it is always

preferable to inject the satellite at lower altitudes. These contradicting requirements

of satellites and the payload capabilities of STS have to be resolved by adopting one

of the following strategies: (1) STS to directly inject the satellite into the desired

orbit and (2) STS to inject the satellite into an intermediate orbit and satellite in turn

uses its own propulsion system to transfer the satellite to the desired orbit. A trade-

off has to be carried out considering the integrated mission aspects of satellite

requirements and STS capabilities.

Considering the above aspects, the STS mission target is to be specified and to

achieve the target the subsystems of STS are to be defined. Thus, in summary, the

satellite requirements are to be translated into STS functional requirements. In

reality, the targets specified by satellites cannot be achieved exactly by the STS
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due to the various errors of the subsystems, which in turn reflect as errors in the

achieved orbit. This error has to be corrected by the propulsion system of the

satellite, which demands extra fuel and extra mass to the satellite. Therefore, a

trade-off has to be arrived at between the satellite requirements and STS subsystem

capabilities, and an integrated mission specification has to be arrived at for the STS

mission target with the allowable dispersions on it. This forms the specifications for

STS subsystems design process. The vehicle subsystems have to be configured and

designed to meet the above specifications.

The above aspects are explained in the following sections of this chapter,

whereas the design and validation procedures for each of the subsystems are

explained in the subsequent chapters.

4.2 Space Transportation Functional Requirements

In order to place a satellite of mass mS in a specified orbit, the mechanical energy of

mSε has to be imparted to the satellite, where ε is the specific mechanical energy of

the orbit given by

ε ¼ � μ
2a

¼ V2

2
� μ

r
ð4:1Þ

where a is semimajor axis of the orbit and r and V are radial distance and velocity

respectively at a location of the orbit. The functional requirement of space trans-

portation system is to provide the necessary energy mSε to the satellite. The

mechanical energy dealing is very large. As an example, for a circular orbit of

540 km altitude, the specific energy is 33.7 MJ/kg, and for geostationary orbit,

energy is 57.8 MJ/kg. To provide such high energy to reach a higher altitude orbit,

with present day technologies, it is feasible only by the rockets with non-air

breathing chemical propulsion system, wherein both oxidizer and fuel have to be

carried along with the vehicle.

In rockets, chemical energy (of propellants) is converted initially into thermal

energy (of combustion products), which further is converted into kinetic energy by

the exhaust velocity of combustion products by expanding high temperature com-

bustion products through nozzle. This provides the kinetic energy to the vehicle by

the principles of Newton’s third law. The complete process is shown in Fig. 4.1.

The kinetic energy of the vehicle finally reflected as velocity increase and with

certain loss of kinetic energy, the altitude of the vehicle also increases.

As per the Newton’s second law, the rate of change of momentum is the force.

The rate of change of momentum of the exhaust gas is ṁVe, where ṁ is combustion

product exhaust flow rate and Ve is exhaust velocity (constant). Therefore, the force
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produced is ṁVe. As per Newton’s third law, the thrust force acting on the vehicle

is given by

T ¼ � _mVe ð4:2Þ

where the exhaust flow rate ṁ is same as the propellant consumption rate. The

exhaust velocity is nothing but the specific impulse in the rocket terminology. It can

be seen that, to get higher thrust, either mass flow rate has to be increased or specific

impulse to be increased. Ve is the characteristics of the selected propulsion system

and ṁ depends on the size of the selected propulsion system.

The acceleration imparted to the vehicle due to the thrust given by Eq. (4.2) is

expressed as

dV

dt
¼ a ¼ T

m
ð4:3Þ

where m is mass of the vehicle. Eq. (4.3) can be written as

dV

dt
¼ � _m

m
Ve ð4:4Þ

Expanding variables results in

dV ¼ � dm

m
Ve ð4:5Þ

Fig. 4.1 Simple rocket

engine
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Integrating Eq. (4.5) from t0 (ignition time) to tb (burnout time), the velocity

imparted by the rocket from t0 to tb is

ΔV ¼
ðmf

m0

� dm

m

� �
Ve ð4:6Þ

i.e.,

ΔV ¼ �Ve ln mð Þ½ �mf

m0
ð4:7Þ

Assuming m0 is the initial mass of the vehicle at the time of ignition (when

propellants are full) and mf is the final mass of the vehicle at burnout (i.e., when

all the propellants are depleted), Eq. (4.7) can be written as

ΔV ¼ Ve ln
m0

m f

� �
ð4:8Þ

Equation (4.8) is called Tsiolkowski equation or rocket equation. The velocity

given by Eq. (4.8) is called ideal velocity of a rocket engine. When the unit of

specific impulse is specified in terms of seconds (s), then

Ve ¼ gIsp ð4:9Þ

where g is the acceleration due to gravity. Once the initial vehicle mass m0 is

specified to provide the required velocity, ΔV with the specified propulsion system,

final achieved mass is given as

mf ¼ m0e
�ΔV

Ve ð4:10Þ

or, the propellant mass required, mp is given by

mp ¼ m0 1� e�
ΔV
Ve

h i
ð4:11Þ

Further details on vehicle sizing are explained in Chap. 5. The STS energy

requirement is explained in the following section.

In order to convert the orbital mission requirements into STS functional require-

ments, the energy required to achieve the specified orbit, given in Eq. (4.1) has to be

translated into the required velocity ΔV to be achieved by the STS system. Once

ΔV is estimated, specifying the selected propulsion system, the vehicle sizing in

terms of required propellant loading is decided using Eq. (4.11). Therefore, it is

essential to estimate the equivalent launch velocity to reach the specified orbit as

given below:
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Assuming the entire orbital energy is given by an equivalent velocity on the

surface of the Earth, the energy equation can be written as

ε ¼ � μ
2a

¼ V2
el

2
� μ
Re

ð4:12Þ

where

a is the semi-major axis of the desired orbit

Re is the radius of Earth

Vel is the equivalent velocity required to reach the orbit from the surface of Earth

Eq. (4.12) can be written as

Vel ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ

2

Re

� 1

a

� �s
ð4:13Þ

Equation (4.13) gives the velocity required to be given by a STS to achieve an orbit

specified by semi-major axis, a.

4.3 Vehicle Trajectory

The previous section explained the details on equivalent velocity required to launch

a satellite into a specified orbit and the ideal velocity generated by a rocket engine,

which is used for space transportation system. In reality, the space transportation

has to follow a defined trajectory to carry out its task of injecting the satellite into

the desired orbit. The implication of the trajectory on the space transportation

system requirements is given below.

The operating environment of a space transportation system is severe. The

vehicle has to work against the gravitational force throughout its mission. The

gravity force causes performance (velocity) loss to the vehicle. In addition, initial

phase of the vehicle travel is in the dense atmosphere. Generally, the atmosphere

has effect upto 100–120 km depending on the vehicle configuration and velocity

build up. In this phase, both drag and lateral forces act on the vehicle. The drag

force causes performance loss to the vehicle. In addition, atmospheric flight phase is

the most crucial phase for the space transportation system mission due to the large

magnitude of disturbing lateral forces and moments which have destabilizing effect

on the vehicle and causes heavy structural loads.

The flight environments clearly demand that the vehicle has to move out of the

atmospheric flight (flight up to denser atmosphere) in shortest possible time with the

maximum performance of the vehicle. To achieve these objectives in an efficient

way, the ascent phase trajectory of space transportation system is normally planned

as represented in Fig. 4.2.
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The vehicle is assembled vertically, and after ignition, the vehicle lifts-off

vertically. Once the vehicle clears the launch support structure on ground, the

vehicle is tilted (pitch down) along the launch direction. Then vehicle flies along

the path which minimizes the load on the vehicle (zero angle of attack trajectory)

and extends till the vehicle crosses the atmosphere. Normally, the vehicle trajectory

during atmospheric flight phase is steeper to cross the atmosphere quickly. The

trajectory is designed as a compromise between performance loss and vehicle

safety during this phase. After crossing the atmosphere, the vehicle is steered in

optimum direction to get maximum performance, by changing the vehicle trajec-

tory at the exit of atmosphere and continued till it achieves the required position and

velocity vector at the end of its mission. Details on trajectory design aspects are

given in Chap. 7 on launch vehicle mission design. In this section, the impact of

vehicle trajectory on the velocity requirement of space transportation system is

explained.

If the velocity vector is aligned with the thrust direction, then the acceleration of

the vehicle as explained in Fig. 4.2 is given by

a ¼ dV

dt
¼ T� D�mg cos θ

m
ð4:14Þ

Substituting Eq. (4.2) in Eq. (4.14) yields

m
dV

dt
¼ �Ve

dm

dt
� D� g cos θ ð4:15Þ

Separating variables in Eq. (4.15) gives

Fig. 4.2 Typical trajectory

of a space transportation

system
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dV ¼ �Ve

dm

m
� D

m
dt� g cos θdt ð4:16Þ

Integrating Eq. (4.16) gives,

ΔV ¼ Ve ln
m0

m f

� �
�
ðtb
t0

D

m
dt�

ðtb
t0

g cos θdt ð4:17Þ

i.e.,

ΔV ¼ ΔVideal � ΔVdrag � ΔVgravity ð4:18Þ

where

ΔV is the actual velocity gained by the vehicle

ΔVideal is the ideal velocity imparted by the vehicle

ΔVdrag is the loss in vehicle velocity due to atmospheric drag

ΔVgravity is the loss in vehicle velocity due to gravity

In order to guarantee the required orbit, the equivalent velocity to be achieved by

the vehicle is ΔVreq after compensating the drag and gravity losses, i.e. the vehicle

has to be configured to provide the ideal velocity,

ΔVideal ¼ ΔVreq þ ΔVdrag þ ΔVgravity ð4:19Þ

Now, the velocity losses are

ΔVdrag ¼
ðtb
t0

D

m
dt ð4:20Þ

ΔVdrag ¼ 1

2

ðtb
t0

ρV2SCD

m

� �
dt ð4:21Þ

where ρ is density of the atmosphere, V is the vehicle velocity, S is the reference

area and CD is drag coefficient. Assuming the dynamic pressure as q ¼ 1=
2
ÞρV2

	
,

then Eq. (4.21) is written as

ΔVdrag ¼
ðtb
t0

qSCD

m

� �
dt ð4:22Þ

From Eq. (4.22), it can be concluded that the drag loss is more when dynamic

pressure is more, and drag coefficient is large. If the vehicle mass is less (high

accelerating vehicle), drag loss is more. Similarly, if the vehicle stays in atmo-

spheric flight for more time, then the drag loss is more. In summary, drag loss

depends on the vehicle characteristics and trajectory parameters.
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The velocity loss due to gravity is given as

ΔVgravity ¼
ðtb
t0

g cos θdt ð4:23Þ

For the vehicle flying vertically θ ¼ 0ð Þ, the gravity loss is maximum (this is always

the case for initial trajectory up to crossing atmosphere). After crossing the atmo-

sphere, the vehicle generally flies near horizontal to reduce gravity loss. Also, it can

be seen that the gravity loss is function of time. Therefore, to reduce gravity loss, it

is essential to reduce the flight duration and also to fly the vehicle near horizontal.

In summary, the gravity and drag losses depend on the vehicle characteristics,

burn duration, trajectory parameters, trajectory shape and mode of achieving the

launching mission. Generally, the gravity losses vary between 1200 and 2500 m/s

whereas the drag losses vary between 100 and 700 m/s.

4.4 Achieving Satellite Orbital Elements by STS

The space transportation system carries a specified satellite and follows an optimum

trajectory. Finally, the vehicle reaches the position and velocity vectors required to

achieve the specified orbit in space, and the satellite is separated from the vehicle by

a suitable separation mechanism as shown in Fig. 4.3. The position and velocity

vectors at the time of satellite separation are referred as satellite injection param-

eters, and the time of separation is called injection epoch. The injection parameters

along with injection epoch together decide the orbital elements.

The position and velocity vectors decide the orbital elements viz., a, e, i and ω,
whereas the injection parameters along with the injection epoch decide the orbital

elements Ω and θ. Therefore, considering the flight duration of space transportation
system (with the expected dispersions on the flight time), the vehicle is launched

from the identified launch site at a specified local time with the target of achieving

the required position and velocity vectors as specified by injection parameters and

injection epoch. Once the required parameters are achieved, the satellite is sepa-

rated from the vehicle and positioned into the specified orbit.

The orbital elements of the satellite can be expressed in terms of position and

velocity vectors at injection as given below:

Let the position and velocity vectors of injection conditions are specified in

terms of r0, ϕ0, λ0, V0, γ0, ψ0 as shown in Figs. 4.3 and 4.4, where

r0 ¼ Radial distance from the centre of the Earth

V0 ¼ Magnitude of velocity

γ0 ¼ Flight path angle measured from local horizontal

ϕ0 ¼ Longitude

λ0 ¼ Latitude

ψ0 ¼ Velocity azimuth measured from local north
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Then the orbital elements are given as

a ¼ μr0
2μ� V2

0r0
ð4:24Þ

Fig. 4.3 Satellite injection conditions and orbit (r0,V0, γ0)

Fig. 4.4 Satellite injection

conditions and orbit

(θ,ψ0,ϕ0)
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e2 ¼ r0V
2
0

μ
� 1

� �2
cos 2γ0 þ sin2γ0 ð4:25Þ

tan θ ¼ r0V
2
0=μ

	 

sin γ0 cos γ0

r0V
2
0=μ

	 

cos 2γ0 � 1

ð4:26Þ

From the spherical triangles as given in Fig. 4.4, the remaining orbital parameters

can be computed as given below:

i ¼ cos�1 cos λ0 sin λ0ð Þ ð4:27Þ

Ω ¼ ϕ0 � tan�1 tan λ0 cos i

cos ψ0

� �
ð4:28Þ

ω ¼ tan�1 tan λ0
cos ψ0

� �
� θ ð4:29Þ

Depending on the space transportation system capability and flight duration, the

injection can be at any point on the orbital track as given in Fig. 4.5 to achieve the

specified orbital conditions.

Assuming that from launch site, the vehicle travels in a planar trajectory defined

by the launch azimuth (optimum energy utilization of the STS to achieve the

specified orbit), the orbital elements are decided by: (1) energy provided by the

vehicle; (2) how the energy is utilized to achieve the orbital elements, accounting

for loss of energy due to various factors like gravity, drag etc.; (3) launch site

location; (4) launch azimuth; (5) local time at launch site at the instant of launch and

(6) flight duration. Time of launch is not a parameter for vehicle and subsystem

design. Launch vehicle capability requirement to launch a specified satellite into the

specified orbit is already discussed earlier.

The launch azimuth selection, launch site location and methods of utilizing

energy have major impact on the vehicle sizing and STS configuration selection

in terms of additional requirements on the vehicle energy.

Fig. 4.5 Same orbital

elements with different

injection conditions
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4.5 Selection of Launch Azimuth and Ascent Trajectories

After vertical rise to clear the launch support structure, the vehicle tilts in an

inertially fixed plane. The orientation of this plane with respect to local north at

launch site is called launch azimuth. Optimum path to achieve the mission always

lies on this plane till the satellite is injected, travelling through minimum energy

trajectory. Once the vehicle is tilted after lift-off, the vehicle travels in the same

azimuth plane till achieving the mission. The vehicle velocity and position vector at

any point during its travel through the space always lies in this plane. This type of

vehicle trajectory is called planar ascent.

In the planar ascent, the velocity vector always lies in the launch azimuth plane.

Therefore, the velocity azimuth at the time of injection would be nearly equal to the

launch azimuth except the contributions due to the vehicle’s down range motion in

the direction of the launch. The inclination of the orbit achieved by planar ascent is

determined to a large extent by Eq. (4.27) by suitable substitution of launch point

coordinates and launch azimuths as given below:

cos i ¼ cos λL sin AzL ð4:30Þ

where

i ¼ Orbital inclination

λL ¼ Geocentric latitude of launch site

AzL ¼ Launch azimuth

The important conclusion by using Eq. (4.30) is that in order to achieve mini-

mum energy trajectory or to get the best performance of a STS from a specified

launch site in terms of carrying maximum satellite mass, the optimum launch

azimuth is

AzL ¼ sin�1 cos i

cos λL

� �
ð4:31Þ

During ascent phase, the spent parts of the vehicle are separated from the vehicle,

which fall on to the ground along the ground track of the vehicle on the surface of

Earth. For a typical launch vehicle mission, this ground track extends up to 8000 km

whereas for the cases of separation at higher velocity, the impact point of the spent

stage can be as large as 20,000 km with respect to the launch site along the direction

of ground track. That means, once launch site is fixed, the launch azimuth should be

selected such that along the track, there should not be any land mass which is

populated. If there is any land mass, then planned impact point of the separated

stage should be in the ocean as per the approved international range safety norms.

Therefore, for a defined launch site, there is always a launch azimuth bound within

which the launch ascent is allowed. In case the satellite orbital mission demands

launch azimuth beyond the allowable bounds, the launch azimuth is generally fixed
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at the maximum allowable boundary and the mission is managed in the

following ways.

The planar ascent trajectory mission of STS achieves the required orbital

conditions except the inclination. The ascent mission ends up with the maximum

(or minimum as per requirements) orbital inclination possible, which is decided by

the allowable launch azimuth. The exact orbital inclination demand of the mission

is achieved by the satellite propulsive system as given in Fig. 4.6. The inclination

correction required by the satellite propulsion system demands extra fuel as

given below:

ΔV ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2V2

0 1� cos Δið Þ
q

ð4:32Þ

where

V0 ¼ Orbital velocity

Δi ¼ i0 � ir

i0 ¼ Orbital inclination as achieved by the launch vehicle

ir ¼ Orbital inclination as demanded by the satellite

The extra fuel required in the satellite to achieve the above ΔV is given by

Eq. (4.11)

mp ¼ m0 1� e�
ΔV
Ve

h i
ð4:33Þ

Therefore, this type of mission management is feasible only if the propulsion system

requirement ΔV for correcting such inclination is minimal. That means Δi has to be
minimum. Typically, for low Earth orbit missions around Earth, V0 ffi 7:4 km/s and

Fig. 4.6 Orbital inclination

correction maneuver by

satellite
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in order to correct the inclination by 10�, the required velocity, ΔV to be applied in

suitable direction is computed as 1.3 km/s, which is a large value to be corrected by

the satellite.

From Eq. (4.32), it can be seen that ΔV is less when V0 is less. Thus, it is

advisable to correct for the inclination when the vehicle velocity is less. This

approach leads to the concept of three-dimensional trajectory ascent for the launch

vehicle missions as explained below.

In the case of allowable launch azimuth severely restricting the required incli-

nation as demanded by satellite orbit, the effective payload that can be launched by

a specified STS into the orbit is less. In order to maximize the payload mass under

such scenarios, the best strategy is to follow three-dimensional ascent. In such

cases, unlike the mission management through planar ascent as given above, the

ΔV required to correct velocity azimuth (which in turn change the inclination) can

be given at an early phase of STS flight wherein the velocity is not picked up to the

orbital value, thereby reducing the velocity loss. The vehicle can be maneuvered

during its ascent trajectory (at suitable instant) as soon as the restriction on the

range safety is over, which in turn introduces ΔV continuously which finally results

into azimuth change as per the requirement of the satellite. In this case, the resulting

trajectory becomes a three-dimensional one as shown in Fig. 4.7.

Fig. 4.7 Three dimensional ascent strategies
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4.6 Selection of Launch Site

Selection of launch site is crucial for achieving best performance of a STS with

reference to the constraints on the launch azimuth as explained earlier. As seen by

Eq. (4.30), to achieve orbital mission with zero inclination in optimum fashion, the

launch site has to be located over the equator (latitude, λL ¼ 0) and launch azimuth,

AZL has to be necessarily 90�. If the launch site is away from the equator, the

minimum orbital inclination that can be achieved is equal to the latitude of the site

even for the launch azimuth of 90�. For other launch azimuths, the orbital inclina-

tion further increases. Similarly, for polar missions or Sun synchronous orbital

missions, which demand orbital inclination more than 90�, the launch azimuth has

to be more than 180�. Any deviation with respect to the above conditions lead to the
loss of performance from the vehicle as it demands three-dimensional trajectory to

reach the mission defined orbital conditions.

The important factor for selecting the launch site is the utilization of the Earth

rotation to the benefits of STS. Due to the rotations of Earth, linear velocity towards

east at the launch site, as explained in Fig. 4.8, is given as

VL ¼ ωerSL cos λL ð4:34Þ

where

ωe ¼ Earth rotation rate about its axis

rSL ¼ Radius of Earth at launch site

λL ¼ Geocentric latitude of launch site

Fig. 4.8 Velocity at launch

site due to Earth rotation
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This eastward velocity, VL at the location of launch site has the component along

the launch azimuth direction as given by

V0 ¼ ωerSL cos λL sin AzL ð4:35Þ

V0 is the initial velocity of the vehicle in the defined launch plane with respect to the

inertial reference. The orbital plane and orbital parameters are referred with respect

to the inertial reference frame, and therefore, to achieve the required orbital

injection conditions, the space transportation system needs to impart the velocity

less by V0. For the launch site located in the east coast on the equator and for the

launch azimuth of 90�, vehicle has a fairly large initial velocity of 465 m/s.

Therefore, to utilise this velocity, launch sites are to be located preferably in the

east coast.

4.7 Optimum Strategies to Achieve the Satellite Injection

As explained in the previous sections, to carry a specified payload mass to the

mission defined orbit, STS has to be designed to provide the ideal velocity defined

by

ΔVvehicle ¼ ΔVrequirement þ ΔVgravity þ ΔVdrag þ ΔVyaw � ΔVEarth ð4:36Þ

where

ΔVrequirement ¼ Equivalent velocity to achieve the defined orbital energy

ΔVgravity ¼ Velocity loss due to gravity during the trajectory of the vehicle. This

depends on the vehicle attitude history and thrusting duration of the vehicle

ΔVdrag ¼ Velocity loss due to drag. This depends on the dynamic pressure,

aerodynamic characteristics of the vehicle and atmospheric flight duration

ΔVyaw ¼ Velocity loss due to the out of plane motion of the vehicle with respect to

the launch plane (three dimensional trajectory)

ΔVEarth ¼ Velocity along launch direction due to Earth rotation. Velocity gain for the

eastward launches (represented as � sign in Eq. 4.36). Velocity loss for the

westward launches (represented asþ sign in Eq. 4.36)

Consider the specific mechanical energy of the orbit defined by,

ξ ¼ V2

2
� μ

r
ð4:37Þ

where V2
�

2

� �
is the specific kinetic energy and �μ=rÞð is the specific potential

energy. The total energy of the satellite in the specified orbit is
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ε ¼ msξ ð4:38Þ

where ms is satellite mass. The following Table 4.1 gives the comparison of typical

specific energies of three different orbits: For lower orbit, the specific orbital energy

is less than that of higher orbit. Therefore, to launch a specified satellite mass into a

lower orbit, a smaller vehicle is sufficient compared to the vehicle to launch the

same mass in a higher orbit.

Once the vehicle is designed with a specified payload mass, then the achieved

equivalent velocity of the vehicle is given by,

ΔVachieved ¼ ΔVvehicle þ ΔVEarth � ΔVgravity � ΔVdrag � ΔVyaw ð4:39Þ

If the orbit size requirement is less than the one for which the vehicle is designed

for, then the ΔVachieved is more than the ΔVrequired. In this case, ΔVvehicle can be

decreased by increasing the satellite mass, thereby the ΔVachieved is equivalent to

ΔVrequired. Thus the satellite mass is increased. Similarly for the case of higher orbit

compared to the designed orbit, the satellite mass has to be decreased.

4.7.1 Direct Ascent

The velocity loss term due to gravity given in Eq. (4.39) plays a major role in the

direct ascent trajectories to orbit. In these cases, the types of ascent trajectories to

improve the STS performance are to be selected judiciously.

Consider a vehicle used for two orbital missions as shown in Fig. 4.9. To achieve

higher orbital mission, the trajectory has to be steep as shown in Fig. 4.9. The

steeper trajectory demands the vehicle attitude more closer to vertical, which in turn

increases the velocity loss due to gravity. Therefore, as per Eq. (4.39), ΔVachieved is

reduced. To compensate this loss, the satellite mass has to be reduced to increase

the ΔVvehicle thus meeting ΔVrequired. Thus the net loss in satellite mass is due to

(a) steeper trajectory and (b) high energy requirement for higher orbit.

Even for the same orbit as shown in Fig. 4.10, the steeper trajectory results into

the increase of velocity loss due to gravity thereby reducing the payload carrying

capability. Therefore to overcome this problem in both elliptic orbit missions or

Table 4.1 Specific energies

Orbit

Specific energy (MJ/kg)

Kinetic energy Potential energy Total energy

500 km circular 28.97 �57.95 �28.98

36,000 km circular 4.70 �9.40 �4.7

Elliptic orbit 52.45 �60.60 �8.15

Perigee¼ 200 km

Apogee¼ 36,000 km
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geo-transfer orbit (GTO) mission, the vehicle has to target the injection of the

satellite at the perigee, which is the lowest point on the orbit. This ensures the

maximum possible shallow trajectory for the mission, increasing the payload

carrying capability of STS.

For a defined orbit, by minimizing the velocity loss due to gravity, the perfor-

mance of STS can be improved. For direct ascent to relatively higher orbit, another

strategy can be adopted to minimize the velocity loss.

Initially the vehicle follows relatively shallow trajectory to reduce the velocity

loss. After certain time, the thrust of the engine is shut down thus making the

vehicle to follow free fall trajectory (coasting). At the instant of shut down, vehicle

has certain energy which consists of kinetic energy and potential energy. During

coasting, only gravity field is acting on the vehicle and hence the kinetic energy is

reduced. As the gravity force field is conservative, the energy during coasting is

Fig. 4.9 Shallow and steeper ascent

Fig. 4.10 Steep and

shallow trajectories for the

same orbital mission
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constant, and therefore, the reduction in kinetic energy is reflected as increase in

potential energy, which follows the relation

V2

2
� μ

r
¼ V2

0

2
� μ
r0

ð4:40Þ

where V0, r0 are velocity and radial distance of the vehicle at the start of the

coasting respectively. V and r are the corresponding values at the end of coasting.

V < V0 and r > r0. Once the required radial distance is reached during coasting, the

rocket engine is reignited to follow another phase of very low velocity loss due to

gravity trajectory segment to achieve the required orbital conditions as shown in

Fig. 4.11. Even though there is loss of velocity during coasting phase, the velocity

loss due to gravity during the entire mission is considerably lower, thus improving

the vehicle performance.

The commencement of coasting time is very important for these types of direct

ascent. Consider the specific energy at any point of the ascent trajectory,

ε ¼ V2

2
� μ

r
ð4:41Þ

Using Eq. (4.41), during coasting phase, the increase in radial distance is related to

reduction in velocity as given below

Δr ¼ � r2

μ

� �
VΔV ð4:42Þ

From the above equation, it can be seen that for higher initial velocity, although

there is a velocity loss during coasting phase, the increase in radial distance is more.

Fig. 4.11 Direct ascent

with coasting
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To obtain the same increase in radial distance at the lower velocity of the vehicle,

the corresponding velocity loss is large, thus reducing the overall performance.

Therefore, for a defined STS mission, the initiation of coasting time and coasting

duration have to be judiciously selected.

In missions with multiple stages, to meet the above requirement, the coasting is

introduced between the final stage and penultimate stage as shown in Fig. 4.12.

4.7.2 Hohmann Transfer Ascent

In the direct ascent mode, there is always additional velocity loss due to gravity. For

the case of direct ascent with coasting, the state at the beginning of coast phase

generally results into suborbital conditions. In case the re-ignition does not happen

as planned, the final mission ends up with suborbital flight. To avoid such problems

and to minimize the velocity loss to the lowest extent, Hohmann transfer ascent

trajectory is preferred.

In Hohmann transfer ascent, initially, the vehicle achieves a specified orbital

condition below that of final orbit required by the satellite called parking orbit.

Generally, parking orbital conditions are planned at a low altitude wherever atmo-

spheric effects are less and orbit height is of the order of 180–200 km. Subse-

quently, propulsive impulses are given at appropriate locations as given in the

Fig. 4.13 to achieve the required orbit.

Fig. 4.12 Coasting to increase altitude during ascent
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The main advantage of this mode of ascent is that the vehicle follows shallow

trajectory segments for the entire mission duration, the loss is considerably less and

this is a minimum energy ascent. Therefore the payload injected into the final orbit

is maximum, and this is the most efficient way of launching satellites into any orbit.

Since the initial portion of the ascent is very shallow to achieve specifically low

altitude orbit, the velocity loss due to gravity is the minimum in the Hohmann

transfer ascent whereas the propulsive stages operate horizontally in the subsequent

phases as given in Fig. 4.13 causing zero gravity loss. Therefore, ultimately, this

mode reduces the velocity loss to the barest minimum, resulting into high perfor-

mance of the vehicle.

Even for the low orbit mission, considering the initial orbit at near zero altitude,

theoretically providing all propulsive energy as impulse, can make the ascent an

efficient one. However, due to the presence of atmosphere, a low safe parking orbit

above the atmosphere is essential. The negative aspect is that it requires at least one

more propulsive stage in the vehicle or a stage with multi-start capability which

reduces the reliability of space transportation system. Also, long duration mission

of this type introduces large errors due to navigation system which reflects as the

errors on the achieved orbit. However, for very high altitude missions, the

Hohmann transfer ascent mode is the only approach to achieve feasible mission

and the propulsive system of the vehicle must have restart capability. Alternatively

suitable propulsive system has to be made as part of satellite and after completion of

launch vehicle mission with the parking orbit, the satellite propulsive system has to

transfer the satellite from the parking orbit to the final required orbit. Under such

cases, the STS subsystems have to be designed suitably to meet the requirements

while maintain the required reliability.

Fig. 4.13 Hohmann

transfer ascent

4.7 Optimum Strategies to Achieve the Satellite Injection 131



4.8 Trade-Off Studies and Integrated Mission Aspects

For each orbital mission, an optimum STS configuration and design demand a

specific launch site along with a specific launch azimuth. Once the desired launch

site location and launch azimuth are available, optimum STS design can be

achieved (minimum size vehicle) to launch the required satellite mass into

the specified orbit. Generally, optimum launch site and launch azimuth are not

feasible as launch site is decided by geographical constraints, and launch azimuth is

decided by range safety constraints. These parameters are having impact on the STS

size and configuration design. To meet the specific requirement of the optimum

launch site and azimuth, the satellite mass of the vehicle already designed has to be

reduced or to meet the satellite mass requirements, the size of STS has to be

increased.

Similarly, the demands for STS are to launch satellites of different masses to

various orbits ranging from low Earth orbit to higher altitude orbits and the

requirements extend to interplanetary missions also. The performance of a designed

STS for these orbits depends on the velocity loss due to gravity defined by the

ascent trajectory requirements. The performance is maximum for shallow trajecto-

ries but for higher orbits, due to the steep nature of ascent trajectories, there is heavy

loss in vehicle performance. That means the satellite mass to be launched is reduced

considerably.

Once the satellite is separated from the STS, the satellite propulsion system can

be effectively utilized to transfer the satellite from the intermediate orbit, achieved

by the vehicle to the final required orbit. But this option needs extra propulsion

system and propellant mass in the satellite. Therefore, to follow this strategy,

effectively the mass to be lifted by STS to the intermediate orbit is increased and

accordingly it has implication on the STS sizing and design.

Therefore, it is essential to carry out the trade-off studies between the two

strategies in the initial stage of the STS design process. The choice has to be

between these options, and the option which gives higher effective satellite mass

has to be selected for the STS configuration design.

4.9 Vehicle Subsystem and Design Requirement

The functional requirements for STS design have to start with the orbital mission

requirements and the satellite mass to be placed in the specified orbit. The step by

step procedure starting from mission design to STS design process, which satisfies

the overall functional requirements, is summarized in Fig. 4.14.

Various inputs needed for sizing the vehicle, meeting the above requirements

are: (1) launch site and launch azimuth constraints, (2) various trajectory options,

(3) velocity losses due to various factors and (4) trade-off options between STS and

satellite propulsion options. In addition, the aerodynamic shaping which generates
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low disturbances and drag are also to be studied. This process finally leads with

vehicle configuration.

The next step is to specify the vehicle subsystems requirements, which are

(1) optimum propulsion parameters to achieve the required ΔVreq; (2) optimum

structural parameters and structural options to minimize the structural mass, ensur-

ing the load carrying capability; (3) navigation, guidance and control (NGC)

systems parameters which predict the vehicle state in real time and steer the vehicle

to the target as defined by mission requirements; and (4) stage auxiliary systems to

carry out the staging functions during flight.

The major inputs for the subsystem design process are derived from the operat-

ing environment as well as from the flight mechanics. Suitable thermal protection

systems have to be designed to ensure normal thermal environment for the vehicle

Fig. 4.14 Subsystems and

STS design requirements
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subsystems. Subsequent step is the mission design which can achieve the satellite

orbital requirements. This integrated design process has to ultimately lead to launch

vehicle configuration and design which meet the overall functional requirements.

4.10 Satellite Orbit Deviations Due to Space
Transportation Systems Errors

Achieving the exact satellite injection conditions from the space transportation

system is quite difficult and has to account several sources of errors like naviga-

tional errors, errors due to the vehicle internal systems imperfections, performance

deviations and external disturbances. The disturbance caused during atmospheric

flight phase is the main source for external disturbances. The vehicle internal

disturbances are caused by the fabrication imperfections of the launch vehicle,

dynamics of vehicle subsystems and system performance deviations with respect to

the predicted ones. The fabrication imperfections cause the deviation of the thrust

away from the vehicle centre line as well as shifting the vehicle centre of gravity

from the predicted location. In the process of stabilizing the vehicle against such

disturbances, the vehicle thrust direction deviates from the launch azimuthal plane,

thus causing the trajectory deviation from the predicted one. The performance

deviation of propulsion system during flight with respect to the nominal mission

is the main source of internal disturbance for the deviation of the planned trajectory.

In addition, the dynamic disturbance created by propellant sloshing in the tanks is

another source of disturbance. The cumulative disturbances of various subsystems

thus contribute to the deviations in the ascent trajectory.

Normally, the navigation system predicts the deviated trajectory due to these

disturbances and the guidance system corrects the trajectory in real time to follow

the nominal defined trajectory. If the propulsive stages cumulatively fail to provide

the needed impulse to the vehicle due to underperformance, the final injection end

conditions are not achieved. To ensure this, the final propulsive stage of the vehicle

is normally provided with extra propellant and is termed as guidance margin. The

guidance system utilizes this extra fuel to achieve the final targeted injection

parameters.

It may be seen that the error in predicting the trajectory by navigation system

remains as the deviation from the nominally targeted one and that reflects as error in

the final achieved satellite orbital parameters. The navigation computations are

based on the accelerometers and rate gyros measurements and any errors in these

sensors reflect in the launch vehicle injection parameters dispersions. Once the final

stage is commanded to shut-off after reaching the targeted orbital parameters, the

valves of the propulsive stage take additional time due to valve delays to close

completely which introduces a tail-off thrust profile. Normally a nominal tail-off

thrust profile is accounted for fixing the target for the guidance system and any

deviation from the nominal profile causes dispersions in the injection parameters.
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These injection errors are generally small but due to the high velocities, they can

introduce large deviations in the final orbital parameters. Since the errors are small,

the deviations in the injection parameters can be obtained by applying Taylor’s
series expansion, after neglecting higher order terms as given below:

δΣ ¼ ∂Σ
∂r

δrþ ∂Σ
∂V

δVþ ∂Σ
∂γ

δγþ ∂Σ
∂ϕ

δϕþ ∂Σ
∂λ

δλþ ∂Σ
∂ψ

δψ ð4:43Þ

where

Σ: Particular orbital parameter

δΣ: Change in orbital parameter with respect to the target value

r, V, γ,ϕ, λ,ψ: Nominal injection radial distance, velocity, flight path angle, longitude,

latitude and velocity azimuth respectively

δr, δV, δγ, δϕ, δλ, δψ: Changes in the injection conditions with respect to nominal

values

Let ri, Vi, γi,ϕi, λi,ψi are the nominal injection parameters and δr, δV,
δγ, δϕ, δλ, δψ are the deviations in the injection parameters. Similarly, a, e, i,Ω,ω, θ
are the nominal orbital parameters corresponding to nominal injection parameters.

The deviations in the orbital parameters due to deviations in injection parameters

are given by:

δa ¼ 2a2

r2i

� �
δrþ 2a2Vi

μ

� �
δV ð4:44Þ

δe ¼ V2
i ri cos

2γi
μea

ða� riÞ
� �

δrþ 2riVi cos
2γi

μea
ða� riÞ

� �
δV

þ r2i V
2
i sin 2γi
2μea

� �
δγ ð4:45Þ

δi ¼ sin λi sin ψi

sin i

� �
δλi � cos λi cosψi

sin i

� �
δψi ð4:46Þ

δω ¼
riV

2
i

μ
riV

2
i

μ � 1
� �
24 35δγi þ cos ψi

sin2i

� �
δλi þ sin 2λi sinψi

2 sin2i

� �
δψi ð4:47Þ

δΩ ¼ δϕ� cos λi sin 2ψi

2 sin 2i

� �
δλi � sin λi

sin 2i

� �
δψi ð4:48Þ

δθ ¼ � sin θ 1þ e cosθð Þ
ae 1� e2ð Þ

� �
δr� 2 sin θ

e

a 1� e2ð Þ
μ 1þ 2ecosθþ e2ð Þ
� �1

2

δV

þ 2þ 1� e2ð Þ
e

	 cos θ
1þ e cos θ

� �
δγ

ð4:49Þ

The above expressions are valid for the non-zero eccentric orbits.
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4.11 Mission Definition for STS

The orbital errors as shown in Eqs. (4.44, 4.45, 4.46, 4.47, 4.48, and 4.49) caused

by the STS subsystems have to be corrected by the satellite propulsion system. This

essentially demands an apportionment of satellite fuel for correcting orbital

deviations, which in turn reduces the life time of the satellite or the mass of the

effective application payload. Alternatively, the accuracy of the vehicle orbit can be

improved, if the performance requirements of the vehicle subsystems are made very

stringent which results into expensive technology development and increased

development time. Therefore, trade-off studies are required to decide on (a) the

design and development strategy for vehicle subsystems, (b) the extra fuel required

in the satellite and c) the allowable orbital errors. The orbital errors so decided are

used as the specification for the design of vehicle subsystems.

Another important factor is specifying the right orbital elements for the STS

subsystem design. The vehicle during its ascent mission achieves the specified

position and velocity vectors. As explained in Chap. 3, the orbital elements com-

puted by the position and velocity vectors at an instant are osculating orbital

elements. Generally, the satellite mission specifies mean orbital elements due to

its non-varying nature. The osculating elements depend on the location of injection,

i.e., for the same position and velocity vectors, depending on the geographical

location in terms of geodetic latitude and longitude, the osculating orbital elements

vary. Therefore, once the trajectory of STS, the possible injection location and

position and velocity vectors are decided, the required osculating orbital elements

to achieve the specified mean orbital elements are utilized as the specification for

STS mission. A typical mission specification for STS is given below:

Launch site: (ϕL, λL)
Launch azimuth: AzL

Osculating orbital elements:

hp : hpn � Δhp
ha : han � Δha
i : in � Δi
ω : ωn � Δω

9>>=>>; or

a ¼ an � Δa
e ¼ en � Δe
i ¼ in � Δi

ω ¼ ωn � Δw

8>><>>:
where

ϕL, λL: Geodetic latitude and longitude of launch site

AzL: Launch azimuth

hp, ha: Perigee and apogee altitudes

i: Inclination

ω: Argument of perigee

a, e: Semi-major axis and eccentricity
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hp, ha, in,ωn, an, en
Δhpn,Δhan,Δin,Δωn,

Δan,Δen

9=; : Corresponding nominal values

: Allowable 3σ errors ðin Normal distributionÞ in the nominal

parameters

It is to be noted that generally Ω and θ are not specified. The required values for

these parameters are achieved by selecting launch day and launch time. The launch

time is corrected to the selected launch day, considering the required flight duration

to injection of the satellite.

The above mission specifications are generally used as inputs for the subsystems

design. The design process indicated in Sect. 4.9 and Fig. 4.14 are further explained

in detail in the subsequent chapters of this book.
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Chapter 5

Space Transportation System Configuration,
Staging and Performance

Abstract In all space missions, the main objective during the design phase is to

define a suitable STS configuration which has the needed capability to inject the

defined spacecraft into the specified orbit. To achieve these objectives, STS is

configured with suitable propulsion systems to impart the required equivalent

velocity to the satellite, after accounting for the various velocity losses the vehicle

encounters during its mission. This chapter discusses the STS configuration, selec-

tion criteria to provide the required energy to inject the satellite into the orbit, while

meeting the various other subsystems requirements. The optimum STS configura-

tion has to provide the maximum performance with respect to the vehicle size,

maximum reliability, reduced unit cost for the vehicle, minimum cost for design

and development and a reasonable schedule for the realization of the vehicle. To

arrive at an optimum vehicle sizing and configuration, exhaustive trade-off studies

are required. The studies have to address existing technologies and advanced new

technologies with respect to performance improvements, performance require-

ments, demonstrations, process technologies, advanced technology developments,

overall vehicle reliability, unit cost of the vehicle, technology risks, increased

development cost and schedule, limitations on the realization of the systems, etc.

The selection methodology for STS configuration, design guidelines and the vari-

ous processes involved in the design of an optimum configuration are discussed in

this chapter. Design strategies for various vehicle subsystems which influence the

vehicle performance and the vehicle configuration are highlighted. The constraints

imposed by the existing technology limitations and the possible future technology

improvements are explained. The requirements of multi-staging and their relative

merits and demerits are highlighted. The optimum staging aspects, the design

sensitivities and various factors which influence the vehicle performance are

elaborated, Attention to ground and launch operations while finalising the config-

uration of the vehicle is of utmost importance because it has large influence on the

technology options for the vehicle, schedule and cost. The infrastructure needed for

ground operations like launch complex, launch tower, propellant servicing facili-

ties, etc. has to be closely linked to the vehicle configuration. Therefore these

aspects are addressed in brief at the end of the chapter.

Keywords Space transportation system configuration • Payload • Mass fraction •

Single stage • Multistage • Partial staging • Parallel staging • Piggyback staging •

Design trade-offs • Payload fairing and Ground operations
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5.1 Introduction

The functional requirement of STS is to provide the necessary energy to the satellite

to reach the specified orbital conditions. In order to achieve the above objectives,

STS is configured with suitable propulsion systems to impart the required equiva-

lent velocity to the satellite, after accounting for the various velocity losses the

vehicle encounters during its mission. The propulsion systems decide the size of

the vehicle depending on the type of the propulsion modules chosen and also on the

energy required to be generated by the propulsion systems to accomplish the

specified satellite mission. This chapter discusses the STS configuration, selection

criteria to provide the required energy to inject the satellite into the orbit, while

meeting the various other subsystems requirements. The optimum STS configura-

tion is the one which provides the maximum performance with respect to the

vehicle size (minimize the vehicle size and mass and maximum payload capability),

a configuration which provides maximum reliability, reduced unit cost for the

vehicle, minimum cost for design and development and a reasonable schedule for

the realization of the vehicle.

To arrive at an optimum vehicle sizing and configuration, it is essential to carry

out exhaustive trade-off studies between existing technologies and advanced new

technologies with respect to performance improvements, performance require-

ments, demonstrations, process technologies, advanced technology developments,

overall vehicle reliability, unit cost of the vehicle, technology risks, increased

development cost and schedule, limitations on the realization of the systems, etc.

Based on the trade-off studies, an optimum configuration has to be selected.

This chapter starts with the selection criteria for STS configuration, design

guidelines and the various processes involved to arrive at an optimum configuration

design. Design strategies for various vehicle subsystems which influence the

vehicle performance and in turn decide the vehicle configuration are highlighted.

The major parameters influencing the vehicle sizing and the configuration design

are analyzed and the typical values of these parameters with the present day

technologies are compared. The constraints imposed by the existing technology

limitations and the possible future technology improvements are explained. The

requirements of multi-staging and their relative merits and demerits are highlighted.

The optimum staging aspects and various factors which influence the vehicle

performance are elaborated. The design sensitivities, the trade-off needed during

the configuration design and the optimum strategies to arrive at the vehicle config-

uration with the existing technologies are also included.
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5.2 STS Configuration Selection Requirements

In all space missions, the main objective during the design phase is to define a

suitable STS configuration which possesses the needed capability to inject a

spacecraft into the specified orbit. The vehicle also has to meet the following

requirements.

(a) The payload has to be maximised.

(b) The overall vehicle mass has to be minimised.

(c) The vehicle should possess very high reliability.

(d) Aerodynamic configuration of the vehicle has to ensure reduced drag forces as

well as reduced vehicle loads.

(e) The launch cost has to be reduced considerably to achieve the minimum cost

per kilogram of payload.

(f) Has to satisfy all defined constraints.

(g) Should enable the future growth potential without effecting too many changes

in the basic chosen configuration.

In addition, to reduce the overall cost, the following criteria are also to be

satisfied:

(a) Reduce development cost

(b) Minimise the development schedule

The configuration selection demands detailed evaluation of several options

available, the performance capability of each of these options, the available tech-

nical expertise, the cost, the overall reliability and the capacity of the chosen

configuration to meet the defined goals. The infrastructure needed for ground

operations, their complexity, cost and timely realisation of the same are other

important considerations.

At the initial stage of configuration selection, it is preferred to study the existing

space transportation systems of same class (across the globe), which have the

capability for transporting the payloads under consideration and carry out a detailed

technical assessment. These data are quite useful in selecting the baseline vehicle.

The important metrics are number of stages, serial or parallel staging, gross lift-off

mass of the vehicle, the overall height of the vehicle, stage diameters, length to

diameter ratio, the booster thrust, the reliability, cost, future growth potential, the

needed ground infrastructure and finally the compliance with the mission

requirements.

The selection of a launch system demands very systematic procedure to arrive at

a best suitable configuration for a given mission. The important steps to be followed

in such a selection are as given below.

(a) Work out the requirements and constraints in detail depending on the mission

operations.

(b) Carry out detailed survey of various vehicles of similar class, available

elsewhere and study the merits and demerits of different configurations.
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(c) Conduct the detailed analysis of various possible options to arrive at a baseline

configuration.

(d) Study the spacecraft requirements in terms of mass, volume, mechanical and

electrical interfaces, overall environment needed during the launch phase, etc.

(e) Study the ground infrastructure and facilities needed for launch and assess the

possibility of using the existing facilities and requirements for additional

facilities.

(f) Assess the performance capability of the vehicle to meet the mission objec-

tives and also ensure that adequate performance margin is available.

(g) Carry out iterations to arrive at an optimum configuration meeting the spec-

ified requirements in terms of performance, schedule and cost. The risk

assessment has to be part of this exercise.

For a baseline vehicle, the configuration selected should be capable of delivering

at least thrust to weight ratio of 1.2 at lift-off. The length to diameter (L/D) ratio is

important, because the configuration so selected is a feasible vehicle from aerody-

namic and structural integrity considerations. Higher the L/D ratio, greater the

tendency of the vehicle becoming flexible and from structural and dynamic stability

point of view, it can lead to inefficiency, whereas the lower ratio makes the vehicle

aerodynamically inefficient. The vehicle configuration has to be carefully decided

by proper selection of stages which facilitates the discarding of empty mass of the

vehicle at regular intervals.

In all vehicles as the propellant is consumed during the flight, the stage motor or

tanks become dead weight which also has to be accelerated. This dead weight

demands larger energy to achieve the required velocity. Therefore, multistage

rockets offer greater advantage in that stages can be designed to provide best

performance in both atmospheric phase for lower stages and in vacuum phase for

upper stages. The decision on number of stages, the magnitude of thrust for each

stage and total impulse of stage depend largely on the mass of the payload and the

mission to be accomplished. Smaller the payload, the vehicle can be configured

with less number of stages. The number of stages increases for heavier payload thus

making the vehicle heavier. The cost of the vehicle also increases. There are several

factors which need to be considered while configuring the stages. For example,

booster stage has to provide higher thrust with less importance to mass ratio and

efficiency of the nozzle. On the other hand, upper stages are to be configured with

smaller engine/s having higher payload mass ratio and increased nozzle efficiency.

The selection also depends on other important factors like technical maturity of

propulsive stages, the performance margin, manufacturing capability, overall reli-

ability, safety and cost. The lesser the number of stages, the vehicle attains higher

reliability but the propulsive stages become large. The relative advantages and

disadvantages of all possible options are to be assessed considering various factors,

before arriving at a suitable configuration. The booster stage is generally the lowest

stage which provides the needed thrust to lift the vehicle. The thrust values keep on

decreasing with each subsequent stage but attempt is to be made to have propulsion

systems with higher specific impulse in upper stages.
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Based on the factors discussed so far, one has to narrow down to a few options

which can satisfy the overall requirements of the baseline vehicle. The existing

stages or engines are to be assessed for their suitability, and if they are infeasible,

they are taken out of the design space. The performance has to be evaluated with

respect to each metrics discussed earlier and the options have to be narrowed down

by eliminating infeasible systems which do not meet the specified metrics. There-

fore optimum configuration selection for a STS involves several iterations by

carrying out detailed design exercises and simulations.

The baseline vehicle definition demands primarily the following:

(a) Deciding the number of stages

(b) Generation of geometric dimensions, mass and mass moment of inertia, etc.

(c) Specifying the burn sequence for various stages to satisfy all defined require-

ments and constraints

(d) Detailed studies for evaluating the vehicle performance

(e) Generation of external vehicle environment and

(f) Subsystems preliminary requirements.

One need to consider options available for various important subsystems, during

the definition of basic configuration such as propulsion, structures, control and

sequencing system, separation systems and control power plants for each stage

control. It is essential to derive the subsystem requirements from the overall

mission definition which defines the top level requirements of the vehicle. This

process can be effectively carried out if there is a clear understanding of the

subsystem requirements, constraints and interface between subsystems.

1. Propulsion Subsystem

It is the propulsion subsystems which provide the needed power to the vehicle to

impart the required velocity to the spacecraft in orbit. Therefore, the state-of-the art

technology for propulsion ultimately governs the launch vehicle design and also the

overall vehicle configuration. The space vehicles today depend on chemical rockets

and therefore the technological maturity of propulsion systems, their characteristics

and the performance behaviour play a major role in deciding the launch vehicle

configuration. The choice of sequential or parallel staging for the booster depends

on the payload mass and selection criteria have to be based on requirements

analysis, handling experience and overall risks. A particular stage may be config-

ured with one or more engines but these engines have to be accommodated within

the envelope available in the stage. Various aspects of propulsion systems to be

considered in configuration selection are discussed in detail in Chap. 9.

2. Structural Subsystem

The mass ratio i.e. the ratio of payload mass and the gross lift-off mass of the

vehicle has to be maximised and it is possible to achieve this objective by selecting

suitable structural elements for propulsion stages, interstages, payload fairing, etc.

The selection of suitable materials, shapes and construction methods plays a vital

role during the definition of baseline configuration and hence these aspects are to be
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carefully analysed for proper selection. The composite materials provide advantage

in minimising the structural mass but the manufacturing process and the infrastruc-

ture for manufacturing them are quite complex. The overall shape, load path in the

vehicle is other important considerations while defining the vehicle. Details of

structures and materials are covered in detail Chap. 11.

3. Separation Subsystem

In multistage vehicles, the stage which has completed its functional requirement

has to be separated from the ongoing vehicle to achieve the maximum performance.

These separation systems are generally configured using high energy systems and

the system has to have very high reliability. The failure of this system leads to total

mission failure. There are several schemes for separation systems, and a suitable

choice for each of the separation system in the vehicle has to be based on the

extensive evaluation of the merits and demerits of all available systems. The use of

high energy pyro systems causes severe environmental disturbance to the vehicle

systems. All these aspects are to be analysed in detail, and this analysis should be

the basis for the selection of a suitable separation system for each stage of the

vehicle. The description of various types of separation mechanisms and their

selection criteria are presented in detail in Chap. 13.

4. Control and Sequencing Subsystem

A suitable baseline control system configuration needs to be worked out in the

initial stage of vehicle definition, since this system has close interaction with

several disciplines of the vehicle. Structural dynamics, aerodynamics characteris-

tics, loads on the vehicle, propulsion parameters have large influence on the control

system design. Hence the iterations in control design are needed till it meets the

requirements and constraints defined for the vehicle. It has additional requirements

of meeting the safe lift-off criteria, ensuring the pogo stability, slosh stability and

guarantee the clearances needed during the separation process. The vehicle

sequencing is closely linked with several design functions of various subsystems.

Even to study the basic performance of the vehicle under definition, the baseline

sequencing is essential and it also undergoes several iterations to satisfy all the

specified conditions for the vehicle. The details of functional requirements of these

systems, interactions, constraints and the design philosophy are discussed in detail

in Chap. 14.

5. Control Power Plants

The control power plants are essentially the control effectors and play a pivotal role

in the success of launch vehicle missions. The sizing of the control effectors, type of

the system to be used, the duty cycle and dynamic characteristics of the actuation

systems are some of the essential design parameters which have to be decided

during the vehicle definition phase. The effectiveness of control power plants has to

be assessed carefully so as to overcome the maximum possible disturbances

the vehicle encounters during the entire duration of the flight. The rate capability

of the actuation system is another essential design function and it has to be decided
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in the beginning phase. The interface issues, mass and volume of the system to be

selected are to be examined in detail before a decision on a suitable system is

arrived. The performance of the actuation system is mission critical and hence the

introduction of suitable redundancy in these systems is to be studied in the initial

design phase of the vehicle. The cost and complexity of the systems have also to be

factored in the selection process. Details on each of these attributes for the control

power plants are highlighted in Chap. 14.

5.3 STS Performance

Rocket propulsion systems are required in STS to provide the necessary energy to

transport the satellite from the surface of the Earth to the specified orbit. This

section gives the selection of necessary propulsion system performance parameters

for configuring a STS.

As explained in Chap. 4, the ideal velocity ΔV, imparted by a rocket propulsion

system is given by

ΔV ¼ Veln
mi

m f

� �
ð5:1Þ

where mi=m fð Þ is called the mass ratio,mi is the initial mass of the vehicle andm f is

the mass of the vehicle after consuming the propellants. The vehicle sizing process

involves the selection of Ve, the exit velocity (which is equal to specific impulse in

seconds multiplied by acceleration due to gravity) and the mass ratio such that the

ideal velocity, ΔV, given by the propulsion system is equal to the required

equivalent velocity to achieve the specified orbit after compensating the various

velocity losses during the STS flight phase.

It is to be noted that the STS as represented in Fig. 5.1 is divided into three major

components: (1) satellite mass which is the payload of STS, represented as mPL;

(2) propellant mass, m p; the total usable propellant mass; and (3) structural mass,

ms. The propulsion system consumes the propellant during its operation to generate

the necessary thrust, which in turn gives energy to the payload. The structural mass

includes all other masses such as motor cases, propellant tanks, engines, nozzles,

pumps, NGC systems, thermal protection systems, non-usable propellants trapped

in the feed lines and gaseous part of propellant, etc. Therefore,

mi ¼ mp þms þmPL ð5:2Þ

and

m f ¼ ms þmPL ð5:3Þ

Thus, the STS sizing and configuration design involves the design ofm p,ms and Ve

to achieve the required ΔV for the satellite mass, mPL. In order to decide the above
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design parameters, it is essential to understand certain important design parameters

as explained in the next section.

5.3.1 Performance Parameters

The following are the performance parameters:

1. Propellant mass fraction, ζ ¼ m p

mi

2. Payload mass fraction, μ ¼ mPL

mi

3. Structural mass fraction, E ¼ ms

mi

From Eq. (5.2), it can be seen that

m p

mi

þms

mi

þmPL

mi

¼ 1 ð5:4Þ

i.e.,

ζþ Eþ μ ¼ 1 ð5:5Þ

As the structural mass of the vehicle depends mainly on the type of propulsion

system and the loaded propellant mass, it is more appropriate to use another

parameter, called structural factor, λ defined as

Fig. 5.1 Basic propulsion

parameters
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λ ¼ ms

m p þms

ð5:6Þ

The structural mass factor is expressed in terms of payload mass fraction as given

below:

λ ¼ ms

mi �mPL

¼ ms=mið Þ
1� mPL=mið Þ ð5:7Þ

The structural mass fraction can be derived from Eq. (5.4) as

ms

mi

¼ 1� ζ�mPL

mi

ð5:8Þ

Using Eq. (5.8) in Eq. (5.7) yields

mPL

mi

¼ 1� ζ
1� λ

ð5:9Þ

The objective of STS configuration design is to achieve the maximum payload for the

defined vehicle or for the defined payload, minimize the initial vehicle mass, i.e.

mPL=mið Þ to be maximum. In order to achieve the above objective, from the Eq. (5.9),

it can be seen that the structural factor and in turn structural mass has to be low and

propellant mass fraction also has to be reduced. In addition, to achieve the required

ΔV with the minimum mass for the defined mPL as per Eq. (5.1), Ve has to be

increased andms has to be reduced. These parameters cannot be arbitrarily selected as

they are linked with other subsystems requirements and propulsion system types.

Also, the maximum and minimum possible values for these parameters are fixed due

to the existing technology limitations. Therefore, trade-off analyses are required for

selecting these parameter values as explained in the next sub-section:

5.3.2 Technology Limitations and Trade-Off Analysis

Even though the rocket equation given in Eq. (5.1) is derived based on momentum

thrust, the actual thrust imparted by the rocket engine is given by

T ¼ _mVe þ ðPe � PaÞAe ð5:10Þ

where Pe is the exit pressure, Pa is atmospheric pressure andAe is nozzle exit area as

shown in Fig. 5.1.

The term _mVe is known as momentum thrust and the term Pe � Pað ÞAe is known

as pressure thrust. As the expansion ratio increases (i.e., Ae=At increases, where At

is throat area of the nozzle), thrust and Ve increase. The maximum thrust occurs
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when Pe ¼ Pa. During vacuum flight, Pa ffi 0, therefore theoretically the nozzle area

ratio can be increased to get Pe almost equal to zero, which gives the maximum

thrust and Ve. But, the increased expansion ratio of the nozzle leads to increase in

structural mass. Therefore, there exists an optimum value for nozzle expansion

which gives maximum vehicle performance. Beyond this, the performance reduc-

tion due to increased structural mass overrides the benefit of higher Ve.

During atmospheric flight phase, due to the presence of atmospheric pressure,Pa,

the nozzle expansion ratio is limited such that Pe almost becomes equal to Pa. Any

further increase in expansion ratio leads to over expanded nozzle, wherein Pe < Pa,

which makes the nozzle flow complicated and hence not used. Therefore, atmo-

spheric flight phase nozzles are generally with lower expansion ratio, which ensures

Pe � Pa. Pe ¼ Pa leads to the correct expansion which gives maximum thrust and

Pe > Pa gives under expansion. With the lower expansion ratio nozzles, the

delivered Ve is less.

The major part of the structural mass includes the propellant tanks and engine

masses. The propellant tanks are designed to withstand the expected flight loads

caused by the tank internal pressure and external loads. Also, the engine structural

elements have to withstand higher pressure and thermal loads. The structural mass

can be reduced by the use of high strength-to-weight ratio materials and special

materials. However, in order to ensure structural integrity with the reasonable

margins of safety, minimum structural mass is essential.

For the case of solid propulsion systems, wherein the motor cases have to

withstand high pressure loads, the motor case masses are higher. However, for

the cases of liquid engines, as the propellants are stored in separate tanks with

relatively lower pressure, the tank masses are lower. In such cases, the engine mass

has to be appropriately designed to withstand higher pressure loads. There are

differences between control systems of vehicle which uses solid motors and liquid

engines. The solid motor either uses flexing the nozzle to generate the required

control force or uses secondary injectant thrust vector control system, whereas the

liquid engines use engine gimbal control system. These systems have different

contributions to the vehicle structural mass. All these aspects lead to the higher

structural mass factors for the solid motors than liquid engine propulsion system.

The engine structural systems have to be designed for higher operating environ-

ment. The mass can be reduced only by the use of high strength and high temper-

ature materials with suitable thermal propulsion systems.

During vacuum flight, the structural system has to withstand only internal

pressure loads and the vehicle thrust loads, whereas during atmospheric flight

phase, the vehicle structure has to be designed for the external loads as well as

internal loads. Therefore, structural mass factors of lower stages (operating in the

atmosphere) are generally higher than that of upper stages (operating in vacuum).

It can be concluded that the structural mass of the vehicle depends on the type of

propulsion systems used, size of the propulsion system, operating environment and

the selection of structural materials with the specified strength-to-weight ratio,

which need to function at the room temperature and elevated temperatures as per

the application. Any advancements in this area lead to the high performance of STS.
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With the present day technologies, the vehicles are configured with chemical

propulsion systems. At present, solid motors, liquid engines with storable liquid

propellants, semi-cryogenic propellants and cryogenic propellants are being used.

Typical performance parameters for these systems being used in space transporta-

tion systems globally are given in Table 5.1. It is to be noted that there is a

maximum limit on the Ve, that can be achieved for their usage in STS design.

Therefore, it is essential that, depending on the specific characteristics of these

systems with respect to their relative merits and demerits, a suitable combination of

the above systems have to be used to achieve the best possible STS design.

For the specified propulsion system, the higher values of specific impulse are due

to higher nozzle expansion ratio, operating in vacuum flight. The lower structural

factor is achieved through highly optimized design, which is designed for the exact

operating environment. It is to be noted that the initial Atlas vehicle configurations

were designed with structural factor as low as 0.036 to achieve the maximum

performance of the vehicle. However, in such cases of lower structural factors

with the existing material technologies, the handling process is very difficult and

complex. It is also essential that such vehicles are launched in benign operating

environment which reduces the launch probability considerably.

Therefore, after detailed trade-off analysis, one has to select the suitable values

for the performance parameters for configuring STS.

5.3.3 Single Stage STS Performance

In order to evaluate the single stage STS performance, the rocket equation is further

analysed as given below:

Eq. (5.1) can be written as

ΔV
Ve

¼ ln
1

ms=mið Þ þ mPL=mið Þ
� �

ð5:11Þ

Table 5.1 Performance parameters

Propulsion systems Structural systems

Propulsion system Vacuum Isp ¼ Ve=g0ð Þ sð Þ Stage/propulsion system

Structural

factor

Solid system 260–270 Solid 0.15–0.20

Storable liquid

system

280–320 Liquid (lower stages)

Liquid

0.10–0.12

Semi-cryo liquid

system

330–350 (Upper stages) 0.05–0.08

Cryogenic system 430–460
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Using Eq. (5.8) in Eq. (5.11) yields

ΔV
Ve

¼ ln
1

1� ζ

� �
ð5:12Þ

Using Eq. (5.9) in Eq. (5.12) yields

ΔV
Ve

¼ ln
1

λþ 1� λð Þ mPL=mið Þ
� �

ð5:13Þ

The limiting velocity of the vehicle is achieved with zero payload. UsingmPL¼ 0 in

Eq. (5.13) gives the limiting velocity (maximum velocity) of single stage STS and

is given as

ΔV
Ve

� �
max

¼ ln
1

λ

� �
ð5:14Þ

and represented in Fig. 5.2. The figure shows that even with very small structural

factors, the limiting velocity of single stage STS is not very much. The maximum

allowable structural ratio to achieve the required ΔV can be obtained from

Eq. (5.14) as given below:

λmax ¼ e� ΔV=Veð Þreq ð5:15Þ

and represented in Fig. 5.3.

Fig. 5.2 Limiting velocity

of single stage STS for

various structural factors
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It is to be noted that in order to achieve orbital mission using STS even with

highest performance propulsion system, the required non-dimensioned velocity is

of the order of 2.5, and with the lower performance propulsion system, the

non-dimensional velocity can go further higher. From Fig. 5.3, it can be seen that

to achieve meaningful orbital mission using single stage STS, the allowable struc-

tural factor is very low and it is not possible to achieve with the present day material

technologies. This can be further explained with the payload mass ratio. Using

Eq. (5.13), the payload mass ratio obtained from a single stage STS, which gives the

required velocity ΔV, as given below.

mPL

mi

¼ e� ΔV=Veð Þreq � λ
1� λ

ð5:16Þ

The payload mass ratios for various structural factors with respect to the dimen-

sionless velocity are given in Fig. 5.4. It can be observed that, for higher structural

factors, at relatively low ΔV=Veð Þ itself, the payload mass ratio shows zero,

meaning it is infeasible to get the payload capability. At the same time, to get

even a very small payload ratio with the required dimensionless velocities, the

required structural factors are unrealistically small values. In this case, it is not

possible to define a STS with such a small structural factor. These are further

explained with two typical cases:

1. Requirement for orbital transfer vehicles

2. Requirement for ascent STS (launch vehicles)

Fig. 5.3 Maximum

possible structural factor for

single stage STS
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For the case of orbital transfer from a GTO of (200 km� 36,000 km, i¼ 20�), to
GEOmission (36,000 km circular, i¼ 0),ΔVrequired is about 1660 m/s. Assuming,

Ve ¼ 3140 m/s (Isp¼ 320 s), ΔV=Veð Þreq is 0.5286. For this value, the maximum

possible value of λ is 0.59. This value is much more than realizable one. Using the

most feasible value of λ ¼ 0.1 (corresponding to the liquid engines), the payload

mass ratio, mPL=mið Þ is 0.54. This is very much feasible option.

For the case of STS mission from Earth to orbit, even for the Low Earth Orbit,

the required equivalent velocity ΔV to be provided by STS is about 11,000 m/s.

Assuming the same specific impulse of 320 s (as used in the previous example), the

λmax possible without payload is 0.03, which is not feasible to achieve. Assuming

the realistic value of λ as 0.1, the mPL=mið Þ is negative, indicating ascent mission of

STS is not feasible. Even with the Ve of 4500 m/s (Isp¼ 460 s), mPL=mið Þ is

negative.

From the above analysis, the following conclusions can be arrived at:

1. For the cases of lower velocity requirements such as orbital transfer vehicles,

single stage propulsion systems configured STS is feasible.

2. For the cases of ascent STS vehicles, which need to place a satellite into a

specified orbit, it is not possible to have a realistic and robust single stage STS

with the present day technology limitations

Therefore, it is essential to configure ascent STS (launch vehicle) with multiple

propulsion stages as explained in the following sections.

5.4 Multistage STS Configurations

This section gives the concept of multistaging, multistage performance, optimal

staging and trade-off analysis required in configuring the STS as well as types of

staging.

Fig. 5.4 Payload mass ratio

for single stage STS
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5.4.1 Multiple Stage Concept

As explained in Sect. 5.3, a realistic and robust single stage STS cannot deliver the

ΔV required for the satellite launch missions, whereas if the required velocities are

reduced, then it is feasible to configure a stage to provide the necessary ΔV.
Therefore, the required total ΔV as demanded by a satellite orbital mission is

divided into smaller components, configure propulsion stages to provide these

velocities and combine them into a STS which provides the net required velocity

for achieving the mission. As an example, the mission required ΔV is divided into

two smaller components ΔV1 and ΔV2 such that,

ΔVreq ¼ ΔVreq

	 

1
þ ΔVreq

	 

2

ð5:17Þ

The first stage is designed to provide ΔVreq

	 

1
and second stage is designed to

provide ΔVreq

	 

2
. During mission, after delivering ΔVreq

	 

1
, the first stage is

separated from the vehicle. Continuing the velocity addition process, the second

stage provides the additional ΔVreq

	 

2
so that at the end of second stage, the

required velocity ΔVreq as demanded by the satellite mission is achieved.

For the first stage during its operation, the payload is the second stage and the

satellite mounted on top of it. After first stage separation, second stage, with the

payload function as conventional single stage STS as explained in Fig. 5.5. In this

configuration, since lower stage carries upper stage and satellite as its payload, the

lower stage is large compared to the upper stage.

5.4.2 Multistage Performance

Assume ‘n’ number of stages in the STS, then extending Eq. (5.17) to ‘n’ stages yields

ΔV ¼ Ve1ln
mi1

m f1

� �
þ Ve2 ln

mi2

m f2

� �
þ 	 	 	 þ Ven ln

min

m fn

� �
ð5:18Þ

Consider the STS configuration with same propulsion system for all the stages, then

Ve1 ¼ Ve2 ¼ 	 	 	 ¼ Ven ¼ Ve. Then, Eq. (5.18) becomes

ΔV
Ve

¼ ln
mi1

m f1

� mi2

m f2

� 	 	 	 � min

m fn

� �
ð5:19Þ

Assume again that all the stages have the same mass ratios, then Eq. (5.19) yields

ΔV
Ve

¼ ln
mij

m fj

� �n

ð5:20Þ

where ðmij=m fjÞ is the mass ratio of jth stage, which is same for all the stages.
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Since all stages have the same mass ratio andVe, therefore,ΔV imparted by each

stage is given by

ΔV j ¼ ΔV
nVe

ð5:21Þ

and the mass ratio of individual jth stage is given by

mij

m fj

� �
¼ e�

ΔV
nVe
ð Þ ð5:22Þ

Using Eq. (5.16), the payload mass ratio of individual jth stage is given by

mPLj

mij

� �
¼ e�ðΔV=nVeÞ � λ j

1� λ j

ð5:23Þ

Assuming that the propellant mass fraction and structural factor for the individual

stage are same, as per Eq. (5.9), the payload mass ratio, ðmPLj=mijÞ of individual
stage is same. Therefore,

Fig. 5.5 Multi-staging
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mPL

m0

� �
¼ mPLj

mij

� �n

ð5:24Þ

where mPL is the actual payload mass and m0 is the vehicle mass at lift-off. Using

Eq. (5.23) in Eq. (5.24) yields

mPL

m0

� �
¼ e� ΔV=nVeð Þ � λ

1� λ

� �n
ð5:25Þ

In order to understand the effectiveness of staging on STS sizing, consider the

following example.

ΔV required to achieve a specified orbit ¼ 9000 m/s

Specific impulse for the stages ¼ 310 s

Therefore, Ve ¼ g0*Isp ¼ 3040 m/s

Structural factor, λ ¼ 0.1

Mass of the satellite to be injected into the specified orbit ¼ 5000 kg

Using the Eq. (5.25), the STS vehicle’s sizing with different numbers of stages

are worked out and given in Table 5.2. For the same case with specific impulse of

350 s, the results are given in Table 5.3.

Table 5.2 Vehicle Sizing with same performance parameters (Isp ¼ 310 s)

Number of

stages (n) mPL/m0

Vehicle mass at

lift-off Percentage change in lift-off mass compared to

previous configurationm0 (kg)

1 �0.053 Not possible –

2 0.020 250,000 –

3 0.027 180,000 �28

4 0.031 162,300 �10

5 0.032 154,496 �4

6 0.033 150,060 �3.2

Table 5.3 Vehicle sizing with same performance parameters (Isp ¼ 350 s)

Number of

stages mPL/mi

Vehicle mass at lift-off m0

(kg)

Percentage change in lift-off

mass

1 �0.030 Not possible –

2 0.035 140,970 –

3 0.044 114,180 �19.0

4 0.047 106,300 �6.9

5 0.048 102,554 �3.5

6 0.049 100,369 �2.1
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From the above examples, the following conclusions can be arrived at:

1. Minimum two stages are required for STS to achieve the orbital missions.

2. As the specific impulse increases, the vehicle mass reduces

3. As the number of stages increases, the vehicle mass reduces. Performance point

of view, configuring a vehicle with more number of stages is preferable; but

adding more number of stages, the vehicle reliability reduces considerably.

For the case of reducedVe, there may not be any benefit to go for a configuration

beyond four stages. For the cases of higher specific impulse, the required perfor-

mance can be achieved in three stages. In order to understand the real benefits of

configuring STS with large number of stages, the limit case of infinite stage

configuration is analysed. Applying the limit of n ! 1 in Eq. (5.25),

mPL

m0

� �
n!1

¼ mPL

m0

� �
max

¼ e
� ΔV=Veð Þ

1�λð Þ ð5:26Þ

Considering the first example (specific impulse of 310 s), using Eq. (5.26), the

minimum lift-off mass is worked out to be 134,140 kg which is merely about 10 %

reduction with respect to that of STS configuration with six number of stages.

Considering the efforts involved and poor reliability of the vehicle and the perfor-

mance, it is preferable to configure STS with minimum number of stages which

meets the satellite mission requirements.

The cases discussed above are ideal vehicle configurations with same mass ratio,

propulsion systems with identical Ve, same propellant mass fractions and structural

factors to show the effects of multistaging on the STS performances. In reality,

depending on the functional requirements (as explained later), feasibility of con-

figuring STS with multiple stages along with the suitable technologies for each

stage and trade-off analyses have to be carried out involving several iterations.

Based on the analysis, suitable multistage STS configuration has to be arrived at.

5.4.3 Optimal Staging

This section gives the optimal staging aspects of multistage STS configuration. Once

the satellite mass, the orbit and the number of stages and the type of propulsion

systems are defined, it is essential to compute the minimal propellant loading required

in each stage to inject the specified payload mass into the defined orbit. The

methodology of computations is called optimal staging as explained below:

Consider the multistage STS configuration with ‘n ’ propulsion stages, which

provide the required ΔV as given below,

ΔVreq ¼
Xn
i¼1

Vei lnμi ð5:27Þ
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where the mass ratio of ith stage, μi is defined as

μi ¼
m0i

m0i �mpi

ð5:28Þ

The structural factor of ith stage is defined as

λi ¼ msi

m pi þmsi

ð5:29Þ

The ratio of initial mass to the payload mass of ith stage is given as

m0i

mPLi

¼ m0i

m0i �mpi �msi

ð5:30Þ

Using Eq. (5.28) and Eq. (5.29) in Eq. (5.30) yields

m0i

mPLi

¼ μi 1� λið Þ
1� μi λi

ð5:31Þ

The payload mass of ith stage is the initial mass of (iþ1)th stage. Therefore, the ratio

of lift-off mass to the payload (satellite) mass can be defined as

m01

mPL

¼ m01

mPL1

m02

mPL2

	 	 	 m0n

mPLn

ð5:32Þ

Using Eq. (5.31) in Eq. (5.32) and taking natural logarithm gives

ln
m01

mPL

� �
¼
Xn
i¼1

ln
μi 1� λið Þ
1� μiλi

� �
ð5:33Þ

Equation (5.33) can be further expanded as

ln
m01

mPL

� �
¼
Xn
i¼1

lnμi þ ln 1� λið Þ � ln 1� μiλið Þ½ � ð5:34Þ

The objective of optimum multistage STS sizing and configuration design is to

minimize the initial mass of the vehicle for the defined payload mass, which

satisfies the Eq. (5.27). For this purpose, Lagrange multiplier technique is applied

in Eqs. (5.34) and (5.27) as follows:

ln
m0

mPL

� �
¼
Xn
i¼1

lnμi þ ln 1� λið Þ½ �ln 1� μiλið Þ þ δ Vei lnμi � ΔVreq

� � ð5:35Þ

where δ is the Lagrange multiplier.
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To minimizem0=mpl Differentiate Eq. (5.35) with respect toμi and equate to zero
which yields ‘n’ equations as given below:

1

μi
þ λi
1� μiλi

þ δ
Vei

μi
¼ 0 ð5:36Þ

Equation (5.36) gives the optimum value of μi as

μi ¼
1þ δVei

δVeiλi

� �
ð5:37Þ

Using Eq. (5.37) into Eq. (5.27) gives

Xn
i¼1

Vei ln
1þ δVei

δVeiλi

� �
¼ ΔVreq ð5:38Þ

ΔVreq is known. Once the number of stages and propulsion systems for each stage

are defined for a vehicle, Vei is known. By selecting the suitable structural material

for each stage,λi is known. Using these parameters in Eq. (5.38) gives the value ofδ.
Substituting this value in Eq. (5.37), the optimum mass ratio of each stage is

obtained. Further using these parameters, the propellant mass distribution and

structural mass details are worked out, which gives the optimum multistage STS

to inject the specified satellite mass into the defined orbit.

The above analysis gives the overall aspects of multistage STS configuration.

However, the realistic vehicle configuration can be arrived at after trade-off studies

to meet the various other requirements.

5.4.4 Important Considerations for Configuring
Multistage STS

The previous section explained the optimum propellant loading for each stage; but

not about the size and thrust level requirements of the stage.

One important parameter to be considered for the STS configuration is the

thrust-to-weight ratio. First of all, the lower stage propulsion system has to produce

thrust level more than the vehicle weight (mass� acceleration due to gravity) to lift

the vehicle from the ground. For the case of higher thrust level, after vertical rise,

the vehicle can be aligned more towards horizontal, which reduces the velocity loss

due to gravity considerably while exiting the atmosphere quickly. In addition, the

higher thrust propulsion systems add velocity to the vehicle at a faster rate.

Therefore, higher thrust vehicle during atmospheric flight phase increases the

vehicle velocity at lower altitudes, thus increasing the dynamic pressure, which in
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turn increases the drag loss. However, as the velocity loss due to gravity is for the

entire duration of flight whereas the drag loss is only during the atmospheric flight

phase, the total velocity loss during the entire mission for higher (T/W) vehicle is

generally less, which in turn reduces the vehicle size. Typical dimensionless

velocity losses due to gravity and drag of a typical vehicle for various levels of

initial thrust-to-weight ratio (T/W) are given in Fig. 5.6.

It is seen that the total velocity loss is reduced as T=Wð Þo increases. Therefore,
generally vehicle with higher T=Wð Þo is preferable. But it is to be noted that, higher
thrust level of the vehicle demands higher structural mass, which has impact on the

vehicle performance. Therefore, trade-off study is essential to finalise the T=Wð Þo
ratio at different phases of flight. This has implication on the selection of propulsion

systems and the associated structural mass factors.

Regarding the size of a stage, the functional requirements can either be achieved

by a single large propulsion stage or partitioned into smaller systems and clustering

to provide the same effect. The selected option has impact on vehicle sizing and

configuration design. There can be limitations on realizing the bigger single stage

and the associated complexities regarding handling and realization; but smaller

stages have the advantages of less developmental efforts and easily realizable. But

adding more number of stages has serious impact on the overall reliability of the

vehicle which demands trade-off studies required to arrive at a suitable

configuration.

In order to overcome such problems, various types of multistage configurations

of STS can be considered.

Fig. 5.6 Effect of lift-off

(T/W) on velocity losses
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5.4.5 Types of Multistage Configurations

In the multistage STS, the propulsive stages can be configured in different ways.

While generally the stages are arranged in sequence (tandem) configuration,

depending on the functional requirements and technology limitations, it is also

possible to configure the vehicle with

1. Partial staging

2. Parallel staging

3. Piggyback staging

In the tandem staging, the propulsion stages are assembled one over the other as

represented in Fig. 5.7. The two stages are integrated through suitable interface

structural elements with the required stiffness called interstages. After functioning

of lower stage, the empty stage is jettisoned and the next stage is operated

sequentially. This process continues till the satellite is injected into the required

orbit. In order to improve the performance of the vehicle, while separating the lower

stage, the associated interstage structure is also separated along with it. In this case,

to get the required (T/W) ratio, either single stage large engine (Fig. 5.7a) or

Fig. 5.7 Sequential

(Tandem) staging (a) Single
Engine (b) Multi Engine
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multiple small engines (Fig. 5.7b) are used. However, in both the cases, to contain

large amounts of propellants, vehicle has to be configured with large tanks wherein

the length and diameter of the tanks are limited by the fabrication facilities and

infrastructure available. To overcome these difficulties, the staging options as

explained below are to be adopted.

In the cases of partial staging, once the functional requirements are met, some of

the structural elements are jettisoned on the way to improve the vehicle perfor-

mance. A typical example is initial configurations of Atlas vehicle. Initially, three

engines are in operation to generate the required thrust to meet the (T/W) ratio.

Once the higher thrust requirement is over, two of the engines are disconnected

from the main propulsion system and jettisoned to gain the additional performance

to the continuing vehicle. The third engine continues till the required velocity

conditions are achieved. Typical such configuration is represented in Fig. 5.8.

In the parallel staging, more numbers of propulsive stages are clustered to the

core vehicle as shown in Fig. 5.9. The clustered stages are called strapon stages.

These configurations are generally adopted when there is thrust augmentation

required in the lower stages to achieve the required (T/W) ratio. Along with the

core vehicle propulsion system, the strapon propulsion systems are also in operation

at the appropriate time to provide the necessary energy to the vehicle (Fig. 5.9a). If

the strapon stages are powerful enough, core booster stage is brought into operation

during flight at suitable predefined sequence to increase the performance

(Fig. 5.9b). Once their functions are over, generally the empty strapon stages are

jettisoned from the main vehicle to gain the vehicle performance.

Fig. 5.8 Partial staging

configuration
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The reasons behind these types of configurations are to meet the requirements

with smaller propulsion stages (which are easy to design, develop and realize) than

one very big stage/engine to generate the required (T/W) ratio. In certain configu-

rations, to avoid one more separation event, the empty strapon stages are separated

along with the core vehicle stage if their operation durations are very closer to the

core stage. After separation of strapon stages, the main vehicle continues to be in

operation till meeting the mission requirements.

Fig. 5.9 Parallel staging

162 5 Space Transportation System Configuration, Staging and Performance



There are several vehicles globally which have parallel staging concepts to meet

the requirements considering the new technology developments and realization

difficulties.

Figure 5.10 illustrates the piggyback staging. In these configurations, the second

stage is attached to the first stage as a piggyback. Either the piggyback stage

operates after the first stage operation or both can operate together, wherein the

first stage can be separated after completing its functional requirements. The Space

Shuttle is one typical example of using parallel staging and piggyback staging

concepts together. These configurations also provide the necessary thrust to the

vehicle. The second stage (piggyback stage) continues further to achieve the

required orbital conditions.

5.5 Optimum Staging Aspects and Vehicle Performance

In multistage vehicles, the number of stages, the mass ratios, the specific impulse of

the propellant used, thrust levels, propellant burn duration, the separation sequence,

etc. are to be optimized to derive the maximum benefit of achieving the highest

payload for the given lift-off-mass of the vehicle. Similarly one has to optimize the

flight vehicle performance during the initial design phase. Some of the important

parameters which need serious consideration while defining each of the stages are

as given below:

(a) Effective exhaust velocity, Ve

(b) Nozzle area ratio

Fig. 5.10 Piggyback

staging
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(c) Specific impulse of propellant

(d) Stage mass ratio

(e) Burn duration of stages

(f) Minimisation of velocity losses due to drag and gravity

(g) Maximum propulsion efficiency

(h) Optimum vehicle sequencing

The higher value of effective exhaust velocity always provides higher velocity to

the vehicle. Selection of a suitable propellant and a suitable nozzle configuration are

important to achieve higher exhaust velocity. Nozzle area ratio has to be judiciously

selected depending upon the operation of the stages either at sea level or at higher

altitudes. The specific impulse is closely linked to effective exhaust velocity and it

largely depends on the propellant used and the nozzle configuration. It has direct

influence on the vehicle performance.

The mass ratio has to be kept minimal to achieve optimum performance from the

vehicle. This can be achieved by reducing the inert mass of the structures, avionics

and all other associated elements. The design also has to ensure that the unused

propellant is kept minimum. All these aspects need greater emphasis while finaliz-

ing the vehicle configuration. In order to minimize the velocity loss due to gravity it

is always advantageous to reduce the burn time of stages by protecting the overall

impulse needed for the vehicle. The vehicle drag is another important factor which

causes severe velocity loss during the atmosphere phase of flight. The aerodynamic

shaping, smooth external surfaces, and minimization of local projections are some

of the areas which need greater attention to reduce the vehicle drag while finalising

of the vehicle configuration.

During the initial definition phase of the vehicle, not only proper selection of

propulsion systems for each of the vehicle stages is important but careful definition

of propulsion parameters are needed to improve the overall propulsion efficiency

and the vehicle performance. The vehicle sequencing is closely linked with the

trajectory and has to consider several constraints which are specified. In order to

reduce the no control region between two stages, real time decision to define a new

time line with respect to the burn out of the lower stage is required. Various events

during these operations are to be properly sequenced to obtain the optimum

performance from the vehicle.

In solid propulsion systems, the structural mass factor is more and exit velocity

and specific impulse are less. Therefore, the energy imparted by this system to the

vehicle is less and the vehicle performance with solid motor staging is limited. But

the thrust levels of solid motors are generally higher with very short duration flight

time. The higher (T/W) ratio along with reduced operation time reduces the velocity

loss due to gravity considerably. Therefore, even though the ideal velocity imparted

by solid motors is less, the net effective velocity is more. This feature is especially

useful for the vehicle during lift-off, wherein vehicle mass is more along with

almost vertical flight of the vehicle. During lower stage flights, vehicle attitude is

generally towards vertical. With higher (T/W), the vehicle can fly more towards

horizontal. Due to the higher thrust, the burn time is less which results into reduced
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velocity loss due to gravity to vehicle. This gain supersedes the performance loss

due to increased structural mass and less energy propulsion system.

During upper stage flights, due to the almost horizontal flight of the vehicle,

already the velocity loss due to gravity is less. Therefore, the advantage of solid

motors with respect to the velocity loss is minimum, and in such cases, the less

energy content of this propulsion system along with higher structural mass makes

this system less attractive for upper stages. However, the solid motor system is

much simpler, compared to the complex liquid engine propulsion system.

For the liquid engines, especially cryogenic engines, thrust levels are less; but

they burn for very long duration to provide the higher energy with the stored

propellants. The low thrust along with the long duration have the following

implications: (1) (T/W) ratio is less than unity especially at the time of ignition

and (2) Long duration thrusting increases the velocity loss due to gravity consid-

erably. If these propulsion systems are used for lower stages, there is very high

velocity loss due to gravity. Therefore, in spite of imparting high energy, the net

effective velocity achieved is not high for lower stage operations.

During upper stage operations, the vehicle attitude is almost horizontal, and

therefore, the velocity loss due to gravity is minimum in spite of long duration

flight. Under such cases, thrust level is not the major criteria, but total impulse is

important so that almost full energy of high efficient liquid propulsion performance

is effectively utilized for the vehicle performance. Another important feature is that

the structural factors of liquid engines are generally lower. These two features make

the liquid engines more attractive for the upper stages. Additional advantage of

liquid engines for upper stages is that, when the required orbital conditions are

achieved, the engine can be shut down which ensures precise injection of the

satellite into the defined orbit. However, the liquid engines are more complex due

to the more numbers of rotating elements, high pressure systems and valves with

leak tight requirements to ensure the vehicle safety. The contamination control is

also of paramount importance for the liquid engines.

Due to vacuum flight operations, the nozzle expansion ratio can be more to get

more specific impulse. The increase in structural mass due to the extended nozzle

reduces payload carrying capacity. Therefore, these aspects are to be considered

while arriving at a suitable configuration.

To effectively utilize the high energy of liquid engine propulsion systems, these

systems can also be used in the lower stages along with the augmented thrust of

solid motors. Also, more number of liquid engines is used in the lower stages to get

the required (T/W) ratio.

Considering the above aspects, the more preferable options for the STS config-

uration are given below:

1. Lower Stages

(a) Solid motors for the main propulsion system

(b) Solid motors augmented by solid strapon motors

(c) Multiple liquid engines
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(d) Liquid engines (Earth storable or cryo engines) with augmentation by solid

motors

(e) Liquid engines augmented by liquid engine strapon stages

(f) Structures to withstand internal and external loads

2. Upper Stages

(a) Liquid engines (Earth storable or cryo engines)

(b) Multiple liquid engines

(c) Engines with maximum possible area ratio

(d) Highly optimized structures (only internal loads)

The above strategies have been used globally in all the STS configurations.

5.6 Design Sensitivities and Trade-Offs

During the initial definition phase of the vehicle, it is essential to carry out detailed

design synthesis involving the identification of design options, their trade-offs

which have to be based on the sensitivity and selection of a suitable technology.

These trade-offs are quite useful to assess the parameter sensitivity, its influence on

system effectiveness and to arrive at an optimum configuration meeting the overall

mission objectives. The trade-off process has to consider the technology availabil-

ity, the schedule and cost constraints. This process is quite complex and needs

several iterations. Some of the major factors which need to be considered during the

design phase are discussed below.

The lift off (T/W) ratio is one of the important factors which need to be studied in

detail to arrive at an optimal value. It largely depends on vehicle parameters. For

example, for a typical vehicle, dimensionless lift-off mass and structural mass as

function of (T/W) ratio are given in Fig. 5.11. It can be observed from Fig. 5.11 for

higher (T/W) ratio, the structural mass increases in order to have larger thrust and

this causes increase in the propulsion system mass. At the same time, due to reduced

Fig. 5.11 Parameter trade

in two stage vehicle
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velocity loss, the lift-off mass of the vehicle decreases. A value of (T/W) ratio

between 1.35 and 1.4 provides an optimum configuration.

Trade-offs for the selection of propulsion systems depend on several factors such

as complexity, reliability, overall cost, ease of operation, maximum propellant

utilization with a small amount of left out propellant, capability to adjust ΔV and

many more. The number of stages also depends on the technology maturity of

booster and upper stage propulsion systems. There is also a trade-off possible

between number of engines and the overall thrust of engines. Lower thrust engines

are useful in reducing the operating design parameters for the engine. This helps in

enhancing the reliability of engines. At the same time, increasing the number of

engines has limitations in size, weight, interaction between flumes and overall

integration aspects.

Another important trade-off is the development of advanced technologies to

meet the functional requirements against the usage of available technologies. No

doubt, that advanced technologies (such as propulsion systems and structural

materials) improve the performance, but associated issues are the increased cost

for design and development, the risks involved, schedule and development cost. In

addition, high-end technologies require precision manufacturing processes along

with the costly materials. Therefore, even though there is considerable performance

improvement (maximum payload mass fraction) with the advanced technologies,

the design and development cost and the unit cost of the vehicle increase, which

makes the vehicle economically expensive. Sometimes, it is possible to upgrade the

available technologies to meet the functional requirements without impacting the

schedule and the cost.

However, if there is a demand for quantum jump in the performance require-

ments, which may not be feasible with available technologies, then there is no other

option but to develop the advanced technologies. Even in such cases, there can be

an optimum route of developing smaller engines and design them to achieve the

required performance. The associated mass increase and its impact on the perfor-

mance have to be considered in the trade-off studies.

With respect to the vehicle structure, there are several tradeoffs. The overall

weight of the vehicle needs to be minimised meeting the strength and stiffness

requirements. External shape of the structure has to be carefully arrived at to avoid

undesired aerodynamic effects. There are many choices for shapes and construction

methods for structures, and suitable selection depends on the type of applications in

the vehicle.

The overall shape, size and external protrusions have larger influence on aero-

dynamics effects and load on the vehicle. The detailed trade-off studies are needed

for all other subsystems like sensors, control, vehicle avionics, separation, etc.

considering various available options. Choosing a suitable one has to meet all

specified requirements.

The general approach in all such trade-offs is to carry out detailed analysis and

sensitivity studies with respect to the overall performance of the vehicle. The

performance evaluation has to be carried out not only under the perturbation

conditions of parameters within 3-sigma values but also under all adverse operating
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conditions of the vehicle. Therefore, the final selection is to be based on the detailed

simulations, tests and past experience. The chosen configuration has to provide the

optimum performance meeting the schedule and cost criteria.

5.7 Satellite Interfaces with STS and Payload Fairings

To carry the satellite and deliver safely to the defined orbit, suitable mechanical and

electrical interfaces of the STS with spacecraft are essential. One should also have

full understanding of the constraints imposed by the vehicle like payload envelope

and vehicle flight dynamic environment.

The spacecraft is generally mounted on the payload adaptor through proper

mounting mechanism with a suitable separation system. It is essential that the joints

are suitably designed to provide the specified joint characteristics. The separation

system is mostly configured by a system which has a number of helical compression

springs. They are released by a pair of bolt cutters used in redundant mode as

release devices. The maximum separation velocity for the spacecraft has to be

specified and the launch vehicle has to ensure that the separation velocity is within

the specified value. A restricted centre of gravity offset is allowed for spacecraft and

hence it has to be maintained within this value. Similarly the disturbance due to

separation has to be minimum, generally less than one degree per second. The

interface between spacecraft and launch systems has to be designed to keep the

interface requirements as minimum as possible. Functional and physical interfaces

have to be well-defined and dependence of one on the other has to be maximally

avoided.

The satellite during the integration with the vehicle has to be maintained in a

clean environment and the assemble bay has to be with 10,000 class cleanliness

with appropriate facilities. The outgassing properties of the launcher material have

also to be assessed and the molecules arising out of this are to be controlled.

The payload fairing should have provision for spacecraft telemetry transmission

through its body smoothly. Therefore radio frequency (RF) transparent panels are

needed in the cylindrical section of payload fairing. The spacecraft designer has to

provide the initial data on (a) operating frequency range, (b) antenna pattern,

(c) power of the transmitter and (d) power attenuation. The electromagnetic com-

patibility analysis is necessary to ensure the interference free electromagnetic

environment. In payload fairing, generally provision is made to have detachable

doors to have easy access to the spacecraft after the installation of the payload

fairing.

The payload envelope is another important criterion to be considered between

STS and satellite. This envelope represents the maximum allowable satellite exter-

nal configuration. This includes all manufacturing tolerances, static and dynamic

deflections during assembly of payload fairing and in flight. In order to protect the

satellite against the acoustic load encountered during atmospheric flight, acoustic

blanket with suitable thickness provided. These thicknesses are also to be accounted
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for deciding the dynamic envelope requirements. Dynamic envelope clearance has

to be determined based on the detailed analysis. A typical payload envelope is as

shown in Fig. 5.12.

While mass of the satellite decides the propulsion systems sizing and configu-

ration, size, shape and volume of satellite along with the dynamic envelope

explained above decides the payload fairing size. Depending on the satellite

requirements, there are demands for bulbous payload fairing and straight payload

fairing as shown in Fig. 5.13.

The fairing size has major impact on the aerodynamic characteristics of the

vehicle. As this forms front portion of the vehicle, faces the air flow directly, the

entire aerodynamic characteristics of the vehicle in terms of drag, lateral distur-

bance forces and moments depend on the shape of the payload fairing. Therefore,

optimum design has to be carried out to arrive at a suitable aerodynamic shaping of

the payload fairing. These aspects are explained in detail in Chap. 10 on aerody-

namic design.

5.8 External Configurations of STS

Till now, the vehicle sizing in terms of propulsion systems requirements to achieve

the requiredΔVand payload fairing sizing requirements with respect to the satellite

mass and size are discussed without any emphasis on the external shaping of the

Fig. 5.12 Typical payload

envelope
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vehicle. Once the sizes of the required propulsion stages are finalized, the next task

is to provide the aerodynamic shaping to the vehicle.

The aerodynamic drag force acting on the vehicle during atmospheric flight

phase has major impact on the vehicle performance in terms of velocity loss.

Similarly, the aerodynamic lateral forces and moments acting on the vehicle during

atmospheric flight phase form the major design input for vehicle structural, control

and other subsystems designs. In addition, the functional protrusions introduced in

the vehicle external configuration such as propellant servicing system at the ground

etc. generate highly localized load.

The abrupt change at the aft end of the vehicle can introduce aerodynamic load

on the propulsion system nozzle which may have major impact on the structural

design aspects of nozzles as well as control systems of propulsion stages. Therefore,

suitable aerodynamic shaping has to be provided to the vehicle and subsystems to

reduce all the above-mentioned aerothermal environments. More details on external

aerodynamic aspects are explained in Chap. 10 on aerodynamic design.

Fig. 5.13 Payload fairings
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5.9 Infrastructure for Ground Operations

Attention to ground and launch operations while finalising the configuration of the

vehicle is of utmost importance because it has large influence on the technology

options for the vehicle, schedule and cost. The infrastructure needed for ground

operations like launch complex, launch tower, propellant servicing facilities etc.,

has to be closely linked to the vehicle configuration. They should not only meet the

requirements of launch support for the chosen vehicle configuration but also has to

cater for the possible growth potential of the vehicle in the immediate future. The

launch operations involve various important steps like assembly, integration and

testing of vehicle subsystems and the integrated vehicle. This demands a number of

facilities for mechanical, electrical and fluid systems depending on the requirement

of each stage and the vehicle. Provision has to be made for the final testing of the

payloads and all associated facilities are to be planned. The launch management

calls for launch tower and all other associated service facilities. The launch phase

electrical checkout is a complex system.

If the launch facilities are already established and existing, the suitability of the

same has to be critically examined. Maximum usage of such facilities for the

vehicle being configured should be one of the important considerations. The

physical integration of the vehicle can be done either vertical or horizontal mode.

The vertical integration restricts the access to subsystems and brings in a lot of

safety related concerns while the horizontal integration has the advantage in both

these specific areas. However the most common practice is to have vertical inte-

gration since it facilitates easier assembly of the vehicles.

The liquid stages demand suitable propellant storage and service facilities at the

launch base. Proper facilities are to be established for loading the propellants into

the vehicle. Depending on the stages used in the vehicle the propellant to be

serviced can be either Earth storable propellants or cryogenic propellants. The

facility has to satisfy the propellant storage and transfer requirements like the

quantity of fluid to be stored, remote transfer of fluids, thermal conditioning of

the fluids, various essential measurements of fluid parameters and rapid draining of

propellants in the event of the call-off of launch. The system has to be configured

with a lot of safety features to avoid any accident as these fluids are highly toxic. In

order to achieve very high reliability, these systems have to be configured as simple

as possible. Redundancy in very critical functions is necessary and has to be

carefully decided.

Cryogenic fluids like liquid oxygen and liquid hydrogen have to be stored at low

temperatures to avoid the increase in vapour pressures at ambient temperatures.

Provision has to be made for proper venting to escape the excess pressure build up

in fluid systems. Insulation of all fluid storage and transfer systems has to be

provided to avoid the heat loss. These facilities requirements are to be assessed

with respect to the configuration definition of the vehicle and appropriate facilities

development are to be planned to meet the overall realisation plan meeting the

schedule and cost constraints.
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Chapter 6

Operating Environment

Abstract The space transportation systems and their subsystems have to perform

normally under all kinds of adverse environments during their operation in flight.

The vehicle experiences very severe external environments during atmospheric

regime of flight and subsequent to that faces steady and dynamic loads during the

remaining phases of flight till injection of satellite. The vehicle structure has to

withstand all these extreme flight environments to achieve the mission successfully.

To counteract the disturbance and to achieve the intended function, the various

subsystems have to stretch their functional limits. The additional response caused

by such efforts influences the performance of other related subsystems. Similarly,

performance dispersions of a particular system have functional impact on other

subsystems. Therefore, there is a strong coupling between environment and perfor-

mance of subsystems in the vehicle. The disturbances are originated either from the

external source to the vehicle or from a specific system within the vehicle which

acts on the vehicle. The vehicle and subsystems have to be designed to operate

against the expected environment disturbances. Typical external operating envi-

ronments are gravity, atmosphere and aerothermodynamics. Atmospheric wind has

specific characteristics and has major influence on the performance vehicle sys-

tems. The full understanding of the thermal environment which can cause severe

effect on the performance of the subsystems is essential. Dynamic environments

experienced by the vehicle systems, by both external and vehicle internal sources

have the potential to induce the coupling between subsystems which can cause

severe degradation in performance and at times failure too. This chapter describes

in detail all such external, internal and dynamic operating environments experi-

enced by the vehicle subsystems. How to deal with all such hostile environments

during the design phase and how to enhance the robustness of the systems to work

in such environments are discussed. Methodologies for understanding the vehicle

operating environments thoroughly, predicting them accurately and utilizing those

values in the design and qualification process are explained. The various parameter

dispersions to be considered for the vehicle design and overall mission are also

discussed.
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6.1 Introduction

To inject maximum satellite mass into the mission-defined orbit, with the present-

day technologies, the STS subsystems have to operate at their peak performance

and the structural design of the vehicle has to be highly optimum. Peak performance

of the subsystems demands higher operating conditions such as high pressure, high

temperature, high thrust, etc. and the subsystems have to perform normally under

such adverse environments to meet the specified functional requirements. The

vehicle also experiences very severe external environments during atmospheric

regime of flight along with various steady and dynamic loads during various phases

of flight till injection of satellite and the vehicle structure should withstand the

extreme flight environments to achieve the mission successfully. Therefore, to

ensure the robustness of the systems to work in hostile environments, it is essential

to understand the vehicle operating environments thoroughly, predict them accu-

rately and use those values in the design and qualification process.

There are two broad categories of operating environments which need to be

considered in the STS design process:

1. Disturbances which tend to deviate the vehicle systems away from the nominal

intended function

2. Dispersions in the subsystem performance and environment parameters, which

bring in additional demand on the vehicle systems, to meet the intended function

To counteract the disturbance and still achieve the intended function, a

subsystem may have to stretch its functional limits. The additional response caused

by such efforts certainly influences the performance of other related subsystems.

Similarly, performance dispersions of a particular system have functional impact on

other subsystems. Therefore, there is a strong coupling between environment and

performance of subsystems in the vehicle. During design process, it is essential to

understand and define the coupling between (a) the environment and specified

subsystems and (b) the responses of the subsystems, to arrive at the robust design.

The disturbances are originated from both external to the vehicle and from a

specific system within the vehicle which acts on the vehicle or other subsystems. In

both cases the affected vehicle subsystems do not have any control on the distur-

bances. Therefore, the vehicle and subsystems have to be designed to operate in the

expected disturbed environment. While the disturbances are the characteristics of

the originating systems, the performance dispersions of a subsystem are generally

caused by the (a) design insufficiency, (b) non-robust design, (c) prediction errors

or (d) manufacturing and fabrication deviations.

The dispersions are also categorized into two types:

1. Dispersions on the operating environment with respect to the prediction

2. Dispersions on the vehicle system’s performance parameters

To take care of the first category, the environment input has to be augmented

accordingly to design for the extreme case of disturbances including the prediction
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error. The dispersion levels of performance parameters can be reduced by adopting

suitable robust, accurate design strategies as well as by reducing uncertainty levels

in fabrication. If there are still some errors, those effects can be handled by

providing extra margin in the design.

This chapter explains the overall external and internal operating environments to

the vehicle subsystems. The various parameter dispersions to be considered for the

vehicle design and overall mission are also discussed. It is to be noted that, for

certain systems, the operating environment generated by the system itself is the

design guidelines such as propulsion system, etc. Such environments are discussed

along with the design aspects in the respective chapters of the book.

6.2 Broad Classification of Operating Environments

During its entire mission from lift-off till satellite injection, the vehicle and sub-

systems undergo several kinds of external disturbances. These vary from vacuum

flight phase to severe atmospheric flight regimes ranging from subsonic to hyper-

sonic flight phases with various levels of complexities specific to a particular

regime of flight. Typical external operating environments are gravity, atmosphere

and aerothermodynamics as shown in Fig. 6.1. Depending on the vehicle external

shape, trajectory and attitude dynamics, these environments cause various types and

levels of severity to the vehicle systems. By suitably designing these parameters,

the impact of these environments on the vehicle systems can be reduced.

The acceleration due to gravity has major influence on the trajectory of STS.

Generally a vehicle travels along a large ground range to inject the payload into the

designated orbit. As a typical STS mission covers ground range as high as 8000 km,

it is essential to consider the effect of gravity due to Earth asphericity on the vehicle

trajectory dynamics. The random phenomenon of in-flight atmospheric wind gen-

erates angle of attack to the vehicle with respect to the velocity vector. The angle of

attack and the dynamic pressure, which are functions of wind atmospheric proper-

ties such as density and vehicle trajectory combined with the external aerodynamic

characteristics, induce severe aerothermal loads on the vehicle structure and desta-

bilize the vehicle during atmospheric flight phase. In order to alleviate this severity,

it is essential to design optimum aerodynamic configuration of the vehicle along

with trajectory shaping and wind biasing to reduce the vehicle aerothermal loads.

The aerodynamic noise at various locations of the vehicle caused by the vehicle

external shape combined with the critical regimes of flight can induce severe

environments to the vehicle systems. These noise levels can be reduced by proper

shaping of the STS trajectory and by suitably designing external aerodynamic

shape. However, the vehicle subsystems have to be designed and validated for

this operating environment.

The important vehicle internal loads are thrust, pressure and thermal loads. In

addition, there are several internal sources of disturbances caused by the vehicle

systems. These disturbances have to be considered for designing the vehicle

6.2 Broad Classification of Operating Environments 175



systems. Typical examples as explained in Fig. 6.1 are (1) vehicle characteristics in

terms of thrust misalignment and lateral centre of gravity (CG), vehicle subsystems

attachment misalignment, (2) propulsion system characteristics such as propellant

slosh, pogo and tail-off characteristics and (3) environments such as jet noise, shock

and vibration.

With suitable design of the vehicle systems, the severity of the internal distur-

bances on the vehicle systems can be reduced. The thrust misalignment can be

reduced by suitable design of nozzle throat and thrust frame. The CG offset can be

reduced by proper vehicle layout design. Attachment misalignments can be reduced

by adopting best strategies for vehicle assembly. In order to reduce propellant

sloshing effects, depending on the criticalities, slosh baffles have to be provided

at the suitable location. Pogo effects can be minimized by the design of structural

elements of the propulsion system and with the pogo corrector. The acceptable tail-

off characteristic has to be achieved by suitable propellant loading and propulsion

subsystems such as valves. Additionally, vehicle subsystems designed to meet the

specific functional requirements generate environments such as jet noise, shock and

vibration. Therefore the vehicle subsystems have to be designed and validated to

operate under such environments.

In addition, the performance dispersions of each of the subsystems and environ-

ments also have major impact on other vehicle systems and therefore, these aspects

have to be considered in the vehicle design. The dispersions are caused by three

factors: (a) error in predicted performance parameters/environments used in the

design, (b) improper design, wherein the actual system performance can be differ-

ent from the expected one, as per design, and (c) random process. The dispersion

levels can be reduced by robust design of vehicle subsystems and with the improved

prediction strategy. However, the random dispersions and the probable deviated

performance of each of the vehicle subsystems have to be suitably considered in the

design of vehicle subsystems and mission.

Fig. 6.1 Typical operating environments
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The sources of operating environments which generate various kinds of loads on

the vehicle systems under different categories are as given below:

1. Steady/quasi-steady loads

– Gravity and thrust

– Propellant tank pressures (pressure loads)

– Thermal loads caused by

• Propulsion system

• Cryogenic propellants

• Aerodynamic heating

– Thrust misalignment, cg offset, thrust offset and differential thrust

2. Dynamic loads

– Aerodynamic control forces (due to wind)

– Vehicle flexible structural modes

– Propellant slosh

– POGO oscillations

– Thrust oscillations

– Turbo machinery

– Mechanical shocks

3. Random vibration environment
This environment is generated by noises due to

– Jet noise

– Aerodynamic noise

The details of the operating environment, their characteristics and their influ-

ences on the vehicle systems design are discussed in the following sections.

6.3 Earth Geometry and Gravity Environment

Space transportation vehicle, during its entire mission from lift-off till satellite

injection, is under the influence of Earth gravitational pull. Therefore, the gravita-

tional acceleration has a major impact on the vehicle trajectory parameters. Since

the mission design depends on the predicted trajectory of the vehicle, the trajectory

thus designed is used as reference and input for vehicle subsystems design. It is

therefore essential to consider precise Earth gravitational model in the STS design.

Even though different aspects of Earth’s gravity are discussed in different

sections of this book, the integrated aspects on Earth model, gravity, shape, etc.,

which are essential for STS design process, are consolidated in this section.

Although it appears like a repetition, it has been presented deliberately here to

bring full clarity on the influence of gravity on vehicle design process.

6.3 Earth Geometry and Gravity Environment 177



Earth, having mass of about 5.98� 1024 kg with mean mass density of about

5520 kg/m3 and rotating about its axis of rotation with the rate of about 0.25�/min,

may be approximated as a sphere with the radius of about 6367 km. The gravity

force acting on the vehicle under the influence of Earth’s gravity field is due to the

resultant of gravitational force and centrifugal force caused by the Earth’s rotation.
The gravity force acting on the vehicle is derived from the geopotential, which

depends on vehicle position with respect to the Earth in terms of latitude, longitude

and altitude. Typically, the gravity force per unit mass of the vehicle (gravitational

acceleration) on the surface of the Earth varies from 9.78 m/s2 at equator to

9.83 m/s2 at poles.

6.3.1 Earth Shape and Gravitational Potential

In reality, Earth has an irregular shape with 30 % of its surface area covered with

rocky material of different size and shape and 70 % with oceans. In addition, Earth

is bulged at equator while flattened at poles. The largest local deviations at the

rocky area are the Mount Everest (8848 m above local sea level) and the Mariana

Trench (10,911 m below local sea level). The maximum distances from the centre

of Earth to the surface are at the summits of Mount Chimborazo in Ecuador and

Huascaran in Peru. Due to such irregularities, the geopotential is not strictly

constant over the surface of Earth. However, for the Earth’s shape, a fictitious

equipotential surface with mean sea level, which is assumed to be extended into the

continents, can be well approximated and the corresponding equipotential is called

geophysical geoid. Even though this geoid is smoother than the actual surface, its

mathematical form of representation is quite complex. The Earth’s potential thus
approximated can be expressed in terms of spherical harmonics as given below:

U ¼ � μ
r

1�
X1
n¼2

Jn
Re

r

� �n

Pn sinϕð Þ
"

�
X1
n¼2

�
Xn
m¼1

Jn,m
Re

r

� �n

Pn
m sinϕð Þ cosm λ� λn,mð Þ

#
ð6:1Þ

where

μ¼Earth’s gravitational constant, 3.9860253� 1014 m3/s2

r¼Geocentric radius at vehicle location

ϕ¼Geocentric latitude

λ¼Geographic longitude

Re ¼ Mean equatorial radius of Earth

Pn sinϕð Þ is Legendre’s polynomial of degree n in sinϕ
Pn

m sinϕð Þ is associated Legendre function of degree n and order m

Jn, Jn,m and λn,m are numerical coefficients, represent mass distributions
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The term�μ=r is the maximum contributing factor in Eq. (6.1), which represents

the gravitational potential corresponding to spherical Earth and referred to as

Newtonian gravitational potential, whereas other terms are out of deviations of

Earth shape from sphere. It is to be noted that with the assumption that the origin of

reference frame considered for the analysis coincides with the Earth’s centre, the
terms with n¼ 1 are absent. The terms in Legendre’s polynomial Jn are called zonal

harmonics whereas the terms in the associated Legendre function Jn,m, n 6¼ m are

called tesseral harmonics and terms with Jn,m, n ¼ m are referred as sectorial

harmonics. The zonal harmonics represent the deviation of gravitational potential

along the latitude direction (north–south) with respect to the Newtonian one,

whereas the tesseral and sectorial harmonics represent the corresponding deviation

along the longitudinal direction (east–west). The term containing J2 represents the

oblateness of Earth and the term J3 describes the Earth as pear shaped one, whereas

J2,2 describes the ellipticity of equator. The value of J2 is close to 1.0826269� 10�3

whereas the remaining Jn and Jn,m values are of the order of 10�6 or less.

The Earth makes one revolution in a day about its axis of rotation whereas the

satellite orbits are inertially fixed; the effects due to tesseral and sectorial harmonics

on satellite orbits are assumed to be averaged out except for the geostationary orbit.

Since the satellite always keeps fixed position with respect to the Earth, the orbit is

sensitive to the longitudinal variation of gravity. Therefore, the zonal harmonics has

the major impact on satellite orbits. For the space transportation system applica-

tions too, neglecting the tesseral harmonics term due to their small values, the Earth

shape can be approximated to the oblate spheroid as shown in Fig. 6.2. The gravity

force at a typical position of the vehicle is also shown in Fig. 6.2, wherein the

resultant gravity acceleration g does not pass through centre of the Earth and has a

radial component gR and a lateral contribution gL. For the same radial distance r

from the centre of Earth, gR and gL vary across the latitude ranging from 0 to �90�.

Fig. 6.2 Earth shape and

gravity
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For the very short-duration flight, these variations do not have much effect on the

trajectory. However, for the orbital mission trajectory extending beyond 5000 km

down range, the gravity variation due to Earth asphericity has significant influence

on the trajectory parameters and therefore need to be considered.

Considering small values of Jn n > 3ð Þ and Jn,m, for general applications, the

geoid can be approximated to an oblate spheroid or ellipsoid, which is obtained by

rotating an ellipse about minor axis. The axes of the ellipse are selected such that

the deviations of the geoid with respect to the ellipsoid are minimized. The

reference ellipsoid thus obtained with semi-major axis of 6378.137 km

(corresponding to equatorial radius of Earth) and semi-minor axis of

6356.755 km (corresponding to polar radius of Earth) is being used in

Astrodynamics and space transportation vehicle applications.

Generally, this ellipsoid is represented by the equatorial radius ðReÞ and one of

the three parameters viz., (1) the reciprocal of the flattening, (2) polar radius ðRPÞ
and (3) eccentricity. These parameters are related as given below:

f ¼ Re � Rp

Re

ð6:2Þ

e2 ¼ 2 f � f2 ð6:3Þ
Rp ¼ Re 1� fð Þ ¼ a

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� e2

p
ð6:4Þ

where

Re ¼ Equatorial radius of Earth (6378.137 km)

Rp ¼ Polar radius of Earth (6356.755 km)

and

1= fð Þ ¼ 298:257223563

These values are defined for the WGS84 ellipsoid, used by the GPS devices.

The major deviation of the geoid with respect to the reference ellipsoid is

obtained by the satellite orbit perturbations caused by the actual gravitational

deviations with respect to the one used for the system design. The variations of

orbital parameters show that the geoid radius at North Pole is longer than South

Pole radius by 38 m. The northern middle latitude is flattened whereas the southern

middle latitude is bulged out, thus describing the pear shape of Earth. Similarly, the

geoid’s equator is having small deviations from a circle and obtained by the orbital

perturbations of geostationary orbit. This orbit is sensitive to longitudinal variations

of gravitational acceleration with respect to Earth. The major axis of the equatorial

ellipse of the geoid intersects the circle of reference spheroid at the longitudes of

about 18�W and 162�E and the major axis is longer by about 138 m with respect to

the minor axis. Therefore, the better application of the geoid is an ellipsoid with

corrections superimposed over that.
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6.3.2 Gravitational Acceleration

Assuming negligible effects of tesseral harmonics, sectorial harmonics and higher-

order zonal harmonics, the gravitational potential at a radial distance r of a launch

vehicle from the centre of Earth can be approximated very close to the geoid as

given below:

U ¼ �μ
r

1�
X4
n¼2

Jn
Re

r

� �n

Pn sin θð Þ
" #

ð6:5Þ

where

μ ¼ 3.9860253� 1014 m3/s2

Re ¼ 6,378,140 m

J2 ¼ 1.0826269� 10�3

J3 ¼ �0.00254� 10�3

J4 ¼ �0.00161� 10�3

Legendre’s polynomials of degrees 2, 3, 4 in “θ” are expressed as

P2 θð Þ ¼ 3

2
θ2 � 1

2
ð6:6Þ

P3 θð Þ ¼ 5

2
θ3 � 3

2
θ ð6:7Þ

P4 θð Þ ¼ 1

8
35θ4 � 30θ2 þ 3
	 
 ð6:8Þ

Assuming the vehicle’s position is represented with respect to the Earth-centred

Cartesian reference frame with X and Y axes lying in equatorial plane and Z axis

along North Pole as given in Fig. 6.3, then

sin θ ¼ z

r
ð6:9Þ

and therefore, the gravitational potential represented in Eq. (6.5) can be written as

U ¼ �μ
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3775 ð6:10Þ

and the gravitational acceleration on the vehicle along the reference frame can be

computed using
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gx ¼ �∂U
∂x

ð6:11Þ

gy ¼ �∂U
∂y

ð6:12Þ

gz ¼ �∂U
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ð6:13Þ
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Fig. 6.3 Typical earth

centered coordinate system
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6.3.3 Vehicle Position Definition

The position of a vehicle at any instant of flight over Earth is generally represented

in terms of altitude, latitude and longitude. The ellipsoid shape of Earth makes two

definitions for the latitude. The geocentric latitude ϕGC is the angle between the

vehicle position vector and equatorial plane as given in Fig. 6.4. The vehicle

altitude h is measured along the vertical distance from the vehicle to the surface

of Earth, which makes 90� with respect to the local horizontal and does not pass

through the centre of the Earth. It meets the equatorial plane at an angle called

geodetic latitude ϕGD as represented in Fig. 6.4. The maximum difference between

ϕGD and ϕGC is about 11.50 at the geodetic latitude of 45�50. In order to make the

computations easier without losing accuracy for a typical STS mission, a better

approximation can be made as given in Fig. 6.5. Using the above approximation,

the trajectory parameters can be computed as given below:

ϕGC ¼ sin�1 z=rð Þ ð6:17Þ
ϕGD ¼ tan�1 k tanϕGCf g ð6:18Þ

where

k ¼ Re=Rp

	 
2 ð6:19Þ

Fig. 6.4 Definition of

vehicle location
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r ¼ x2 þ y2 þ z2
	 
1=2 ð6:20Þ

The radius of Earth corresponding to ϕGC is given by

Rs ¼ Re 1þ k� 1ð Þ sin2ϕGC

� �1=2 ð6:21Þ

and the altitude is given by

h ¼ r� Rs ð6:22Þ

If the X -axis of the reference frame coincides with the Greenwich meridian, then

longitude of the vehicle is given by

λ ¼ tan �1 y=xð Þ ð6:23Þ

It is to be noted that the maximum errors in altitude and radius of Earth computa-

tions using the above expressions are of the order of 100 m, which is sufficient for

the STS vehicle applications.

6.3.4 Effects of Earth Oblateness on STS Mission Target

Oblateness of Earth brings two important aspects related to mission design process:

(1) orbit specification for the mission target, (2) orbital altitude definition. Satellite

orbital elements of an STS mission can be uniquely defined with position vector r
and velocity vector V achieved at the time of satellite injection with respect to a

Cartesian coordinate system, beyond which the STS does not have any control over

satellite orbit. These orbital elements remain constant provided the gravitational

field is corresponding to the Newtonian gravitational potential as defined by�μ=r.
However, due to the ellipsoid shape of the Earth, in addition to the Newtonian

gravitational potential, variations in gravity accelerations act on the satellite at

further instants as given in Fig. 6.2 and Eqs. (6.14, 6.15, and 6.16). These gravity

Fig. 6.5 Approximations

on the location parameters
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variations change the orbital parameters continuously as explained in Chap. 3. The

orbital parameters computed at any instant where the gravity perturbations sud-

denly disappear are treated as osculating orbital elements. Therefore, osculating

orbital parameters are continuously varying and these elements are tangential to the

actual orbital elements at that instant. Thus in general terms, the osculating orbital

elements are defined as

ζosc ¼ ζmean þ Δζpert ð6:24Þ

where

ζosc ¼ Osculating orbital element, which is computed using instantaneous r, V

(varying along the trajectory)

ζmean ¼ Mean orbital elements, which remain to be constant

Δζpert ¼ Mean perturbations caused by the Earth’s asphericity

The real orbital elements ζosc at any instant of flight are varying depending on the
satellite location with respect to Earth. Imaginary orbital elements ζmean remain

constant. Therefore, once the expected longitude, latitude and altitude of satellite

injection for a launch vehicle are given, satellite team can define the osculating

orbital elements which meet the mean orbital elements of the satellite. These

osculating orbital parameters become targets for launch vehicle mission.

As can be seen from Figs. 6.4 and 6.5, the local radius of Earth is a function of

geodetic latitude. Therefore, the launch vehicle altitude at any instant of its flight

depends on the latitude. Satellite orbital altitude also depends on the radius of Earth

used for the altitude computations. Generally, the radius location of satellite

injection can vary during flight and apogee and perigee need not correspond to

the injection latitude. In order to get a unified definition for satellite orbital heights,

one of the following approaches is needed:

1. Using satellite injection state vector r, V, compute the exact location of perigee/

apogee; compute the Earth radial distance at these locations and compute orbital

altitudes as given in Eq. (6.22).

2. For the near-circular orbits, a small variation in injection parameters can cause

the deviation of the apogee/perigee locations to a large extent. Since the

maximum variation of Earth radius is up to 21 km, orbital altitude by such

definition introduces variation by 21 km which may lead to wrong information.

Therefore, under these circumstances, it is advisable to use a fixed value of

radius of Earth Re.

Alternatively, in order to avoid such ambiguities, it is better to use the apogee/

perigee radial distance or semi-major axis for defining the orbital parameters.
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6.4 Atmospheric Properties

Atmosphere plays a significant role in the launch vehicle design. The aerodynamic

flow characteristics and flight environment are decided by the external shape of the

vehicle. This, coupled with atmospheric properties and flight trajectory parameters

during the crucial atmospheric flight phase, causes steady and unsteady aerody-

namic forces on the vehicle, which form major input for the STS subsystems and

mission trajectory design.

Atmosphere is highly dynamic and its properties viz., temperature, pressure,

density and molecular weight vary with altitude, latitude (geographical variation),

time of day (diurnal variation), day of the year (seasonal variation), solar and

geomagnetic activities. The atmosphere gets thinner as altitude increases and

there is no clear boundary between atmosphere and outer space. Depending on

the applications, the extent of atmosphere which has significant influence on the

vehicle design has to be used. Atmospheric pressure and density reduce as altitude

increases whereas temperature profile has a unique pattern with altitude. Based on

the temperature variations, the atmosphere is divided into five different layers as

represented in Fig. 6.6 and explained below:

Troposphere: This is the lowest layer of Earth atmosphere. In this layer, the

temperature decreases with altitude and this layer extends from sea level to

about 8–9 km over the poles and 17–18 km over the equator. This is the region of

atmospheric turbulence and contains about 80 % of the total mass of the

atmosphere, which is about 5� 1018 kg. At the end of troposphere, the

Fig. 6.6 Temperature

variation with altitude
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atmospheric pressure is about 24 % and density is about 32 % of their respective

values at sea level.

Stratosphere: This is the second layer of Earth atmosphere, which starts at about

8–18 km and extends up to 50 km, wherein temperature increases. At the end of

stratosphere, both density and pressure are about 0.08 % of their sea-level

values.

Mesosphere: The next level of atmosphere is mesosphere which starts at 50 km and

extends up to 85–90 km, wherein the temperature decreases with altitude.

Thermosphere: This is the fourth layer of atmosphere, which starts from 85 to

90 km and extends up to about 500 km. Temperature increases rapidly with

respect to altitude in the lower portion of thermosphere till it reaches the

exospheric temperature
	
T1


and beyond which, the temperature remains constant.

The atmospheric properties in thermosphere are influenced significantly by solar

activity. Therefore, the height of this atmosphere layer generally varies between

350 and 800 km depending on the solar activity.

Exosphere: The atmosphere beyond thermosphere is called exosphere.

The region between two layers is called pauses of lower layer. i.e. tropopause is

the one where troposphere ends at 8–18 km. Similarly, stratopause, mesopause, etc.

can be defined accordingly.

Apart from the above atmospheric layers, several other layers are defined by

their properties within these five principal layers. Typical ones are

1. Ozone layer: Atmosphere layer wherein ozone concentration is higher. Ozone

layer is within 15–35 km, which is within the stratospheric layer.

2. Ionosphere: This is part of the atmosphere that is ionized by solar radiation. This

layer is defined from 50 to 1000 km.

Generally, atmosphere up to 90 km is called lower atmosphere, wherein molec-

ular weight is almost constant and atmospheric properties’ dispersions are also less.
The atmosphere above 90 km is called upper atmosphere which is highly dynamic

and atmospheric properties in these regions vary significantly with respect to time,

location as well as solar activities as given in Figs. 6.7 and 6.8.

Since the atmosphere is highly dynamic and atmospheric properties vary with

respect to geographical locations and solar activities, for an STS vehicle mission

from a specified launch site, mean atmosphere of that region is generally used. The

standard atmosphere is generated using measured data on atmospheric properties

over the years as well as data generated using suitable models assuming mean input

parameters for solar and geomagnetic activities for the specified location, day, time,

etc. These atmospheric properties along with the corresponding parameter disper-

sions are used for the STS vehicle design process.

A typical standard atmospheric model used for launch vehicle design is given in

Fig. 6.9. The parameters represented in Fig. 6.9 are mean values and there are
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Fig. 6.7 Temperature

dispersions

Fig. 6.8 Atmospheric properties dispersions



dispersions on these parameters. As the mean standard atmosphere is derived from

the basic measurement of temperature, any dispersion on the temperature measure-

ment leads to dispersions on pressure and density. Therefore, dispersions on the

atmospheric properties are specified in terms of variations in temperature. Typical

values are: up to 35 km, temperature dispersion can be 9 K whereas beyond 35 km,

temperature dispersion can go as high as 20 K. However, beyond 120 km, since the

atmospheric properties’ variations are larger, it is advisable to use the lower and

upper bounds of the atmosphere for the STS vehicle subsystem design. Generally,

for space transportation vehicles, atmosphere has measurable effects up to about

100 km, whereas upper atmosphere data is required for the satellite system design.

Some of the relations between atmospheric properties, useful for the launch

vehicle design applications, are given below:

The density ρ is given by

ρ ¼ P

RT
ð6:25Þ

where

P ¼ Pressure ðPaÞ
T ¼ Temperature ðKÞ
R ¼ Gas constant ¼ 287.05 m2/s2ð∘KÞ

Fig. 6.9 Typical standard

atmosphere properties
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R ¼ R

M
ð6:26Þ

R ¼ Universal Gas Constant ¼ 8314.32 J
�ð ÞK kg�moleð Þ

M ¼ Molecular weight

Speed of sound at any altitude is given by

a ¼
ffiffiffiffiffiffiffiffiffi
γRT

p
ð6:27Þ

where

γ ¼ Ratio of specific heats ¼ 1.4

6.5 Aerodynamic Environment

Whether the vehicle is on the launch pad or having atmospheric phase of flight the

aerodynamic forces acting on a space transportation system are the major factors to

be considered for the vehicle systems and mission design process. The aerodynamic

environment of the vehicle during atmospheric flight phase can be classified into

(1) steady loads, (2) unsteady loads and (3) aeroacoustic environment to the vehicle

systems. These loads depend mainly on the vehicle external aerodynamic charac-

teristics, trajectory parameters, atmospheric properties and environment parameters

such as angle of attack. Different flight regimes such as subsonic, transonic,

supersonic and hypersonic phases greatly influence the type of aerodynamic load-

ing as well as its magnitude.

Aerodynamic environment to the vehicle is caused by (1) aerodynamic charac-

teristics of the vehicle and (2) external influences. The external sources such as

wind-induced angle of attack, along with the aerodynamic characteristics of the

vehicle, produce aerodynamic drag and lateral disturbance forces viz., normal and

side forces. Depending on the aerodynamic characteristics of the vehicle, drag force

and aerodynamic environments such as unsteady buffet loads and aerodynamic

noise can occur on the vehicle systems during various regimes of flight even

without external influences. However, the level of severity of such environments

increases with the influence of external sources such as wind. The steady aerody-

namic forces acting on the vehicle during entire regime of atmospheric flight phase

is given as

FAD ¼ qSCD M, α, β, Reð Þ ð6:28Þ
FAN ¼ qSCN M, α, β, Reð Þ ð6:29Þ
FAS ¼ qSCS M, α, β, Reð Þ ð6:30Þ
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where q is dynamic pressure, S is reference area, CD, CN, CM are aerodynamic drag,

normal and side force coefficients which are functions of Mach number,M, angle of

attack in pitch plane, α, angle of attack in yaw plane, β; and Reynolds number Re.

In order to reduce the vehicle loads, generally the vehicle is flown with small

angles of attack. For such small values, the aerodynamic coefficients CD, CN, CS

given in Eq. (6.28) to Eq. (6.30) can be linearized as given by

FAD ¼ qS CD0
þ CDαα½ � ð6:31Þ

FAN ¼ qS CN0
þ CNαα½ � ð6:32Þ

FAS ¼ qS CS0 þ CSββ
� � ð6:33Þ

The dynamic pressure q in the above equations are given as

q ¼ 1

2
ρV2

R ð6:34Þ

whereρ is atmospheric density andVR is relative velocity of the vehicle with respect

to the atmosphere including wind. The coefficients CD0
, CN0

, CS0 are the aerody-

namic drag, normal and side force coefficients at zero angles of attack whereas CDα ,

CNα , CSβ are slopes of the corresponding coefficients with respect to angle of attack

in the specified plane,α is the angle of attack of the vehicle in pitch plane andβ is the
angle of attack of the vehicle in yaw plane. The aerodynamic coefficients CD0

, CDα ,

CN0
, CNα , CS0 , CSβ are functions of Mach number, Reynold’s number and vehicle

external shape and configuration. Generally these aerodynamic coefficients are

generated through wind tunnel tests using scaled-down models or through compu-

tational fluid dynamics (CFD) computations.

For the axi-symmetric bodies such as general vehicle configuration, CN0
and CS0

are negligible and CD0
6¼ 0. Therefore, it can be seen that there is always drag force

acting on the vehicle which has influence on the vehicle performance as it is just

opposite to the vehicle thrust force direction. On the other hand, the aerodynamic

normal and side forces caused by the angles of attack combined with the vehicle

aerodynamic characteristics are the main disturbance forces. They destabilize

the vehicle during atmospheric flight phase greatly and influence the design of

the vehicle structural and control systems. Additionally, the drag force also influ-

ences the structural design.

In addition to the steady forces as explained above, the unsteady loads such as

aerodynamic buffet loads influence the structural design. The aerodynamic noise

imparts severe environments to the vehicle subsystems such as sensitive avionics

and satellite systems. Therefore, suitable systems have to be designed to protect the

sensitive elements against such environments. Once the systems are designed, it is

essential to validate the systems in the expected hostile flight environment. These

aspects are discussed in later part of this chapter. The total aerodynamic aspects are

discussed in Chap. 10 on vehicle aerodynamic design.
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6.6 Atmospheric Winds

Atmospheric winds are caused by the three-dimensional motion of air, which consists

of large- to small-scale spatial and temporal variations. The wind variations are

caused by the revolution of Earth, motion of Earth around the Sun, geographical

characteristics and the available solar energy. This energy drives large-scale circula-

tion of air due to the imbalances between the atmospheric regimes, creating winds.

Due to the motion of the Earth around the Sun, seasonal wind variations occur which

can be seen in the synoptic weather changes of all locations. The dominating factors

which cause drastic wind variations are solar activity at a specified location, land-sea

influence, geographical locations, terrain type, water and vegetation. Due to the

above factors, each geographical location on the Earth has a specific pattern of

wind for each season of the year. There are spatial and temporal variations of the

wind over the specific pattern. Therefore, the wind over a specified geographical

location can be expressed as function of altitude. At each altitude there are temporal

variations of wind speed. The entire wind profile over a specified geographical

location can be divided into quasi-steady-state wind (defined as a time average

over 2 minutes) and unsteady components as represented in Fig. 6.10.

At a given altitude, wind velocity is in random direction with major components

in the horizontal plane along with a smaller vertical component. Therefore, the

horizontal velocity can be considered to be consisting of quasi-steady-state as well

as unsteady components whereas the vertical component has only unsteady com-

ponents such as turbulence. Where the vehicle flight is almost vertical, considering

the frequency content, the vertical component can be neglected. Therefore the

horizontal component plays a major role in the vehicle dynamics during atmo-

spheric flight. The horizontal component of wind velocity can be represented in two

Fig. 6.10 Typical wind

profile
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forms as shown in Fig. 6.11: (1) at a specified location, wind speed and direction

with respect to the local north and (2) wind velocity along the east–west direction

(zonal component) with wind along eastward direction as positive, and north–south

direction (Meridional component) with wind along northward direction as positive.

Wind plays a major role in the vehicle systems design process as it influences the

vehicle trajectory, structural and control system design during atmospheric flight

phase. Therefore, it is essential that the vehicle response to the winds must be

carefully evaluated to arrive at a robust STS design to meet the specified functional

requirements. This section discusses the wind effects on the vehicle, important

wind characteristics, wind statistics and the possible design winds.

6.6.1 Wind Effects on Space Transportation Systems

When the vehicle is on the launch pad, generally the vehicle is exposed to wind for a

specified duration before lift-off. Wind velocity profile along the vehicle length as

shown in Fig. 6.12a causes the dynamic pressure variations at various locations of

the vehicle. This dynamic profile along with the external shape of the vehicle

defines the local normal force which causes a disturbance profile along the vehicle

length as given by

FANðlÞ ¼ 1

2
ρSLV

2
WðlÞSðlÞCNðlÞ ð6:35Þ

where ρSL is the density of air at sea level, VW lð Þ is the wind velocity at location “l”
on the vehicle, CN lð Þ is the sectional aerodynamic normal force coefficient and S lð Þ
is the sectional area at the specified location. The sectional forces result in the

integrated load and moment about the vehicle anchoring point at base shroud and

this load has the tendency to destabilize the vehicle on the launch pad. Therefore, it

is essential that the vehicle anchoring mechanism as well as the vehicle base shroud

is designed for such loads in addition to the other loads. The net wind load acting on

Fig. 6.11 Wind representations (a) Speed and azimuth (b) Zonal – meridional component
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the vehicle has two components: (1) steady load due to the quasi-steady-state wind

and (2) unsteady load caused by the unsteady component of the ground wind. In

addition to the above, due to the bluff body nature of the vehicle, the wake caused

by the wind behind the vehicle generates unsteady load. The wind can be from any

random direction and in case the wind is blowing from launch tower towards the

vehicle, the wake caused by the tower impinges on the vehicle, which in turn

imparts unsteady loads. These additional loads also need to be considered for the

vehicle systems design, which are discussed in the chapters on aerodynamic design

and structural systems design.

The in-flight winds cause angle of attack on the vehicle as shown in Fig. 6.12b.

Assume vehicle velocity V achieved by the propulsion system is along the

longitudinal axis of the vehicle as shown in the above figure. When there is wind,

represented by wind velocity VWð Þ, with respect to the atmosphere, the relative

velocity of the vehicle is shifted away from the longitudinal axis as shown in

Fig. 6.12b. The angle between the relative velocity vector and the vehicle longitu-

dinal axis is called angle of attack.

For axi-symmetric vehicle, when there is no angle of attack, only aerodynamic

drag force is acting on the vehicle. When there is angle of attack, additionally

aerodynamic lateral forces are also acting on the vehicle as given by Eqs. (6.31,

6.32, and 6.33) which tend to destabilize the vehicle during flight. This aerody-

namic disturbing force has major influence on the structural and control systems

designs as explained in appropriate chapters.

Assuming the vehicle and trajectory parameters are in frozen conditions (for the

specified location on the trajectory and for the specified aerodynamic, structural and

Fig. 6.12 Impact of wind on vehicle (a) Wind onvehicle atlaunch pad (b) Inflight wind on vehicle
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mass characteristics of the vehicle), the in-flight loads are generated in two ways:

(1) externally imparted loads, generated by wind, and (2) loads generated by the

vehicle response. The vehicle response generated load in turn has two components

as explained in Fig. 6.13. When the control system is attempting to stabilize

the vehicle, the required orientation cannot be achieved instantaneously.

Low-frequency (rigid body) response of the vehicle under such environments

generates the attitude error, which reflects as angle of attack, αerr. Additionally,
once the control forces and aerodynamic forces are acting on the vehicle structure,

the elastic modes of the vehicle get excited which in turn produce local angle of

attack,α f . Therefore, the externally induced aerodynamic force is due to wind angle

of attack αW, whereas the aerodynamic force due to vehicle response is through

angle of attack αerr and α f as represented in Fig. 6.14. The total angle of attack α is

given by

α ¼ αW þ αerr þ α f ð6:36Þ

The vehicle flexibility effects sensed by the sensors alter the control command and

hence the vehicle structural and control systems are coupled. This interaction is

further coupled with outer loop trajectory dynamics. The aerodynamic disturbance

and control forces affect subsequently the trajectory dynamics and take the vehicle

to another state, represented in terms of new altitude and velocity. These changed

states along with the updated vehicle characteristics in terms of aerodynamic

coefficients and mass properties cause changes into externally induced disturbances

Fig. 6.13 Effects of winds
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and also the vehicle dynamics. Therefore, it can be seen that, with the presence of

atmospheric wind, the entire vehicle systems, trajectory and environment are totally

coupled.

Atmospheric wind has specific characteristics which has different impact on the

vehicle systems. Therefore, it is necessary to understand the wind characteristics

which influence the vehicle systems and carry out the vehicle systems design to

achieve the robust design.

6.6.2 Influence of Wind Characteristics

The wind characteristics which influence the STS design are

1. Magnitude of quasi-steady-state wind speed

2. Wind shear in the quasi-steady-state wind speed

3. Unsteady wind components including wind gust and turbulence

Wind shear is the rate of change of wind speed with respect to altitude. As wind

is a vector quantity, the wind shear includes changes of wind direction with respect

to altitude also. Therefore, the wind shear is the vector difference of wind velocities

between two altitudes divided by the height interval.

Wind gust is a finite increase or decrease in the wind speed relative to the quasi-

steady-state value over a very short interval of time or height. It is basically a

sudden change in the wind speed and/or direction, which may be filtered out during

the process of generating the quasi-steady-state wind. Therefore, the measured

quasi-steady-state wind may or may not consist of the wind gust. As per literature,

the maximum wind gust measured is about 9 m/s. It is to be noted that change in the

Fig. 6.14 Components of

angle of attack
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wind speed or direction induces angle of attack, αW which in turn induces large

aerodynamic disturbance loads on the vehicle. Therefore, it is essential to consider

the gust factor also in the vehicle systems design process.

Generally, the peak wind speed occurs at the altitude regime of 10–15 km, and in

most of the cases around the same period, the dynamic pressure of STS also peaks.

Wind shears are generally associated with peaking of wind and therefore wind

shears are also maximum in the altitude range of 10–15 km. Therefore, high wind

speed along with high wind shear has to be considered for the estimation of vehicle

loads due to in-flight wind. However, it is not possible to measure the wind gust in

quasi-steady-state measurement strategies, it is important to note that gust can

occur at all altitudes and this aspect has to be considered at all regimes of flight,

depending on the functional criticality of the vehicle systems.

Different wind characteristics and their impact on the vehicle systems design are

explained below:

(a) Influence of Quasi-Steady-State Wind Speed

Two typical examples of quasi-steady-state wind velocities measured at a typical

launch site location in different seasons, climates and weather conditions are given

in Fig. 6.15. It can be seen that the wind velocity profile can slowly increase until

reaching a peak value and then reduces back (Fig. 6.15a). Wind velocity can have a

lower magnitude in yet another day (Fig. 6.15b). In Fig. 6.15a, even though the

peak wind velocity is reaching up to 62 m/s, it is to be noted that the wind variation

with respect to altitude is rather small. These types of winds can be considered as

low-shear, high-magnitude winds.

Wind magnitude causes angle of attack and aerodynamic force, FA. In order to

avoid destabilization of the vehicle due to FA, the vehicle control systems produce

control force FC as shown in Fig. 6.16. The lateral forces FA and FC cause lateral

velocity, called vehicle drift, which acts normal to the vehicle longitudinal axis as

represented in Fig. 6.16. As the vehicle velocity is slowly building up, the lateral

velocity increases and drift magnitude also increases when the slowly building

velocity is more. Therefore, for the case of the high-magnitude persisting wind

(typical of wind with low wind shear), the drift velocity produces an angle of attack

αd as represented in Fig. 6.16. Under such conditions, the net angle of attack is

given by

α ¼ αW � αdð Þ þ αerr þ α f ð6:37Þ

where

αd ¼ Vd

VR

ð6:38Þ

Therefore, if the wind is persisting, even if the wind velocity is large, the net angle

of attack due to combined effect of drift and wind is less than that produced by wind

alone, whereas the other effects αerr and α f remain unchanged. This condition

repeats for the case of slow-varying, lesser-magnitude wind also.
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(b) Effects of Wind Shear

Large wind shear is one of the characteristics of wind and is represented in a typical

measured wind as given in Fig. 6.17a. The wind shear can also happen due to wind

direction change as represented in Fig. 6.17b.

It is to be noted that in the case of high wind shear, the rate of change of wind

speed and/or wind direction is such that this rate is faster than the integrated vehicle

response which is caused by vehicle inertia, control band width limitation and rigid

body band width. Therefore, the drift as explained above is very small. As the wind

shear is large, the reduction in angle of attack due to drift velocity is minimum, and

therefore, the angle of attack α is close to the wind angle of attack αW and other

Fig. 6.15 Typical examples of quasi-steady state wind profile (a) Higher magnitude wind speed

(b) Lower magnitude wind speed
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effects αerr and α f . Therefore, the presence of shear in the wind profile introduces

higher angle of attack α and in turn higher aerodynamic load. Even if the absolute

wind speed is less, the presence of wind shear causes larger angle of attack. As the

wind shear increases, the load induced byαW also increases and finally ends up with

gust response.

(c) Effects of Wind Gust

Gust characteristics in a typical measured wind profile are shown in Fig. 6.18. The

gust is a sudden phenomenon, and therefore, the entire change in velocity is

reflected as αW without any vehicle response effects. This condition increases the

aerodynamic load to maximum.

Taking into account the above characteristics, it is important that both wind

shear and gust have to be considered for the design. As the measured wind may not

contain the gust, the wind profile used for design necessarily has to have the gust

characteristics and appropriate response studies and loads have to be evaluated

before finalizing the design. Generally, there are two categories of studies carried

out for the gust response studies: (1) gust immersion and (2) gust penetration. In the

gust immersion studies, the vehicle length is assumed to be very small compared to

the gust wavelength (i.e., vertical length of gust). Under such cases, a vehicle can be

assumed to be a point mass, and the aerodynamic loads are computed as this point

travels through the gust wavelength. The gust penetration analysis is also called as

quasi-steady gust penetration. In this analysis, aerodynamic inertia effects are

neglected and steady aerodynamic characteristic is used for the analysis. As the

vehicle enters into the gust, the aerodynamic steady load on the vehicle up to

penetrated part of vehicle is faced by gusty wind whereas the remaining portion

of the vehicle is affected by the wind prevailing at that altitude. The gust penetrated

Fig. 6.16 Effect of drift
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part of the vehicle increases as the vehicle moves. The response under such

environments is evaluated till the vehicle moves out of the gust.

As it is known that the quasi-steady-state wind may not realistically represent the

actual gust encountered by the vehicle, it is essential to model the gust on the

measured wind profile. Depending on the functional criticalities of the vehicle

systems, there are two approaches for modelling gust: (1) discrete gust and (2) con-

tinuous gust, which also can be called as turbulence.

The gust induces the dynamic response of the vehicle. The frequency of the

response is a function of the gust wavelength and vehicle velocity and represented as

Fig. 6.17 Wind shear in typical measured wind profiles (a) Shear in magnitude (b) Diectional
shear
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T ¼ λ
V

ð6:39Þ

where T is period of crossing the gust, λ is wavelength of the gust and V is vehicle

velocity. The frequency is given by

f ¼ 1

T
¼ V

λ
ð6:40Þ

Simplest gust representation is to model it as a simple strong gust (discrete gust) as

given in Fig. 6.19. Assuming vehicle velocity at different regimes of flight,

Fig. 6.18 Wind gust characteristics in a typical measured wind

Fig. 6.19 Discrete gust on

a typical measured wind

profile
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depending on the criticalities and response characteristics of the vehicle, the

frequency of the excitation by the wind can be finalized and accordingly the gust

wavelength can be tuned. Generally, gust wavelength is 50–300 m and height

interval to reach the peak gust magnitude from the quasi-steady-state value is

about 30 m.

In the second approach, continuous stream of random gusts are added to the

prevailing wind profile as represented in Fig. 6.20. Several models are available to

superimpose such spectral gusts of turbulence. The main characteristics of such

gusts are (1) zero mean velocity, (2) amplitude of variation, called the strength of

the turbulence and its wind speed and (3) frequency of occurrence of the peaks. As

the details on the turbulence modelling is beyond the scope of this book, the

relevant details may be obtained from the references given in this book.

6.6.3 Wind Statistics

Wind, a random phenomenon which has different characteristics, acts as distur-

bance to the vehicle systems during flight. In order to arrive at a robust design the

following three approaches are considered:

1. The characteristics of the wind which affect the vehicle design have to be

estimated a priori and design the system for the predicted characteristics.

2. Measure the wind on the launch day close to the launch time and estimate the

vehicle load, check whether the loads are within the allowable band and give

clearance for the launch.

3. In order to ensure near-total launch availability on any day, Day-Of-Launch

wind biasing (as explained in the later part of the book) also may be adopted.

Fig. 6.20 Typical

representation of

Sinusoidal Gust
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Since the wind is random in nature, the predominant wind characteristics which

affect the vehicle systems during flight may not be measured by a single wind

profile. Also, it is to be noted that wind is grossly dependent on season, weather,

climate, time of the day in the year, launch site location, etc. The winds measured at

the launch site, launch time, day of the year over a long period of time may have the

specified characteristics. Therefore, it is essential to look into the statistics of winds

measured at the specified launch site over a long period of time.

Both ground winds and in-flight winds affect the STS design process. Therefore,

wind statistics has to be evaluated for both ground winds and in-flight winds.

Salient features of these aspects are explained below.

(a) Surface Wind Measurements

Wind below 150 m height in the specified launch site is referred as surface wind and

the wind above 150 m is referred as in-flight wind.

Surface winds are generally measured by anemometers using propeller or cups

for measuring the speed and vanes for measuring the wind direction. Anemometers

generally measure quasi-steady-state wind speeds. Due to the slow response, they

are not suited for measuring unsteady wind with frequency more than one cycle per

second. High-frequency gusts are generally measured using high-response ane-

mometers which consist of hot wires, drag spheres, etc. The anemometers are

fixed at different heights near the launch pad. Each anemometer measures the

wind velocity at that height as functions of time. Using the measurements at

different heights, the ground wind profiles as function of height and time are

generated. These profiles are further analyzed for the quasi-steady-state wind pro-

files and unsteady components as function of time as shown in Fig. 6.21.

Due to the friction effects of Earth’s surface on the lower atmosphere, the lower-

height wind speed is generally less as represented in Fig. 6.21 and increases

logarithmically as function of height. The empirical formula (power law) used for

the ground wind is given by

VW ¼ VW0

h

h0

� �p
ð6:41Þ

Fig. 6.21 Typical

ground wind
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where VW0
is wind speed at h0, near to the ground, Vw is the wind speed at height

above h0 and p is an exponent. p depends on the local terrain conditions, season of

the year and time of the day. Generally, p is of the order of 0.14–0.2.

With the advancements of measurements and data processing, it is possible to

incorporate all the features quantitatively viz., quasi-steady-state wind, wind shear,

unsteady wind and gust.

(b) In-Flight Winds

In-flight winds are measured using (1) Balloon sensors, (2) Smoke trail technique

and (3) Ground-based radars. Among them, the techniques adopting balloons are

widely used to generate the wind data for the STS design. The surface area of the

balloon is very high and the inertia is very low. Therefore, the acceleration of the

balloon due to the wind speed is so high and measures almost the instantaneous

wind. Different types of balloon techniques for measuring wind are explained

below:

1. Radiosonde: Balloon that carries the tethered payload for measurement of

temperature, humidity and dew point

2. Rawinsonde: This is same as radiosonde balloon along with a corner reflector.

The motion of the reflector is tracked by a ground-based radar. Based on the

radar output, the wind velocity profile as function of altitude is generated.

Rawinsonde balloons expand as they rise and burst at a particular altitude.

Most of the balloons can rise up to 18 km and high-altitude balloons can rise

as high as 35 km. As the critical region of STS flight in terms of dynamic

pressure is within this altitude, the wind predicted using balloon is sufficient for

the STS applications.

3. Rawin: This is a balloon which carries only reflector.

4. Jimsphere: This is a 2 m diameter aluminized Mylar super pressure spherical

balloon having conical reflectors to increase the surface roughness. As this

feature reduces self-induced oscillations of the balloon, the accuracy of the

wind measurements using Jimsphere is quite high and it can capture unsteady

nature of wind characteristics also.

5. Rawin+GPS: This is same as Rawin balloon and the payload contains the GPS

receivers. Based on the continuous measurement of position by the GPS

receivers, they are transmitted to ground and the wind speed is derived. Of all

the balloon-assisted wind measurement methods, this is independent of radar.

Using the tracked or transmitted data of the balloon, suitable data processing

techniques are adopted to remove the wild points and smoothen the noise. The

process has to be carefully done so that the real unsteady nature of the wind is

retained as explained in Fig. 6.22.

Typical winds measured at a launch site over a period of time in a specified

season are given in Fig. 6.23. As the wind measurement has a pattern for the

specified season, the statistics of these winds can be represented as mean wind, and

dispersion levels within �2σ and �3σ and so on. The mean wind and variations
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of the measured winds of Fig. 6.23 are represented in Fig. 6.24. From the above

statistics, the following conclusions may be arrived at:

1. From a defined launch site, during specified seasons, at 95 percentile probability,

the wind can be within the bands given by Mean � 2σ.
2. If the vehicle systems are designed with the characteristics of winds in terms of

quasi-steady-state wind velocity, wind shear and gust within, mean + 2σ, then
the success probability of STS mission from these launch sites during the

specified season is 95 %.

Wind has different patterns during different seasons. This can be represented as

different mean winds during different seasons as given in Fig. 6.25. Thus, in order

to ensure that all-weather launch of the vehicle (in all the days of a year), the vehicle

systems have to be designed to cater for the winds of all the seasons.

Fig. 6.22 Typical example of smoothing

Fig. 6.23 Ensemble of measured winds over a typical launch site in a typical season
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To ensure that the vehicle systems are robust to fly in all weather conditions, it is

generally designed for ‘synthetic design winds’. Synthetic profile is not the realistic
wind profiles, but synthesized one which has all the characteristics of winds in the

additive fashion. This is required for ground wind and in-flight winds.

6.6.4 In-Fight Wind Data for Design Studies

In-flight wind data are required for the vehicle structural systems, control systems,

trajectory design, integrated vehicle systems and mission design validations. Three

Fig. 6.24 Mean wind and dispersion band of typical season

Fig. 6.25 Mean wind at a typical launch site
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categories of winds are used for these purposes: (1) synthetic winds, (2) measured

wind profiles and (3) random wind profiles.

Synthetic wind profile approach produces robust vehicle systems design, espe-

cially during the early design phase. The synthetic wind profile includes all the

features of wind characteristics viz., maximum quasi-state-wind speed magnitude,

wind shear and gust in additive combination to establish the vehicle structural and

control systems design. The synthetic wind profile is constructed using the maxi-

mum wind speed, conditional maximum wind shear and gust measured with respect

to the given wind speed. Therefore, the use of synthetic wind profile assures

specified success probability which is generally assumed with the design wind

speed, shear and gust. For each season, at each altitude, there is a synthetic wind.

Construction of synthetic wind profile at a specified altitude for a specified season is

given in Fig. 6.26 and explained below:

From the measured wind profile statistics, generate the maximum wind speed

VWre fð Þmeasured at the specified altitude hre fð Þwith specified percentile. Similarly

generate the maximum wind shear measured from the low altitudes to the reference

altitude.Δh1,Δh2,Δh3 are the altitude intervals to the lower altitudes with respect to
the reference altitude.ΔV1,ΔV2,ΔV3, etc. are the maximum shear measured during

the altitude intervalsΔh1,Δh2,Δh3; etc. respectively, i.e.ΔV1 is the maximum wind

shear measured fromh1 tohre f ,ΔV2 is the maximumwind shear measured fromh2 to

hre f and so on. Therefore, the wind speed at h1 is computed as (VWre f � ΔV1



and

the wind velocity at h2 is computed as
	
VWre f

� ΔV2



and so on. Joining the profile

from the lower altitudes to the wind velocity VWre f at reference altitude hre f as

Fig. 6.26 Synthetic wind profile construction
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represented in Fig. 6.26 is the maximum shear build-up profile at the reference

altitude. Over the shear build-up profile, wind gust as explained earlier is

implemented. Therefore, this synthetic profile is having the characteristics of

(1) maximum wind speed with the specified percentile, (2) maximum shear build-

up and (3) wind gust. Such synthetic wind profiles are generated for different

reference altitudes for defined season and used for the vehicle system design.

In addition to the above, measured winds are used in trajectory design and

mission design validation. Random wind profiles are generated using the wind

statistics obtained from the measured wind and used in the integrated mission

design validation as well as in Monte Carlo analysis.

6.7 Thermal Environment

Mechanical properties of conventional structural materials reduce at elevated

temperature. At very low temperature, many materials become brittle thus reducing

their load-carrying capability. The internal stresses caused by differential temper-

ature act on the structural elements which cause additional loads. To ensure normal

functioning of sensitive electronic components, it is essential to maintain the

specified thermal environment. In addition, the temperature of the propellants has

to be maintained within the specified limit to ensure normal functioning of propul-

sion systems. Therefore, thermal environment is one of the major factors to be

considered for the vehicle systems design.

Thermal environments for the vehicle and satellite systems are caused by

(1) solar heat load, (2) Earth albedo, (3) aerodynamic heating, (4) propellant

temperature especially cryogenic systems and (5) propulsion systems. Therefore,

vehicle and satellite systems have to be protected against such adverse thermal

environments during (1) vehicle on the launch pad, (2) atmospheric flight phase and

(3) entire flight duration including vacuum flight.

6.7.1 Thermal Environment on Launch Pad

Generally, the integrated vehicle with satellite at launch pad is exposed to the

ambient for a definite duration, depending on the functional requirements of a

launch. During this period, thermal environment to the vehicle and satellite is

caused by solar heat load, Earth albedo and heat generated by the vehicle onboard

electronic systems. Under such environments, it is essential to protect the sensitive

elements in the vehicle, satellite and the stored propellants in tanks through suitable

thermal protection and cooling mechanisms. The details on the environment and

protection schemes are explained in the chapter on thermal design.
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6.7.2 Thermal Environment During Atmospheric Flight
Phase

Aerodynamic heating caused by the aerodynamic flow over the external surface of

the vehicle and protruding elements during different flight regimes is the major

source of external thermal environments over the entire vehicle systems. Solar heat

load also acts on the vehicle systems during the flight. The vehicle external surface,

functional critical systems and satellite have to be protected against these adverse

thermal environments. The vehicle sensitive systems such as control systems are

further subjected to the convective and radiative heat transfer from the propulsion

system. Therefore, suitable thermal protection systems for all the vehicle systems

have to be adopted, depending on the type of heat transfer mechanisms and their

functional requirements. Details on the thermal environment and protective mech-

anisms are given in the chapter on thermal design.

6.7.3 Thermal Environment Caused by Propulsion Systems

During chemical reaction process of combustion, hot gas with temperature level as

high as 3500 K is generated in the combustion chamber and these combustion

products are expanded through nozzle to generate the required thrust level. The

thermal environments caused to the other functional critical systems through

radiation from hot nozzle and through convection have to be addressed suitably

in the vehicle systems design. To handle high-temperature combustion products,

suitable high-temperature materials have to be used for the propulsion system

elements. In addition, suitable cooling mechanisms have to be implemented for

the combustion chamber, throat and nozzle.

Further details on these environments and the protective mechanisms are

discussed in chapters on thermal design and propulsion systems.

6.8 Vehicle Internal Steady Loads and Disturbances

The important internal steady loads acting on the vehicle systems are (1) thrust

loads, (2) pressure loads and (3) thermal loads. The thrust force is the functional

requirement of STS and the high pressures are needed in certain vehicle subsystems

to achieve the required thrust force. The thermal load is the by-product of these two

requirements. To achieve the required thrust level, high-pressure, high-temperature

combustion products are generated during combustion process in the solid motors

and combustion chambers in liquid engines. In the case of solid motors the high

pressure of combustion products directly acts on the motor cases. In liquid engines,

the various components of pumps and feed lines experience high pressures to
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achieve the required performance. For pressure-fed propulsion systems, the gases

stored at high-pressure tanks are used to pressurize the propellant tanks. In addition,

the high-pressure gases are used for control thrusters and for propulsion command

systems. All these requirements bring in high-pressure environment to the vehicle

systems. In addition, propulsion systems and other vehicle components experience

high temperature. Therefore, it is essential that the vehicle systems are designed for

pressure, thrust and thermal loads or combination of the above loads as per the

operating environment. Details of these environments and the suitable design

strategies are discussed in the chapters on propulsion and structural systems design.

In addition, there are several other steady disturbances due to the characteristics

of the vehicle systems. Some of them are (1) thrust offset with respect to the vehicle

centre of gravity, (2) thrust misalignment, (3) differential thrust and (4) attachment

misalignment.

6.8.1 Thrust offset

Thrust offset with respect to centre of gravity produces a disturbance moment about

vehicle centre of gravity (CG) as given by

MT0 ¼ TΔx ð6:42Þ

where T is the thrust generated by the rocket motor andΔx is the thrust offset. There
are two sources of thrust offset as given in Fig. 6.27: (1) thrust along the longitu-

dinal axis of the vehicle and CG of the vehicle is away from the central line as

shown in Fig. 6.27a and (2) vehicle CG along the vehicle centre line and thrust is

offset from the vehicle centre line as shown in Fig. 6.27b.

During the vehicle engineering design, depending on the functional require-

ments or due to space constraints, certain heavy components have to be necessarily

placed laterally away from the vehicle centre line, which can cause CG offset.

Therefore it is essential to carry out the vehicle layout, engineering design during

the initial phase itself to ensure near zero CG offset. The layout has to be such that

the components are placed at suitable locations which ensures balancing, resulting

in zero CG offset. To minimize the assembly error, suitable precision assembly

strategy has to be adopted during the vehicle integration.

6.8.2 Thrust Misalignment

Thrust misalignment is the angle between the thrust direction and longitudinal axis

of the vehicle and this causes a lateral force at thrust acting location resulting in a

steady disturbance moment about CG of the vehicle, as given below.

210 6 Operating Environment



MTM ¼ T sin ξð Þlt ð6:43Þ

where ξ is the thrust misalignment angle, lt is the distance between thrust acting

location and CG.There are two sources of thrust misalignment as represented in

Fig. 6.28: (1) uneven nozzle throat erosion, (2) thrust frame deflection.

When high-temperature combustion products pass through throat at sonic veloc-

ity, nozzle throat gets eroded to a certain extent. The thrust erosion rate depends on

throat material, material properties at operating environment such as pressure,

temperature, velocity, flow characteristics and constituents of combustion products.

During the process of throat erosion, there can be uneven erosion along the

circumferences, which finally ends up with throat centre line shift as represented

in Fig. 6.28a. Due to the nature of the propellant formation, throat erosion is

predominant in solid propulsion systems.

Any deviation of thrust or nozzle exit away from the vehicle axis produces thrust

misalignment. During nozzle assembly, the misalignment due to deviation of line

joining throat centre to exit centre away from the vehicle centre line also produces

thrust misalignment.

In liquid propulsion systems, thrust misalignment generally occurs due to

another phenomenon. The engine of liquid stage is attached to the stage through

thrust frame as represented in Fig. 6.28b. Generally, engine gimbal control systems

are used during thrusting phase of liquid engines. When thrust is increasing, the

thrust frame gets deformed due to the compressive loads caused by the thrust. Due

Fig. 6.27 Thrust Offset (a)
CG Offset (b) Thrust offset
from central line from

central line
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to the attachment of actuator mechanism at one side of the engine, the thrust frame

deformation is non-uniform which tilts the engine at one side, as represented in

Fig. 6.28b. As the thrust is along the axis of the deflected engine, this tilt causes the

disturbance moment.

The thrust misalignment due to throat erosion is a function of action time of the

motors and usually monotonic as given in Fig. 6.29b. Thrust misalignment due

to thrust frame deformation is a function of engine thrust level. The misalignment

becomes maximum when thrust is maximum and it follows the thrust shape as

represented in Fig. 6.29c. This feature has predominant effect on the vehicle control

system design, especially during cut-off phase of the engine. This aspect is further

discussed in detail in the chapter on NGC systems design.

6.8.3 Differential Thrust

For the vehicle with strap-on motors or stages with multi-engines, the differential

thrust is a major disturbance source, particularly during the burnout phase. A typical

strap-on configuration with straight nozzle is represented in Fig. 6.30a. Normally,

the design is such that both the strap-on motors are expected to have the same thrust

value at any instant. But in reality there is always a small difference in the

propulsion characteristics between the strap-on motors, causing a small differential

thrust, which produces disturbance moment, given as

Fig. 6.28 Thrust

misalignment (a) Throat
erosion (b) Thrust frame

deflection
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MTD ¼ T1l1 � T2l2 ð6:44Þ

where T1, T2 are thrust values and l1, l2 are the thrust locations with respect to the

vehicle centre line where the CG lies. Generally, l1 ¼ l2 except for the dispersions

on the location of CG. Therefore, different values of T1 and T2 produce disturbance

moment as represented in Eq. (6.44).

During burnout, there can be an extreme situation that one motor is still burning

with full thrust whereas another is either burnt out or the thrust is near zero. Under

such environments, the disturbance moment can be more than available control

moment. This is usually the case in solid strap-on motors.

Fig. 6.29 Thrust

misalignment variation

(a) Thrust (b) Thrust
misalignment due to throat

erosion (c) Thrust
misalignment due to thrust

deflection
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The disturbance moment due to differential thrust is minimized by utilizing the

two strategies: (1) The vehicle CG is estimated at different flight instants. The

nozzles of the motors are canted such that at the critical flight regime, the thrust

passes through CG so that there is no disturbance moment even though there is a

lateral unbalanced force. (2) Reduce the differential thrust level by adopting the

pair-casting of the strap-on motors.

For the configuration with canting, longitudinal thrust is given by

T ¼ T1 cos δþ T2 cos δ ð6:45Þ

and the lateral force is given by

TL ¼ T1 sin δ� T2 sin δ ð6:46Þ

where δ is the cant angle. From Eqs. (6.45) and (6.46), it can be seen that, for the

same thrust levels, the lateral force is balanced. However, the longitudinal thrust is

reduced. For δ ¼ 10�, the longitudinal thrust level is reduced by about 1.5 %. For

vehicle with CG at much lower level, the cant angle required is large, which in turn

reduces the longitudinal thrust component to a large extent. Under such conditions,

to avoid performance loss, canting is not provided. But to take care of vehicle

controllability problems, the method of pair-casting in solid motors with suitable

control strategies is adopted.

The differential thrust effect is same for the cases, with multiple engines as

explained in Fig. 6.30b. In both, strap-on motors or multiple engine configurations

even for the same thrust level, there can be disturbance moment if the CG is not

exactly at the mid way between the thrust locations. Therefore, it is essential to

control this effect during the layout phase.

Fig. 6.30 Configurations

with multiple propulsion

systems (a) Strapon
configuration (b)
Multiengine configuration
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6.8.4 Attachment Misalignment

In a typical vehicle with strap-on motors, the angular misalignment can happen in

the attachments as shown in Fig. 6.31. As the nozzle is attached with respect to the

strap-on motors, the attachment misalignment can also cause the disturbance

moment. The effect is similar to that of thrust misalignment. Therefore, it is

essential to ensure suitable assembly procedure to minimize the attachment errors.

6.9 Dynamic Environment

Dynamic environments to the vehicle systems are caused by both external and

vehicle internal sources. The main external sources of dynamic environments are

(1) aerodynamic characteristics of the vehicle combined with atmospheric winds,

(2) unsteady aerodynamic loads termed buffet loads and (3) aeroacoustic environ-

ments. The vehicle internal systems which cause dynamic environments are

(1) vehicle structural bending and torsion, (2) propellant sloshing, (3) POGO

Fig. 6.31 Typical

attachment misalignment

6.9 Dynamic Environment 215



oscillations, (4) thrust oscillations, (5) rotor dynamics of turbo pump systems and

(6) jet acoustics environments. Dynamic environments always induce a coupling

between different systems and hence the design has to consider this coupling.

Typical dynamic coupling environments during STS system operations are

1. Interactions between control systems and vehicle flexible dynamics

2. Dynamic loads induced by the interaction between quasi-steady and unsteady

aerodynamic loads with the structural dynamics response. Typical examples are

gust-induced responses of lower-frequency modes of vehicle and buffet load-

induced responses of higher-frequency vehicle flexible modes

3. POGO instability interaction between vehicle propulsion systems and vehicle

axial structural modes causing severe dynamic environments to the vehicle

structural systems

4. Slosh dynamic interactions with vehicle control and structural systems

5. Thrust oscillation-induced interactions with vehicle structural systems leading to

large coupled loads at the satellite interface with STS

6. Dynamic loads to the vehicle systems caused by the vehicle vibration and

acoustic environment generated by the aerodynamic and jet noises

Causes and effects of typical dynamic environments are briefly explained in this

section. The suitable design practices for the vehicle systems under such adverse

dynamic environments are discussed in detail in the appropriate chapters of

this book.

6.9.1 External Dynamic Environment

The sources of external dynamic environments are the atmospheric winds and

vehicle aerodynamic characteristics.

As explained earlier, atmospheric wind plays a major role for inducing aerody-

namic disturbance forces and moments. The wind contains different characteristics

such as shear, gust and unsteady components. These wind characteristics combined

with vehicle external aerodynamic characteristics cause oscillatory disturbances to

the vehicle which in turn interact with vehicle systems to cause dynamic environ-

ments to the vehicle.

The aerodynamic flow over the vehicle during atmospheric flight phase causes

aerodynamic steady and unsteady loads on the vehicle structure. The unsteady

component has different frequencies of pressure fluctuation. The low-frequency

pressure fluctuations cause fluctuating aerodynamic forces, which interact with

vehicle structural modes, inducing dynamic loads on the vehicle structure. This

phenomenon is called aerodynamic buffet.
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6.9.2 Vehicle Flexible Modes

Generally, STS is a structure with large length-to-diameter ratio. Therefore, in

addition to the rigid body (infinitely rigid vehicle) motion, the vehicle is also

flexing out of shape in response to the various forces acting on it. The flexible

shape of the vehicle depends on the mass distributions along the vehicle length,

diameter and joint stiffness between different structures, etc. The general flexing is

characterized in terms of slopes and displacements with respect to the six degrees of

freedom of the undeflected rigid vehicle. These vehicle elastic modes are classified

in terms of its shape and energy content. Each mode shape is time dependent and

vehicle acquires a particular mode shape at a set frequency. Realistically, a vehi-

cle’s elastic mode shape at any instant is a combination of several independent

structural mode shapes and each mode vibrates at a certain frequency. Depending

on the vehicle characteristics, the first bending frequency (vehicle shape in pitch or

yaw plane) can be as low as 1.0 Hz and the higher mode shapes frequency can be

successively higher. Theoretically the number of mode shapes and the

corresponding frequencies can be infinite. Such mode shapes exist in all six

directions (three rotations and three displacements). Typical first three lateral

bending modes of a typical vehicle at a typical flight instant are represented in

Fig. 6.32.

Depending on the forcing function magnitude and frequency a specific flexible

mode of the vehicle gets excited and induces dynamic loads to the vehicle systems.

If the vehicle systems are not designed properly, resonance can occur, which finally

leads to vehicle and mission failure. Therefore, it is essential to understand the

interfaces and coupling. The vehicle systems are to be designed to avoid such

resonances.

Vehicle flexible modes interact with aerodynamic forces, unsteady aerodynamic

buffet, propellant slosh, POGO and vehicle control systems, thus causing severe

dynamic environments to the vehicle systems and structure. Therefore, vehicle

Fig. 6.32 Typical bending

modes
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flexible modes play a major role in the dynamic environment to the vehicle systems

as well as vehicle systems design. Details are given in chapters on vehicle structural

systems and NGC systems design.

6.9.3 Propellant slosh

Propellant sloshing is a major dynamic, interactive disturbance source in the STS

employing liquid propulsion systems.

To have a certain amount of ullage volume at the ignition phase of the liquid

engines, generally propellants are not filled to the full tank capacity. Similarly,

during stage operation, the propellants are consumed continuously causing the

gradual depletion of the tanks. Under both the conditions, sufficient amounts of

propellants are available with free surface. Therefore certain quantity of propellants

is free to oscillate under the influence of lateral disturbances, whereas remaining

part of propellants towards tank bottom is rigid and not taking part in the motion.

The propellant sloshing is the lateral dynamic force resulting from the lateral

motion of liquids in the propellant tanks, which is induced by lateral acceleration

caused by lateral forces (due to lateral disturbances, control forces and slosh force

itself) as well as rotational acceleration.

The lateral dynamic oscillations of the propellants can be represented by the

lateral motions of equivalent mechanical systems either as pendulummass model or

spring mass model as given in Fig. 6.33. In Fig. 6.33, the total mass of propellant

Fig. 6.33 Propellant sloshing phenomena (a) Propellant in tank (b) Pendulum mass model (c)
Spring mass model
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remaining in the tank is Mþmð Þ, where m is the mass of propellant taking part in

sloshing motion and M represents the non-sloshing mass. The frequency of

oscillations of the sloshing liquid mass m is given by

f ¼
ffiffiffiffiffiffiffiffi
a

l

� �r
ð6:47Þ

where l is the pendulum length, a is longitudinal acceleration of the vehicle. The

frequency of propellant sloshing varies with vehicle acceleration and the length of

the pendulum, which depends on the tank configuration, free surface area, etc. In

the spring mass model, the spring constant K has to be changed to take care of the

acceleration variations.

The slosh force acting on the vehicle structure causes it to respond. The response

is fed into the control system and the control force acts on the vehicle structure,

which in turn induces slosh oscillations. Slosh force itself acts as part of forcing

function for the slosh oscillations. Thus, it can be seen that there is strong coupling

between slosh-structure-control. If the frequency of dominant slosh mode (which

gives maximum disturbance, caused by large slosh mass and location away from

the vehicle CG) is close to the control system frequency (control bandwidth), it can

cause instability to vehicle. Similarly, vehicle’s higher-energy elastic body mode

frequency closer to the control frequency may result into large-amplitude vehicle

dynamic response. Such resonances may finally result into the disturbances exceed-

ing the control system’s capabilities to counteract or structural systems to withstand

it and finally leading to vehicle break-up. Therefore, it is essential that the control

system bandwidth, vehicle flexible mode frequency and dominant propellant slosh

frequencies are having wide separations.

Generally, for a larger vehicle, employing liquid propulsion systems, the dom-

inant slosh modes, dominant vehicle flexible modes and control frequencies are

always closer. Under such conditions, it is essential to carefully consider the

propellant tank configuration and its location with respect to the vehicle CG to

reduce the slosh effects. In addition, depending on the criticalities due to slosh mass

effects, suitable baffles have to be implemented at the appropriate locations of the

tank and control systems have to be suitably designed to increase the damping of

slosh dynamics.

The details on slosh dynamics model and vehicle system details are described in

the subsequent chapters of this book.

6.9.4 POGO Oscillation

POGO phenomenon is the interaction between vehicle axial structural dynamics

and propulsion system dynamics. Like vehicle structures, the propellant feed

systems are also flexible. This feature along with the longitudinal structural
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dynamics leads to POGO oscillations. In order to understand the POGO phenom-

enon, the POGO dynamics of the propulsion system is idealized as represented in

Fig. 6.34.

The axial dynamics of structures can induce oscillations at the tank bottom.

These oscillations interact with the flexible dynamics of feed lines, which causes

oscillations in propellant supplied to the engine system. The propellant oscillations

in turn cause oscillations in combustion chamber pressure, which correspondingly

induces thrust oscillations. The thrust oscillations further induce the vehicle axial

structural mode and the interaction continues as given in Fig. 6.35. POGO insta-

bility occurs when the axial structural frequency of the vehicle is closer or crosses

the propellant feed line frequency as represented in Fig. 6.36. Under such cases,

resonance occurs on the vehicle thrust and acceleration as shown in Fig. 6.37.

In order to overcome this effect, the propulsion system frequency and vehicle

axial frequency have to be separated. It is very difficult to alter the vehicle structural

Fig. 6.34 Idealization for

POGO analysis
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Fig. 6.35 Vehicle systems interactions in POGO phenomenon

Fig. 6.36 POGO instability region

Fig. 6.37 Typical POGO

instability problem
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frequency. However, the propulsion system frequency can be altered by adding

gas-filled cavities to the feed lines.

Generally, nitrogen gas is injected upstream of pump, which can reduce the

propulsion frequency considerably, thus avoiding interaction with the vehicle

structural frequency as represented in Fig. 6.38. This system is called POGO

corrector, which can be initiated and stopped as per the requirements.

6.9.5 Thrust Oscillations

Thrust oscillations occur during various phases of solid motor and liquid engine

operations. These dynamic environments have to be properly considered for vehicle

systems design. Total analysis on these aspects is beyond the scope of this book.

However, a typical example, explaining the effects of thrust transients on the

vehicle system dynamic loads is explained below.

Thrust transients generated by liquid engines during engine shut-off phase

induce significant dynamic loads on the vehicle and satellite systems. Liquid

engines have different modes of shut-off. Generally the engines are commanded

to shut off once the specific mission requirements are achieved. In certain cases,

depending on mixture ratio variations, one of the propellants gets depleted earlier

followed by the other one. Under such conditions, the thrust starts falling and once

the thrust level is below the specified level, the engine is commanded to shut off.

Depending on the type of depletion, combustion chamber is fed with varying flow

rates of two propellants. This results in a mixture ratio which is away from the

normal value thus generating thrust oscillations. The magnitude and frequency of

the oscillations represented in Fig. 6.39a depend on the type of depletion (oxidizer

or fuel) and the propulsion system characteristics. Generally, the magnitude of

oscillation is high to excite the vehicle axial mode and frequency of oscillation can

be close to the vehicle. Such thrust transients may adversely influence the dynamic

Fig. 6.38 Effect of POGO

corrector
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response of the vehicle due to resonance. A typical thrust transient and the

corresponding dynamic loads at the satellite/space transportation system interface

are represented in Fig. 6.39.

To assess the impact of such dynamic environments, the dynamic models of the

satellite and the vehicle are to be integrated and the coupled load analysis has to be

carried out for the expected thrust transient environment. Suitable modifications

have to be incorporated in the vehicle systems if required. Also, suitable mecha-

nisms have to be introduced in the propulsion system such as restriction check

valve, which ensures the desirable thrust transient by ensuring the required oxidizer

and fuel flow rates under all the environments of commanded shut-off and depletion

cut-off. Once the vehicle systems are designed, the dynamic environment at the

vehicle/satellite interface can be defined, which forms an input to the satellite

systems design.

Fig. 6.39 Effects of thrust

oscillations (a) Thrust
transients (b) Response at
satellite base
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6.9.6 Other Dynamic Environments

Detailed description of dynamic environments is beyond the scope of this book and

readers may refer to the references given at the end of this chapter to understand the

full dynamic environment. However, some of the important ones are explained

here.

(a) Mechanical Shocks

Vehicle systems experience mechanical shock during stage separation events

caused by high-energy pyro systems. Mechanical shocks are non-periodic in nature

and the time of action is extremely small. As the action time of the mechanical

shock is so small, it excites all the modes of vehicle structure. The resultant

acceleration load due to shock is of millions of gs. Even though the levels of

these loads are very high, this does not affect the vehicle structure because the

structure cannot respond to such short-duration pulses. But the sensitive electronic

elements near such shock regions may be affected and therefore, suitable protective

mechanisms have to be incorporated.

(b) Rotor Dynamics

Pump-fed liquid propulsion systems have many rotating components which are

operating at very high rotational speed (as high as 40,000 rpm). Due to high speed,

these systems, even with a small level of dynamic imbalance, can generate high

level of dynamic loads to the propulsion subsystems. Therefore, these elements

have to be fully balanced based on the results of suitable test strategies to ensure

normal function of the systems.

6.10 Random Vibration Environment

The random vibration environment to the vehicle and its subsystem is caused by the

noise generated during vehicle lift-off and flight. Any pressure fluctuation travelling

at the speed of sound is called noise and the sources of noise environment to the

STS are (1) jet noise (acoustic noise) and (2) aerodynamic noise. The acoustic

environment is measured in terms of Sound Pressure Level, which is the magnitude

of the pressure fluctuations relative to a reference pressure. Due to the extremely

wide range, over which the human ear is sensitive, the Sound Pressure Level (SPL)

in deciBel (dB) is expressed as a logarithmic function of pressure fluctuations as

defined below:

SPL ¼ 20 log10
P

0

Pre f

� �
ð6:48Þ

where P
0
is root mean square (rms) of fluctuating pressure, Pre f is reference pressure

which human ear can hear and Pre f ¼ 2� 10�5N=m2.
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6.10.1 Propulsion System Noise

During lift-off, noise environment caused by the propulsion system is predominant.

Propulsion system noise can be divided into (1) noise due to exhaust jet shearing

action (jet noise) and (2) noise due to unsteady burning of propellants. Jet noise has

three components, namely, screen tones, turbulent mixing noise and shock-

associated noise. Turbulent mixing and shock-associated noise in rocket exhaust

of launch vehicle generate sound levels of about 165 dB. Generally, high-frequency

noise excitation is generated near to the nozzle whereas low-frequency noise is

generated at the faraway point on the jet exhaust. As the vehicle velocity increases,

the effect of propulsion system noise on the vehicle system reduces as the vehicle

moves faster than the speed of sound and noise cannot reach the vehicle structure.

When the vehicle reaches high subsonic, transonic and supersonic speeds, the

aerodynamic noise becomes predominant.

6.10.2 Aerodynamic Noise

The sources of aerodynamic noise are the disturbances caused by the flow instabil-

ities. These disturbances result into fluctuations in fluid pressure that propagates

with the speed of sound from the source. This disturbance propagation results into

noise, called aerodynamic noise. There are four major sources of aerodynamic

noise as represented in Fig. 6.40 and are (1) Shock wave – Boundary Layer

interaction, (2) Separated flow, (3) Noise from wake of protuberances and

(4) Boundary layer noise. Even with the exponential growth in the computational

capability and advancement in numerical schemes, it is not possible to characterize

the acoustic loading of space vehicle from first principle. Hence, one needs to resort

to semi-analytical or empirical method to determine the acoustic loadings and use

them for the initial design. Subsequently after finalization of configuration, accurate

acoustic levels are determined through scaled model testing in wind tunnel.

In general shock wave oscillation/shock boundary layer interaction can generate

levels as high as 172 dB. Separated flow in boat tail region of bulbous payload

fairing experience nearly 140–150 dB. The above values change with respect to

Fig. 6.40 Typical aerodynamic noise sources
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dynamic pressure of the flight. The shock oscillation noise has highest level in low

frequencies, typically up to 100Hz, and then comes down. The separated flow has

more fluctuation level up to a typical frequency of 400–500 Hz, and then reduces.

The turbulent boundary layer has white noise in which fluctuation level is nearly

same up to few KHz. In general, the fluid flow-associated spectrum doesn’t have
any discrete spike at any specific frequency.

The nature of flow field viz., separated flow/reattachment region, shock location,

attached flow regimes, is obtained through the oil flow visualization technique in

wind tunnel test. Accordingly, the unsteady pressure sensors are mounted on the

wind tunnel model and measurements are carried out. For each type flow the SPL

spectrums are generated for various Mach numbers and angles of attack. It is not

possible to carry out the acoustic tests for all spectrums. So a practical and conser-

vative approach may be followed to arrive at a spectrum. Different types of flow

prevailing on various areas are identified. In a given type of flow region, ðP0
rmsÞ2

value at each frequency band (of different locations) is obtained in area-weighted

averaged method. This spectrum is used as an input in the acoustic testing.

6.10.3 Impact of Noise on Vehicle System Design

For space vehicle components, acoustic levels higher than 150 dB can lead to

(1) fatigue failure of light weight structural components, electronic circuit boards

and electrical connections, (2) wear and deformation of bearings and (3) malfunc-

tion of electronic components. Damage potential of the aero-acoustic levels

depends on the spectral content. High SPL in low frequencies have more potential

for damage/failure than that in high frequencies.

STS structures are subjected to acoustic excitations during launch and atmo-

spheric regime of flight. At lift-off and during low subsonic portions of flight, these

excitations result from the propulsion system-generated noise field surrounding the

vehicle. In transonic and supersonic flight regimes, aerodynamically generated

acoustic fields excite the structures. These excitations induce random vibration

response in the vehicle structure and partially transmit to internal elements like

spacecraft and other sensitive packages. Random vibration response and internal

acoustic field can be determined accurately through acoustic tests. Acoustic test

results are also useful in generating random vibration test specification for

components/sub-assemblies. Based on acoustic test results, package mounting

schemes, locations etc. are to be finalized accordingly.

6.10.4 Noise Reduction Strategies

If the random vibration levels caused by acoustic environments are beyond the

allowable limit of the vehicle systems, then suitable strategies are to be adopted to

reduce the noise levels.
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(a) In-light Noise Reduction

By appropriate aerodynamic shaping of the vehicle configuration, the in-flight aero

acoustic levels can be reduced. Ogive payload fairing almost eliminates the tran-

sonic terminal shock formation. This can bring down aero acoustic levels even up to

10–15 dB. Any local protuberances produce shock/separated flow and induce high

acoustic levels. Hence, minimizing the number of protuberances and shaping them

reduce the in-flight noise level. By reducing the dynamic pressure of the space

vehicle (by suitable selection of rocket motors and trajectory optimization) in-flight

acoustic loading can be brought down.

(b) Lift-Off Noise Suppression

Lift-off jet noise level is about 10–20 dB higher than undeflected free jet noise

level. This increased noise level during lift-off can be reduced (1) by covering

the jet deflector exit duct and (2) by massive injection of water into the deflected

jet. Water injection reduces momentum of the exhaust jet and temperature of the

jet. This in turn reduces the acoustic power generated. Massive water injection

about 2–4 times the mass flow rate of jet exhaust into jet suppresses the acoustic

levels by 5–10 dB.

6.11 Influence of Parameter Dispersions

The vehicle systems have to be designed to achieve the specified functional

requirements under all operating environments explained hitherto. Therefore, it is

essential to predict the operating environments through suitable models and elab-

orate ground tests. It is to be noted that the specified parameters cannot be predicted

accurately a priori and the predictions are always within the specified error bands.

The dispersion band depends on the accuracy of the model, measurement errors,

deviations due to limitations of simulating the flight environment in the ground

systems and variations caused by environments, etc. Similarly, predictions on the

performance parameters of vehicle subsystems also have specified dispersion

bands.

Vehicle systems have to be designed to cater to the dispersions in the predicted

operating environments as well as vehicle system performance parameter disper-

sions. Based on the influence of these parameters on the functional performance of

the vehicle subsystems and on integrated mission, they can be classified into

primary and secondary critical parameters.

6.11.1 Primary Critical Parameters

Typical primary critical parameters which influence the vehicle and mission are

from (1) propulsion systems, (2) aerodynamics and (3) atmosphere. Table 6.1 gives
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typical primary critical parameters and their dispersions which cause direct influ-

ence on vehicle systems design. For each parameter mentioned in Table 6.1,

depending on the nature of dispersions, the type of parameter variations and the

dispersion levels are specified. For example, if the variations are defined in terms of

normal distribution, the mean value (nominal) and 3 σ dispersions (variations with

respect to the mean) are to be defined. For uniform distributions, always the

specified magnitude on the dispersion level with uniform probability of occurrence

of such dispersions is used.

6.11.2 Secondary Critical Parameters

The system parameters which are not influencing the mission directly but influ-

ence the function through their performance deviations are called secondary critical

parameters. Typical secondary critical parameters are given in Table 6.2. For

Table 6.1 Typical primary critical parameters

Systems Sl No. Parameters

Solid Propulsion System 1 Structural mass

2 Propellant mass

3 Specific impulse

4 Action time

5 Ignition delay

6 Differential thrust for strapon motors

7 Differential tail-off for strapon motors

Liquid Propulsion System 8 Structural mass

9 Propellant loading: Fuel&Oxidizer

10 Ignition delay

11 Specific impulse

12 Chamber pressure

13 Mixture ratio

14 Cut-off delay

15 Tail-off characteristics

16 Differential thrust

17 Differential tail-off thrust for multi engine combination

Aerodynamic characteristics 18 Normal force coefficient

19 Side force coefficient

20 Axial force coefficient

21 Centre of pressure in pitch plane

22 Centre of pressure in yaw plane

Atmosphere 23 Atmospheric temperature

24 Wind variations
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secondary critical parameters also, the types of dispersions are to be specified for

usage in the vehicle system design process.
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Chapter 7

Mission Design

Abstract During the entire phase of space transportation system mission, from lift-

off till satellite injection, various constraints and requirements applicable not only

to the mission but also to vehicle systems, ground systems, range safety and

tracking systems are to be satisfied. Considering these constraints and requirements,

an optimum feasible trajectory has to be designed to meet the mission requirements.

The mission design process involves the utilization of the available energy for

realizing the defined orbital mission by devising suitable strategies of directing the

energy along the suitable path and sequencing the energy addition process. Opti-

mum mission design strategies have to be arrived at to achieve the maximum

performance, ensuring the defined mission under nominal and off-nominal flight

environments and system parameter dispersions. The trajectory shaping satisfying

vehicle loads and radio visibility for continuous tracking coverage during ascent

phase are other essential parts of mission design. There are number of constraints

like thermal loads on the spacecraft, the vehicle subsystems during ascent phase and

jet plumes of reaction control system thrusters interacting with the spacecraft. The

passivation requirements of the final stage after spacecraft separation are to be

carefully worked out. Another important aspect of mission design is to finalize the

flight events/sequences which generate various commands to separate the stages

and to initiate the subsequent flight events. In such complex systems close interac-

tions among various disciplines exist, and the mission design requires several

iterations. In this chapter all these aspects of mission design are discussed in detail

and various activities involved in mission design process explained. The mission

design strategies and importance of the same for the vehicle design process are

included. Mission requirements, constraints, design and analysis aspects and tra-

jectory design constraints during various phases of trajectory are presented. Mission

sequence design considerations and all other mission-related studies like satellite

orientation requirements for multiple satellite launch and passivation requirements

to ensure the safety of the spent stage are also highlighted.
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7.1 Introduction

Once a space transportation system and the associated vehicle subsystems are

designed to provide the necessary energy to position the satellite into its specified

orbit, it is essential to carry out a detailed integrated mission design to ensure that

all the constraints and requirements of the mission, vehicle, range and tracking

systems are satisfied. Mission design is the process of utilizing the available energy

for realizing the defined orbital mission by devising suitable strategies of

(1) directing the energy along the suitable path, (2) sequencing the energy addition

process and (3) way of utilizing the energy by shaping the energy addition process.

Optimum mission design strategies have to be arrived at to achieve the maximum

performance, ensuring the defined mission under nominal and off-nominal flight

environments and system parameter dispersions. While achieving the above per-

formance requirement, the design has to satisfy the constraints and capabilities of

the systems such as (1) vehicle systems (structural loads), (2) vehicle subsystems

(control power plant, navigation, guidance and autopilot and thermal) and (3) mis-

sion constraints arising from lift-off, range safety and tracking.

The mission design comprises of studying the requirements and associated

constraints in totality and carrying out detailed analysis and studies, to ensure that

the mission objectives are completely fulfilled. The mission constraints vis-�a-vis
the objectives specified, launch vehicle capabilities and range safety–related

aspects during the ascent phase are to be studied. The trajectory shaping/design

satisfying vehicle loads, other constraints and radio visibility for continuous track-

ing coverage during ascent phase are other aspects which need consideration. There

are also constraints like thermal loads on the spacecraft and the vehicle subsystems

during ascent phase and jet plumes of reaction control system (RCS) thrusters of

upper-stage control system interacting with the spacecraft. The passivation require-

ments of the final stage after spacecraft separation are to be carefully examined.

Important element of mission design is the requirement for finalizing the flight

events/sequences which generate various commands including the real-time deci-

sion for commands using on-board computer (OBC) to separate the stages and to

initiate the subsequent flight events.

In such a complex system like STS close interactions among various disciplines

exist, and the mission design requires several iterations. Therefore the design not

only needs a systems approach for meeting all the defined objectives but also

demands clear domain knowledge of all involved disciplines.

In this chapter all aspects of mission design are discussed in detail. Initially

various activities involved in mission design process are explained. The mission

design strategies and importance of the same for the vehicle design process are

included. Mission requirements, constraints, design and analysis aspects and tra-

jectory design constraints during various phases of trajectory are presented. Mission

sequence design considerations and all other mission-related studies like satellite

orientation requirements for multiple satellite launch and passivation requirements

to ensure the safety of the spent stage are also highlighted.
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7.2 Mission Design Activities

During different phases of STS mission, from lift-off till satellite injection and

further passivation of the vehicle, various constraints and requirements applicable

not only to the mission but also to vehicle systems, ground systems, range safety

and tracking systems are to be satisfied. Considering these constraints and require-

ments, an optimum feasible trajectory has to be designed to meet the mission

requirements. The total process comprising of the above activities is called mission

design. The major tasks involved in the mission design process are given in Fig. 7.1.

The criticalities of each activity, the requirements and constraints imposed by

these activities, which impact on the mission performance are summarized below

and further explained in detail in the subsequent sections.

(i) The lift-off sequence and vertical rise time have to be designed to ensure

clear lift-off while maximizing the performance.

(ii) During the crucial atmospheric flight phase, the primary criterion is to

reduce the load on the vehicle while minimizing the trajectory deviation,

which has impact on the mission performance.

(iii) Stage transition is another major critical event wherein different conflicting

requirements such as clean separation, controllability of the vehicle, smooth

control transition, propulsion systems transition and performance impact

are to be analysed. Based on the analysis optimum sequencing events are to

be arrived at.

(iv) While separating the spent stage, it is essential to ensure that the stage

impact is in the safe zone.

(v) Propellant management in liquid stages has to ensure engine safety while

maximizing the mission performance.

Fig. 7.1 Mission design process
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(vi) Coast duration (for the cases of mission with long coast between two

propulsive stages) having a major impact on the vehicle performance has

to be carefully designed to meet the requirements.

(vii) It is essential to ensure sufficient velocity reserve (guidance margin) in the

command cut off stages while minimizing the performance loss.

(viii) Optimum mission design has to ensure minimum propellant consumption.

(ix) The mission has to meet the satellite requirement of injecting into orbit with

desirable orientation. Mission sequencing has to ensure sufficient separation

between the satellite and spent stages and among satellites for the cases of

multiple satellite missions.

(x) Once the satellite is injected, it is essential to passivate the spent stage

propulsion system to avoid collision with satellites in case of inadvertent

re-ignition.

(xi) During the entire mission, it has to be ensured that the thermal environment

to the vehicle sensitive systems and satellite be within the allowable limits.

(xii) It has to be ensured that commanded vehicle rates are within the allowable

capabilities of control systems and the realized rates are within the vehicle

structural limits.

(xiii) During the entire mission, the radio visibility of the vehicle from the appro-

priate ground stations is important to ensure (a) acquiring the telemetry data

and (b) sending telecommand to the vehicle to destruct in case of malfunction.

All the above requirements have to be considered in the vehicle trajectory design

and optimum trajectory has to be determined to maximize the performance while

satisfying the constraints and requirements in (i) to (xiii).

7.3 Mission Design Strategy

The interactions among the various disciplines of STS and their interfaces with

mission design process are broadly represented in Fig. 7.2.

The mission requirements and mission constraints are the major functional

requirements for the mission design. The mission requirements are to be reflected

as the STS performance requirements for the mission design. The performance

requirement in turn decides the propulsion system design and propellant loadings.

The performance reserve to be built into the system has also to be decided, and all

these parameters are determined through the process of the mission design and

analysis.

Similarly, the vehicle load acting on the vehicle depends on the flight environ-

ment, vehicle aerodynamic characteristics, the thrust–time curve shapes and the

vehicle trajectory parameters. Trajectory analysis and thrust–time curve shaping are

essential to contain the vehicle loads within the specified limits. This in turn affects

the vehicle performance and has major impact on the vehicle propulsion system
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parameter definition. Thus there is strong coupling between vehicle loads, propul-

sion system, vehicle trajectory and mission performance.

Another typical area of interaction during mission design is on the vehicle

sequencing during stage transition. In this phase, almost all the systems require-

ments are conflicting in nature, and one has to arrive at an optimum sequence which

meets all the requirements to ensure mission success. The stage transition has to be

planned at low or near-zero thrust for clean separation, but it is not advantageous to

meet the expected mission performance and vehicle controllability. If the additional

systems are introduced to meet the requirements of separation and controllability,

the vehicle becomes complex and reliability reduces. In addition, there is heavy

performance loss with such additional systems. To achieve optimum sequencing, it

is essential to decide event sequencing during the flight, based on real-time perfor-

mance of the vehicle systems as per the specified performance criteria. This has to

be implemented in navigation, guidance and control (NGC) system, and hence it

brings in a strong coupling between NGC, propulsion and mission design.

During mission design, it is essential to ensure that the vehicle command rates

are within the capability of control power plants and the realized vehicle rates are

limited within the maximum allowable vehicle loads. To reduce the vehicle loads as

per design, the real execution of the load reduction during the flight is implemented

by the vehicle autopilot. This process causes a strong interaction between vehicle

autopilot, control power plant, vehicle structure and mission design.

Fig. 7.2 Interactions among vehicle subsystems and mission design
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The optimum trajectory generated through the mission design is used as refer-

ence and the trajectory parameters so derived as the major inputs for the navigation,

guidance and control system design. The finalized design is tuned to meet various

vehicle and subsystem requirements and has impact on the vehicle performance.

While designing the vehicle trajectory, it is essential to ensure that the specified

range safety constraints are met. The range safety constraints during a specified

stage separation also adversely affect the vehicle performance.

Thus it can be seen that the mission design has a strong coupling with almost all

the disciplines of the vehicle systems and demands integrated systems design

approach. To achieve the optimum design of the vehicle, the mission design has

to start right at the beginning from configuration definition phase and undergo

several iterations till the STS mission is firmed up.

Initially, the vehicle is configured with propulsion systems to achieve a specified

equivalent velocity. Once the external vehicle configuration is finalized, with

preliminary aerodynamic data, it is essential to carry out the preliminary mission

design to determine the vehicle performance considering the velocity losses due to

gravity and drag, pertaining to the specified mission, satisfying the entire vehicle

and mission-related constraints. If the required performance is not achieved, the

propellant loading or vehicle-related constraints and subsystem specification may

have to be revised to meet the requirements. In this process, the requirements of

performance parameters and subsystem limits are finalized.

With the finalized system parameters first-level design of subsystems is carried

out along with the aerodynamic characterization of the vehicle through detailed

wind tunnel tests. This process has to be repeated at various levels of development,

incorporating more and more refined design parameters which are derived either

through detailed analysis or experimentation. The final mission design is to be

verified using all the pre-flight vehicle data.

7.4 Mission Specification Requirements and Constraints

The STS mission design has to start with a clear definition of mission objectives

defining the broad goals, the mission has to accomplish. The design also has to cater

for different types of spacecraft injection requirements which in turn depend on

satellite applications such as remote sensing, communications, scientific investiga-

tions, interplanetary exploration, navigation, etc. When a single orbital mission is

configured to cater to different satellites, it becomes necessary to define multiple

objectives. Similarly if multiple satellites are to be injected in different orbits in a

single STS mission then it is required to define the multiple objectives. The baseline

objective in all such missions is to inject a satellite of a specified mass into a

specified orbit defined in terms of orbital elements.
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7.4.1 Mission Specifications

STS mission specifications are derived from two sources: (1) satellite requirements

and (2) specified launch site and the associated constraints.

The satellite requirements are specified in terms of payload mass, payload

envelope, orbital requirements and injection accuracy, satellite attitude require-

ments and the limits on attitude rates at the time of injection. The specified envelope

of the satellite is the requirement for deciding the payload fairing (PLF) configu-

ration acceptability or for the reconfiguration of PLF if the need arises. This forms

part of the vehicle configuration.

It is to be noted that even though a nominal satellite mass is defined, in reality the

specified mass cannot be realized exactly. Therefore the possible dispersion on the

realized satellite mass has to be specified to meet the defined orbital requirements.

As per the satellite application requirements, nominal values of orbital elements

are specified which need to be achieved by the STS. But in reality, the exact values

of injection orbital elements are not possible due to the presence of dispersions of

the engine shut-off characteristics, errors of navigation sensors and the errors

caused by the guidance and control algorithms in the real operating environment.

The propulsion system of the satellite has to correct the orbital errors caused by the

STS mission. Depending on the capability of satellites to correct such errors,

allowable dispersions of the orbital elements have to be specified. The STS systems

have to be designed to meet the mission requirements as defined, within the

specified dispersion band. During initial phase of vehicle design process, a trade-

off study has to be carried out between the satellite capability and the STS system

requirements. An optimum set of dispersions agreeable to both the systems have to

be arrived at based on the preliminary mission design, and the corresponding

specifications for the STS mission are to be generated.

The satellite demand is to achieve all the six orbital parameters simultaneously.

Generally, two of the orbital parameters, viz. the longitude of ascending node (Ω)
and true anomaly (θ), can be achieved by suitably selecting the day and time of

launch from the specified launch site, considering the trajectory duration from lift-

off to satellite injection.

Also, it is to be noted that generally the satellite orbital requirements are in terms

of mean orbital elements, whereas in reality the STS mission achieves the osculat-

ing orbital elements corresponding to the locations of satellite injection. Therefore,

considering the satellite requirements, STS trajectory and injection location, the

osculating elements at the injection of satellite are to be worked out and defined as

the specifications for the STS mission.

The specifications for STS mission defined by launch site are decided based on

the suitability of identified launch site and limits on the allowable launch azimuth.

The launch site location is defined in terms of longitude and geodetic latitude. From

the specified launch site, based on the allowable launch azimuth corridor, the most

suitable planar trajectory providing maximum performance has to be specified. If

the optimum azimuth is beyond the allowable corridor, then the required orbital
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inclination is not feasible to achieve. In such cases, there are two ways of managing

the mission: (1) Maximum possible launch azimuth which provides orbital incli-

nation close to the satellite requirement is specified. The exact inclination require-

ment of the orbit can be further achieved by the satellite systems. For such cases, the

maximum possible launch azimuth and the corresponding orbital inclinations are

the specifications for STS mission. (2) Initial flight of STS is along the launch plane

specified by the maximum possible launch azimuth. Once the specified range safety

boundaries are crossed, the vehicle has to follow three-dimensional trajectory

motions, to achieve the required inclination. To achieve the maximum performance

in three-dimensional trajectory, the yaw manoeuvre has to be initiated at the early

part of the trajectory. But it has to be initiated only after meeting (a) the range safety

constraints and (b) load constraints of the vehicle. In all such cases, the maximum

possible launch azimuth, the required orbital inclination and the time of initiation of

yaw manoeuvre are the specifications for the STS mission.

The launch tower at a given launch site is invariably configured in the specified

direction as per the requirements of ground systems and ease of vehicle integration.

In such cases the vehicle can be assembled at the launch tower only in a specified

orientation depending on the various fluid lines, umbilical interfaces between the

ground systems and vehicle. The vehicle pitch plane at launch pad may not align

with the launch plane defined by launch azimuth. Under such conditions, the

navigation system in the vehicle at the time of lift-off senses the difference in the

vehicle roll orientation with respect to the launch azimuth plane. This difference is

equal to the bias of launch tower orientation with respect to the launch direction. To

correct this difference the vehicle is commanded to roll once the vehicle crosses the

launch tower vertically. The roll angle is decided such that the vehicle pitch plane is

aligned with the launch plane (defined by launch azimuth direction). The roll angle,

time of initiation of roll manoeuvre and commanded roll rate also become the

mission specification for STS.

Considering the above aspects, typical STS mission specifications are summa-

rized as given below:

(a) Satellite mass: mnominal � Δm
(b) Osculating orbital elements at injection:

1. In the case of circular orbit,

Orbital altitude: hc � Δhc

2. In the case of elliptical orbit,

Perigee altitude: hp � Δhp
Apogee altitude: ha � Δha
(or)

Semimajor axis: a� Δa
Eccentricity: e� Δe

3. Orbital inclination: i� Δi
4. Argument of perigee: ω� Δω
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(c) Satellite orientation at the time of injection:

Local pitch angle: θL � Δθ
Local yaw angle: ðψL � ΔψÞ
Local roll angle: ϕL � Δϕ

(d) Attitude rate at the time of satellite injection:

Pitch rate: 
 ql
Yaw rate: 
 rl
Roll rate: 
 pt

(e) Launch station coordinates:

Geodetic latitude: ØGDL

Longitude: λL

(f) Launch azimuth: AZL

(g) Time of launch: H hrs : M min : S seconds

The launch time can be specified in terms of universal time or can be

converted into local time at the time of lift-off.

(h) Time of initiation of yaw manoeuvre: tY
(i) Roll manoeuvre during lift-off:

Time of initiation of roll manoeuvre: ti
Time of stopping roll manoeuvre: te
Command roll rate of vehicle: pcl

The STS mission design has to be carried out with the above specification. The

system requirements and constraints to achieve the above mission by STS are

explained in the following sections.

7.4.2 Mission Requirements

Once the broad mission specifications are defined, the next logical step is to specify

the requirements and constraints and carry out requirements analysis. This analysis

has to lead to matching the satellite and launch vehicle capability with the defined

mission goal. The vehicle should be able to deliver the required velocity to the

satellite, taking into account all losses during the flight and various constraints to

guarantee the desired orbit. Important requirements are as given below:

(a) Defining a suitable vehicle configuration capable of meeting the mission goal.

(b) Identifying the suitable vehicle subsystems to meet the defined mission within

the specified dispersion band.

(c) Generating an optimum suitable vehicle trajectory meeting all defined

constraints.
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(d) Ensuring the vehicle visibility throughout the entire phase of flight and clearly

defining the visibility constraints if any.

(e) Specifying the maximum dynamic pressure and loads on the vehicle to ensure

that the vehicle structure experiences the loads which are well within the

maximum specified loads with adequate margin.

(f) Shaping thrust profile to reduce the dynamic pressure while meeting the

required mission performance. The finalized thrust profile is the requirement

for the propulsion system.

(g) Minimizing the loads if necessary by selecting a suitable strategy for load

relief.

(h) Defining range safety requirements to ensure safe impact of the spent stages.

(i) Finalizing the propellant loading considering the mixture ratio dispersions to

ensure maximum performance while ensuring safety of propulsion system and

other subsystems.

(j) Generating the ‘guidance margin’ to guarantee that the spacecraft is injected

into the specified ‘injection pillbox’, even when the propulsion systems under

perform within permissible limits.

(k) Meeting all defined thermal constraints throughout the entire regime of vehicle

flight.

These form major design guidelines/considerations/constraints in trajectory

design and other mission studies. If the vehicle for a given mission is finalized,

major changes in vehicle configuration may not be possible at this stage. However,

a few changes like propellant loading in the propulsion stages, etc. meeting the

overall constraints may be attempted.

7.4.3 Mission and Vehicle Constraints

While defining the mission, a clear understanding of all constraints stemming from

the vehicle environment, vehicle safandety, range safety and all other associated

areas is needed. Some of the important constraints are

(a) Axial acceleration limits on lift-off and stage separation, the acceleration

levels are to be maintained within the maximum level with respect to structural

loads as well as on humans in case of human space missions, etc.

(b) Flight safety considerations to ensure that the impacts of spent stages are only

in international water

(c) Identifying the non-visibility zones for appropriate action

(d) Vehicle loads during the atmospheric region, considering vehicle environmen-

tal factors

(e) Maximum vehicle attitude rates and angular acceleration as specified by

vehicle subsystems

(f) Critical thermal constraints on vehicle and spacecraft systems

These have to be considered while carrying out detailed mission studies.
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7.4.4 Mission Studies

The various studies needed for the launch vehicle mission encompass several areas.

The following studies which are highly interactive form the basis to firm up the

overall mission:

(a) Configuration finalization to meet the spacecraft requirement

(b) Aerodynamics design and analysis

(c) Adequacy of propulsion

(d) Design of a suitable optimum trajectory

(e) Control and guidance design

(f) Mission sequencing

(g) Evaluation and definition of flight environment

(h) Performance analysis considering dispersions to assess the effect of variation

of different system parameters on mission

All these studies demand accurate generation of vehicle data, which includes

data in terms of mass details, mass properties like centre of gravity, mass moment of

inertia, aero-propulsion, actuators, sensors, flexible characteristics, slosh, etc. The

vehicle sign convention has to be clearly spelled out.

The overall activities required for realizing a successful mission are detailed in

Fig. 7.3. These activities play a vital role in a launch vehicle mission, right from the

conceptual design. Various studies needed in respect of (a) configuration finaliza-

tion, (b) aerodynamics design and analysis, (c) adequacy of propulsion, (d) aero-

thermal design and analysis, (e) control and guidance design and (f) definition of

flight environment have been described in detail in appropriate chapters of this

book.

7.5 Trajectory Phases and Mission Design Tasks

Broad trajectory phases of a typical STS mission are represented in Fig. 7.4. The

vehicle trajectory during ascent phase can be divided into two distinct phases, the

atmospheric phase and the exo-atmospheric phase. The initial portion of ascent

trajectory where the vehicle negotiates through the dense regions of the atmosphere

is a critical phase of flight with the wind playing a significant role on the launch

vehicle design process. In the exo-atmospheric phase generally the stage impact,

separation of stages and payload fairings and visibility from tracking stations are of

importance.

The atmospheric phase of flight can be further divided into three segments as

shown in Fig. 7.4. Initial vertical flight of the vehicle is known as lift-off phase,

when the vehicle moves vertically to several tens of meters to clear the launch pad.

This is essential to avoid the collision of vehicle to the launch tower against various

disturbances acting on the vehicle. The next segment refers to the initial pitch-down
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phase after the vertical flight where it is possible to introduce larger manoeuvres

since the dynamic pressure is low due to lower vehicle velocity. The higher angle of

attack caused by large manoeuvre at this phase does not cause large loads on

structures.

Fig. 7.3 Overall mission activities

Fig. 7.4 Typical trajectory phases of an STS mission
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Third phase of atmospheric flight extends up to an altitude of about 40–70 km

where atmospheric wind effects are significant. Generally the vehicle is steered

along gravity turn trajectory in this segment to keep the angle of attack to a very low

value and thus achieving minimum structural load on the vehicle. Zero angle of

attack during this phase means minimum thrust vectoring of engines to keep the

vehicle along gravity turn trajectory, and this leads to utilizing the maximum thrust

of the motor for vehicle acceleration. The control in this regime is active and keeps

the vehicle stabilized against disturbances. However spending more time in gravity

turn trajectory during atmospheric flight region is an undesirable feature. In most of

the vehicles, till the vehicle attains an altitude of about 70 km, open-loop steering

programme is used for guiding the vehicle.

The exo-atmospheric phase as shown in Fig. 7.4 is beyond 70–100 km depending

on vehicle characteristics and mission constraints till satellite injection. This phase

allows controlled manoeuvre, and higher attitude rate commands from guidance do

not cause any structural problem to the vehicle. Therefore closed-loop guidance

algorithms are used in this phase, but the angular rate and acceleration of the vehicle

are limited to the acceptable values from overall mission considerations. Higher

angular rate to vehicle is affected using the higher thrust vectoring of the vehicle.

Since this type of manoeuvre causes higher steering loss in the total vehicle velocity,

it is advantageous to have higher manoeuvre (especially yaw manoeuvres) as far as

possible during the earlier phases of vehicle where the velocity is lower.

Mission design tasks to be carried out during various phases of STS mission can

be broadly categorized as given below:

(a) Lift-off studies

(b) Load relief methodologies

(c) Thermal loads on the vehicle

(d) Mission sequence design

(e) Propellant loading requirements

(f) Velocity reserve requirements

(g) Satellite injection orientation

(h) Propulsion stage passivation requirements

(i) Tracking and visibility requirements

(j) Range safety issues

Considering the various requirements and constraints of the above mission

activities, an integrated trajectory design and analysis has to be carried out to

maximize the vehicle performance to the specified satellite mission.

The details of these tasks and their design considerations are explained in the

following sections.
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7.6 Lift-Off Studies and Analysis

Lift-off phase is one of the crucial phases of a STS mission. Generally, the first

stage ignition for the vehicle is commanded by the ground checkout computer

system. All the further sequencing commands are issued by vehicle on-board

computers. Therefore, to ensure safety of the mission, vehicle, ground systems

and facilities, it is essential to confirm that the first stage performance is as per the

expectations. This can be achieved through two-tier logic as represented in Fig. 7.5.

At a specified time from the ground ignition command, performance of the engine is

checked by verifying the suitable engine performance parameters. Once the per-

formance is within the specified bounds, further activities are allowed to proceed. In

case the engine performance is outside the specified bounds, then shut-off com-

mand is issued and mission is called off. If the performance check is passed, then

the physical lift-off of the vehicle is checked. This is done through confirming the

connector demating status of last-minute plug or vehicle sit-on umbilical connector.

If the vehicle physical lift-off is confirmed, then only vehicle on-board sequencing

is commenced. All the further on-board sequencing is referred with respect to the

physical lift-off time. Otherwise mission abort sequence is activated for saving the

vehicle and calling off the launch.

The main design parameters during lift-off phase of STS mission are

1. On-board lift-off sequence (ignition time, control initiation time, etc.)

2. Vertical flight time, after which the pitch-down manoeuvre starts

3. Performance parameters, nominal values, their bounds and time of initiation for

performance confirmation

4. Physical movement criteria and the corresponding values

5. Time of initiation and end of intentional roll manoeuvre

Fig. 7.5 Lift-off clearance

strategy
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The above design parameters have to be arrived at to meet the following

requirements:

1. Clean lift-off of the vehicle with respect to the launch pedestal

2. Minimize the lateral drift of the vehicle towards launch tower

3. Reduce the thermal loads on the launch pad and launch tower

4. Minimize the stay-off of the vehicle over launch pad to reduce the jet acoustic

loads and thermal loads

5. Vertical rise time has to be optimized to achieve maximum performance of the

vehicle.

The various disturbances which affect the lift-off clearance are thrust misalign-

ments of booster motors, differential thrust for strap-on motors (if any), lateral

thrust offset, navigation system pointing error, pull-out forces of the umbilical cord,

aerodynamic disturbances and surface winds. Since the direction of surface winds

keeps on changing, appropriate direction which can cause the movement of vehicle

towards tower is to be considered. These disturbances make the vehicle move

laterally as shown in Fig. 7.6. Any collision during lift-off phase leads to the

mission catastrophe. By suitably selecting the physical lift-off criteria, along with

control design and control initiation time, the lateral displacements due to distur-

bances can be reduced to a greater extent. Therefore, suitable design of these

parameters has to be carried out to ensure the safe clearance of the vehicle from

umbilical tower even under worst-case disturbances. The safe clearance needed is

to be checked not only with the launch tower but between the nozzles and launch

pedestal, as shown in Fig. 7.6, and interference of the vehicle fin (if provided with)

with any projection of launch tower during the ascent phase.

Fig. 7.6 Lateral movement during lift-off phase (a) Vehicle on pad (b) Lift-off (c) Clearing tower
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The vertical rise time along with the (T/W) ratio severely affects the mission

performance of the vehicle. This time decides the vehicle stay time over the launch

pad, which has major impact on jet acoustic loads on the vehicle as well as thermal

loads on the launch pedestal. Initiation of pitch-down along with the vehicle lateral

drift has an impact on thermal environment to the launch tower due to the interac-

tion of jet exhaust of the engine with the tower. Therefore, the height of the vertical

rise has to be judiciously selected considering all the above aspects.

7.7 Vehicle Load Reduction Strategies

The atmospheric phase flight of the vehicle after the initial pitch-down is quite

complex. In this phase, as the dynamic pressure keeps increasing, the aerodynamic

forces become significant. Therefore, the velocity loss due to aerodynamic drag

increase is significant, and the increased lateral aerodynamic force associated with

the increased control demand has the tendency to increase the loads beyond accept-

able limit and break the vehicle. Not only the various losses due to drag, gravity and

steering are to be minimized during the ascent phase but also the structural loads, to

avoid the collapse of structure due to excessive loads beyond the design limits. The

maximum load on the structure during the atmospheric stage is due to aerodynamic

load which is characterized by the product of dynamic pressure Q and angle of attack

α, that is, Q α, as explained in the different chapters of this book.

The important parameters and features of atmospheric flight phase are

represented in Fig. 7.7. As the vehicle rises through the atmosphere, the velocity

and altitude of the vehicle increase continuously, whereas the density of the

Fig. 7.7 Criticalities of atmospheric flight phase
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atmosphere which is a function of altitude decreases. As the vehicle velocity

increases, the dynamic pressure, Q ¼ 1=2ÞρV2
	

, also increases and the peak value

of Q occurs when the vehicle reaches somewhat higher velocity where the density is

still significant. Generally, the peak dynamic pressure occurs during the altitude

range of 7 to 15 km. Atmospheric wind also generally peaks during this altitude

regime. Wind velocities are the major contributing factor for inducing angle of

attack α to the vehicle. Since the aerodynamic disturbance forces and vehicle loads

are functions of Qα, the combination of higher dynamic pressure and higher wind

velocity occurs almost simultaneously creating a complex and high disturbing

environment to the vehicle systems.

During the atmospheric phase of flight, the wind too plays a major role on

dynamics of the launch vehicle. These factors induce aerodynamic force and

moments as well as aerodynamic load on the vehicle. Therefore a proper strategy

which minimizes the aerodynamic loads on the vehicle is required. The aerody-

namic load in this region has to be minimized either by reducing Q or by restricting

the maximum α or both.

7.7.1 Thrust Profile Shaping

The dynamic pressure profile depends on the velocity build-up with respect to the

vehicle altitude. The velocity profile depends on thrust profile of the booster motors.

Therefore, the dynamic pressure profile during atmospheric flight phase is essen-

tially decided by the shape of the thrust profile of the propulsion system. To reduce

the dynamic pressure, the thrust profile of the vehicle has to be such that the vehicle

rises quickly to the higher altitude when the vehicle velocity is lower and the major

velocity build-up happens at higher altitude. This demands higher thrust initially,

and the thrust values have to be lower during the critical regime of flight, till the

vehicle reaches sufficient altitude. Subsequently, the thrust has to be increased to

build the velocity as per the mission requirement.

For liquid engines, the thrust value is generally constant. By throttling the

engines, the required thrust profile as represented in Fig. 7.8a can be generated to

achieve the reduced dynamic profile. In solid motors, generally, progressive thrust–

time profiles are used. To meet the requirements of reducing dynamic pressure, the

propellant grains of different segments of the motors can be suitably designed to

generate the required profile as represented in Fig. 7.8b.

The thrust shape of booster motors in lower stages has impact on the vehicle and

propulsion system performance. Therefore, while shaping the thrust profile to

reduce the dynamic pressure, it is essential to ensure that the profile achieves the

required performance and the shape of the profile is within the capability and

constraints of the selected propulsion system. The derived thrust profile forms a

major input for the propulsion system design.
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The aerodynamic load on the vehicle with the maximum possible reduced

dynamic pressure is still beyond the vehicle capability; further strategies are to be

considered in design to reduce the angle of attack.

7.7.2 Load Relief Systems

The major contributing factor for creating angle of attack is atmospheric winds.

Hence it is necessary that efforts are to be made to reduce wind-induced angle of

attack, α, during the atmospheric phase of flight. Such methods are called load relief

systems. Basically the load relief system steers the vehicle into the wind, thus

reducing the angle of attack. Load relief has to be attempted mainly during the

high–dynamic pressure region of the flight, and duration of the load relief is to be

critically analyzed based on the vehicle and trajectory. It may be noted that if the

load relief trajectory is not attempted, launch availability in certain seasons gets

reduced due to increase in the angle of attack beyond the allowable values.

The load relief can be done either by (a) using lateral accelerometer feedback

(active load relief) or (b) designing the wind bias steering (passive load relief

system). In active load relief it is possible to use angle of attack sensor, but proper

implementation of this scheme is quite complex. The lateral acceleration signal

represents the angle of attack. As this system is more robust, generally, lateral

acceleration signals are used for active load relief system.

In active load relief system, the lateral accelerometer package with two accel-

erometers, one along pitch and another along yaw axis, placed at a convenient

location from the centre of gravity of the vehicle is recommended to provide load

relief. This sensor provides one more parameter (in addition to attitude and body

rate) in the feedback signals for attitude control. The output of lateral accelerometer

Fig. 7.8 Booster phase thrust shaping (a) Liquid engines (b) Solid motors
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has an analogy for angle of attack sensor, and the effect of adding this signal into

control command is to tilt the vehicle into wind. This helps in reducing the vehicle

angle of attack and also the corresponding engine gimbal angle. The resulting effect

is the reduction of bending moment on the vehicle. In such active load relief

control, it is possible to select suitable gains in the feedback signals to achieve

the drift minimum or load minimum control depending on the requirements.

In drift minimum system the aerodynamic and control forces are fully balanced,

and hence the drift of the vehicle is minimized. But it provides load relief only to

some extent. Alternatively if the weightage to the attitude feedback is reduced the

focus would be on minimizing the angle of attack which in turn causes considerable

reduction of loads on the vehicle. However this causes the vehicle to drift away

from the desired trajectory, which has to be corrected by the guidance system

subsequently. Therefore it is essential to have a design which offers the best

combination of load minimum and drift minimum. One of the solutions is to

apply the load relief only for shorter durations in regimes where the dynamic

pressure is high, and the time period has to be chosen such that it results in the

reduction of high aerodynamic loading. Details of active load relief system are

described in Chap. 14.

Another commonly used load relief system is following gravity turn trajectory

with wind biasing, which is a passive system. In this system, the steering

programme is designed in such a way that it compensates for the prevailing wind

conditions during launch.

7.8 Gravity Turn Trajectories and Wind Biasing

The requirement of reducing angle of attack is achieved by following the gravity

turn trajectory. This manoeuvre is an important feature of atmospheric phase

trajectory, where the vehicle axis is aligned with velocity vector profile continu-

ously. Such manueuvre ensures zero angle of attack thereby reducing the vehicle

load to the barest minimum.

7.8.1 Gravity Turn Trajectories

In gravity turn trajectory manoeuvre, the vehicle axis (thrust direction) is aligned

with the velocity vector. Consider STS as an axi-symmetric body and thrust

direction along the longitudinal axis of the vehicle. Vehicle orientation and gravity

turn trajectory of such a vehicle is represented in Fig. 7.9. For the gravity turn

trajectories of axi-symmetric vehicles, the aerodynamic drag force acts on the

vehicle whereas the lateral force is zero due to zero angle of attack.
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Thus, the equations of motion of the vehicle following gravity turn trajectory

represented along the vehicle longitudinal axis and normal to the vehicle axis are

given as

m
dV

dt
¼ T� D�mg cos θ ð7:1Þ

mV
dθ
dt

¼ mg sin θ ð7:2Þ

where m is the vehicle mass, V is the vehicle velocity, T is the thrust force, D is the

aerodynamic drag force, g is the acceleration due to gravity at the flight instant and

θ is the vehicle attitude with respect to the local vertical. From Eq. (7.2),

_θ ¼ dθ
dt

¼ g sin θ
V

ð7:3Þ

The vehicle attitude rate to follow the gravity turn trajectory is given by Eq. (7.3). It

can be seen from Eq. (7.3) that if there is no gravity, the vehicle trajectory is a

straight line with constant vehicle attitude. The presence of gravity makes the

trajectory to have a shape of curvature, and hence this trajectory is known as gravity

turn trajectory.

It is to be noted that the vehicle attitude rate depends on vehicle instantaneous

attitude, velocity and gravity to follow the gravity turn trajectory as given in

Eq. (7.3). The following are the important aspects of gravity turn trajectories:

1. To have a meaningful gravity turn trajectory, vehicle has to achieve a certain

velocity. Otherwise the required vehicle rates are very high.

2. At the end of vertical rise, the vehicle attitude with respect to vertical is zero.

Therefore, the gravity turn trajectory initiation at the end of vertical rise is not

possible.

Fig. 7.9 Gravity turn

trajectory
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3. Combining these two features, to achieve a realistic gravity turn trajectory, the

gravity turn has to be initiated after intentional pitch-down manoeuvre of the

vehicle.

Since the vehicle velocity is lower, the gravity turn rate can be relatively higher

at the initial phase and subsequently can be reduced depending on the velocity

build-up and instantaneous attitude of the vehicle as shown in Fig. 7.10.

It is to be noted that if the gravity turn is initiated at much early stage when the

vehicle attitude is near vertical then the gravity turn rate is small and leads to

steeper vehicle trajectory in atmospheric flight phase, ending up with more velocity

loss due to gravity. Thus the mission performance of the vehicle drastically reduces.

For the cases with larger θ, early initiation of gravity turn demands higher vehicle

rates for the vehicle. These aspects demand that the gravity turn be initiated as late

as possible. But to reduce the vehicle load, the gravity turn has to be initiated as

early as possible. Also, at the initiation of gravity turn, there may be discontinuity

between actual vehicle rate and the gravity turn rate demand at that instant.

Therefore, vertical lift-off time, pitch-down manoeuvre duration and transition

phase as represented in Fig. 7.11 are decided judiciously to meet all the require-

ments. The intentional pitch-down manoeuvre rate after vertical rise is decided to

meet the performance requirements at the end and to have smooth transition to

gravity turn manoeuvre. The timings for these events are designed to meet the

performance and load requirements simultaneously.

7.8.2 Wind Biasing

During the STS flight with gravity turn trajectory, if there is no wind, velocity

vector is always aligned to the longitudinal axis of the vehicle as represented in ‘1’
of Fig. 7.12. But the prevailing wind VW at higher altitude makes the relative

velocity of the vehicle away from the longitudinal axis, as represented by VR in the

figure. Thus, the vehicle flight direction is along VR, which makes the angle of

attack α to the vehicle axis as shown in Fig. 7.12

Fig. 7.10 Gravity turn rate
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The angle of attack induces disturbing aerodynamic normal force on the vehicle.

This force tends to rotate the vehicle about the centre of gravity, and the control

system of the vehicle generates the necessary control force to stabilize the vehicle

against the disturbances. The combined aerodynamic normal force and the

balancing control force in turn introduce load on the vehicle structure. The aero-

dynamic load indicator ‘Qα’of a typical STS during its mission through a typical

Fig. 7.11 Gravity turn

trajectory transition

Fig. 7.12 Angle of attack

and wind biasing
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measured wind profile is given in Fig. 7.13. It is seen that even though the trajectory

is designed with zero angle of attack with no wind conditions, the in-flight wind

induces considerable value of ‘Qα’. To reduce Qα, it is essential to reduce the angle
of attack α.

The most efficient way of reducing angle of attack is to fly the vehicle such that

longitudinal axis of the vehicle is aligned with VR, which is caused by wind velocity

as shown in ‘2’ of Fig. 7.12. This feature is called ‘wind biasing’.
Thus, in wind biasing trajectory, vehicle steering programme is designed such

that at any instant, the vehicle attitude is always aligned with relative velocity

vector. The important aspects to be considered during wind-biased trajectory are as

follows:

Even though the angle of attack is represented in simple form in Fig. 7.12, the

realistic contributions are represented in Fig. 7.14:

α ¼ θc � θð Þ þ Vd

V
þ αw ð7:4Þ

where θc � θð Þ is the difference between the desired attitude of the vehicle and the

actual realized vehicle attitude, Vd is the lateral drift of the vehicle normal to the

vehicle axis, which is caused by the control force and residual normal aerodynamic

force and αw is the angle of attack caused by the wind velocity, Vw.

Therefore, even though α is reduced to zero with wind velocity, Vw, there can be

non-zero values for θc � θð Þ and Vd. These factors introduce lateral trajectory drift

and affect the vehicle trajectory in subsequent phases, which in turn affect the

vehicle performance. It is essential to design the integrated trajectory with wind

biasing to achieve the required performance. Therefore, wind biased trajectory has

to be attempted only when required. The initial conditions at the time of CLG

initiation achieved by such design have to be considered for CLG design. The

integrated steering programmes for both atmospheric flight and the CLG phases

have to be validated through extensive simulations. Real on-board systems are also

to be used in simulations to verify the on-board implemented logics before they are

cleared for flight.

Fig. 7.13 Impact of wind on aero load indicator (a) Zonal wind velocity (b) Aero load indicator
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To design wind-biased trajectory on ground, the in-flight wind profile is

required. But it is to be noted that, due to the highly random nature of the wind

profiles, the in-flight wind is not known a priori.

One possibility is to design the trajectory biased to the mean wind profile of the

season of the launch. Due to this ‘biasing’, the vehicle is commanded into the mean

wind at that altitude. Thus the wind-induced angle of attack is only due to difference

of the actual wind prevailing at that altitude and the mean wind that is used in

biasing as shown in Fig. 7.15a. Under such cases, there is considerable reduction in

Qα as shown in Fig. 7.15b. This strategy helps in increasing the launch probability

of that season.

It can be seen from Fig. 7.16 that there are large deviations in mean wind

between seasons. Therefore, this design has the disadvantage if the launch is

postponed to different season due to unforeseen problems. In such cases it becomes

Fig. 7.14 Angle of attack

components

Fig. 7.15 Impact of seasonal wind biasing (a) Wind (b) Aero load indicator
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necessary to redesign the steering programme with the changed seasonal winds,

which is a cumbersome process.

It is to be noted that there can be large variation in day-to-day winds measured

during the launch campaign phase. Typical shape of profiles is as given in

Fig. 7.17a. Therefore, the seasonal mean wind biasing still does not cater to the

large variations between the seasonal mean wind and the prevailing wind during the

day of launch. But the wind variations during a short period of time (within about

1 h) are very small as shown in Fig. 7.17b.

Therefore, the above drawback can be overcome by biasing the trajectory to

wind that is prevailing on the day of launch. This is termed as Day-of-Launch

(DOL) wind biasing. DOL wind biasing is based on the wind measurements which

is as close to the launch as possible on the launch day and then generating the

steering programme for this wind just before launch. The DOL wind biasing needs a

reference trajectory which is capable of meeting the defined payload requirements.

It is also necessary to define the target conditions at the end of open-loop trajectory

phase, so that closed-loop guidance design remains unaffected. The powerful

computing facilities, which are available presently, enable the process of generation

of wind-biased steering programme within a short duration and its use for trajectory

designs and its validation.

7.8.3 Implementation Aspects of DOL Wind Biasing

The major challenge in implementation of DOL wind biasing is to minimize the

overall time needed to complete the entire process after the wind measurements are

carried out very close to launch. This involves processing of measured wind data,

generation of open-loop wind-biased steering programme and validation of the

design in simulations. To utilize the latest wind data as close as possible to the flight

time, on the launch date, the entire process of generation of trajectory has to be

Fig. 7.16 Seasonal mean

winds
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completed within the stipulated period, validated and loaded in the on-board

computer during the countdown sequence. This demands automation of all

processes.

The approach needed is that a reference open-loop trajectory for a mission and a

closed-loop guidance (CLG) suitably designed are available and validated through

extensive evaluation through several phases of simulations. Entire CLG programme

and data are to be coded and stored in flight computer. It is important to define the

initial conditions for a pillbox at the end of open-loop trajectory and to ensure that

the vehicle parameters meet these target conditions within allowable dispersions.

Therefore the generation of DOL open-loop steering programme has to ensure that

the specified end conditions are always met so that CLG design remains insensitive

to wind variations and functions smoothly. This helps to avoid the revalidation of

CLG algorithm which has been already designed and tested extensively.

Once the DOL wind-biased steering programme is generated, it is to be inte-

grated with the total vehicle trajectory including the closed-loop guidance and

validated using all digital simulation test beds and also in integrated on-board

Fig. 7.17 Wind

characteristics: (a) day-to-
day variation with respect to

mean wind (b) wind
variations within 1 h 20 min
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equivalent systems. The major implementation issue is the seamless integration of

all functionalities and their extensive validation to ensure that the entire scheme is

without any flaw.

A typical block diagram of the total methodology for the design and validation

of DOL wind biasing scheme is illustrated in Fig. 7.18.

The extensive measurements of winds over a period on the launch base are

needed, and using this data the nominal and 3σ variation of the wind for each month

is to be generated. The wind variation from the wind measured before launch and

the wind prevailing at launch time is also to be assessed by measuring the winds for

a few days prior to the launch date as well as just a few hours before flight.

Generally this variation is not significant, and thus DOL wind biasing trajectory

allows all weather launches and totally eliminates the risk of launch postponement.

Figure 7.19 shows a typical plot of Qα vs time during the atmospheric phase of a

flight: (a) without wind biasing, (b) seasonal mean wind biasing and c) DOL wind

biasing trajectory. The advantage of using DOL wind biasing is quite evident and

ensures benign load conditions to the vehicle during the flight.

Fig. 7.18 Day-of-Launch wind biasing design and implementation strategy
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7.9 Thermal Constraints

Another important mission requirement is to ensure that sensitive subsystems of

vehicle and payload do not experience excessive thermal loads during the flight.

The separation altitude of the payload fairing is to be carefully decided during

trajectory design, and the basic guideline used is that the heat flux experienced by

the payload has to be less than 1135 W/m2 (1 sun heat), which is considered to be

safe. Since the flow regime in this transition changes from continuum to free

molecular the estimation of heat flux has to be carried out in detail and the

separation altitude to be confirmed as safe.

For upper stages with low thrust-to-mass ratio and with a flight path angle very

close to the local horizontal direction at stage ignition, the trajectory altitude may

decrease or dip during certain segment of the flight before the vehicle gains enough

acceleration. In such cases trajectory needs to be designed with restriction on the

extent of dipping of altitude to ensure that the vehicle does not experience unsafe

thermal loads.

These types of constraints are highly non-linear and very sensitive to changes in

the variables in the initial and middle portions of the trajectory. The thermal

boundary poses a critical constraint for the vehicle, and in this region it is better

to use a flat trajectory with a limit on flight path angle. As the thermal environment

is function of atmospheric density (altitude) and relative velocity, the allowable

thermal boundary can be defined in terms of altitude-relative velocity space. During

flight with sensitive systems exposed to ambient, the vehicle trajectory has to be in

the safe zone. A typical profile of vehicle velocity and altitude indicating the safe

thermal boundary is given in Fig. 7.20.

It is essential to define the minimum dip altitude based on thermal considerations

and use it as a constraint during the trajectory design. The flight path of the upper

stage is to be shaped such that the altitude does not dip beyond specified limits.

Although the trajectory dip may help in maximizing the payload, the STS mission

trajectory has to be designed such that the constraint on heat flux has to be strictly

followed to protect the payload from the thermal considerations.

Fig. 7.19 Effect of Day-of-Launch wind biasing (a) Wind (b) Aero load indicator
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7.10 Mission Sequence Design

Mission sequence design involves defining optimum sequence of launch events for

the STS mission starting from T0, first-stage ignition time, till the satellite injection

into orbit, satisfying all mission constraints. Mission sequence plays a vital role in

achieving the required mission performance of STS while satisfying the vehicle,

ground systems and subsystem requirements during its mission. Suitable mission

sequence is essential for the smooth functioning of the vehicle systems and to

achieve the defined mission successfully. To ensure this all the flight events in terms

of engine ignition, vertical rise, pitch/yaw manoeuvre, engine shut-off, stage

separation, payload fairing separation, coast phase, terminal stage engine shut-off

and satellite separation, etc. take place as planned for the nominal as well as

off-nominal flight environments. The optimum sequence of events valid for one

flight environment may not be safe for another environment. Therefore, to meet all

the system requirements, it is essential to define the event sequence in real time by

vehicle on-board systems, depending on the flight environment. The optimum

strategy is to detect the critical events in vehicle on-board, i.e. real-time decision

(RTD) and further events sequencing are referenced with respect to the RTD till the

next critical event is identified. This process starts from the first-stage ignition and

continues till satellite injection.

7.10.1 Mission Sequence Strategy

Mission sequence strategy for a typical three-stage STS system is given in Fig. 7.21.

First-stage ignition command is issued by ground checkout system. The entire

Fig. 7.20 Thermal

boundary profile
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vehicle sequencing is activated only after confirming the positive vehicle lift-off

from launch pad which is linked to unambiguous connection de-mating between

ground and vehicle and termed as last-minute plug (LMP) pullout. This RTD is

identified as T1 in Fig. 7.21, and all subsequent events are linked to T1. It is possible

to detect this event either by a sit-on-connector or by monitoring the chamber

pressure of the booster motor. Appropriate values are to be fixed for these param-

eters considering all possible scenarios for absolute detection of T1.

Regarding the real-time decision between stage transitions, the longitudinal

acceleration of the vehicle available in the inertial navigation system is generally

used to detect the burnout of the stages. Once the propulsion stage thrust starts

falling during the end of its burn (tail-off region), the acceleration starts dropping.

Suitable value/threshold for acceleration sensing in each stage can be decided for

detecting the tail-off based on clean separation requirement. This raises a flag in the

on-board computer, which, in turn, initiates the RTD events for stage separation.

This RTD is represented as T2 in Fig. 7.21. The value of the threshold for RTD

sensing can be set considering various factors like the burn-time dispersions for the

motor, tail-off dispersions, subsequent events during the tail-off region, etc. The

detection of RTD has to be highly reliable and should not give false detection

during any phase of flight. Therefore the redundant values of the longitudinal

accelerations available in inertial navigation system are used for RTD with proper

selection logic. Once the detection of real-time decision is available on board, all

subsequent events of sequencing are linked to the new RTD timing till the next

RTD detection.

In certain cases, once the instantaneous impact point of the vehicle reaches the

allowable range safety boundary, it is essential to shut off the stage and separate it,

Fig. 7.21 Typical mission sequencing
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to meet the mission safety requirements. This point is decided based on the vehicle

reaching specified position and velocity vector. This RTD is marked as T3 in

Fig. 7.21. All further sequencing is based on T3.

If the vehicle mission has the feature of coasting between two stages as shown in

Fig. 7.21, it is essential to determine optimum time for igniting the next stage,

represented as RTD T4. Further sequencing in this stage is referenced with respect

to T4.

Once the mission target conditions are achieved, it is essential to shut off the

final-stage engine. This is decided in the vehicle on-board by the closed-loop

guidance algorithm and is represented as RTD T5 in Fig. 7.21. Vehicle sequencing

beyond engine shut-off till satellite separation are linked with T5.

The sequencing events which are linked with RTD should not be triggered

inadvertently (false alarm) at any other time than intended. This is taken care by

defining appropriate time window for each RTD, by taking into account all possible

dispersion scenarios of propulsion systems. In case of the failure in RTD identifi-

cation, due to malfunctioning of any of the elements in the chain, the window-out is

taken as default time, and rest of the sequencing events are linked with this time.

Typical event sequencing based on RTD is given in Table 7.1.

Table 7.1 Typical Event Sequencing

Event no. RTD Criteria for RTD Time Event

1 – – T0 Stage-1 ignition

2 T1 LMP pull out T1 + 0 LMP pull out

3 T1 + x1 Stage-1 control on

4 T2 Acceleration
 a T2 + 0 RTD sensing

5 T2 + x2 Stage-1 control off

6 T2 + x3 Stage-1 separation

7 T2 + x4 Stage-2 ignition

8 T2 + x5 Stage-2 control on

9 T2 + x6 PLF separation

10 T3 Instantaneous T3 + 0 Stage-2 shut-off

11 Impact point> limit T3 + x7 Stage-2 control off

12 T3 + x8 Stage-2 separation

13 T3 + x9 Coast control on

14 T4 Desirable position, velocity T4 + 0 Stage-3 ignition

15 T4 + x10 Coast control-off/

Stage-3 control on

16 T5 Target orbit T5 + 0 Stage-3 shut-off

17 T5 + x11 Stage-3 control off

18 T5 + x12 Stage-3 coast control on

19 T5 + x13 Stage-3 coast control off

20 T5 + x14 Satellite separation
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7.10.2 Typical Stage Transition Sequence

Stage transition is a crucial event for STS mission. A typical event sequencing

design strategy is explained below. There are three major conflicting requirements

during stage transition: (1) performance, (2) clean separation and (3) vehicle

controllability.

For a clean separation, the thrust of the spent stage has to be as low as possible.

For the case of solid motors, this event can occur much later than motor burnout

time. Also, for both the cases of solid motors and liquid engines, there can be large

dispersions in the action time. Therefore, if the sequencing has to be based on time,

to ensure minimum thrust for both the cases of shortest and longest burn time, one

has to wait for long time for separating the spent stage even after motor burnout.

Only after the separation of the spent stage the next stage can be ignited. The long

gap between lower-stage burnout and upper-stage ignition has severe impact on the

performance.

Regarding the vehicle controllability, it is essential to switch off the control in

the spent stages when the thrust level is sufficiently high to avoid the control-

induced disturbances. After control switch-off there is a time gap for stage separa-

tion, next stage ignition and control on from the next stage. This introduces a large

no-control zone between the stage transitions. This can cause the increased rate and

error, and in certain cases, the upper stage may not be able to capture the vehicle

with such large error, finally ending up with mission failure. Therefore, to avoid

such scenario, it is essential to reduce the no-control zone. For the cases of fixed

time-based sequencing, the minimum thrust requirement for control jeopardizes the

mission if there is large dispersion in the spent stage motor performance.

Because of these conflicting requirements, it is not possible to fix the time-based

sequencing a priori for such crucial events. Thus it becomes absolutely essential to

determine the burnout of each propulsive stage in real time on-board by utilizing

proper sensors like pressure sensors measuring the motor chamber pressure or

longitudinal acceleration using accelerometers in the navigation system. Based on

the output of these sensors, RTD can be made by the on-board computer to find the

time at which the stage has burned out, thrust requirement for control off and the

thrust sufficiently small for safe stage separation. This is done in real time by the

on-board computer. All further sequencing is fixed based on the RTD event as in

Fig. 7.22. Suitable window-in and window-out times are fixed for the RTD as

explained earlier. A typical event sequencing after the RTD considering the

expected dispersions on the upper stage is explained in Fig. 7.22.

7.11 Propellant Loading Requirements

The propellant mass required in each stage to achieve the specified mission is

decided during configuration design phase. This is one of the major requirements

for the design of the propulsion systems along with performance parameters. One of
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the important performance parameters for the liquid propulsion system is the

mixture ratio. Maximum performance in terms of specific impulse is achieved at

an optimum mixture ratio, depending on the type of propulsion system and design

specification. The propellant tanks are designed to accommodate the propellants

which need to be consumed at the specified mixture ratio. Sometimes the optimum

mixture ratio demands large tank size for one of the propellants, which in turn has

the impact on the mission performance. Therefore, trade-off studies considering the

improvement in specific impulse and reduction in structural mass have to be carried

out to arrive at a suitable mixture ratio which gives the maximum performance. The

details are explained in Chap. 9.

During flight, depending on the flight environment, there can be deviation in

achieved mixture ratio. If it is more than the specified value, the oxidizer is

consumed at a faster rate. Once the oxidizer depletes, the engine thrust comes

down and the burnout of the stage happens. Under such conditions, to ensure the

safety of the engine, it is essential to shut off the engine. Therefore, the effective

functional duration of the stage becomes less than expected, and the total impulse

imparted by the stage is also less. At the time of burnout, unused fuel Δmfu remains

in the tank as shown in Fig. 7.23.

In order to avoid such scenarios, generally either active or passive mixture ratio

control systems are introduced in liquid propulsion systems, which ensure that the

mixture ratio is close to the nominal even in the dispersed flight environments.

Fig. 7.22 Typical stage transition sequencing
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However, due to the errors in sensors used for the mixture ratio control as well as

due to the deviations in the subsystems used with respect to the predicted values,

there can be small dispersions in the realized mixture ratio. The deviated mixture

ratio and the propellant depletion before the expected time have the following

implications: (1) reduction in the active functional duration of the stage, (2) tail-off

characteristics.

The reduction in the burn duration has a significant impact on the mission

performance. The different tail-off characteristics due to the different types of

depletion cause severe environment to the vehicle subsystems and satellites. The

tail-off characteristics and frequency contents of pressure and thrust fluctuations are

different for the various types of depletion, viz. (1) simultaneous depletion,

Fig. 7.23 Propellant

consumption history pattern

for different mixture ratios
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(2) oxidizer depletion, (3) fuel depletion, (4) oxidizer followed by fuel depletion

and (5) fuel followed by oxidizer depletion. Depending on the vehicle system

characteristics and tail-off characteristics, the impact of the tail-off characteristics

on the health of the subsystems are analyzed, and based on the results, the specified

depletion characteristics are chosen. This is achieved by (1) tuning the valve

parameters to ensure the specified depletion characteristics occur in flight and

(2) loading the propellants (oxidizer and fuel) such that the specified depletion

occurs. This is termed as propellant loading analysis in mission design process.

To achieve the specified depletion under all the possible environments of

parameter dispersions including mixture ratio, the required loading can be ‘skew-
loading’, i.e. one of the propellants has to be loaded much beyond that

corresponding to the nominal mixture ratio. This extra loading has severe perfor-

mance impact. Therefore, to get more favourable performance, the loading is

finalized based on Monte Carlo (MC) analysis. In the propellant loading MC

analysis, a detailed propulsion system model is used considering all performance

parameters and other vehicle systems and the interfaces among them. Using this

model, for different propellant loading combinations, MC analysis is carried out,

perturbing various performance parameters including mixture ratio which gives the

probability of each type of depletion and the vehicle performance. Using these

results, the propellant loading combination within the capacity of propellant tanks

is to be selected. This has to meet the ullage volume requirement which gives the

desired depletion while meeting the required performance. This propellant loading

has to be used in the mission design process and implemented in flight.

7.12 Velocity Reserve Requirements

The propellant loading requirement computed as part of configuration design is

mainly to meet the equivalent velocity as demanded by a specific mission and

skewed loading to meet the required depletion characteristics. In reality, during

flight, the vehicle performance can have dispersions with respect to the predicted

parameter values. In addition, due to the in-flight disturbances caused by the

external and vehicle internal sources, there can be tracking error in the vehicle

attitude with respect to the desired attitude as computed by the vehicle closed-loop

guidance system. Under such environments, the energy provided by the propulsion

system designed for the nominal vehicle performance may not be sufficient to

achieve the mission target. Therefore, it is essential to provide extra energy in the

vehicle propulsion system to take care of such in-flight uncertainties. The extra

energy to be provided in the vehicle on-board is called ‘velocity reserve’ or

‘guidance margin’.
If the mission is planned to take care of all the possible disturbances in the

additive sense, then margin required can be very large. If such huge margin is to be

built into the system, then the available energy for nominal performance is

restricted, which has direct impact on the vehicle performance. It is to be noted
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that the chances of all the performance parameters deviating simultaneously to

create worst-case environment is very remote. Therefore, the guidance margin

requirement is arrived at based on probability analysis. This is done in two ways:

(1) Root Sum Square (RSS) method and (2) Monte Carlo Analysis method.

In RSS method, after the initial mission design for nominal vehicle parameters,

each parameter is perturbed to its specified 3σ dispersion level. The impact of this

dispersion is analyzed and extra equivalent velocity required to achieve the mission

target under this dispersed environment estimated. The study is repeated for all the

parameter dispersions, considering one at a time.

As an example, consider a three-stage vehicle with solid first stage, liquid second

and third stages and assuming third stage is commanded to cut-off, the typical

dispersion parameters are about 18. Their details and equivalent velocity variation

due to each of these parameters are given in Table 7.2.

From data given in Table 7.2, the RSS of incremental equivalent velocityΔVm is

computed as

Table 7.2 Equivalent

velocity reserve required Sl No.

Parameter

uncertainty

Incremental equivalent velocity

required to achieve the target

Stage-1 (solid)

1 Isp ΔV1

2 Action time ΔV2

3 Propellant mass ΔV3

4 Structural mass ΔV4

Stage-2 (Liquid)

5 Isp ΔV5

6 Mixture ratio ΔV6

7 Oxidizer

loading

ΔV7

8 Fuel loading ΔV8

9 Chamber

pressure

ΔV9

10 Structural mass ΔV10

Stage-3 (Liquid)

11 Isp ΔV11

12 Mixture ratio ΔV12

13 Oxidizer

loading

ΔV13

14 Fuel loading ΔV14

15 Chamber

pressure

ΔV15

16 Structural mass ΔV16

17 PLF mass ΔV17

18 Satellite mass Satellite mass
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ΔVm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX18
i¼1

ΔV2
i

vuut ð7:5Þ

The ΔVm given in Eq. (7.5) is the velocity reserve required in the vehicle.

Assuming ΔVm has to be provided by third stage, considering the propulsion

parameters of that stage, the extra propellant Δm required to provideΔVm is loaded

additionally or kept as reserve, and this margin is called guidance margin.

In the MC analysis method, after the initial mission design with the nominal

vehicle parameters, integrated mission simulation with detailed model as explained

in Chap. 8 is carried out in MC mode. For all the specified dispersion parameters,

type of dispersions, their specified distribution, etc. are analyzed. Each time, a set of

parameters is selected assuming random variation on each of the parameters with

the specified dispersions, and with the selected set, simulation is carried out. Such

simulations are repeated with huge numbers of runs simulating that many sets of

random values for the selected parameters. From each run, the incremental equiv-

alent velocity required is computed. The total number of simulations n (say)

depends on the convergence of the results. The n numbers of ΔVs are statistically
analyzed to get the mean and 3σ of required ΔV. Then, depending on the defined

success criteria, the required ΔV is finalized. This value can then be used to

compute the required Δm as explained earlier. Once the Δm is loaded to the vehicle

additionally or kept as a margin, then during STS flight, the probability of achieving

the nominal targeted mission is same as the one used for designing Δm.

7.13 Satellite Injection Requirements

The satellites are required to be injected into the defined orbit with the following

additional conditions: (1) rates at separation to be limited to the capabilities of the

satellite control system, (2) sufficient distance between the separated stage and

satellite is ensured and (3) attitude is achieved as desired by the functional require-

ments of satellites.

To meet the above requirements after the final stage cut-off, sufficient time is

given before satellite separation to ensure that the residual thrust of the vehicle

propulsion stage is zero. The satellite separation system is designed to provide the

necessary differential velocity so that the distance between the satellite and sepa-

rated stage is progressively increasing. The control system of the vehicle is

designed such that, during the combined flight phase after cut-off, the vehicle is

controlled to achieve the attitude as defined by the satellite requirements and the

vehicle rate less than the specified limits. After achieving the required injection

conditions, the satellite is injected into the orbit as represented in Fig. 7.24. To meet

the specified distance between satellite and separated stage, satellite injection can

be done along the orbital plane or in the out-of-plane direction. To avoid collision in
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the case of inadvertent re-ignition of the separated stage, generally, the separated

stage is oriented in a direction away from the satellite motion.

In certain missions there are requirements for the launch of multiple satellites. In

such cases it is essential to ensure that these satellites after separation continue to

move in defined orbits without having any collision between any of the satellites

during the entire period of their life as represented in Fig. 7.25a. This is achieved by

defining proper sequence of satellite separation timings and reorientation require-

ments as given in Fig. 7.25b. The selection of separation velocities and flight

sequence for the spacecraft are chosen such that they move in different but close

orbits. It is also necessary to carry out long-term relative orbital motions for these

Fig. 7.24 Satellitere

orientation requirements

Fig. 7.25 Multiple satellite

injection requirements
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spacecraft. The possibility of plume interaction during the operation of reaction

control thrusters and also during the passivation of terminal stage are to be analyzed

in detail to avoid the potential damage to any of the spacecraft.

The collision possibility of any of the spacecraft or the final vehicle stage has to

be studied considering the nominal and off-nominal performance of the final stage.

The possible dispersions on separation system parameters are also to be considered.

The orbital elements of the final stage and all spacecraft at respective separated

conditions are to be estimated and relative distance movements of the objects at

different time instances after separation analyzed. A typical analysis showing a

typical relative motion between two spacecraft missions is shown in Fig. 7.26. From

Fig. 7.26, it can be seen that the relative distances with respect to time are

monotonically growing.

The relative minimum distance between various bodies has also to be assessed

using Monte Carlo studies taking into account various dispersions like the left-out

propellant in the final stage, separation velocity, the reaction control thruster

variations, etc.

7.14 Propulsion Stage Passivation Requirements

The final stage of all launch vehicles enter the orbit, and as per the international

guidelines on space debris it is mandatory to deplete all left-out propellants in a

planned manner and the stage is put in a passive mode. This operation is termed as

passivation of the stage. The quantity of left-out propellant in the stage depends on

the propulsion performance of earlier stages. The requirement for passivation of the

terminal stage is to initiate this action immediately after the satellite separation. But

this can lead to contamination of the spacecraft. Therefore sufficient time gap has to

Fig. 7.26 Relative motion

of bodies after separation
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be provided between the separation of satellite and the initiation of the passivation

as shown in Fig. 7.27.

The effective method for passivation is to introduce suitable vent nozzles. In

order to avoid the reaction on the vehicle doublet-type nozzle configuration is

generally chosen. There are several schemes for venting the trapped propellants,

and their details are available in the references quoted. The vent circuits are prone

to ice formation due to freezing, and this can lead to blockage or sometimes

explosions. These issues are to be tackled during the design phase to confirm the

smooth operation of venting as planned. Additionally one has to verify the lowest

temperature attained and also the ice formation during the process to avoid failure

of the system. To ensure high reliability, experimental evaluation of the thrusters in

a high-altitude test facility using an identical scheme on ground has to be

carried out.

7.15 Vehicle Tracking Requirements

Radio visibility of the vehicle during its entire mission duration from ground station

tracking network is required for real-time monitoring of the flight to obtain the

telemetry data from the flight for post-flight analysis. There is also requirement for

issuing the tele-command from the ground whenever it is essential. The important

parameters needed for vehicle tracking during the flight from a defined ground

station are given in Fig. 7.28.

During trajectory design all the visibility parameters from a tracking station,

namely, elevation, slant range, aspect angle, antenna azimuth, range rate and aspect

angle, have to be estimated. Range information is needed to decide about the signal

strength. Aspect angle is used to determine the loss in signal due to rocket exhaust

coming in the path of the signal. During acquisition of signal (AOS) at least 5�

elevation and during loss of signal (LOS) 2� elevation angle are desirable. How-

ever, a minimum of 2� elevation angle from AOS to LOS generally gives satisfac-

tory visibility. For a better visibility, aspect angle has to be more than plume angle.

Therefore, even though there is good visibility in terms of elevation, when there

is plume angle more than aspect angle as shown in Fig. 7.29, it is essential to plan an

alternate ground station to acquire the telemetry data. If a taller or wider structure is

present in front of the tracking station then for some combinations of elevation and

antenna azimuth, the structure may block the passage of signal. In such cases,

visibility has to be improved by positioning a mobile terminal at a vantage location

or by redesigning the trajectory with implication on the payload and performance.

Fig. 7.27 Stage passivation
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Further, the visibility coverage is needed for a certain length of time after the final

stage separation and spacecraft injection for monitoring the passivation and

re-orientation manoeuvres of the separated final stage. For preliminary orbit deter-

mination (POD) of the spacecraft, range, range rate, elevation and aspect angle

information are required.

The tracking station locations are to be planned, depending on the mission, in

such a way that all critical events like stage ignition, stage burnout, stage separa-

tion, strap-on separation, payload fairing separation and spacecraft injection are

visible at least from one of the tracking stations. Continuous coverage is essential

except for long coasting phase where some gap in visibility may be acceptable.

Hence tracking stations are to be planned such that adequate overlap of coverage

Fig. 7.28 Tracking

parameters

Fig. 7.29 Aspect and

plume angles
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from successive stations exists. Elevation angles from four ground stations of a

typical STS mission with three stages are represented in Fig. 7.30. In case there is

no visibility from any of the specified ground stations as shown in Fig. 7.30, the

trajectory should be designed such that there are no critical events during that

segment. This might have some implication on the payload that can be carried. For

such regions where visibility does not exist and no critical events occur, data

storage and delayed transmission has to be planned. In case of trajectories wherein

critical events occur during the flight and the visibility from ground-based tracking

stations is not available one has to necessarily plan the ship-based tracking during

these periods.

7.16 Range Safety Constraints

The spent stages of launch vehicle are to be impacted either in safe land zones

belonging to the country from which launch is originated or in safe international

waters limited by specified boundaries. The mission design has to observe these

conditions very strictly. Selection of a suitable launch azimuth depends not only on

the final mission considerations but also on the safety aspects of the launch even if it

has a penalty on the payload mass. At low altitudes the ground and instantaneous

impact point (IIP) traces of the launch cannot violate the defined international

boundaries.

The IIP trace of the vehicle is decided by the instantaneous position and velocity

vectors as represented in Fig. 7.31. IIP is the point of impact of the vehicle on the

Earth’s surface in case the vehicle power goes off instantaneously. The separated

stage impact point is the IIP corresponding to separation instant. Therefore, during

Fig. 7.30 Elevation angles of typical STS mission
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mission design process, the position and velocity vector profiles have to be suitably

designed to ensure that the range safety constraints are not violated.

During the mission design, another important study is the assessment of the

hazards and risk levels to life and property in case of malfunction/failure of the

vehicle during the ascent phase of the trajectory. The risk has to be assessed both

during the lift-off phase involving the launch base facilities and during the subse-

quent phase of the flight involving the down range land masses. Therefore detailed

studies are needed on vehicle failure modes, its impact on the trajectory and the land

impact probability. The damage potential also depends on the type of failure and

time at which failure occurs during flight. All these aspects have to be studied in

detail during the initial mission studies. These data have to be appropriately utilized

during launch to decide on the destruction of stages from range safety

considerations.

7.17 Integrated Trajectory Design

Once the vehicle configuration is defined and mission specifications and constraints

are identified, the integrated trajectory of the vehicle during ascent phase has to be

suitably designed to meet the final satellite injection conditions in an optimum

manner, while satisfying all the specified requirements and constraints. The trajec-

tory design process involves generation of optimum trajectory profile, i.e. position

and velocity histories from lift-off till satellite injection such that the end conditions

Fig. 7.31 Instantaneous impact point (stage impact)
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meet the required orbit. The selected trajectory has to inject maximum payload for

the defined propulsion stages or maximize the reserve fuel (guidance margin) for

the defined payload.

The vehicle trajectory in simple terms can be specified thus: the vehicle rises

vertically at launch pad and then is made to orient its path smoothly on a continuous

basis to achieve the required flight path angle at the specified altitude and velocity

conditions for insertion of payload into the orbit. The vehicle has conflicting

requirements like, on the one hand, moving vertically as far as possible to get out

of the atmosphere very quickly and, on the other hand, to turn the vehicle as early as

possible to attain the required flight path angle at relatively lower velocity regimes

to avoid the steering losses in vehicle velocity. A trade-off study has to be made

during trajectory design to ensure minimum losses due to drag and due to steering

and to meet other constraints of thermal vehicle loads and range safety and tracking.

7.17.1 Trajectory Design Considerations

The main objective of trajectory design is to maximize the vehicle performance.

During the integrated trajectory design process, various mission and vehicle

subsystem requirements and constraints have to be carefully considered. The

requirements are summarized as given below:

1. Launch azimuth has to be selected depending on the requirement on orbital

inclination. For low inclination orbits, eastward launches are preferred whereas

for high inclination orbits such as Sun-synchronous polar orbits, southward

launch is desirable. But designer has to select only those launch azimuths which

are declared safe throughout the flight path of the vehicle. The range of

allowable azimuth is termed as the safe launch corridor.

2. Unlike a sounding rocket that is launched from a launch lug at an elevation, the

launch vehicle which is resting on the launch pad is to be launched vertically. It

ascends vertically for a given time to avoid the collision of the vehicle with the

launch tower even under all combinations of disturbances. During the ascent, it

is necessary to minimize the jet plumes from the vehicle impinging on the

umbilical tower to avoid the damage to the tower. The impact of vertical rise

time on payload is also to be considered.

3. The vehicle roll is facilitated to coincide with the pitch plane with the launch

azimuth immediately after the initial lift-off and before any other manoeuvres

are carried. This becomes essential in vehicles where the pitch axis of the

vehicle is not aligned with the launch azimuth due to constraints of launch

tower.

4. Subsequent to this the vehicle starts pitching down optimally. The upper limit

on the pitch rate is dictated by the control system, vehicle inertia and tracking

error. The lower limit is driven by the need to move away from the launch pad
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as soon as possible to ensure safety of the range in the vicinity of the

launch pad.

5. Once this phase is over, the gravity turn to the vehicle is initiated. This causes a

transition in pitch and yaw rates from optimal values to the values which are

needed to minimize the angle to attack to near zero.

6. Gravity turn is initiated based on altitude, transonic Mach number, aerody-

namic load indicator values and payload obtainable. The trajectory is initially

designed for seasonal mean wind profiles and follows gravity turn during the

atmospheric portion till the closed-loop guidance is initiated.

7. For the vehicles with strap-on motors, their ignition and separation sequences

have to be decided based on the optimum payload capability, peak dynamic

pressure and acceleration at peak dynamic pressure for nominal and

off-nominal trajectories. The dynamic pressure, angle of attack and body

rates have to be kept small at strap-on separation.

8. Peak dynamic pressure is an important parameter from aerodynamic and

structural considerations. If the peak dynamic pressure exceeds the prescribed

limit, the trajectory has to be reshaped to obtain the specified values. It may be

noted that large reduction is possible only by suitable design of thrust profile of

the booster motor.

9. At burnout of stages, the dynamic pressure, angle of attack, bounds on attitude

and attitude rates and also suitable design for the tail-off of the motors are to be

ensured to meet the specified conditions. At the time of separation of each

stage, unused propellant like injectant fluid used in secondary injection thrust

vector control (SITVC) in the stage is jettisoned along with the inert mass,

wherever possible.

10. Yaw manoeuvre, if necessary, is initiated after the atmospheric flight to avoid

high angle to attack during the high dynamic and complex atmospheric flight

regime. It is carried out generally from second stage burn phase in order to

achieve the required inclination. Plane change is achieved during the ascent

phase satisfying the constraints on instantaneous impact and planned stage

impact points.

11. All the stage impacts have to be in safe zone, and instantaneous impact

requirements with respect to flight over the land mass are also to be considered.

Impact of spent stages is one of the difficult constraints which are encountered

in trajectory design. Management of the impact of the spent upper stage in the

safe zones is even harder since usually at that point the flight velocity is closer

to orbital velocity. Hence for such cases, suitable orbit size has to be selected,

and the trajectory has to meet the impact constraints even under off-nominal

conditions.

12. An optimum unpowered duration of flight known as coasting can be employed

to achieve the desired range, altitude and orientation whenever necessary and

feasible. Thus the desired end conditions can be achieved without any expen-

diture on fuel. This segment can be between the powered flight portions of the

same stage or two different stages.
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13. The end constraints such as altitude and inclination have to be satisfied for

circular orbits whereas for elliptical orbits perigee altitude, apogee altitude,

arguments of perigee and inclination constraints have to be satisfied.

14. Suitable ‘guidance margin’ fuel has to be reserved as explained earlier.

15. ‘No-control zones’ between stage transitions are to be minimized during the

steering design.

16. The �3 σ variations of the critical parameters of the subsystems of the vehicle

like propulsion systems, aerodynamics and navigation system are to be spec-

ified. Trajectory designer has to simulate these variations (like the off-nominal

performance of motors, aerodynamic drag, etc.) and verify the performance.

Designer has to ensure that the constraints are met to the extent possible under

these variations.

7.17.2 Trajectory Design Strategy

It is to be noted that all the requirements and constraints explained above depend on

trajectory (position and velocity vectors) profile. Therefore, in order to achieve the

specified requirements, it is essential to modulate the trajectory profile as per the

requirements of various phases of mission, and there must be suitable control

variables required to modulate the trajectory. This is achieved as explained below:

Consider three-dimensional trajectory dynamics of the vehicle as explained in

Chap. 8:

_r ¼ V ð7:6Þ
_V ¼ 1

m
½BI� ½FT þ FA� þ GI ð7:7Þ

where

r, V ¼ Position and velocity vectors of vehicle with respect to ECI frame

m ¼ Vehicle mass

[BI] ¼ Body-to-ECI frame transformation matrix, function of vehicle attitude

θ,ψ,ϕ.
GI ¼ Gravity acceleration vector

FT ¼ Thrust vector of the vehicle

FA ¼ Aerodynamic force vector of the vehicle

The thrust vector FT depends on the propulsion performance and atmospheric

density. The atmospheric density is function of altitude, which in turn depends on r.

Mass m is function of propellant depletion history, decided by the propulsion

system used. The aerodynamic force vector FA depends on the aerodynamic

characteristics of the vehicle (CN, CS, CA), dynamic pressure and angles of attack.

Therefore, FA can be assumed as function of vehicle shape and r and V. The gravity

vector GI is function of r. The body-to-inertial transformation matrix depends only
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on vehicle attitude profile. Therefore, it can be concluded that for a defined vehicle,

the trajectory dynamics is function of vehicle attitude.

For a simplified version as shown in Fig. 7.32, where thrust and velocity vectors

along vehicle longitudinal axis (normal and side forces) are zero, the translational

dynamics is given by

€X ¼ T TV; x; y; zð Þ � D CD; x; y; z; u; v;wð Þ
m

� �
cosΨ sin θþ gx x; y; zð Þ ð7:8Þ

€Y ¼ T TV � x, y, zð Þ � D CD; x; y; z; u; v;wð Þ
m

� �
sinΨþ gy x; y; zð Þ ð7:9Þ

€Z ¼ TðTV � x, y, zÞ � DðCD, x, y, z, u, v, wÞ
m

� �
cosΨ cos θþ gzðx, y, xÞ ð7:10Þ

The vehicle position and velocity are given by

x ¼
ð
u ð7:11Þ

y ¼
ð
v ð7:12Þ

z ¼
ð
w ð7:13Þ

Fig. 7.32 Vehicle

trajectory dynamics
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u ¼
ð
€X ð7:14Þ

v ¼
ð
€Y ð7:15Þ

w ¼
ð
€Z ð7:16Þ

From the above discussions, it can be concluded that for a given vehicle configu-

ration with the specified propulsion stages, the trajectory is a function of vehicle

attitude θ,Ψ and ϕ. By modulating θ,Ψ, ϕ the required trajectory can be achieved.

Therefore, the trajectory design process can be stated as the estimation of

optimum attitude profile (steering profile) which generates the desired trajectory

which maximizes the vehicle performance while satisfying various requirements

and constraints.

The above problem can be stated mathematically thus:

Select control variable vector c(t) such that

minimize J ¼ ϕ Xðt fÞ, t fð Þ ðperformance indexÞ ð7:17Þ

subject to

dX=dt ¼ fðXðtÞ, cðtÞ, tÞ XðtÞ : state variable vectorð Þ ð7:18Þ
ψðXðt f , cðt fÞ, t fÞÞ ¼ 0 ðboundary conditionÞ ð7:19Þ
gl 
 g Xðt, cðtÞ, tÞð Þ 
 gu ðpath constraintsÞ ð7:20Þ

In the trajectory optimization process

c ¼ fθ,Ψg
X ¼ x; y; z; u; v;wf gT
Ψ ¼ {orbital parameters at injection}

g ¼ Inequality constraints such as range safety, tracking, heat flux, etc.

gl, gu¼Limits of the constraints

Therefore, it can be concluded that the trajectory design process is an optimal

control problem. By suitable parameterization process, the trajectory design can

also be considered as constraint non-linear optimization problem.

Typical equivalent parameters are given below:

1. Control variables:

(a) θ and _Ψ profile

(b) _θ and _Ψ history

(c) Staging duration

(d) Coasting duration

(e) Stage ignition in case of multi-stages
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2. Optimization variables:

(a) Maximization of payload

(b) Minimization of burn time

(c) Maximization or minimization of one of the orbital parameters

The optimization parameter depends on the specific mission requirements:

3. Boundary conditions:

(a) Required orbital conditions at injection

4. Path constraints:

(a) Range safety constraints

(b) Dynamic pressure constraints

(c) Tracking parameter constraints

(d) Thermal constraints

7.17.3 Integrated Trajectory Design Process

The integrated trajectory design is an iterative procedure. The central core of the

process consists of vehicle flight mechanics and an optimizer. The input to the flight

mechanics process is the vehicle data, vehicle sequencing and environment such as

gravity, atmospheric properties and wind conditions. The input conditions for the

optimizer are the mission requirements and vehicle constraints. The flight mechan-

ics and optimizer interact iteratively, and the converged optimum trajectory is the

output of the design process as explained in Fig. 7.33.

Using vehicle data, wind data and with initial estimates for the attitude

programme and staging events such as coasting time, stage ignition and cut-off

times, the flight mechanics model propagates the trajectory from lift-off till the

initially defined cut-off time. During the trajectory propagation process, various

events as defined such as vertical rise, gravity turn initiation, wind biasing with the

defined wind profile, initiation of steering after gravity turn from the specified time,

stage events, etc. are used. The propagated trajectory parameters are given as input

to the optimizer. Using the trajectory parameters, mission-defined requirements and

constraints, optimizer updates the steering angles, the coasting time, cut-off time

and other design parameters to optimize the objective function while satisfying the

constraints. These updated steering and control parameters are used in the flight

mechanics to re-propagate the trajectory from the lift-off till the refined cut-off time

and the trajectory outputs passed to the optimizer. This process repeats till the

solution converges.

The converged solution gives the optimum steering programme and trajectory

profile which achieves the optimum performance of the vehicle while meeting all

the requirements and constraints including the wind biasing requirements.
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7.17.4 Optimum Mission Profile

The optimum steering program of a typical three-stage STS mission is given in

Fig. 7.34. The altitude and inertial velocity profiles are given in Fig. 7.35. The flight

parameters during atmospheric flight phase are represented in Fig. 7.36. A typical

mission profile is given in Fig. 7.37.

Three-dimensional point-mass trajectory dynamics as defined above has to be

expanded to include the rotational motions of the vehicle about the centre of gravity

Fig. 7.33 Integrated trajectory design

Fig. 7.34 Steering profile
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to suitable six-degrees-of-freedom trajectory dynamics. Once the basic trajectory

meeting the overall (6-DOF) requirement is generated, the navigation, guidance and

control (NGC) functions are progressively integrated into this 6-DOF trajectory

dynamics to evaluate the detailed performance of the vehicle, subsystems and

mission. Details of dynamics, their formulations, performance evaluation, etc. are

given in Chap. 14.

The mission thus designed forms as reference input for all further subsystem

design studies. These design aspects of subsystems are discussed in detail in the

subsequent chapters of the book.

Fig. 7.35 Trajectory

profiles

Fig. 7.36 Flight

parameters during

atmospheric flight phase
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Chapter 8

Flight Mechanics

Abstract The flight mechanics is an important ingredient in vehicle and subsystem

design, its performance evaluation and its validation. It deals with forces and

moments acting on bodies and the response of the bodies to the applied forces

and moments. Typical applications are trajectory design, optimum payload estima-

tion, navigation, guidance and control (NGC) system algorithm design, estimation

of loads on vehicle and various subsystems, mission design, vehicle sequencing,

performance evaluations of subsystems, validation of NGC systems and evaluation

of mission performance. Flight mechanics consists of two processes, namely,

modelling and solution where the modelling represents subsystems, vehicle, forces

and moments acting on it, their operating environment and the dynamics of vehicle

and subsystem. The solution involves obtaining the solutions to the mathematical

models, which truly represent the response of the vehicle and subsystems. To

achieve the error-free design, the various models used for the vehicle, subsystems,

environment, forces and moments generated by the respective systems as well as

the dynamics of the systems under the influence of the forces and moments have to

represent very close to the physical system and process. The systems models vary

from simple three-dimensional model for the translational motion of the vehicle

centre of gravity to the detailed six-degrees-of-freedom model along with the

flexible vehicle structural dynamics. In addition, to evaluate the integrated system

performance, the modelling of the vehicle onboard system elements such as sen-

sors, navigation, guidance and control systems, the corresponding algorithms and

signal flows simulating the delays in data transmission among various systems are

required. In this chapter, the role of flight mechanics in the STS design process and

the need for the integrated design approach are explained. The different coordinate

systems used to represent the mathematical models, vehicle attitude sign conven-

tions and the coordinate transformation to transfer the data between the reference

frames are described. Subsequently, various models necessary for representing

vehicle, subsystem and environment and the methodology for evaluating the system

response are included. The usage of the flight mechanics models in the design

process is also highlighted.

Keywords Flightmechanics • Coordinate systems • Vehicle attitude • Environment

model • Gravitational model • Atmospheric model • Wind model • Vehicle model

• Jet damping • Slosh • Guidance and control • Navigation and flexible dynamics
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8.1 Introduction

Flight mechanics deals with forces and moments acting on bodies and the response

of the bodies to the applied forces and moments. Orbital motions of satellites as

explained in Chap. 3 deal with the flight mechanics of satellites under the influence

of central gravitational force of Earth as well as disturbance forces due to the

asphericity of Earth and perturbations caused by third bodies such as planets, moon,

Sun and aerodynamic drag forces, solar radiation pressure, etc. Flight mechanics of

Space Transportation Systems (STS) plays an important role during various phases

of its design and development. Typical application includes (1) trajectory design

and optimum payload estimation, (2) Navigation, Guidance and Control (NGC)

system algorithm design, (3) determining the loads on vehicles and subsystems of

various disciplines, (4) mission design including vehicle sequencing, (5) design

input to the vehicle subsystems, viz. thermal, NGC systems, etc., (6) performance

evaluations of subsystems designs, (7) validation of NGC systems, (8) mission

performance evaluation, (9) mission performance prediction for a defined vehicle

system and (10) vehicle systems flight performance evaluation through post-flight

analysis. Flight mechanics is not a vehicle subsystem but used as an important tool

to design the subsystems as well as to provide input to the design process.

Flight mechanics consists of two components: (1) modelling process and

(2) solution process. The modelling process represents the physical subsystems,

vehicle, forces and moments acting on it, environment in which the vehicle and

subsystems operate and vehicle and subsystem dynamics through suitable mathe-

matical expressions in terms of either algebraic or differential equations. The

solution process involves obtaining the solutions to the mathematical models,

which truly represent the response of the vehicle and subsystems.

The flight mechanics is an important ingredient in vehicle and subsystem design,

its performance evaluation and its validation. To achieve the error-free design, it is

essential that the various models used for the vehicle, subsystems, environment,

forces and moments generated by the respective systems as well as the dynamics of

the systems under the influence of the forces and moments have to represent very

close to the physical system and process. To meet the specific needs, based on the

functional requirements, various levels of complexities are to be incorporated in the

systems models. This varies from simple three-dimensional model for the transla-

tional motion of the vehicle centre of gravity to the detailed six-degrees-of-freedom

model for the vehicle along with the flexible vehicle structural dynamics. In

addition, to evaluate the integrated system performance, it is essential to model

the vehicle onboard system elements such as sensors, navigation, guidance and

control systems, guidance and control laws, the corresponding algorithms, onboard

computers and signal flows simulating the delays in data transmission among

various systems.

In this chapter, the role of flight mechanics in the STS design process and the

need for the integrated design approach are explained. The different coordinate

systems used to represent the mathematical models, vehicle attitude sign
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conventions and the coordinate transformation to transfer the data between the

reference frames are explained. Subsequently, various models necessary for

representing vehicle, subsystem and environment and the methodology for evalu-

ating the system response are included. The actual usage of the flight mechanics

models in the design process are highlighted in the respective chapters.

8.2 Role of Flight Mechanics in STS Design Process

Flight mechanics plays a very crucial role during the various phases of design,

development and validation of an STS. The application starts along with the initial

configuration finalization phase and extends up to the integrated vehicle on the launch

pad and also to evaluate the subsystem performance in flight as illustrated in Fig. 8.1.

The contribution of flight mechanics is vital in the STS configuration design.

Initially, the vehicle is configured with the suitable propulsion systems and the

aerodynamic data is generated for the proposed external configuration. Even though

the configuration is defined to carry the identified satellite mass to the specified

orbit, in the realistic flight mechanics sense, the required payload mass may not be

achieved. Therefore, it is essential to design an optimum trajectory for the defined

configuration to achieve the maximum payload capability. For this purpose, flight

mechanics models are used. If the required payload is not achieved, alternate

propulsion systems are selected or the propulsion performance parameters and

Fig. 8.1 Role of flight mechanics in STS design
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aerodynamic configurations are redefined to meet the vehicle and mission require-

ments. This is an iterative process to finalize the configuration for STS.

Once the vehicle configuration is finalized, next step is to define the vehicle

subsystems and to carry out the design process. One such activity is to identify

suitable navigation, guidance and control laws and algorithms to meet the mission

requirements. Performances of various algorithms are studied using detailed flight

mechanics models and the one which meets the requirements of vehicle subsystems

and mission is selected. For the finalized vehicle and subsystems configuration, it is

essential to carry out the detailed design process as well as mission design for

the intended mission. The various inputs required for the vehicle subsystems design

are arrived at through flight mechanics. Typical inputs include (1) loads on vehicle

subsystems, (2) flight parameters for NGC systems and (3) mission sequencing, etc.

Once the design is completed, it is essential to ensure that the subsystems have

performed as per the expectations. Flight mechanics models are used to evaluate the

performance of (1) the subsystems, (2) integratedmission performance, (3) sensitivity

analysis and (4) mission performance through Monte Carlo analysis. In case the

required performance is not achieved, suitable design modifications of subsystems

are necessary to achieve the target and in such case, the design cycle is repeated.

After arriving at the final design, the subsystems are realized and integrated into

systems. Through suitable simulation strategies using flight mechanics models and

realized flight systems, integrated flight simulations are carried out to evaluate the

system performance in near real flight environment. This includes (1) simulation

with all models, (2) simulation with flight systems and (3) flight simulation with

real vehicle subsystems in the loop.

On satisfactory performance of the vehicle systems at various levels of simula-

tion, the flight is cleared. Before flight, using the predicted performance parameters

of the flight systems, integrated system performance and mission performance are

evaluated through flight mechanics. During flight, the necessary flight parameters

are acquired through telemetry system. After flight, using the above flight param-

eters, subsystem performance in real flight is evaluated through suitable estimation

algorithms using flight mechanics models.

Subsystem performance parameters during flight thus evaluated are used to

improve the corresponding subsystem design in the subsequent flight. Thus, it can

be seen that the flight mechanics plays a very crucial role in all phases of STS design

process.

8.3 Need for Integrated Design Approach with Flight
Mechanics

As already explained, during various phases of STS design and development, flight

mechanics is closely linked with almost all the vehicle subsystem design process.

Flight mechanics provides the necessary input to the subsystem design as well as

serves as design, performance and validation tool as explained in Fig. 8.2.
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Any insufficiency in the initial design phase can lead to unsatisfactory system

performance during final design evaluation and validation process. This can lead to

repeating the design, which in turn leads to schedule slippage along with increase in

development cost. Therefore, it is essential that all the interfaces of subsystems with

flight mechanics have to be identified during the initial conceptual phase itself.

Also, in order to avoid costly errors, the various models of vehicle systems and

environment used in flight mechanics have to be very close to the reality with

respect to the functions for which it is used. Finally, an integrated design approach

with realistic flight mechanics models with all the interfaces of subsystems have to

be followed to arrive at an optimum design in the early phase itself.

Different aspects of flight mechanics are explained in the following sections.

8.4 Coordinate Systems

As the flight mechanics deals with the motion of bodies, reference frames are to be

defined and with respect to these both translational and attitude motions of STS are

to be described. In addition, the reference frames are necessary to represent the

input data and to define the forces and moments generated by subsystems and

environments. The reference frames are selected such that the models of various

Fig. 8.2 Interactions of flight mechanics with vehicle subsystems

8.4 Coordinate Systems 289



subsystems, environments and dynamics of vehicle and subsystems can be

represented easily. The parameters defined in one frame can be represented in

another frame through suitable coordinate transformations. This section gives the

major reference frames, vehicle attitude definition and coordinate transformation

matrices. The coordinate reference frames applicable for specific models are

defined along with the description of such models.

8.4.1 Reference Frames

8.4.1.1 Earth-Centred Inertial (ECI) Frame (XI, YI, ZI)

This system is an Earth-centred Cartesian system with ZI passing through the North

Pole, XI coincident with the Greenwich Meridian at time¼ 0 and in the equatorial

plane and YI completing the right-handed system as shown in Fig. 8.3. Transla-

tional equations of motion are expressed in this frame. Gravitational accelerations

and the orbital elements are also computed based on the state vector given with

respect to this frame.

8.4.1.2 Earth-Centred Rotating Frame (ECR) (XR, YR, ZR)

This system is similar to the ECI frame except that this frame rotates with Earth. XR

is in equatorial plane coincident with prime meridian and rotates at the spin rate of

the Earth, i.e. 15.0411�/h with respect to ECI frame, YR is at 90� from XR in the

equatorial plane and ZR coincides with Z1 as shown in Fig. 8.3. This frame is also

Fig. 8.3 Coordinate

reference frames
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termed as World Geodetic System (WGS) and is mostly used in GPS navigation.

All the computations with respect to the rotating Earth are carried out in this frame.

8.4.1.3 Geographic (G) Frame (XG,YG, ZG)

This system is at the surface of the Earth located at the vehicle’s current geocentric
latitude and longitude. The XG is in the local horizontal plane and points North, the

YG axis is in the local horizontal plane and points East and XG completes the right-

handed system as shown in Fig. 8.3. This system is useful to calculate the param-

eters associated with azimuth and elevation angles, viz. tracking parameters, wind

data and impact points, etc.

8.4.1.4 Launch Point Inertial Frame (LPI)

This frame is an inertial reference frame, with respect to which the inertial attitude

angles of the vehicle are measured. The launch point inertial frame is located on the

surface of the Earth at the defined geodetic latitude and longitude of the launch base

of the vehicle. The local horizontal plane is the fundamental plane of this reference

frame and the origin is the launch point of the vehicle. ZL axis is along the local

vertical. XL and YL axes are in the local horizontal plane where XL is along with

launch azimuth direction. Launch azimuth AZL is defined as the angle measured

clockwise from local north to the plane of vehicle launch. YL completes the right-

handed system. This frame is given in Fig. 8.3. LPI goes inertial at T0 when the

vehicle lifts off. Otherwise the launch point coordinate system co-rotates with Earth

till the vehicle lifts off from launch pad.

Vehicle attitude in terms of inertial Euler angles θ, Ψ, Φ (as explained later) is

defined with respect to this reference frame. Normally navigation computations are

carried out in this frame of reference.

8.4.1.5 Body Frame for the Vehicle (XB, YB, ZB)

This system is centred at the vehicle’s instantaneous centre of gravity and fixed with
the vehicle. ZB axis of this orthogonal system points towards vehicle nose along the

longitudinal axis of the vehicle, YB axis points towards left when looking from

nozzle end and ZB axis completes the right-handed system as shown in Fig. 8.4.

This system coincides with the LPI reference frame at the time of lift-off, i.e. ZB

axis coincides with the local vertical, ZL, and XB coincides with the launch azimuth

direction, XL. After lift-off, the body axes move as it is fixed with respect to the

body whereas LPI frame is inertially frozen at T0. The rotational equations of

motion are expressed in this frame. Also forces and moments due to thrust,

aerodynamics, control, etc. are computed in this frame.
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8.4.2 Vehicle Attitude and Sign Convention

As explained above, the LPI and body reference frames are represented in Fig. 8.5.

At the time of lift-off, ZLXL plane and the ZBXB plane coincide and XL and XB axes

are along the launch direction. In this configuration, ZLXL plane is the launch plane,

i.e. after vertical lift-off, the vehicle pitches down in the launch plane. Therefore,

the pitching-down motion of the vehicle is achieved by rotating the vehicle in the

ZBXB plane about YB axis. In a planar trajectory motion, the intentional motion of

the vehicle is in the launch plane, which coincides with the desired orbital plane.

To represent the three-dimensional motion, ZBYB plane is called the pitch plane

of the vehicle, YBZB plane is referred as yaw plane whereas XBYB plane is defined

as the roll plane of the vehicle. Vehicle angular motion in ZBXB plane can be

represented as a rotation of the vehicle about YB axis, similarly to the attitude

motions about the other axes. Therefore, rotation about YB axis is referred to as

pitch attitude motion of the vehicle, rotation about XB axis is called yaw attitude

motion and rotation about the ZB axis is defined as roll attitude motion.

As the vehicle lifts off and executes attitude motion to reach the final targeted

designation, the rotational motion can be represented in two forms: (1) vehicle

attitude at any instant can be defined with respect to LPI frame and (2) vehicle

attitude rate in the body frame.

Vehicle attitude with respect to LPI frame can be represented through three

Euler angles: pitch (θ), yaw (Ψ) and roll (ϕ). These angles define body frame at any

instant of flight with respect to LPI frame. For the planar motion cases, only one

angle is defined whereas other two angles have zero values. The definitions of these

angles are (1) θ (pitch): angle between ZL axis and projection of ZB axis on the

Fig. 8.4 Body frame for

the vehicle
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ZLXL plane, (2) Ψ (yaw): angle between the projection of ZB axis on the ZLYL

plane and ZB axis and (3) ϕ (roll): angle between the ZLXL plane and XB axis. This

is the same as angle between YLZL plane and YB axis. When the vehicle attitude is

not lying in any single plane, there exists coupling and therefore, under such general

cases, the Euler angle representation of vehicle attitude with respect to LPI frame is

defined as sequence of rotations. The order of sequence is important in the Euler

angular representation. The sequence pitch (θ), yaw (Ψ), roll (ϕ) is followed for the
flight mechanics models given in this book. Under the above sequence, the Euler

angle attitudes are defined as follows: LPI coordinates XLYLZL are rotated by an

angle θ about YL axis to get a new frame X1Y1Z1. X2Y2Z2 frame is obtained by

moving X1Y1Z1 through ψ about X1 axis. XBYBZB, the body axes, are achieved by

rotating X2Y2Z2 axis about Z2 axis by an angle ϕ. The sequence of Euler angle

rotations and the angular representation are given in Fig. 8.6. The anticlockwise

motion about the above axes is considered as positive rotations.

It is to be noted that, to define the Euler angles, Euler angular rates are carried out

about axes of different orthogonal systems as shown in Fig. 8.6.

Vehicle attitude motion is also represented in terms of vehicle rates about the

body axes as follows: vehicle pitch rate, q (vehicle angular rate about YB-axis),

vehicle yaw rate, r (vehicle angular rate about XB- axis), and vehicle roll rate,

p (vehicle angular rate about ZB- axis). Positive angular rates are the anticlockwise

rotation about these axes. Vehicle rates about body frame axes and the Euler

angular rates are related as shown in Fig. 8.6.

Fig. 8.5 Vehicle and

reference frames at

launch pad
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8.4.3 Coordinate Transformations

The coordinate transformations are needed to transform the data between the

coordinate systems described above. The coordinate transformation essentially

changes the vector’s basis, retaining the vector’s length and direction even after

the transformation. As discussed the coordinate transformation is done through a

series of single axis rotations.

8.4.3.1 Transformation Matrix from ECI Frame to Body Frame

The most important coordinate transformation is the ECI-to-body transformation

matrix [IB]. This transformation is achieved by transforming a vector from ECI to

LPI frame, i.e. [IL], and then transforming from LPI frame to body frame,

i.e. [IB]. The transformation matrix from ECI frame to body frame is given by

[IB]¼ [LB][IL]. The inverse of this matrix (transpose) is used to transform accel-

erations in the body frame to ECI frame. The sequence of Euler angle rotations

plays an important role in the generation of transformation matrices. Typical

sequence of rotation from LPI frame to body is explained in Fig. 8.7.

Fig. 8.6 Euler angles and

body rates
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The sequence of rotation needed for transformation from ECI frame to LPI

frame is given below:

Coordinate Rotation Axis Angle New Co�ordinate

XIYIZI ZI λL X1Y1Z1

X1Y1Z1 Y1 ϕGDL X2Y2Z2

X2Y2Z2 Z2 AZL XLYLZL

where

λL ¼ Launch point longitude

ϕGDL ¼ Launch point geodetic latitude

AZL ¼ Launch azimuth

The transformation matrix [IL], i.e. from ECI to LPI, is as given below. The

symbols S and C denote Sin and Cos respectively.

Fig. 8.7 Transformations from ECI Frame to body frame
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½IL� ¼
�CAZL

SΦGDL
CλL � SAZL

SλL �CAZL
SΦGDL

SλL þ SAZL
CλL CAZL

CΦGDL�SAZL
SΦGDL

CλL þ CAZL
SλL �SAZL

SΦGDL
SλL � CAZL

CλL SAZL
CΦGDL

CΦGDL
CλL CΦGDL

SλL SΦGDL

24 35
ð8:1Þ

Similarly transformation from LPI frame to body frame is computed by the

following sequence of rotation:

Coordinate Rotation Axis Angle New Coordinate

XLYLZL YL θ X1Y1Z1

X1Y1Z1 X1 ψ X2Y2Z2

X2Y2Z2 Z2 ϕ XBYBZB

where θ¼ Pitch angle

ψ¼Yaw angle

ϕ¼Roll angle

Transformation matrix from LPI to body frame is

½LB� ¼
CϕCθ þ SϕSψSθ SϕCψ �CϕSθ þ SϕSψCθ
�SϕCθ þ CϕSψSθ CϕCψ SϕSθ þ CϕSψCθ
CψSθ �Sψ CψCθ

24 35 ð8:2Þ

If the quaternion parameters are used for the kinematic relations, then the transfor-

mation matrix is given by

½LB� ¼
ðe20 þ e21 � e22 � e23Þ 2ðe1e2 þ e0e3Þ 2ðe1e3 � e0e2Þ
2ðe1e2 � e0e3Þ ðe20 � e21 þ e22 � e23Þ 2ðe0e1 þ e2e3Þ
2ðe1e3 þ e0e2Þ 2ðe2e3 � e0e1Þ ðe20 � e21 � e22 þ e23Þ

24 35
ð8:3Þ

where e0, e1, e2, e3 are the quaternion parameters.

8.4.3.2 Transformation Matrix from ECI Frame to ECR Frame

½IR� ¼
Cv Sv 0

�Sv Cv 0

0 0 1

24 35 ð8:4Þ

where

υ ¼ Ωet
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8.4.3.3 Transformation Matrix from ECI Frame to G Frame

at the Time of Lift-Off

The sequence of rotation is

Coordinate Rotation Axis Angle New Coordinate

XIYIZI XI λI X1Y1Z1

X1Y1Z1 Y1 �ϕGC XGYGZG

where λI ¼ Longitude with respect to ECI frame

ϕGC ¼ Geocentric latitude

The transformation matrix is

½IG� ¼
CϕGC

CλI Cϕ
GC
Sλ I Sϕ

GC�Sλ I CλI 0

�Sϕ
GC
CλI �Sϕ

GC
Sλ I CϕGC

24 35 ð8:5Þ

8.4.3.4 Transformation Matrix from G Frame to LPI Frame at

the Time of Lift-Off

The sequence of rotation is

Coordinate Rotation Axis Angle New Coordinate

XGYGZG YG AZL X1Y1Z1

X1Y1Z1 Z1 π X2Y2Z2

X2Y2Z2 Y2 �π
2

XLYLZL

The transformation matrix is

½GL�L ¼
0 SAZL

CAZL

0 �CAZL
SAZL

1 0 0

24 35 ð8:6Þ

The transformations between other coordinate systems can be computed by the

product of two or more of the above transformation matrices. Typical transforma-

tion matrix from ECI frame to body frame is given by

IB½ � ¼ LB½ � IL½ � ð8:7Þ

Having explained the coordinate system, the next step is to represent the vehicle

system and environment models with respect to these reference frames. Various

models of representing vehicle subsystems and environment are explained in the

following section.
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8.5 Environment Model

Environment model consists of the following:

1. Earth geometry and constants

2. Gravitation model that computes gravity acceleration

3. Atmosphere model that computes the atmospheric pressure, density, temperature

and speed of sound

4. Wind model

8.5.1 Earth Geometry

For the flight mechanics of STS, non-spherical Earth gravitational potential with

zonal harmonic terms is sufficient. Such model of Earth is defined by the equatorial

radius Re, the polar radius Rp, the Earth rotation rateΩe, the gravitational constant μ
and second, third and fourth gravitational harmonics J2, J3, J4, respectively.

Typical values for these constants are given below:

Re¼ 6378165.8 m

Rp¼ 6356783.8 m

Ωe ¼ 7.29211 � 10�5 rad/s

μ¼ 3.986013 � 1014 m3/s2

J2¼ 1.0826268 � 10�3

J3 ¼ 0.00254 � 10�3

J4 ¼ 0.00161 � 10�3

Vehicle position vector with respect to ECI frame is given by

r1 ¼
X1

Y1

Z1

24 35 ð8:8Þ

Then, the radial distance of the vehicle from Earth centre is given by

r1 ¼ ðr1 	 r1Þ
1
2 ð8:9Þ

The geocentric latitude of the vehicle position is

ϕGC ¼ sin�1 ZI

rI

� �
ð8:10Þ

The geocentric radial distance, rI, the geocentric latitude, (ϕGC) and altitude and

geodetic latitude of the vehicle at any instant (position P) are represented in Fig. 8.8.

To make easier computations of these parameters, closer approximation for the STS

trajectories considering the Earth’s parameters as represented in Fig. 8.9 may be used.
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For such model, the geodetic latitude of the vehicle position is computed as

ϕGD ¼ tan�1
�
ktan ðϕGCÞ

�
ð8:11Þ

where

k ¼ Re

Rp

� �2
ð8:12Þ

The radius of the Earth corresponding to ϕGC is given by

RS ¼ Re

1þ ðk� 1ÞS2ϕGC

h i1
2

ð8:13Þ

Fig. 8.8 Position and

coordinates with respect to

Oblate Earth

Fig. 8.9 Oblate earth

geometry
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and the altitude of the vehicle is computed as

h ¼ rI � RS ð8:14Þ

The inertial longitude of the vehicle position is

λI ¼ tan�1 YI=XIð Þ ð8:15Þ

The relative longitude of the vehicle is given by

λ ¼ λI � Ωet ð8:16Þ

where t¼ trajectory time

8.5.2 Earth Gravitational Model

Even though second harmonic term is the major contributing factor for the devia-

tion of Earth gravity field away from the central force field, more accurate model

may be used considering up to the fourth harmonic terms. The general gravitational

potential of the Earth under such assumption may be written at the vehicle’s current
position in terms of position vector with respect to ECI frame as follows:

U ¼ �μ
1

rI
� J2

2
R2
e 3

Z2
I

r5I
� 1

r3I

� �
� J3

2
R3
e 5

Z3
I

r7I
� 3

ZI

r5I

� ��
�J4

8
R4
e 35

Z4
I

r9I
� 30

Z2
I

r7I
þ 3

r5I

� �� ð8:17Þ

Using this potential, gravitational acceleration along the ECI frame is computed as

GXI ¼ � ∂U
∂XI

ð8:18Þ

GYI ¼ � ∂U
∂YI

ð8:19Þ

GZI ¼ � ∂U
∂ZI

ð8:20Þ

Thus,

GXI ¼ � μXI

r3I
½1þ JR2ð1� 5z2Þ þ HR3ð3z� 7z3Þ � DR4ð1� 14z2 þ 21z4Þ�

ð8:21Þ
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GYI ¼ � μYI

r3I
½1þ JR2ð1� 5z2Þ þ HR3ð3z� 7z3Þ � DR4ð1� 14z2 þ 21z4Þ�

ð8:22Þ

GZI ¼ � μZI

r3I
1þ JR2 3� 5z2

	 
þ HR3 � 3

5z
þ 6z� 7z3

� ��
�DR4 5� 70

3
z2 þ 21z4

� �� ð8:23Þ

where

J ¼ 3J2

2
; H ¼ 5J3

2
; D ¼ 15J4

8
; R ¼ Re

rI
; z ¼ ZI

rI
ð8:24Þ

Equations (8.22), (8.23), and (8.24) give the acceleration due to Earth gravity at the

instantaneous position of the vehicle, defined by the position vector given in Eq. (8.9).

8.5.3 Atmospheric Model

The parameters required to define the atmospheric model for the STS flight

mechanics are atmospheric pressure (Pa), atmospheric density (ρ), speed of sound

(Cs) and temperature (T). These parameters are functions of the oblate earth

altitude, h. The atmospheric model can be formulated using table lookup or from

the temperature information as given below.

8.5.3.1 Table Lookup (Standard Atmosphere)

In this case, the atmospheric properties of standard atmosphere can be defined

entirely by tables of temperature, pressure, speed of sound and density as functions

of altitude. The speed of sound and density tables can be defined if desired. In this

case, the speed of sound and density at any altitude are computed as follows:

CS ¼
ffiffiffiffiffiffiffiffi
k1T

p
ð8:25Þ

ρ ¼ k2pa
T

ð8:26Þ

where

k1 ¼ γℜ

M0

ð8:27Þ
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k ¼ M0

ℜ
ð8:28Þ

γ ¼ Ratio of specific heats¼ 1.4

ℜ ¼ Universal gas constant¼ 8314.32 J
∘ð ÞK kg�molð Þ

M0¼Molecular weight¼ 28.9644

Using the above constants, the speed of sound and density can be expressed as

CS ¼ 20:046803�
ffiffiffi
T

p
ð8:29Þ

ρ ¼ 3:48367� 10�3 pa
T

ð8:30Þ

8.5.3.2 Atmospheric Properties from Temperature Information Alone

In this case, the input to the model is temperature table as function of oblate Earth

altitude, pressure, density, speed of sound and temperature at sea level. At any instant,

temperature is computed by interpolating the input table. Other atmospheric proper-

ties, viz. pressure, density, speed of sound, are computed from temperature as follows:

The state equation relation for the atmosphere is

dpa
dh

¼ �ρg ð8:31Þ

and the ideal gas relation is

Pa ¼ RρT ð8:32Þ

where

Pa¼Atmospheric pressure (N/m2)

ρ¼Atmospheric density (kg/m3)

T¼Atmospheric temperature (�K)
h¼Oblate earth altitude (m)

R¼Gas constant ¼ ℜ=M0 ¼ 287.05 m2/s2 (�K)
g¼Acceleration due to gravity at the altitude h (m/s2)

From (8.31) and (8.32), the pressure and density at the altitude h2 in terms of that

at h1 can be derived as

pa2 ¼ pa1e
ln

T2
T1

� �
g
Rα ð8:33Þ

ρ2 ¼ ρ1e
ln

T2
T1

� �
g
Rα�1ð Þ ð8:34Þ
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where

ρ2, pa
2
0 T2 are density, pressure and temperature at altitude h2.

ρ2, pa
1
0 T2 are density, pressure and temperature at altitude h1.

α¼Lapse rate of temperature

α ¼ T1 � T2

h2 � h1
ð8:35Þ

Thus, density and pressure at any instant are computed using the Eqs. (8.33) and

(8.34). The speed of sound is computed using the Eq. (8.29).

8.5.4 Wind Model

Generally measured wind profiles are used for the vehicle and subsystems’ perfor-
mance evaluation. During design phase, synthetic wind profiles are used. For the

mission performance evaluation, random winds are generally used. These wind

profiles are available as functions of altitude. In the flight mechanics, the atmo-

spheric winds are modelled either as zonal and meridional components or as wind

velocity and azimuth. If the wind is not modelled, then the atmosphere is assumed

to rotate along with the Earth. Sign convention for the wind input data is given in

Fig. 8.10.

In the case of meteorological notations, the inputs for the wind model are

Wind speed in horizontal plane (VWH)

Wind azimuth (AZW)

Wind azimuth bias (AZWB) (normally 180�)
Vertical wind (UW)

Fig. 8.10 Sign conventions for winds. (a) Wind in meteorological notatino. (b) Wind in vector

notation
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The resulting wind velocity components in the geographic frame is computed as

VWG ¼
UW

VW

WW

24 35 ¼
UW

VWHS AZWþAZWEð Þ
VWHC AZWþAZWEð Þ

24 35 ð8:36Þ

The wind velocity in ECI frame is given as

VWI ¼ ½IG��1VWG ð8:37Þ

If the wind input data at launch point (instead of local wind) is used, then

VWI ¼ ½IL��1½GL�LVWG ð8:38Þ

In the case of vector notation, the wind velocity components are given directly in

geographic frame by defining

Vertical wind (UW)

Wind in zonal plane (VW)

Wind in meridional plane (WW)

Further usage of wind is the same as explained above.

8.5.5 Vehicle Velocity

Atmospheric wind plays a major role in the relative velocity vector of the vehicle

with respect to the atmosphere which has the following components: (1) inertial

velocity of the vehicle (assuming non-rotating Earth), (2) velocity components with

respect to the rotating Earth and (3) velocity components with respect to the

atmosphere (wind velocity). The relative velocity vector is defined as follows:

The vehicle inertial velocity with respect to ECI frame is defined as

VI ¼
uI
vI
wI

24 35 ð8:39Þ

where uI, vI, wI are vehicle velocity components in ECI frame.

The magnitude of inertial velocity is

VI ¼ VI 	 VIð Þ1=2 ð8:40Þ

The atmospheric relative velocity vector in the ECI frame is

VAI ¼ VI � Ωe � rI � VWI ð8:41Þ

and its magnitude is given by
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VA ¼ VAI 	 VAIð Þ1=2 ð8:42Þ

where

Ωe ¼ Earth’s rotational velocity, expressed in ECI frame.

The Mach number is given by

M ¼ VA

CS

ð8:43Þ

8.6 Vehicle Model

The vehicle model consists of the following:

1. Propulsion model

2. Aerodynamic model

3. Jet damping model

4. Auxiliary forces model

5. Slosh model

6. Mass properties model

The propulsion model comprises of thrust, moment due to thrust, flow rate and

remaining propellant mass for as many separate motors as the vehicle has at one

instant. It also has the thrust and moment due to thrust of ullage rocket system if any

at that instant. The aerodynamic model gives the aerodynamic forces and moments.

The jet damping force and moment are represented by the jet damping model.

The auxiliary force model is needed to simulate the forces and moments due to the

sources other than propulsion and aerodynamics. The slosh model represents the

forces and moments due to liquid sloshing in the fuel tanks. The mass properties

model gives the vehicle mass, centre of gravity location, moments and products of

inertia at any instant.

8.6.1 Propulsion Model

Generally vehicle contains clustered propulsion system with different characteris-

tics for each engine. The propulsion model needs to simulate the realistic propul-

sion configuration. The atmospheric thrust of ith engine in a clustered configuration

of a rocket is given by

Ti ¼ Tvi þ ðpei � paÞAei ð8:44Þ

where

Ti ¼ Atmospheric thrust of ith motor

Tvi ¼ Vacuum thrust of ith motor

8.6 Vehicle Model 305



pa ¼ Atmospheric pressure

pei ¼ Exit pressure of ith motor

Aei ¼ Nozzle exit area of ith motor

The direction of thrust given by Eq. (8.45) is arbitrary with respect to body frame

because of the following reasons:

1. Orientation of the motors with respect to body frame

2. Attachment misalignments of the motors with respect to the core vehicle

3. Canting of the rocket motor nozzles

4. Thrust misalignment angles with respect to nozzle axis

Once the orientations of the rocket motor with respect to body frame, cant angle,

attachment misalignment and thrust misalignment angles are specified, the thrust

vector with respect to body frame can be defined. The entire propulsion modelling

related to ith motor is explained in Annexure A.

Using the expression given in Annexure A, the total thrust force (due to all

motors of a stage) at any instant along the body axes is given as

FTB ¼
FTX
FTY
FTZ

24 35 ¼
Xnm

i¼1
FTBi

ð8:45Þ

and the total moment about body axes is given by

MTB ¼
MTX

MTY

MTZ

24 35 ¼
Xnm

i¼1
MTBi

ð8:46Þ

where

nm¼ number of motors of the stage

FTBi
¼ thrust force vector of ith motor in body frame

MTBi
¼ moment vector about body axes due to ith motor thrust

8.6.2 Aerodynamic Model

Aerodynamics plays a major role in the flight mechanics of STS during atmospheric

phase of flight. The angles of attack during this flight phase is caused by

1. Vehicle drift due to the lateral forces such as aerodynamic force, control force,

propellant sloshing forces and thrust misalignments, etc.

2. Error during tracking of desired attitude profile (normally these attitude profiles

are designed to follow zero angles of attack)
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3. Wind velocities (in case the attitude profile is biased for a defined wind profile,

then the wind velocity variations with respect to the biased wind profile causes

the angles of attack)

The above parameters shift the velocity vector of the vehicle away from the

longitudinal axis of the vehicle, thus introducing angle of attack. The atmospheric

relative velocity of the vehicle is expressed in body reference frame and using the

components along the axes, pitch angle of attack (angle of attack in pitch plane of the

vehicle) and yaw angle of attack (angle of attack in yaw plane of the vehicle) are

computed.

Combination of angle of attack, vehicle trajectory and aerodynamic parameters

such as dynamic pressure, Mach number, Reynolds number and altitude as well as

aerodynamic characteristics of the vehicle induce aerodynamic forces along the

vehicle axes and moments about the vehicle axes.

These aerodynamic forces and moments are the major disturbance sources during

atmospheric phase of flight. Therefore, to stabilize the vehicle against these distur-

bance forces, vehicle control system generates necessary control forces. The combi-

nation of aerodynamic forces and control forces in turn induce loads on the vehicle.

These loads form major inputs for the vehicle and subsystems structural design. Both

aerodynamic load distributions as well as rigid body forces are used for control

systems and structural systems design. Therefore, it is essential that the aerodynamic

modelling has to be accurate and very close to the real flight environment.

More details about the vehicle aerodynamics are explained in Chap. 10. A general

rigid body vehicle aerodynamics model is explained in Annexure A. Using this

model, the rigid body aerodynamic force and moment vectors are given as

FAB ¼
FAX
FAY
FAZ

24 35 ¼ QS

CX

CY

CZ

24 35 ð8:47Þ

MAB ¼
MAX

MAY

MAZ

24 35 ¼ QSd

Cn

Cm

Cl

24 35 ð8:48Þ

where CX, CY, CZ and Cn, Cm, Cl are the aerodynamic force and moment coefficients

which are functions of angles of attack, Mach number and aerodynamic characteris-

tics of the vehicle and are measured in wind tunnels and stored as tables. Using these

data, depending on the vehicle and trajectory parameters, aerodynamic characteristics

are computed in the flight mechanics model. Using other trajectory parameters such

as angle of attack as explained in Chap. 10, the aerodynamic coefficients are

computed. Other parameters used in Eqs. (8.47) and (8.48) are explained below:

Q is the dynamic pressure, given by

Q ¼ 1

2
ρV2

A ð8:49Þ
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where ρ is the atmospheric density and VA is the magnitude of relative velocity

vector.

S is the reference area and d is the reference diameter which are used to derive

the aerodynamic characteristics using wind tunnel model.

8.6.3 Jet Damping Model

The modelling aspects of jet damping forces and moments are given in Annexure

A. Based on this model, the total jet damping force and moment are given as

FJB ¼
FJX
FJY
FJZ

24 35 ¼
Xnm

i¼1
FJBi

ð8:50Þ

and

MJB ¼
MJX

MJY

MJZ

24 35 ¼
Xnm

i¼1
MJBi

ð8:51Þ

where

FJBi
¼ jet damping force vector of ith motor in body frame

MJBi
¼ moment vector about body axes due to ith motor jet damping force

nm¼ number of motors

8.6.4 Auxiliary Forces Model

These are needed to simulate the effects of separation devices such as retro rockets,

springs and others or moments imparted by spin motors or any other external forces

and moments.

The forces along the body axes is given as

FAUB ¼
F

AUX

F
AUY

F
AUZ

24 35 ð8:52Þ

The moment about the body axes is given as
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MAUB ¼
M

AUX

M
AUY

M
AUZ

24 35 ð8:53Þ

8.6.5 Slosh Model

Most of the vehicles use liquid propulsion system which involves storage of liquids

in tanks. Generally, to ensure the requirement of minimum ullage volume, for

achieving specific initial conditions for the engines, the propellants are not filled

to the full tank. Also, during engine operations, the propellants get depleted

continuously, which causes free surface for the propellants in the tanks. The lateral

acceleration acting on the vehicle, induced by lateral disturbances during flight,

control forces needed to stabilize the vehicle and the lateral acceleration due to

rotational velocity and acceleration, cause pressure gradient across and along the

length of liquid propellant column. This pressure gradient finally reflects as forces

and moments about vehicle centre of gravity. Because of the exciting lateral

accelerations, slosh forces and moments become oscillatory in nature and in turn

introduce further oscillations. Due to the oscillatory nature of the fluid column and

the possible coupling of these oscillations with vehicle autopilot, the propellant

sloshing is having a major impact on the vehicle design. To reduce severity of this

problem, generally damping is provided through suitable baffles. Locations of the

baffles are to be decided based on the vehicle and subsystems functional critical-

ities. To represent realistically the impact of slosh on the vehicle systems, it is

essential to model the sloshing phenomena. For simplification, the total slosh

phenomenon which depends on the shape of the propellant tank, free surface,

density and longitudinal accelerations is to be modelled as equivalent simple

harmonic oscillation with a specified mass, frequency, damping and forcing func-

tion of lateral acceleration. These equivalent parameters are evaluated through

experimental setups and used for flight mechanics models. The modelling details

of one slosh mass (ith mass) as shown in Fig. 8.11 are explained in Annexure A.

In this model, the spring mass analogy is used for computing forces and

moments due to liquid propellant sloshing in the tanks. For each slosh mass of

each tank, separate dynamics is simulated in pitch and yaw directions as shown in

Fig. 8.11. The forcing functions model for the slosh oscillations includes vehicle

translational lateral acceleration and lateral acceleration due to vehicle rotation rate

and rotational acceleration. The effects of slosh forces on the moment components

(pitch, yaw and roll) are also included in the model which makes the system totally

coupled.

The parameters of Fig. 8.11 are explained as

1. mSi , KSi , ZlSi are the ith slosh mass, equivalent spring constant and its location

from centre of gravity respectively.

2. XsPi , XsYi
are the displacement of the ith slosh mass in the spring-mass analogy.
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The forces along body axes and moments about body axes for the ith slosh mass

as explained in Annexure A are given as

FSBi
¼

FXSi
FYSi
FZSi

24 35 ð8:54Þ

MSBi
¼

MXSi

MYSi

MZSi

24 35 ð8:55Þ

The total forces and moments are given as

FSB ¼
Xns

i¼1
FSBi

ð8:56Þ
MSB ¼

Xns

i¼1
MSBi

ð8:57Þ

where ns is number of slosh masses.

8.6.6 Mass Properties

Mass properties model represents the instantaneous vehicle mass, centre of gravity,

moments and products of inertia and their rates at any instant.

Fig. 8.11 Spring mass analogy of liquid sloshing. (a) Sloshing in pitch plane. (b) Sloshing in yaw
plane
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During operation of rocket engines, combustion products and some of the

non-propulsive mass are continuously expelled and the vehicle mass gets reduced

as the flight proceeds. This in turn changes the centre of gravity as well as the

moments and products of inertia of the vehicle. In addition, during staging events,

the empty stages and the payload fairings used for protecting the payload

are jettisoned at the appropriate time to improve the vehicle performance. This

change would introduce discontinuities to the vehicle mass properties. In order to

evaluate the vehicle performance and to simulate realistically the response of the

vehicle, the mass properties are to be modelled as close to the actual vehicle

properties. The details are given in Annexure A. The output of this is at any instant

of flight given below:

m¼Vehicle mass

ṁ ¼ Rate of change of vehicle mass

rcg ¼
Xcg

Ycg

Zcg

24 35 ¼Centre of gravity location with respect to the body reference frame

[I]¼ Inertia matrix

[İ] ¼ Rate of change of inertia matrix

I½ ��1 ¼ Inverse of inertia matrix

8.7 Guidance and Control Model

To stabilize the vehicle along the desired trajectory and to follow a desired

trajectory to achieve the defined orbit, navigation, guidance and control systems

are used. This is given schematically in Fig. 8.12 and explained in detail in

Chap. 14.

The input for this system is output of the vehicle attitude, rate and acceleration

sensors mounted on the vehicle and the system finally activates suitable control

systems to generate the required control forces and moments to stabilize the vehicle

against the disturbances and to control the vehicle along the desired trajectory. The

forces and moments generated by these control systems are with respect to body

frame.

The various features needed to be simulated in NGC system model are

1. Sensor dynamics, which includes the effects of associated onboard sensor

electronics, sensor hardware response and the delay introduced from the data

acquisition to transmission to the functional system

2. Navigation algorithm as implemented onboard including the onboard limitations

3. Guidance algorithm and guidance law as implemented in the vehicle onboard

4. Autopilot algorithm and control law as implemented onboard

5. Control power plant dynamics
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6. Simulation of onboard computers and the associated delay in data transmission

between various subsystems

7. Simulation of sensor errors and noises in the signals as in the case of realistic

flight environment

8.7.1 Sensor Dynamics Model

Inertial sensors (gyros for vehicle angular rates and accelerometers for linear

acceleration of the vehicle) used in the onboard inertial navigation system have

drifts which are in nature of fixed drift, g-sensitive, g2-sensitive and scale factor

errors for gyros, bias stability errors and scale factor errors for servo accelerometers

and other associated errors. The sensor responses due to the electronics, hardware

and transmission delay are represented by suitable dynamics. Typically, a second-

order dynamics for representing sensor response is given below:

ξ0
ξi

¼ ω2
ξ

s2 þ 2ωξζξ þ ω2
ξ

ð8:58Þ

where

ξi ¼ Input to the sensor ξ (vehicle rate or acceleration)
ωξ ¼ Undamped natural frequency of the sensor ξ
ζξ ¼ Damping ratio of the sensor ξ
ξ0 ¼ Sensor output (vehicle rate or acceleration as sensed by the sensors)

ξ ¼ Rates (p, q, r) and acceleration (ax, ay, az)

Fig. 8.12 Guidance and control system model
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In addition to the above, measured noises are also to be introduced into the

output and therefore, sensor output to a functional system is given as

ξs ¼ ξ0 þ δξe þ δξn ð8:59Þ

where δξe is sensor errors and δξn is noise. More details on sensors are given in

Chap. 14.

8.7.2 Navigation Model

Using the sensor output as given by Eq. (8.59), navigation computations have to be

modelled as implemented in vehicle onboard. The limitations of onboard computer

are also to be implemented in this model. More details are given in Chap. 14.

8.7.3 Guidance Model

The guidance system computes the desired attitude from two strategies:

1. Attitude command computed from the predetermined steering histories. At any

instant, the required attitude of the vehicle is computed from the pre-stored input

tables. This is generally known as open-loop guidance (OLG).

2. Attitude command computed using suitable guidance algorithm. The guidance

algorithm takes the vehicle’s instantaneous state vectors as computed by navi-

gation system and computes the optimum attitude through suitable guidance law

and cut-off command for the final stage to meet the target (injection) state vector.

This is essentially a closed-loop guidance (CLG).

The entire algorithm and guidance law as implemented in vehicle onboard has to

be modelled in the NGC system model.

8.7.4 Autopilot Model

The main features of this model are

1. Gain scheduling

2. Computation of error function

3. Filters/compensators

4. Control commands for the respective power plant

The control commands are generated based on the attitude control law taking

into account desired attitude (as computed by guidance system), measured attitude

(sensor output) and measured body rates (sensor output). The control commands

generated by autopilot model are used to command the control power plant to
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generate the required control forces and moments. The data acquisition delay as

well as the delay in posting control command to the control power plant as in flight

also essentially are simulated in this model.

8.7.5 Control Power Plant Model

Based on the control commands generated by the autopilot, the control system

hardware generates the required control forces. This is a hardware system, having a

finite response to the control commands. The response of control power plant has to

be simulated through suitable dynamics, which are generally derived through

ground testing. For a system with second-order dynamics, the control power plant

response is given by

δ
δc

¼ ω2

s2 þ 2ζωsþ ω2
ð8:60Þ

where

δc¼Control command issued to the power plant (generated by autopilot)

δ¼Response of the power plant

ω¼Undamped natural frequency of the power plant

ζ ¼ Damping ratio

Based on the value of δ, the control forces and moments are generated. In

addition to the control forces and moments, in the cases of engine gimbal control

system, there are additional forces and moments due to engine inertia. The model

details of two typical control power plants are explained in Annexure A. The net

control forces and moments are given below:

FCB ¼
FCX
FCY
FCZ

24 35 ð8:61Þ

MCB ¼
MCX

MCY

MCZ

24 35 ð8:62Þ

and inertia forces and moments are given by

FEB ¼
FEX
FEY
FEZ

24 35 ð8:63Þ
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MEB ¼
MEX

MEY

MEZ

24 35 ð8:64Þ

8.8 Vehicle Dynamics

Having explained the various models and forces and moments acting on the vehicle,

the dynamics of vehicle and trajectory as functions of time need to be simulated.

This can be achieved by solving equations of motion and the aspects covered are

1. Equations of motion

2. Initial conditions for the equations of motion

3. Solutions for the equations of motion

8.8.1 Equations of Motion

The dynamics of the vehicle is expressed through the equations of motion of the

vehicle in three-dimensional space. The complete dynamics is described by the

motion of the centre of gravity of the vehicle (translational equations of motion) in

3D space, the motion of the vehicle about its centre of gravity (rotational equations of

motion) and the instantaneous orientation of the vehicle with respect to a reference

frame.

8.8.1.1 Translational Equations of Motion

Translational equations of motion describe the motion of the centre of gravity of the

vehicle with respect to some reference frame. The translational equations of motion

are generally solved in ECI frame. In this case, the forces like thrust force,

aerodynamic force, jet damping force and control force, etc. are computed first in

body frame and then transferred to ECI frame. The gravitational accelerations are

computed in ECI frame directly. Then the equations of motion are solved. The

equations of motion are described as follows:

_r1 ¼ V1 ð8:65Þ
_VI ¼ 1

m
½IB��1FB þGI ð8:66Þ

where

r1 ¼ Vehicle position vector with respect to ECI frame,
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rI ¼
XI

YI

ZI

24 35 ð8:67Þ

VI¼Vehicle inertial velocity vector with respect to ECI frame,

VI ¼
uI
vI
wI

24 35 ð8:68Þ

m¼ Instantaneous mass of the vehicle

[IB] ¼ Transformation matrix from ECI frame to body frame

GI¼Acceleration due to gravity in ECI frame,

GI ¼
GXI

GYI

GZI

24 35 ð8:69Þ

FB¼Total force expressed in body frame

FB ¼ FTB þ FAB þ FJB þ FAUB þ FSB þ FCB þ FEB ð8:70Þ

The right-hand sides of Eqs. (8.69) and (8.70) are explained in the previous

sections.

Translational equations of motion are solved in body frame also. In this case,

gravitational acceleration computed in ECI frame is transferred to body frame.

Also, to obtain the position of the vehicle centre of gravity, the velocity in body

frame is transferred to ECI frame and then the equations of motion are solved. The

equations of motion are described as follows:

_rI ¼ ½IB��1VB ð8:71Þ
_VB ¼ 1

m
FB þ ½IB�GI � ω� VB ð8:72Þ

where

VB¼Vehicle inertial velocity expressed in body frame

VB ¼
uB1
vB1
wB1

24 35 ð8:73Þ

ω¼Rotational velocity of the vehicle expressed in body frame
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8.8.1.2 Rotational Equations of Motion

Rotational equations of motion describe the motion of the vehicle about its centre of

gravity. Rotational equations of motion are solved with respect to body frame,

which are described as follows:

_ω ¼ ½I��1fMB � ½_I� ω� ω� ½I�ωg ð8:74Þ

where

ω ¼ Rotational velocity vector of the vehicle expressed in body frame

ω ¼
r

q

p

24 35 ð8:75Þ

r¼Yaw rate (about XB axis)

q¼ Pitch rate (about YB axis)

p¼Roll rate (about ZB axis)

[I] ¼ Inertia matrix

I½ � ¼
IXX �IXY �IZX
�IXY IYY �IYZ
�IZX �IYZ IZZ

24 35
[İ] ¼ Rate of change of inertia matrix

_I
� � ¼ _IXX �_IXY �_IZX

�_IXY _IYY �_IYZ
�_IZX �_IYZ _IZZ

24 35
I½ ��1 ¼ Inverse of inertia matrix

MB ¼ Total moment about body axes

MB ¼ MTB þ MAB þ MJB þ MAUB þ MSB þ MCB þMEB ð8:76Þ

The terms in the right-hand side of Eq. (8.76) are explained in the previous section.

8.8.1.3 Kinematic Relations

Kinematic relations describe the instantaneous vehicle attitude with respect to LPI

frame. Kinematic relations can be described in two forms as given below:

1. Using Euler angles

2. Using quaternion parameters
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Kinematic Relations Using Euler Angle Rates

The Euler angle rates are expressed in terms of the body rates as follows:

_θ ¼ 1

CΨ
ðrSϕ þ qCϕÞ ð8:77Þ

_Ψ ¼ rCϕ � qSϕ ð8:78Þ
_ϕ ¼ pþ SΨ

CΨ
ðrSϕ þ qCϕÞ ð8:79Þ

where

θ, Ψ, ϕ are the vehicle pitch, yaw and roll angles with respect to LPI frame.

Kinematic Relations Using Quaternion Parameters

For the cases of vehicle rotating through large yaw angle (ψ), when it turns to 90�,
the attitude dynamics given in Eqs. (8.77) and (8.79) poses mathematical singular-

ity. In order to avoid this phenomenon, the kinematic relations are represented in

terms of quaternions.

The quaternion parameter rates are related to body rates as follows:

_e ¼ 1

2
½E�ω ð8:80Þ

where

e ¼ Vector of quaternion parameters

e ¼
e0
e1
e2
e3

2664
3775 ð8:81Þ

[E] ¼ Quaternion matrix

E½ � ¼
�e1 �e2 �e3
e0 �e3 e2
e3 e0 �e1
�e2 e1 e0

2664
3775 ð8:82Þ

However, when this option is used, the attitude of the vehicle with respect to LPI

frame is computed from the elements of [LB] matrix. The details are given in

Chap. 14.
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8.8.2 Initial Conditions for Equations of Motion

8.8.2.1 Initial conditions for Translational Equations of Motion

Three options may be used to define the initial conditions for the position vector

with respect to ECI frame:

1. Input is the vehicle position with respect to ECI frame (XI0, YI0, ZI0) at time¼ t0,

the initial time as given below:

rI0 ¼
XI0

YI0

ZI0

24 35 ð8:83Þ

2. Input is the geocentric radial distance rI0ð Þ, geodetic latitude ðϕGD0
Þ and

longitude (λ0) at the initial time¼ t0. Then the position vector is computed as

follows:

Let

ϕGC ¼ tan�1
tanϕGD0

k

� �
ð8:84Þ

λI0 ¼ λ0 þ Ωet0 ð8:85Þ

Then,

rI0 ¼ rI0

CϕGD0
∗ CλI0

CϕGD0
∗ SλI0

SϕGD0

24 35 ð8:86Þ

3. If the initial time t0 is the same as the launch time tL, then the initial position

vector in ECI frame is computed as follows:

Let

h0¼Vehicle centre of gravity height above the oblate Earth

ϕGDL
¼ Geodetic latitude of launch point

λL ¼ Longitude of launch point

tL¼Launch time

then,

rI0 ¼
ðRSLCϕGCL

þ h0CϕGDL
Þ ∗ CλI0

ðRSLCϕGCL
þ h0CϕGDL

Þ ∗ SλI0
ðRSLSϕGCL

þ h0SϕGDL
Þ

264
375 ð8:87Þ
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where

λI0 ¼ λL þ Ωe ∗ tL ð8:88Þ

ϕGCL
¼ tan�1 tanϕGDL

k

� �
ð8:89Þ

RSL ¼ Re

½1þ ðk� 1ÞS2ϕGCL

�1=2
ð8:90Þ

The initial conditions for the velocity vector in ECI frame also can be defined

from three methods:

(i) Input is initial velocity vector with respect to ECI frame uI0 ; vI0 ;wI0ð Þ at time

t0. Then,

VI0 ¼
uI0
vI0
wI0

24 35 ð8:91Þ

1. Input is the vehicle initial velocity magnitude VI0ð Þ, azimuth AZI0ð Þ and flight

path angle γI0
	 


at time t0.

2. In this case, from the initial vehicle position, the geocentric latitude (ϕGC) and

longitude (λI) with respect to ECI frame are computed. Using the values, the

[IG] matrix is generated. Then the vehicle velocity is computed as follows:

VT ¼ VI0

SγI0
CγI0

SAZI0

CγI0
CAZI0

24 35 ð8:92Þ

VI0 ¼ IG½ ��1 VT ð8:93Þ

3. If the initial time t0 is the launch time tL, then the initial velocity vector in ECI

frame is computed as follows:

VI0 ¼ Ωe � rI0 ð8:94Þ

where

Ωe ¼ Earth rotational velocity vector, expressed in ECI frame

rI0 ¼ Initial position vector of the vehicle, expressed in ECI frame

In the case of equations of motion in body frame, the position vector initializa-

tions are the same as that given above. Two options can be used for the velocity

vector initialization as follows:

320 8 Flight Mechanics



1. Input is the vehicle inertial velocity vector in body frame uIB0
; vIB0

;wIB0
ð Þ at the

initial time t0.

VB0
¼

uIB0

vIB0

wIB0

24 35 ð8:95Þ

2. Input is the vehicle inertial velocity magnitude VI0ð Þ, azimuth AZI0ð Þ and flight

path angle γI0
	 


at the initial time t0.

In this case, the vehicle inertial velocity in ECI frame is computed as per

Equation (8.93). Then the velocity is transferred to the body frame as

VB0
¼ ½IB� VI0 ð8:96Þ

8.8.2.2 Initial Conditions for Rotational Equations of Motion

Two options are used to define the initial conditions for the rotational equations of

motion:

1. Input is the initial rotational velocity of the vehicle in body frame (r0, q0, p0) at

the initial time t0. Then,

ω0 ¼
r0
q0
p0

24 35 ð8:97Þ

2. If the initial time is the launch time tL, then the body rates are the Earth rotational

rate expressed in body frame. Thus,

ω0 ¼ ½IL�Ωe ð8:98Þ

8.8.2.3 Kinematic Relations Initialization

Euler Angles Initialization

The initial conditions for the vehicle pitch, yaw and roll angle are the input values,

viz. θ0, ψ0, ϕ0.

Quaternion Parameters Initialization

From the initial Euler angles, θ0,ψ0, ϕ0, the quaternion parameters can be computed

as
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e0 ¼ eðθ0Þ ∗ eðΨ0Þ ∗ eðϕ0Þ ð8:99Þ

where

eðθ0Þ ¼ Cðθ0=2Þ þ Sðθ0=2Þ j
eðΨ0Þ ¼ CðΨ0=2Þ þ SðΨ0=2Þi
eðϕ0Þ ¼ Cðϕ0=2Þ þ Sðϕ0=2Þk

ð8:100Þ

* Denotes quaternion multiplication as explained in Chap. 14.

The initial conditions for the quaternion parameters can also be taken from the

input values, viz. e00 , e10 , e20 , e30 . Thus,

e0 ¼
e00
e10
e20
e30

2664
3775 ð8:101Þ

8.8.3 Solutions for the Equations of Motion

The equations of motion described in Eqs. (8.65), (8.66), (8.71), (8.72), (8.74),

(8.77), (8.78), (8.79), (8.80) are solved simultaneously with the appropriate initial

conditions using numerical integration methods. Fourth-order Runge–Kutta

method is the recommended method for solving the equations of motion. This

method is described as follows:

Let ‘m’ simultaneous first-order equations be given as

_X ¼ fðt, XÞ ð8:102Þ

where

X ¼
X1

X2

⋮
Xm

2664
3775 ð8:103Þ
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f ¼
f1
f2
⋮
fm

2664
3775 ð8:104Þ

t¼ time

Let, at time tn, the state be given as Xn. Then the state at time tnþ1 is computed as

follows:

Let.,

k1 ¼ fðtn,XnÞΔt ð8:105Þ

k2 ¼ f tn þ Δt
2
,Xn þ k1

2

� �
Δt ð8:106Þ

k3 ¼ f tn þ Δt
2
,Xn þ k2

2

� �
Δt ð8:107Þ

k4 ¼ fðtn,Δt,Xn þ k3ÞΔt ð8:108Þ

The increment in the state X is given as

ΔX ¼ 1

6
ðk1 þ 2k2 þ 2k3 þ k4Þ ð8:109Þ

Then, the state at tnþ1 is given as

Xnþ1 ¼ Xn þ ΔX ð8:110Þ
tnþ1 ¼ tn þ Δt ð8:111Þ

where

Δt ¼ Integration time

8.8.4 Equations of Motion During Lift-Off

During initial lift-off phase, if the thrust is less than theweight of the vehicle, or if there

is any physical constraint that holds the vehicle on the launch pad until it is released,

there is no relativemovement of the vehicle with respect to the launch pad. In this case,

the relative position and velocity remain constant while the inertial position changes

by the Earth rotation. The inertial velocity magnitude remains constant while its

direction changes. The equations used to describe these motions are given as

_rI ¼ VI ð8:112Þ
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_VI ¼ Ωe � VI ð8:113Þ

8.8.5 Instantaneous Change in State Vector

In order to simulate the disturbances due to stage separation and payload fairing

separation, instantaneous increments need to be added to the state vector.

8.8.5.1 Instantaneous Change in the State Variables

The instantaneous change in the state vector X is modified as follows:

X ¼ Xþ ΔX ð8:114Þ

where

XT ¼ ½XI, YI, ZI, uI, vI, wI, r, q, p, θ,ψ,ϕ� ð8:115Þ
ΔXT ¼ ½ΔXI,ΔYI,ΔZI,ΔuI,ΔvI,ΔwI,Δr,Δq,Δp,Δθ,Δψ,Δϕ� ð8:116Þ

X is the disturbance vector of the state variables.

8.8.5.2 Inertial Velocity Changes

In this case, the inertial velocity changes are expressed in body frame. The

instantaneous velocity vector is modified as follows:

VI ¼ VI þ ½IB��1ΔY ð8:117Þ

where

ΔY ¼ change in velocity given in body frame

i.e.

ΔYT ¼ ½ΔuB,ΔvB,ΔwB�

The velocity changes in body frame ΔY are to be used only when the translational

equations of motion are solved in ECI frame.

8.8.6 Instantaneous Velocity Addition Due to Tail-Off

In the case of liquid engines with guidance cut-off, the thrust cut-off command is

issued by the guidance system during operation of a stage. To simulate the tail-off
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characteristics after cut-off, the incremental velocity due to tail-off is added instan-

taneously to the vehicle velocity as follows:

Let ΔV be the velocity increment due to tail-off (input)

ΔV ¼
0

0

ΔV

24 35 ð8:118Þ

VI ¼ VI þ ½IB��1ΔV ð8:119Þ

If the body frame is used for the translational equations of motion, then

VI ¼ VI þ ΔV ð8:120Þ

8.9 Flexible Vehicle Dynamics

The flight mechanics model explained above assumes that the vehicle is infinitely

rigid. In reality, the launch vehicles are flexible bodies, wherein the vehicle

structure is vibrating with fundamental structural modes with relatively low fre-

quency. Output of the sensors mounted on the flexible vehicle measures these

structural deflections in addition to the rigid-body motion. As these sensor signals

are used in the autopilot command generation, without proper autopilot design,

there can be coupling between autopilot and vehicle structural systems which may

end up with vehicle structure failure. To avoid such scenarios, vehicle autopilot is

designed suitably. In order to ensure that the autopilot designs are robust under the

realistic environment of vehicle flexibility, it is essential to model the flexible

vehicle dynamics in the flight mechanics model.

The satisfactory performance of a flexible launch vehicle crucially depends on

accurate representation of the elastic motion of the vehicle under prescribed forces.

As the vehicle moves, it experiences disturbing forces and moments such as

aerodynamics, propellant sloshing, engine inertia, thrust misalignments, attachment

misalignments, centre of gravity offsets, nozzle canting, etc. in addition to the

controlling forces and moments to counteract these disturbances. Under this envi-

ronment, in addition to the rigid-body response, the flexible modes are also excited

and cause adverse effects on vehicle stability due to coupling of these modes with

the vehicle control system.

The various types of elastic modes in the launch vehicle are

1. Lateral

2. Torsional

3. Longitudinal
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Axial loads acting on the vehicle during flight induce the longitudinal oscilla-

tions. The effect is a slight decrease in the lateral bending mode frequencies. This

effect is generally small and can be neglected.

The torsional vibrations are due to elastic angular displacement about the

longitudinal axis. The mathematical development of torsional mode is analogous

to that of lateral vibrations. In large vehicles with strap-on motors the torsional

modes are also important. The lateral vibration modes are of primary importance,

since these motions are sensed by the sensors and fed back to the autopilot for

control command generation. The sensors measure local elastic distortions along

with the rigid-body motion. Under unfavourable phase relationship the rocket

engines will deflect in such a way to reinforce the elastic vibrations.

For launch vehicles with high degree of axial symmetry there is negligible

coupling between pitch and yaw lateral and longitudinal modes or torsional

modes. Under this condition only planar modelling and studies are sufficient.

However the situation changes for the case of clustered booster vehicles, where

the coupling between lateral and torsional modes is significant. To analyze the

flexible vehicle response and bending loads acting on the vehicle and to evaluate the

autopilot performance under flexible vehicle environment, it becomes necessary to

simulate the vehicle motion very close to the flight environment.

The necessary equations for the simulation of the elastic motion of the vehicle,

sensor output and the flexibility contribution to rigid-body and slosh dynamics are

explained in Chap. 14.

8.10 Integrated Flight Mechanics Model

The integrated flight mechanics model with the interfaces between vehicle and

subsystems and environmental models are given in Fig. 8.13. The above figure

shows a simplified model representing the entire STS. This integrated model can be

used to generate necessary input for designing the subsystems and to validate the

subsystem designs as well as to evaluate the subsystems and integrated mission

performance.

Once the systems are realized, in the above integrated model, the corresponding

model is replaced with the real system. In such cases, suitable interfaces have to be

implemented between the real systems and flight mechanics model. Under this

configuration, again validation of the real systems is carried out. The details are

explained in Chap. 14.
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Chapter 9

Propulsion Systems

Abstract Propulsion systems in space transportation systems have to impart the

necessary energy to the vehicle to achieve the desired orbital conditions for the

specified satellite. Different categories of propulsion systems such as chemical

propulsion, electric propulsion, nuclear propulsion, solar sail, etc. are being used

in various applications of space missions, depending on the requirements. For the

boost phase with the present day technologies, chemical propulsion systems are

generally being used and the energy source is the chemical reaction. There are two

types of chemical propulsion systems like air breathing propulsion and non-air

breathing propulsion. In air breathing propulsion, the oxygen available in the

atmosphere and the fuel stored vehicle onboard are used for the combustion

process, whereas in the case of non-air breathing propulsion system, both oxidizer

and fuel stored vehicle onboard are used for generating the necessary thrust.

Depending on the type of propellants used, the chemical rocket propulsion systems

are classified into solid motors rockets, liquid engines and hybrid propellant

rockets. In solid propellant rocket motor, the propellant is stored in combustion

chamber and propellant burns from the surface. The liquid propellants are catego-

rized into bipropellant and monopropellant. Depending on the propellants used, the

bipropellant systems are further classified into Earth storable systems, cryogenic

systems and semi-cryogenic systems. In the hybrid rocket propulsion system,

generally the fuel is solid and the oxidizer is liquid. The payload capability of a

multi-stage vehicle has to be maximized and in achieving this objective the

propulsion module for each stage has to be carefully selected. The selection of

the number of stages and type of propulsion system depend on the mission objec-

tives, state-of-the-art technologies in propulsion, technology base available, devel-

opment lead time, and cost and reliability requirements. The selection and design of

a suitable propulsion system has to be carried out by considering various factors and

also its close interactions with several other major subsystems of the vehicle. This

chapter addresses important system engineering aspects of propulsion systems like

the selection and design of propulsion modules for a STS, the basics of rocket

propulsion, several propulsion options and their relative merits and demerits. The

staging aspects and criteria for selection of suitable propulsive modules are

highlighted. The qualification process for the propulsive stages is also included.

A brief discussion on air breathing propulsion system also outlined.
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9.1 Introduction

The fundamental requirement of propulsion systems in space transportation sys-

tems is to impart the necessary energy to the vehicle to achieve the desired orbital

conditions for the specified satellite. To achieve the above objective, the propulsion

systems have to convert the available energy either stored onboard the vehicle or

derived from elsewhere into kinetic energy to the vehicle. Based on the usage of the

energy source and the process of converting it into useful kinetic energy, different

categories of propulsion systems such as chemical propulsion, electric propulsion,

nuclear propulsion, solar sail, etc. are being used in various applications of space

missions, depending on the requirements. Especially for the boost phase with the

present-day technologies, chemical propulsion systems are generally being used.

In chemical propulsion, the energy source is the chemical reaction. The propellants

(atmospheric oxygen or stored oxidizer and stored fuel) are reactants used for the

chemical reaction process, which in turn produces high-temperature and high-pressure

combustion products. The thermal energy thus generated by the chemical reaction

process is converted into kinetic energy by expanding the hot compressed gases

through suitable thrust-producing device. The kinetic energy of the expelled combus-

tion products in turn generates thrust to the vehicle, which is converted into kinetic and

potential energies necessary to transport and position the satellite into the desired orbit.

There are two types of chemical propulsion systems: (1) air-breathing propulsion

and (2) non-air-breathing propulsion. In air-breathing propulsion, the oxygen avail-

able in the atmosphere and the fuel stored vehicle onboard are used for the combus-

tion process, whereas in the case of non-air-breathing propulsion system, both

oxidizer and fuel stored vehicle onboard are used for generating the necessary thrust.

During the boost phase, the vehicle has to operate from sea level to very high altitude,

typically up to 1000 km. For such amission, atmospheric operation of the vehicle is very

short compared to the entire duration. Most of the time, the vehicle operates in vacuum

and therefore it is essential to use non-air-breathing propulsion systems. This propulsion

system is called rocket propulsion. Nowadays worldwide research activities are being

pursued on the feasibility of using air-breathing propulsion systems for STS to improve

the vehicle performance. This book deals mainly with the rocket propulsion aspects

with brief mentioning on the feasibility of air-breathing propulsion systems.

The energy provided by the propulsion system is oriented towards optimum

direction in space by navigation, guidance and control system of the vehicle to

achieve the desired orbital conditions precisely. Vehicle structure is either holding

the propulsion system or sometimes the propulsion system itself is part of the

vehicle structure. As thrust produced by the propulsion system is the primary

force acting on the vehicle, the complete vehicle systems are interacting with the

propulsion system, through various types and levels of couplings, as explained later
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in the chapter. With the existing technologies, to achieve the maximum perfor-

mance of the vehicle, the propulsion subsystems have to operate in its peak

performance whereas the vehicle structural design (some part of the propulsion

systems) has to be highly optimum. The design challenges of such systems are

further aggravated due to the hostile operating environment for the propulsion and

structural subsystems. Therefore, optimal design of propulsion systems under such

conditions demands integrated design approach.

The payload capability of amulti-stage vehicle as a percentage of its total lift-offmass

has to bemaximized and therefore the selection of a suitable propulsion module for each

stage plays a major role in achieving this objective. Generally the propellant mass in

almost all vehicles forms 82 to 89 % of its total mass while the rest is from all other

non-propulsive systems termed as inert mass. The selection of the number of stages and

type of propulsion system largely depends on the mission objectives, state-of-the-art

technologies in propulsion, technology base available, development lead time, cost and

reliability requirements. The mission objectives are essentially the payload size, payload

mass and its orbital requirements. In addition the trajectory options and range safety

constraints defined by the launch scenario are other important inputs. Once the vehicle

and mission requirements are clearly spelled out and practical considerations like the

technology base, development lead time, cost, etc. are assessed it is possible to derive

the propulsion module requirements for a vehicle. It is equally important to achieve the

highest payload mass fraction for the vehicle right at the beginning of the project

definition. The overall vehicle size, its performance, the integration aspects, the reliability

andmany such critical requirements are closely related to the type of propulsion systems.

Therefore the selection and design of a suitable propulsion system have to be carried out

by considering not only various factors listed above but also its close interactions with

several othermajor subsystems of the vehicle. This demands detailed system engineering

studies to understand the interactions and their influence on propulsion system design.

Therefore the selection process for suitable propulsion systems for a vehicle has to

undergo several iterations. This iterative process has to consider the number of possible

candidates, based on the existingmodules,with orwithoutmodifications or include a new

module which can be realized within the overall constraints of time, reliability and cost.

This chapter addresses important system engineering aspects to be considered during

the selection and design of propulsion modules for an STS, the basics of rocket

propulsion, several propulsion options and their relativemerits and demerits. The staging

aspects and criteria for selection of suitable propulsive modules are highlighted. The

qualification process for the propulsive stages is also included. A brief discussion of

air-breathing propulsion systems is also outlined at the end of this chapter.

9.2 System Considerations in Propulsion System
Selection and Design

Propulsion system is a major STS system which provides the principal force to the

vehicle by consuming the stored chemical propellants. The vehicle Navigation,

Guidance and Control (NGC) systems orient the thrust along the suitable directions
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and shut off the engine at the appropriate time to meet the specified requirements

and to achieve the desired mission precisely. In most of the cases, the main

propulsive thrust chambers are suitably deflected to generate the required control

forces necessary to stabilize the vehicle during the entire mission. In the multi-stage

vehicle, it is essential to separate the lower stage once its function is over. During this

process, the functionally completed stage causes disturbed environment to the vehi-

cle. To ensure normal functioning of the sensitive and highly optimized propulsion

system elements, it is essential to protect them against the hostile external environ-

ment such as mechanical and thermal loads. Similarly, the propulsion systems during

its operation cause severe structural and thermal environments to the vehicle’s other
sensitive systems. Therefore, the propulsion system is very strongly coupled to

almost all the subsystems of the vehicle. This necessitates that detailed system

engineering studies are essential during the design phase to have a clear understand-

ing of these interactions and their influences on propulsion system design. Some of

the important interactions and interdependencies of major subsystems like

(a) structures, (b) mechanisms, (c) trajectory, (d) control and guidance and (e) thermal

design with the propulsion systems are given in Fig. 9.1 and are explained below:

(a) Structure:

Generally the propulsive stages like rocket motors in case of solid motors and propel-

lant tanks in case of liquidmotors form themain structuralmembers of the vehicle. The

various loads on vehicle due to aerodynamics, gravity, acceleration, vibrations, thrust,

sloshing, dynamic interactions, etc. are to be factored during the design of these stages.

During the atmospheric phase of flight the vehicle velocity increases during the dense

atmospheric phase. Accordingly the dynamic pressure also increases on the vehicle. It

is therefore essential to minimize the maximum dynamic pressure to avoid the higher

aerodynamic forces on the vehicle structure. The thrust time profile of the propulsion

system has to be accordingly shaped to ensure that the maximum load on the vehicle

structure during the atmospheric phase of flight is well within the allowable limits.

There is also a requirement to limit the ‘g’ load on the vehicle particularly if the vehicle
carries humans onboard. The acceleration of the vehicle depends on the motor thrust

and mass of the vehicle which reduces continuously due to consumption of propellant.

Therefore the thrust time curve has to be suitably designed to limit the required

acceleration levels. The start and shut-off transients of the propulsion system cause

severe shock on the structure onwhich very sensitive components like avionics, control

components, etc. are mounted. The propellant depletion sometimes causes severe

oscillations in thrust generated by the propulsion system which in turn introduces

higher load on vehicle structures and satellites. These aspects are to be suitably factored

during design to minimize their effects.

(b) Mechanisms:

Various separation systems which are detailed in Chap. 13 are utilized to separate

the spent stages once their functions are completed. The residual thrust of the spent

stage is one of the prominent loads to be considered for the separation system

design. The separation system demands lowest thrust during separation process
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whereas the performance and vehicle controllability demand the transition process

to happen at a higher thrust level. Thrust level at the time of separation has to be

judiciously decided and all the vehicle systems have to be designed for this

optimum level. In case of strap-on motors, the entire thrust load is transferred to

the main motor through the separation mechanism used. Hence this thrust load has

to be considered in addition to other loads in the design of mechanisms.

(c) Trajectory:

The trajectory is strongly coupled to the propulsion systems. Depending on the

launch azimuth decided by the mission and other land mass constraints, the stages

are to be terminated to ensure that the range safety requirements are met with. The

propulsive stage sizing should be accounted for this requirement to avoid carrying

extra propellant as this acts as inert mass onboard which has an impact on the

payload. To obtain the optimum performance from the vehicle, it may be necessary

to throttle down or augment the thrust of the engine depending on the requirement

during certain phases of trajectory. This requirement has to be accounted during the

design phase of propulsion systems.

Fig. 9.1 Propulsion systems interfaces with vehicle subsystems
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(d) Control and Guidance:

In most of the vehicles the attitude control is achieved by deflecting the nozzle or

engine of the propulsive stages. The maximum angle of deflection of the nozzle or

engine depends on the control requirement of the vehicle based on various distur-

bances encountered during the flight. Therefore the propulsion stages are to be

suitably configured to meet the control requirements. In some of the solid booster

stages secondary injection control systems are used for control. The nozzle design

has to factor all the requirements of secondary injection systems such as number of

valves, their location, the flow rate, nozzle erosion and the related flow analysis to

estimate the required control force.

In case of liquid propulsion systems the lateral oscillations of the liquid pro-

pellants in tanks known as fluid sloshing can interact with control and structure.

Suitable fluid damping in the tanks corresponding to critical events of flight is to be

ensured. The damping is generally improved by providing the slosh baffles in the

propellant tanks. The longitudinal oscillations of liquid columns in the liquid stages

termed as POGO can cause control and structure interaction particularly when the

liquid strap-ons are used. The phase difference in the longitudinal frequencies of

POGO in liquid stages of strap-ons can influence the lateral motions of the vehicle

and hence can cause the interaction with control and structure. This aspect needs to

be studied during the initial design and suitable POGO suppression system has to be

introduced to alleviate such problems.

The propellant loading in each stage, particularly in liquid stages, has to be based

on the mission requirements and certain quantity of propellants are to be reserved as

guidance margin to cater to the underperformance of the vehicle during the flight.

The tail-off thrust of liquid engines after the guidance command cut-off would add

certain additional velocity to the vehicle. It is always advantageous to have a sharp

tail-off in liquid engines and it has to be taken into account during the design phase.

(e) Thermal aspects:

The thermal environment of the vehicle is greatly influenced by the propulsion

systems. The various thermal aspects which are to be considered for the propulsion

systems design are

1. Heating from the rocket exhaust gas

2. Interaction of plumes in case of multiple engines

3. Hot walls of propulsion system elements, particularly nozzle

4. Interfaces between the cryogenic tanks and the vehicle structures

5. Insulation for cryogenic tank

6. Insulation requirements for the Earth storable liquid stages during the launch

phase

7. Cooling requirements for the nozzles

8. Transfer of heat from propulsion subsystem to vehicle structure and other

subsystems

334 9 Propulsion Systems



The effect of each one of these thermal aspects is discussed in detail in Chap. 12

of this book.

9.3 Propulsion System Requirements, Selection and Design
Guidelines

9.3.1 Propulsion System Requirements

The total ideal velocity needed for a given mission to position the specified

spacecraft into the desired orbit considering all losses due to drag, gravity and

other causes is the fundamental driving factor for the selection of propulsion

systems. The primary requirement of the propulsion systems is to achieve maxi-

mum performance and to reduce the cost of launching the spacecraft into the

desired orbit. This requirement is reflected as (a) to minimize the vehicle mass

for a given payload or (b) to maximize payload for a given vehicle. To achieve these

objectives, it is essential that the propulsive systems provide the maximum propul-

sion performance in terms of thrust levels, maximum specific impulse, maximum

total impulse for the given propellant loading and reduce the velocity losses while

minimizing the structural mass of the propulsion systems.

In addition, the selected propulsion systems must have the following attributes:

(1) reliability, (2) safety, (3) operational ease and (4) reduced overall cost of

the vehicle. To achieve the reduced cost, important aspects in the propulsion

system are reduced development schedule, development cost, product cost and

operational cost.

9.3.2 Propulsion System Selection Criteria

Proper selection of propulsion systems is one of the key factors in deciding the

effective STS design. The aim is to achieve high performance with low cost and

high reliability. Figure 9.2 defines a typical selection methodology for a propulsion

system of STS.

The requirements of propulsive stages are to be generated from the overall

system requirements which are defined in terms of payload mass, number of stages,

overall mass fraction, flight trajectory, launch base, range safety constraints, control

system definition and gross lift-off weight (GLOW). The propulsion system has to

meet the overall requirements of propellant mass fraction, thrust time profile,

specific impulse, total impulse, allowable envelope, temperature constraints, sched-

ule and cost requirements, etc.

As discussed in Chap. 5, the decision on number of stages to meet the ΔV
requirement of a mission largely depends on the technical maturity of the
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propulsive stages, the performance margins, reliability, safety and cost. Once the

decision is made on number of stages, the thrust and total impulse requirements for

each stage depends on the payload mass, the mission to be accomplished and the

range safety constraints. Subsequently the choice of a suitable propulsion system

for each stage of the vehicle is the priority. The candidate propulsive systems

generally considered for a STS are (a) solid or (b) liquid, earth storable or semi-

cryogenics or cryogenics. Each system has specific advantages and disadvantages.

Selection has to be based on the performance requirements, mission operational

needs, overall mass, available technology, new technology developments, com-

plexity, reliability, ease of manufacture, cost, test and evaluation requirements,

development cost and schedule.

The mission operational needs include the requirements of thrust cut-off, restart

capability, range safety constraints, desired thrust time profile to satisfy the con-

straints and meeting the specified mass fraction. The minimization of GLOW, dry

Fig. 9.2 Typical selection methodology for a propulsion system
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mass, product cost and operational cost are also driving factors. The design

requirements for attitude controls which are derived by thrust vector control of

the engines or nozzles are also to be accounted during the selection process.

The performance requirement and technology maturity are major factors for

deciding the propulsion systems. In order to reduce the risk and increase reliability,

it is always advantageous to use the already developed and available technology.

But to meet the performance requirements, certain augmentations and improve-

ments may be required which may increase the vehicle cost and complexity. In

certain cases, to meet the performance requirements, it is essential to adopt

advanced technologies which may end up with new development cost, schedule,

risk and reliability. Additionally, the advanced system may demand advanced

materials development and fabrication process, which may have implications on

unit cost of the vehicle and overall schedule. Therefore, trade-off studies have to be

carried out for the judicious selection of the propulsive systems. The overall safety

of subsystems during the vehicle preparation, integration and launch is an important

factor. The selected vehicle configuration has to satisfy the overall launch con-

straints like range safety. The entire process is iterative before arriving at a suitable

optimum configuration.

The selection process ends up with the specifications and the requirements for

the detailed system design.

9.3.3 Overall Design Guidelines

The propulsion system is the important subsystem of the vehicle and any malfunc-

tion of the propulsion system elements leads to the vehicle and mission failure.

Therefore, it is essential that the propulsion subsystems have to be designed to

ensure safe and normal operations of the systems under nominal and dispersed

environments. Design has to ensure that there is no combustion instability. While

designing the propulsion subsystems to achieve the specified thrust profile and

specific impulse, it is essential to ensure that the systems are safe, less complex,

reliable and minimize the structural mass of the systems. Therefore, trade-off

studies and optimization are needed in terms of number of engines/motors, chamber

pressure, optimum operating mixture ratio, nozzle area ratio and overall vehicle

performance. All the interface requirements between the propulsion systems and

other systems of the vehicle are to be suitably addressed. In addition, to reduce the

overall stage structural mass, suitable materials have to be selected for motor cases

and propellant tanks.

Even though there is an optimum mixture ratio for the best performance of the

propulsion system, normally, there is a range of mixture ratio, within which the

system performs normally with marginal reduction in the performance. Such a

deviated mixture ratio with respect to the optimum, results into major reduction in

the propellant tank volume requirement, which in turn helps in saving in the

structural mass of the tank. Therefore, trade-off studies have to be carried out and
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the suitable mixture ratio which meets the requirements of a propulsion system at

both its nominal and maximum performance has to be selected.

To reduce the propellant slosh effects on the vehicle systems, the propellant

tanks are to be suitably designed to ensure the slosh mass to be near to the vehicle

centre of gravity during critical operational phase. In case such design is not

possible, to avoid propellant slosh-structure-control interaction, the required

damping has to be provided by implementing the baffles at suitable locations as

per the criticalities. In order to avoid the POGO interactions, studies have to be

carried out at the early stage itself and propellant feed lines have to be suitably

modified and POGO correcting systems have to be implemented in the propulsion

system.

To achieve the maximum performance, the propulsion has to provide the

specified thrust level. In order to achieve this requirement under varying operating

environment, suitable thrust regulation system has to be implemented in the pro-

pulsion system. This can be achieved by either passive or active regulation system.

In the case of the liquid propulsion system, operating mixture ratio deviated away

from the nominal can cause the depletion of one of the propellants before the other

and finally ends up with early shutdown of the engine. To ensure maximum

utilization of the propellants in the tanks, either active or passive mixture ratio

control has to be implemented.

Tail-off thrust oscillation caused by the depletion characteristics of the propul-

sion system has major impact on vehicle subsystems and satellite interface loads.

To reduce or avoid such thrust oscillations, it is necessary to design the shut-off

valve with specific characteristics.

Finally, to ensure normal functioning of propulsion subsystems, the thermal

environment has to be maintained within the allowable limits. This is achieved by

implementing suitable cooling mechanisms to the engine systems.

9.4 Propulsion Fundamentals

The fundamental requirement of a propulsion system is to produce thrust force. To

meet this requirement, propulsion system consists of (1) energy source, (2) reacting

medium to generate the energy, (3) systems needed to aid the energy conversion

process and (4) thrust producing device. Many types of propulsion systems are

available which can be used based on the specific requirements. For the boost phase

of STS, the requirement is to generate large thrust force in short duration. Consid-

ering the technology developments till date, the above requirement can be achieved

only by chemical propulsion. Two major classes of chemical propulsion systems as

already highlighted are air-breathing and non-air-breathing propulsion systems.

Since the air-breathing propulsion system has to carry only fuel, this is much

efficient system which is being developed throughout space faring nations as an

advanced technology to improve the vehicle performance and as on now is not

matured enough to use in STS applications. But, even though less efficient, non-air-
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breathing propulsion systems of various types are being used in STS. These

propulsion systems are called as rocket propulsion. In this chapter, the discussions

are mainly on the chemical rocket propulsion.

In the chemical rockets, the energy source is the chemical reaction, which is

called combustion process. The reacting medium necessary for the combustion

process is the propellant, which consists of oxidizer and fuel. Different subsystems

are used for combustion process, which happens at the combustion chamber. The

thrust-producing device is the convergent-divergent nozzle, which makes use of the

original energy into useful form.

In the combustion chamber, the chemical reaction (combustion) takes place

between fuel and oxidizer. The chemical energy released due to the chemical

reaction heats the gaseous combustion products. This combustion process happens

in small volume of combustion chamber. Therefore, thermal expansion of gases

results into a very high pressure within the combustion chamber. The high-

temperature, high-pressure gases are expanded through the convergent-divergent

nozzle, which accelerate the combustion products and result into ejecting the gases

at very high velocity. The momentum created by the ejection of the combustion

products resulting into reaction force on the vehicle is called thrust. In summary, in

chemical rockets, the chemical energy is converted into thermal energy which is

then converted into kinetic energy. The kinetic energy of the gaseous products gives

necessary thrust to the vehicle, which finally results into the total kinetic and

potential energy to be achieved by the vehicle to carry out its tasks.

The essential components of chemical rockets are propellants (both oxidizer and

fuel), required to produce high-temperature combustion products due to chemical

reaction, combustion chamber, mechanism to inject the propellant with required

ignition conditions into the combustion chamber, system to initiate the chemical

reaction process and thrust producing device such as convergent-divergent nozzle.

In the process of converting chemical energy into thermal energy, the temperature

of the combustion chamber can go as high as 2000–3500 K. Therefore, it is essential

to implement suitable cooling, insulation, heat sink mechanisms as well as the use

of high-temperature materials such as graphite to ensure normal functioning of

critical components at such high thermal environments.

Depending on the type of propellants used, the chemical rocket propulsion

systems are classified into (1) solid motor rockets, (2) liquid engine rockets and

(3) hybrid propellant rockets.

In solid propellant rocket motor, the propellant is stored in combustion chamber and

propellant burns from the surface. The solid propellants are classified into double and

composite propellants. In double-base propellant, both oxidizer and fuel are combined

into one molecule whereas composite propellant is the mixture of oxidizer and fuel.

The liquid propellants are categorized into bipropellant and monopropellant. In

monopropellant system, propellants such as hydrogen peroxide or hydrazine are

stored in tanks. When these propellants are passed through catalyst, they break into

high-temperature gases. In bipropellant system, both oxidizer and fuel are stored in

separate tanks. Through pump-fed or pressure-fed systems, these propellants are

injected into combustion chamber for chemical reaction. Depending on the
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propellants used, the bipropellant systems are further classified into Earth storable

systems, cryogenic systems and semi-cryogenic systems.

In the hybrid rocket propulsion system, one of the propellants is solid and the

other is liquid. In such rockets, generally, the fuel is solid whereas the oxidizer is

liquid propellant. Through pressure-fed system, liquid oxidizer stored in separate

tank is injected into the combustion chamber where the solid fuel is placed. At the

fuel surface, chemical reaction takes place with the oxidizer, thus providing hot

gases.

In all chemical rocket propulsion systems, the hot gas produced in the combus-

tion chamber is expanded through convergent-divergent nozzle to achieve high exit

velocity to generate the necessary thrust. Each of the above propulsion systems has

specific characteristics and has advantages and disadvantages. Depending on the

requirements of STS, suitable systems can be selected for the application of each

stage of a multistage vehicle.

In all chemical rockets, the working principle is same. The major performance

parameters of chemical rockets and their functional relationships are useful for the

design of propulsion systems. The details on each of the systems are explained in

the subsequent sections.

9.4.1 Thrust

The primary requirement of propulsion system is to generate the thrust as specified

by the requirement. The thrust producing mechanism by a chemical rocket is

explained as follows:

An idealized rocket motor with combustion chamber and a convergent-divergent

nozzle is represented in Fig. 9.3. The following assumptions are made for the ideal

rocket:

1. Neglect the motion of rocket motor and no other external forces on the body.

2. Steady combustion and flow of combustion products.

3. Combustion is assumed to take place in shorter time in a small region called

combustion zone and the details of combustion process is neglected.

4. At the start of the nozzle, uniform chamber conditions for temperature, pressure

and velocity assumed.

5. At the start of the nozzle, the velocity of the combustion products is assumed to

be negligible

6. The combustion products are assumed to be ideal gas, which obeys the perfect

gas law, P ¼ ρRT, and has constant specific heats, where P is pressure, ρ is

density, R is gas constant and T is temperature.

7. The flow of combustion product is assumed to be isentropic (reversible and

adiabatic) expansion, i.e. there is no viscous and friction losses or external heat

transfers across the flow.

8. The flow is assumed to be frozen, equilibrium one (i.e. there is no dissociation)
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The parameters represented in the Fig. 9.3 are explained as given below:

Tc

Pc
Vc

9=; ¼ Temperature, pressure and velocity of combustion products inside the

combustion chamber. Generally, Pc, Tc are maximum and Vc is negligible.

Pe
Ve

�
¼ Pressure and velocity of combustion products at the nozzle exit

me ¼ Expelled mass at the nozzle exit

Ae ¼ Nozzle exit area

At ¼ Nozzle throat area

Pa ¼ Ambient pressure, constant around the rocket motor

The pressure distribution within the rocket motor is asymmetric. In the chamber

pressure the distribution remains the same but in the nozzle it decreases. The

relative magnitude of the pressures is indicated through arrows. The integration

of the pressure over the surface of the motor gives a force which is due to difference

between the internal and external pressures. This resultant force is termed as thrust

which is opposite to the direction of exhaust gases and it causes the acceleration of

the rocket in forward direction.

Alternately, thrust is generated due to the change of momentum of expelled gas

as well as pressure differentials between internal and external to the motor.

The momentum of combustion product at the nozzle exit is the product of the

exit velocity and mass of expelled mass me as given by

p ¼ meVe ð9:1Þ

As per Newton’s second law of motion, the rate of change of momentum is the force

F ¼ _meVe þme
_Ve ð9:2Þ

Fig. 9.3 Schematic of a rocket motor
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Assume the exit velocity is constant; the force is given by

F ¼ _meVe ð9:3Þ

This force F is along the direction of Ve. As per Newton’s third law, the reaction to

this is the thrust force, T, acting on the motor in the opposite direction of Ve as

represented in Fig. 9.3. Therefore,

T ¼ � _meVe ð9:4Þ

When there is no loss, combustion process time is very short along with high

velocities and it can be assumed that the mass flow rate of propellant exhaust gas

is same as the consumption rate of propellant _m . As the propellant consumption

continues, the vehicle mass reduces continuously ( _m is negative); therefore, the

thrust can be written as

T ¼ _mVe ð9:5Þ

There is an additional pressure force due to surrounding atmosphere and this force

is equal to the product of exit area of the nozzle Ae and the differential pressure

between the exit pressure at the nozzle endPe and the atmospheric pressure Pa. Thus

the overall thrust of the rocket motor is given as

T ¼ _mVe þ Pe � Pað ÞAe ð9:6Þ

The term _mVe is called momentum thrust and the term Pe � Pað ÞAe ” is called

pressure thrust. It can be seen that, to increase the thrust level, for a given flow rate,

it is essential to increase the exit velocity. The factors contributing for the thrust,Ve,

and mass flow through nozzle are discussed in the subsequent sections.

9.4.2 Exhaust Velocity

The exhaust velocity expressions can be derived with the assumption of ideal

nozzle, ideal gas and isentropic flow.

As per the continuity (mass balance) equation, _m is constant and is given by

_m ¼ ρeAeVe ¼ constant ð9:7Þ

where ρe is density of gases at exit. As per the energy equation (first law of

thermodynamics), the energy in terms of specific enthalpy and kinetic energy is

constant. This is given as
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hc þ V2
c

2
¼ he þ V2

e

2
ð9:8Þ

where h is specific enthalpy given by

h ¼ CpT ð9:9Þ

where Cp is specific heat at constant pressure and T is temperature. hc, he are the

specific enthalpy at combustion chamber and exit location respectively. As

Vc � Ve, Vc can be assumed as zero. Using the above assumption, Eq. (9.8) can

be solved to get the exit velocity as

Ve ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2CpTc 1� Te

Tc

� �s
ð9:10Þ

The gas constant R is given as

R ¼ R

M ¼ Cp � Cv ð9:11Þ

where R is universal gas constant (8.314 kJ/mol-K), M is molecular weight of

exhaust gas, Cv and Cp are specific heat at constant volume and pressure

respectively. The ratio of specific heat γ is given as

γ ¼ Cp

Cv

ð9:12Þ

Using Eq. (9.11), the difference between the specific heats is given as

Cp � Cv ¼ Cp

γ� 1

γ

� �
ð9:13Þ

Using Eq. (9.12) in Eq. (9.10) yields

Cp ¼ R

M
γ

γ� 1

� �
ð9:14Þ

Using Eq. (9.13) in Eq. (9.9) gives the velocity at exit, Ve as

Ve ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2γ

γ� 1

R

MTc 1� Te

Tc

� �s
ð9:15Þ

Poisson relations for isentropic expansion of perfect gas are given by
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T ¼ k1P
γ�1
γð Þ ð9:16Þ

P ¼ k2ργ ð9:17Þ

and

T ¼ k3ρ γ�1ð Þ ð9:18Þ

where k1, k2 and k3 are constants.

Using Eq. (9.15), Te=Tcð Þ can be written as

Te

Tc

¼ Pe

Pc

� � γ�1
γð Þ

ð9:19Þ

Using Eq. (9.17) in Eq. (9.14) yields the expression for exhaust velocity, Ve as

Ve ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2γ

γ� 1

R

MTc 1� Pe

Pc

� � γ�1
γð Þ" #vuut ð9:20Þ

The term Pc=Peð Þ is called pressure ratio. The limiting value of Ve for a given

propellant combination and nozzle configuration is achieved by expanding the hot

gases to vacuum (Pe ¼ 0) and the corresponding value is given by

Vemax
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2γ

γ� 1

R

MTc

s
ð9:21Þ

From Eq. (9.19), it can be seen that the maximum value is still a finite one.

However, this value cannot be achieved realistically. As the exhaust gas cools

down rapidly under such expansion process, the temperature may become less than

liquefaction or freezing temperature of the gases.

To increase thrust for a given mass flow rate,Ve has to be increased. The increase

in Ve is achieved by

1. Increasing the pressure ratio Pc=Peð Þ. This can be done in two ways: either

increase Pc or decrease Pe. The exit pressure depends on the nozzle geometry.

2. Increasing the combustion chamber temperature Tc

3. Reducing the molecular weight of the combustion product

From Eq. (9.18), it can be seen that the lower molecular mass of propellant and

combustion products results into relatively large exhaust velocity. This feature is

used in liquid propulsion systems, especially in cryogenic systems. The low molec-

ular mass of hydrogen is utilized to improve the performance of LOX/LH2 system.

The effect of nozzle geometry on Pe and propulsion system performance are

explained in the next section.
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9.4.3 Rocket Nozzle Configuration and Performance

In all propulsion systems, it is the nozzle which translates the high-pressure, high-

temperature gas available in the combustion chamber into high-velocity gases. The

thermodynamic expansion in a nozzle converts the thermal energy generated by

chemical, electrical or nuclear energy sources into kinetic energy. The configura-

tions, size and shape of the nozzle largely influence exhaust velocity Veð Þ and exit

pressure Peð Þ:
The combustion chamber is designed to withstand the high pressure Pcð Þ gener-

ated by the combustion process and the high temperature Tcð Þ resulting from

it. Inside the combustion chamber, kinetic energy is negligible compared to the

enthalpy and therefore the total temperature is almost equal to the combustion

chamber temperature Tcð Þ. The pressure-and-temperature ratios during the expan-

sion process are given as

Pc

P
¼ 1þ γ� 1

2
M2

� �γ= γ�1ð Þ
ð9:22Þ

Tc

T
¼ 1þ γ� 1

2
M2

� �
ð9:23Þ

where Pc and Tc are pressure and temperature in combustion chamber, P and T are

pressure and temperature at expansion location, γ is ratio of specific heats of

combustion product and M is the Mach number of flow during expansion process.

A typical nozzle cross section along with the combustion chamber used for thermal

expansion process is given in Fig. 9.4. The nozzle represented in Fig. 9.4 is De
Laval nozzle, which has the following geometry. Starting from the combustion

chamber, the nozzle converges and later portion diverges. The convergent and

divergent portions are connected by narrow portion, called throat. Generally, the

Fig. 9.4 A typical nozzle cross section
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throat section is a toroid with radius of curvature about 2–3 times the radius of

throat.

The need for the convergent-divergent sections for the expansion process is

explained as given below:

Consider the continuity equation,

ρVA ¼ constant ð9:24Þ

Taking logarithmic differential of Eq. (9.23) yields

dρ
ρ
þ dV

V
þ dA

A
¼ 0 ð9:25Þ

Using Poisson relation (9.16) and speed of sound in exhaust gases given by

a ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
dP

dρ

� �s
ð9:26Þ

and the definition of Mach number,

M ¼ V

a
ð9:27Þ

and using the energy equation,

γ
γ� 1

P

ρ
þ V2

2
¼ constant ð9:28Þ

finally, the Eq. (9.22) simplifies into

1�M2
	 
 dV

V
¼ � dA

A
ð9:29Þ

Nozzle is configured to increase the velocity of combustion product from the

combustion chamber value Vc (near to zero) to the required exit velocity Ve and

exit pressure Pe. At the entry to the nozzle, the velocity of combustion product is

very small and the pressure is maximum, which is the chamber pressure Pc. During

initial portion of the nozzle, M < 1 and in this region, to increase the velocity, as

shown in Eq. (9.25), the area has to be reduced, i.e. convergent portion of the

nozzle. This configuration is required till reaching M ¼ 1. For the sonic flow,

whereinM ¼ 1, dA has to be zero to ensure a positive dV. This is the throat portion

of the nozzle. Subsequent to that, whenM > 1, to increase the velocity, the area has

to be more, i.e. divergent portion of the nozzle. Therefore, to accelerate the flow

from combustion chamber velocityVc, to very high exit velocity, Ve, the nozzle has

to have convergent-divergent geometry, wherein, in the convergent section, the
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velocity increases and reaches sonic velocity at throat and in the divergent section,

the velocity of the gases is supersonic.

It is to be noted that, in supersonic flow, the downstream disturbances cannot

propagate to the upstream. Therefore, the nozzle exit condition including atmo-

spheric effects does not influence the chamber conditions.

The nozzle is normally configured such that the high pressure of combustion

chamber is reduced to atmospheric pressure at the nozzle exit plane. The design of

the exhaust nozzle has to be optimized to obtain the maximum exhaust velocity and

in turn maximum thrust from the motor. This demands suitable expansion of

pressure on the nozzle to ensure that the exit pressure Pe is equal to the ambient

pressure Pa. The contour of the convergent nozzle is critical and apex cone angle θ
can be higher. The inlet area Ac is decided based on combustion chamber design in

the Fig. 9.4. Various parameters are

Ac ¼ Chamber area at inlet to nozzle

At ¼ Throat area

Ae ¼ Exit area of nozzle

Pc ¼ Chamber pressure

Tc ¼ Temperature in combustion chamber

θ ¼ Half cone angle for convergent section

α ¼ Half cone angle for divergent section

Pe ¼ Exit pressure at nozzle end

Pa ¼ Atmospheric pressure

Pt ¼ Pressure at throat

lc ¼ Length of the chamber

ln ¼ Length of the nozzle

From Eq (9.20) and Eq. (9.21), it can be seen that the pressure ratio and

temperature ratio increase with Mach number. The pressure ratio corresponding

to M ¼ 1 is called critical pressure ratio and is given by

Pc

P
¼ γþ 1

2

� �γ= γ�1ð Þ
ð9:30Þ

In general, through the nozzle, the velocity increases whereas pressure, tempera-

ture, density and local speed of sound decrease. Typical flow parameters are

represented in Fig. 9.5.

In order to explain the effect of nozzle geometry on the exit pressure, consider

the expansion ratio of the nozzle, given by

2 ¼ Ae

At

ð9:31Þ

The expansion ratio of the nozzle related to the pressure ratio is given by [2]
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Ae

At

¼
ffiffiffiγp
2= γþ 1ð Þ½ � γþ1ð Þ= 2 γ�1ð Þð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2γ
γ�1

Pe
Pc

� � 2=γð Þ
1� Pe

Pc

� � γ�1ð Þ=γ� �s ð9:32Þ

Equation (9.28) shows the pressure ratio and exit pressure Pe are functions of nozzle

expansion ratio Ae=Atð Þ. The throat size decides the mass flow rate as given by [2]

_m ¼ Pcffiffiffiffiffiffiffiffiffi
R
MTc

q At
ffiffiffi
γ

p 2

γþ 1

� � γþ1ð Þ= 2 γ�1ð Þð Þ" #
ð9:33Þ

The amount of thrust depends mainly on the exit velocity, pressure and mass flow

rate as given in Eq. (9.6) and repeated below as

T ¼ _mVe þ Pe � Pað ÞAe ð9:34Þ

From the above equation and using Eq. (9.18), it can be observed that both

momentum thrust and pressure trust components depend on Pe. Even though

pressure thrust value is positive for Pe > Pa, under such Pe, Ve is low and hence

momentum thrust value is less and therefore the total thrust is less. By increasing

the expansion, Pe comes down and correspondingly Ve increases. Therefore both

the momentum thrust and the total thrust increase. In the case of Pe < Pa, the

Fig. 9.5 Typical flow

characteristics
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pressure thrust becomes negative. Therefore, even though there is increase in

momentum thrust, the net thrust reduces. Maximum thrust occurs when there is

no pressure thrust, i.e. when Pe ¼ Pa. In an ideal nozzle the pressure of the exhaust

gas at nozzle exit should be equal to atmospheric pressure, i.e. Pe ¼ Pa. In such

cases the nozzle expansion is to the ambient.

When the nozzle exit pressure is greater than the atmospheric pressure, i.e.

Pe > Pa, the gases cannot expand fully and the nozzle is termed as underexpanded.

The enthalpy is not converted into full velocity and generally this happens when the

vehicle is operating into vacuum. During the vehicle lift-off region,Pe is less thanPa;
since the atmospheric pressure is more than exit pressure. This is called over-

expansion. Under such cases, the high pressure generally causes the shock wave

at the nozzle exit which in turn causes the kinetic energy to dissipate as heat and

pressure. This results into lowering the exhaust velocity thereby decreasing the

overall thrust of the motor. All three cases of nozzle expansions are represented in

Fig. 9.6.

When the vehicle moves from launch pad in the atmospheric phase, the increase

in altitude causes the decrease in the ambient pressure. Therefore if the nozzle is

designed to have the ideal conditions at certain altitude where Pe ¼ Pa, the nozzle

performs in the underexpansion mode above this altitude and in the overexpanded

mode below this altitude.

The ambient pressure for the first stage of a vehicle which flies through the dense

atmosphere varies during its flight regime. It is therefore essential to compute the

Fig. 9.6 Three cases of

nozzle expansion
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optimum exit pressure through trajectory studies and decide on the optimum length

of the nozzle which gives maximum performance.

During vacuum flight, as Pa¼ 0, it is always advantageous to have a large nozzle

expansion ratio to reducePe to a smaller value, which in turn increasesVe and thrust.

However various constraints like (a) the exit diameter of nozzle has to be less than

the outer diameter of the preceding stage, (b) the extra weight due to increased

length should not offset the performance, etc. are to be accounted properly in

design.

In nozzles the contour of the diverging section has larger influence on the flow

velocities involved. The important design considerations for an optimum nozzle

therefore are to be based on (a) uniform axial gas flow at exit, (b) length of the

nozzle to minimize the mass, overall space and envelope, (c) low turbulence losses

inside the nozzle and (d) minimum complexity in realization. These aspects are

discussed in next section.

9.4.4 Effect of Nozzle Geometry

From Eq. (9.18), it can be seen that the exit velocity depends on exit pressure ratio.

The exit pressure ratio depends on nozzle expansion ratio as per Eq. (9.28).

Therefore, the exhaust velocity Ve and exit pressure are functions of nozzle

expansion ratio Ae=At. Therefore thrust depends on the nozzle geometry. For

deriving the thrust expression,

T ¼ _mVe þ Pe � Pað ÞAe

it is assumed that the exit surface with constant properties are planar and normal to

the axis of the nozzle. The flow considered is one dimensional and along the axis of

the nozzle. But nozzle configuration needs to be with convergent-divergent sec-

tions. For the conical nozzles as represented in previous figures, the assumption that

the exit flow is parallel to the nozzle axis is not true.

For such conical nozzle, the exhaust flow is assumed to be originated from the

apex point A of the divergent conical section. The surface of constant properties is

Fig. 9.7 Conical nozzle configuration
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assumed to be part of the sphere whose centre is at the apex point. Therefore, at exit,

the surface of constant properties is represented in Fig. 9.7 and velocities of

constant magnitude Vs are normal to this surface as given in Fig. 9.7. Under such

configuration, the thrust generated by the conical nozzle is given in Eq. (9.31) as

T ¼ _mVs

1þ cos θ
2

� �
þ Ps � Pað ÞAs ð9:35Þ

The non-axial component of the exhaust gas in a divergent section of the conical

nozzle always results into a performance loss, which is also termed as divergent

loss. This performance loss occurs on the momentum thrust part, which is

represented by the factor λ, which is given as

λ ¼ 1þ cos α
2

ð9:36Þ

where α is the half cone angle of the nozzle divergent. This term is sometimes

referred as thrust efficiency, which is the ratio of exit gas momentum of nozzle with

half cone angle α to an ideal nozzle with parallel and axial gas flow. Therefore,

Eq. (9.31) can be written as

T ¼ λ _mVs þ Ps � Pað ÞAs ð9:37Þ

The velocity Vs and pressure Ps on the spherical exit surface As are very close to Ve,

Pe of flat exit surface Ae, and the thrust equation of Eq. (9.33) can be written as

T ¼ λ _mVe þ Pe � Pað ÞAe ð9:38Þ

The conical nozzle is always easy to realize and hence it is used in several

applications. The half cone angle of convergent section ranges from 20� to 45�

and that of divergent varies between 12� and 18�. Standard practices are to have

divergent half angle of 15� which generally provides the advantage in performance,

overall length and mass. Under such nozzles, the performance loss is about 1.7 %.

One can observe that smaller the divergence half angle, better is the performance

since the momentum is mostly axial. But it results into larger nozzle with a penalty

in overall length and mass. On the contrary if the angle is larger the overall length

and mass reduce considerably but the performance suffers. Therefore design has to

address all these factors and arrive at a suitable configuration without compromis-

ing the overall rocket performance, mass and length.

The performance loss can be reduced by contoured or bell-shaped nozzles. The

bell-shaped nozzle is advantageous to achieve higher performance with shorter

length and is the most commonly used nozzle in rocket applications. A typical cross

section of a bell-shaped nozzle is given in Fig. 9.8. In this nozzle, immediately after

the throat rapid expansion is allowed with having half cone divergence angle of 20�

to 50�. The nozzle contour is changed gradually to have half cone angle of about
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10o at nozzle exit to have uniform axial flow. For such nozzle configuration, the

performance loss can be very low. Hence supersonic bell nozzle ensures better

efficiency compared to straight nozzle. However, the wall contour has to be

designed carefully to avoid the losses. Changing of wall contour gradually prevents

the presence of oblique shocks within nozzles which have adverse impact such as

flow separation and vibration.

There are several other variations of nozzles like extendable nozzles, plug

nozzle, dual bell nozzle, etc. which can be used to obtain better performance and

detailed descriptions of these nozzles are beyond the scope of the book and they are

available in the references listed.

9.4.5 Performance with Different Nozzle Expansions

As discussed earlier, the thrust is maximum when exit pressure Pe ¼ Pa, where Pa is

ambient pressure. This is called ideal expansion.

In the case of Pe > Pa, there is underexpansion and still expansion is feasible.

Even after the flow leaves the nozzle exit, the expansion process continues by a

series of expansion and compression waves occur at the jet boundary as shown in

Fig. 9.9. This phenomenon reduces the momentum thrust, which otherwise has no

other adverse implications. This is normally the case when the rocket motors

operate in high altitude or vacuum.

On the other hand, Pe < Pa leads to overexpansion. Unlike underexpansion,

overexpansion has severe implications which need to be addressed. If the

overexpansion is too much, then normal shock occurs in the flow path inside the

nozzle, across which there is discontinuity in the flow properties and sudden

increase in temperature, pressure and density of the flow.

Different scenarios of overexpansions with specified Pe and different values of Pa
(viz., Pa1, Pa2, Pa3, Pa4



are given in Fig. 9.10. When ambient pressure is Pa1, the

entire flow through nozzle is subsonic and the pressure variation is as shown in curve

(a). When ambient pressure is Pa2, where, Pa2 < Pa1, the flow in throat is sonic, but

still the flow through divergent section is subsonic and the pressure variation is

represented in curve (b) of Fig. 9.10. If the ambient pressure is Pa3 < Pa2, there is

Fig. 9.8 A typical motor

with bell nozzle
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expansion up to point A in the divergent section of the nozzle. A normal shock at

point A causes discontinuities in flow parameters, sudden increase in pressure at A

and subsequently pressure increases as shown in curve (c) of Fig. 9.10. After the

shock, the flow in the nozzle is subsonic.When the ambient pressure isPa4< Pa3, the

normal shock formed at the nozzle exit and the flow expansion is normal within the

nozzle. It is to be noted that at this condition also, the ambient pressure is more than

Pe. Therefore, the exhaust flow is compressed by an oblique shock which is

Fig. 9.9 Under expansion flow pattern

Fig. 9.10 Various

scenarios in over expansion
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originated at the nozzle exit. This compression is followed by expansion and

subsequently compression waves and so on as shown in Fig. 9.11.

The above patterns are explained only for the ideal non-viscous gases for the

combustion products. In reality, due to the viscous effects of combustion gases,

there is boundary layer build-up within the nozzle which depends on the nozzle

geometry and length. Since the flow within the boundary layer is subsonic, the

external conditions can affect the upstream flow through the boundary layer. In the

case of overexpansion, due to the effect of ambient pressure, the adverse pressure

gradient can make the flow to separate locally from the nozzle and oblique shock

formed as shown in Fig. 9.12. The flow separation across the nozzle cross section

may not be symmetric and the flow fluctuates. The oblique shock in turn contracts

the jet and wake is formed. This again makes the environment more complex and

the nozzle performs as if with lower expansion ratio. The location of oblique shock

moves upstream with reduced Pe=Pa.

Fig. 9.11 Over expansion flow pattern

Fig. 9.12 Flow separation

in over-expanded nozzle
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As per thumb rule, the flow separates when

Pe

Pc

 δ

Pa

Pc

� �
ð9:39Þ

where δ depends on nozzle wall roughness, nozzle expansion ratio, composition of

combustion products and adverse pressure gradient. Depending on the above

parameters, the value of δ is between 0.25 and 0.35. Eq. (9.35) is called

Summerfield criterion. For the conical nozzle with α ¼ 15�, the flow separation

occurs for the value about 0.35.

9.4.6 Performance Parameters

This section describes important characteristic coefficients and performance param-

eters of a rocket motor.

(a) Total and Specific Impulse

Total impulse delivered by a rocket motor operating for the duration of tb is

defined as

I ¼
ðtb
0

T tð Þdt ð9:40Þ

If thrust is constant, then total impulse is given by

I ¼ Ttb ð9:41Þ

During the period from 0 to tb, the rocket consumes the propellant mass of mp. The

specific impulse is defined as the total impulse delivered by consuming unit weight

of the propellant. Therefore, specific impulse is given by

Isp ¼

Ðtb
0

T tð Þdt
mpg0

ð9:42Þ

where g0 is acceleration due to gravity at the surface of the Earth. Extending this

definition, the specific impulse can also be defined as the ratio of total impulse and

propellant weight consumption in the infinitesimal interval, δt, given as
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Isp ¼ Tδt
_m

g0δt ð9:43Þ

where _m is the mass flow rate of the propellant. Eq. (9.39) can also be written as

Isp ¼ T

_m
g0 ð9:44Þ

Sometimes the Isp referred in Eq. (9.40) can also be called as specific thrust, which is

thrust per unit weight flow rate. The definitions of specific impulse given in

Eq. (9.40) and Eq. (9.38) are more or less same and are identical if the thrust and

mass flow rates are constant.

The specific impulse can also be interpreted as the time of consuming the

propellant if the motor thrust is equal to the initial weight of the propellant.

The specific impulse gives the impulse delivered by consuming unit weight of

the propellant. For rocket motors, it is always advantageous to achieve maximum

impulse for a given propellant loading. It is obvious that higher specific impulse of a

rocket motor is always desirable. Therefore, specific impulse is the most important

measure of efficiency of a motor performance.

The thrust of a rocket motor is given as

T ¼ λ _mVe þ Pe � Pað ÞAe ð9:45Þ

λ depends on nozzle configuration. The exit velocity Ve, mass flow rate _m , exit

pressure Pe depend on chamber pressure, temperature, propellant combination and

expansion ratio of the nozzle. Therefore, specific impulse depends on propellant

combination, chamber pressure, temperature and nozzle geometry.

For the ideal expansion Pe ¼ Pað Þ and with λ ¼ 1, using Eq. (9.40) and

Eq. (9.41), the specific impulse can be given as

Isp ¼ Ve

g0
ð9:46Þ

Thus, the specific impulse is the ratio of exit velocity to the acceleration due to

gravity at the Earth’s surface. Therefore, the maximum specific impulse can be

achieved when Ve ¼ Vemax
and is given by

Is pmax
¼ Vemax

g0
ð9:47Þ

where Vemax
is defined in Eq. (9.19), given by
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Vemax
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2γ

γ� 1

R

MTc

s

As Vemax
depends only on propellant combination and not on combustion chamber

pressure, pressure ratio or expansion ratio, Ispmax
is purely characteristic of propellant

combination.

Generally, for solid propellant motors, Isp varies between 260 and 300 s, Earth

storable liquid engines, the values vary between 270 and 310 s. For semi-cryogenic

engines, the specific impulse varies between 320 and 350 s whereas for cryogenic

engines, the value lies between 440 and 460 s. The values of Isp for hybrid rocket

motors are generally between that of solid motors and liquid engines.

Another performance parameter called volumetric specific impulse, defined as

Iδ ¼ ρ pIsp ð9:48Þ

is also used in rocket propulsion. Here, ρ p given in Eq. (9.44) is the density of the

propellant. Iδ is the measure for the influence of different propellants. Generally, for

small rockets, where propellant mass mp

	 

, is very small compared to the empty

mass of the stage með Þ, the volumetric specific impulse plays major role. Under

such vehicles, higher-density propellant gives higher performance. However, for

larger rockets such as STS, wherein mp � me, this parameter is not sensitive and

the specific impulse plays a major role.

(b) Propellant Combustion Process and Nozzle Efficiency Factors

The previous section discussed that the specific impulse is the measure of

performance efficiency of a rocket motor. This section gives the propellant and

combustion process efficiency and nozzle efficiency factors and how they are

related to the integrated performance defined in terms of specific impulse.

The actual thrust of rocket motor represented in Eq. (9.34) is given as

T ¼ λ _mVe þ Pe � Pað ÞAe

Assuming that there is no nozzle divergence loss, λ ¼ 1 and the thrust equation is

given by

T ¼ _mVe þ Pe � Pað ÞAe ð9:49Þ

Eq. (9.45) gives the thrust produced by integrated rocket motor system which

comprises of propellant combination, combustion process in combustion chamber,

expansion of gases due to convergent-divergent nozzle with required expansion

ratio, Ae=At, pressure ratio and ambient pressure Pa. If the nozzle of the motor is

only up to throat as represented in Fig. 9.13, then the thrust is given by
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T0 ¼ PeAt ð9:50Þ

Thrust coefficient CF is defined as the ratio between T and T0 as given by

CF ¼ T

T0

¼ T

PcAt

ð9:51Þ

Then thrust T is given by

T ¼ CFPcAt ð9:52Þ

Therefore, the thrust coefficient CF given in Eq. (9.47) is considered to be nozzle

efficiency, which can be computed by applying experimental results to Eq. (9.48).

The thrust coefficientCF in turn can be used to define thrust of the rocket motor. The

thrust coefficient CF can be computed theoretically as explained below:

As per Eq. (9.29), mass flow rate is given as

_m ¼ Γ
Pcffiffiffiffiffiffiffiffiffi
R
MTc

q At ð9:53Þ

where

Γ ¼ ffiffiffi
γ

p 2

γþ 1

� � γþ1ð Þ= 2 γ�1ð Þð Þ
ð9:54Þ

As per Eq. (9.18), the exit velocity is defined as

Ve ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2γ

γ� 1

R

MTc 1� Pe

Pc

� � γ�1
γð Þ" #vuut ð9:55Þ

Using Eq. (9.49) and Eq. (9.51) in Eq. (9.45) and using Eq. (9.47) gives

CF ¼ Γ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2γ

γ� 1
1� Pe

Pc

� � γ�1
γð Þ" #vuut þ Pe

Pc

� �
� Pa

Pc

� �� �
Ae

At

ð9:56Þ

Fig. 9.13 Combustion

chamber without nozzle

divergent
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It is to be noted that the pressure ratio Pc=Peð Þ and expansion ratio Ae=Atð Þ are

related. Therefore, it can be concluded that the thrust coefficient depends on

expansion ratio γ, Pc and ambient pressure Pa.

The characteristic thrust coefficient Co
F is the maximum value of CF, which

occurs for the ideal expansion, Pe ¼ Pa, and is given by

Co
F ¼ Γ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2γ

γ� 1
1� Pe

Pc

� � γ�1
γð Þ" #vuut ð9:57Þ

The maximum value of Co
F is the one when the flow is expanded to vacuum, i.e.

Pe ¼ 0; and this given by

Co
Fmax ¼ Γ

ffiffiffiffiffiffiffiffiffiffiffi
2γ

γ� 1

s
ð9:58Þ

The characteristic velocity is the exhaust velocity of the motor as represented in

Fig. 9.13 (i.e. without divergent section of the nozzle). The characteristic velocity

C* can be obtained as follows:

T0 ¼ PcAt ¼ _mVe ¼ _mC* ð9:59Þ

From Eq. (9.55), C* can be given as

C* ¼ PcAt

_m
ð9:60Þ

Using Eq. (9.49) in Eq. (9.56) yields

C* ¼ 1

Γ

ffiffiffiffiffiffiffiffiffiffiffi
R

MTc

r
ð9:61Þ

From the above equation, it can be concluded that as nozzle is not involved, C* can

be considered as propellant (due to M ) and combustion process (due to Tc )

efficiency.

Considering the propellant and combustion process efficiency factor C* and the

nozzle efficiency factor CF, thrust can be written in terms of C* and CF as given

below. Use of Eq. (9.56) into Eq. (9.48) yields

T ¼ CFC
* _m ð9:62Þ
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The mass flow factor CD is related to characteristic velocity as given below:

CD ¼ _m

PcAt ¼ 1
C*

ð9:63Þ

The effective exhaust velocity C is defined as

C ¼ T

_m
ð9:64Þ

Using Eq. (9.58) in Eq. (9.60), C can also be written as

C ¼ CFC
* ð9:65Þ

Using Eq. (9.40), the specific impulse is given by

Isp ¼ T

_m
g0 ¼

C

g0
ð9:66Þ

From Eq. (9.62), it can be concluded that the specific impulse Isp is the performance

measure of integrated propellant, combustion process and nozzle efficiencies. This

aspect is explained in Fig. 9.14.

(c) Mixture Ratio

The previous sections discussed about total mass flow rate _m of the propellants

which contain both oxidizer and fuel as given below:

_m ¼ _mox þ _m f ð9:67Þ

where _mox and _mf are mass flow rates of oxidizer and fuel respectively. From

Eq. (9.63), it is to be noted that with different combinations of _mox and _mf, still the

total required mass flow rate _m can be achieved. But in addition to the total required

mass flow rate, the ratio between the oxidizer and fuel flow rates, which is called

mixture ratio, r which is defined below

Fig. 9.14 Performance

parameters of a typical

rocket motor
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r ¼ _mox

_mf

ð9:68Þ

also plays a major role in the combustion process, especially in the liquid engines.

While the total flow rate _m decides Pc, the parameters Tc andM greatly depend

on the mixture ratio r. Therefore, in addition to the other performance parameters,

mixture ratio is also another major parameter to be considered for the design of

liquid engine propulsion system.

Once the required total flow rate _m and the mixture ratio r are specified for an

engine, the individual flow rate of oxidizer and fuel are computed as follows:

_mox ¼ r

1þ r

� �
_m ð9:69Þ

_mf ¼ 1

1þ r

� �
_m ð9:70Þ

The initial ignition process of non-hyperbolic propellant engines such as cryogenic

engines strongly depends on the specific mixture ratio for successful ignition and

this mixture ratio may be different from the one which provides maximum perfor-

mance during steady-state operation. Therefore, suitable mechanisms have to be

implemented in the propulsion systems to vary the mixture ratio as per the

requirements.

Detailed discussion on combustion process involves the thermo-chemistry of

chemical reactions of propellants, which is beyond the scope of this book. However,

dependence of mixture ratio on the combustion process and the performance

parameter Isp are very briefly discussed below.

During combustion process, chemical reaction between oxidizer and fuel (reac-

tants) leads to high-temperature combustion product. The content of the combus-

tion product, which in turn decides the molecular massM of combustion gases and

flame temperature (thermal energy released during chemical reaction), which is

same as Tc; depends on the ratio with which the oxidizer and fuel takes place in the
combustion process. Stoichiometric mixture ratio is the mixture ratio which ensures

the complete chemical reaction process of the propellants. With the stoichiometric

mixture ratio, all the reactants are consumed, with no deficiency of reactant or no

excess reactant in the combustion product. The stoichiometric mixture ratio gives

the maximum flame temperature. As an example, for the case of LOX/LH2

propellant combination, the stoichiometric mixture ratio is 8 which gives the

chemical balance equation as

2H2 þ O2 ! 2H2O ð9:71Þ

This process produces Tc of about 3500 K whereas the combustion product is water.

Various combinations of mixture ratios generate different values of Tc and molec-

ular massM. As per Eq.(9.42), and Eq.(9.18), the specific impulse depends on Tc,

9.4 Propulsion Fundamentals 361



M and pressure ratio. For the specified chamber pressure Pc and nozzle expansion

ratio, the specific impulse depends on the ratio Tc=Mð Þ. Specific impulse for

different propellant combinations for a typical Pc and Ae=Atð Þ with respect to

various mixture ratios is represented in Fig. 9.15. It can be seen that for LOX/LH2

propellant combination, even though the Tc is maximum for stoichiometric mixture

ratio of 8, for the fuel rich mixture ratio of about 4.8, which adds more unburned

hydrogen, reduces the value of M. This results into maximum specific impulse.

Therefore, generally for rocket engines, fuel-rich mixture ratio is adopted.

For selecting the mixture ratio for propulsion system design, another important

factor is to design propellant tanks to carry the required quantities of oxidizer and

fuel as per the specified mixture ratio. The propellant tank mass adds to the

structural mass of the vehicle which has direct impact on the performance of the

rocket. It can be seen from Fig. 9.15, for the case of LOX/LH2 propellant combi-

nation for a mixture ratio of about 5.5, the tank size required to carry liquid

hydrogen is smaller than that of 4.8. This reduction in tank structural mass has

direct impact on the performance, whereas it can be seen from Fig. 9.15, for the

increased mixture ratio, the reduction in specific impulse is not significant. There-

fore, one has to carry out integrated performance analysis to arrive at a suitable

mixture ratio and specific impulse, which provides maximum performance to the

vehicle. Once these parameters are decided they are considered as the specification

for the propulsion system design.

Various types of propulsion systems being used in STS applications are

explained in the subsequent sections.

Fig. 9.15 Dependence of Isp on mixture ratio for different propellant combinations
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9.5 Solid Propulsion Systems

In chemical rocket propulsion the simplest type is the solid propulsion. A solid

rocket propellant contains the fuel, oxidizer and a binder. They are blended together

in proper proportion and solidified to form the propellant. Generally the blended

compound is moulded in a core which is removed later to generate a cavity core.

The most commonly used fuel is the powdered aluminium and oxidizer is ammo-

nium perchlorate. The binder is generally a rubber-like material such as polyure-

thane or poly butadiene. The hydroxyl terminated poly butadiene is widely used as a

binder material and it also burns as fuel. The performance of the motor is dictated

by the chemicals used, the shape of the grain and the nozzle design adopted.

The configuration of a typical solidmotor is given in Fig. 9.16. It consists of amotor

case, the thermal insulation to protect the case from the hot combustion gases, a liner to

assist the bonding of propellant to the liner and propellant cast into the motor.

An igniter invariably integrated at the head end provides the required energy to

ignite the propellants. A convergent-divergent nozzle attached at the aft end of the

motor ensures the expansion of exhaust gases to provide the supersonic flow to

generate the thrust.

The motor case can be high-strength light-weight metal or composite material

and typically cylindrical with dome on one end and nozzle assembly on the other.

The igniter is assembled on the dome end as shown in Fig. 9.16. The motor case has

the insulation layer and liner materials appropriately designed to provide the

protection to the motor case and bonding to propellant. In case of bigger motor,

the case is built as a number of segments and joined appropriately to provide the

leaktight joints and to withstand the internal pressures. Once the motor case is

insulated and lined, the propellant after suitable mixing is cast into the case using a

suitable mandrel to provide the required grain shapes. The propellant is cured using

elevated temperatures.

Fig. 9.16 A typical solid motor
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In a solid rocket motor, the combustion product mass flow depends on the burn

rate of the propellant and the burning surface area of the grain. These two param-

eters also decide on the performance characteristics of motor such as motor pressure

and thrust. While the burn rate depends on the parameters like fuel, oxidizer,

binding material and their combination ratio, burning area solely depends on the

geometrical shape of the internal grain of the propellant. The grain design is

suitably chosen for a given flight mission and the thrust time curve of the motor

can be shaped accordingly. During casting of the propellant, the required grain

shape can be achieved by using suitably shaped mandrel.

Depending on the mission requirement the vehicle designer has to specify the

performance characteristics of the motor in terms of initial thrust, peak thrust and

the thrust at the end of the motor burning, etc. There are several factors like vehicle

acceleration, maximum dynamic pressure, aerodynamic load, vibration, etc. which

dictate the thrust time curve of the solid motor to be realized. Figure 9.17 gives

some of the typical grain configurations and the corresponding shape of the thrust

time curves.

Depending on the requirement it is possible to have a grain design to generate the

progressive, neutral, regressive or a combination of thrust time curves. Figure 9.17e

shows the combination of tube at head end and deep slot shape at nozzle end to

generate large thrust during the boost period to provide higher initial acceleration

and lower thrust during the later stage to limit the maximum acceleration and also to

reduce the velocity loss due to drag.

Since the exposed surface area decides the vehicle thrust, it is essential to ensure

that the grains should not have any cracks and also should not develop cracks due to

aging effects. The crack surface acts as additional burning surface area and corre-

spondingly the pressure increases, which can lead to motor failure. The solid

propellant motors are simple, reliable and provide cost-effective performance.

There is no requirement for propellant management and also cooling of combustion

chambers. The drawback is it offers lower specific impulse of around 250–280 s.

And once ignited it is difficult to terminate the motor.

The ignition of solid motor is achieved by using an igniter which upon initiation

produces hot gases around the propellant surface thereby raising the temperature to

the auto-ignition level. The igniters are classified based on the energy release in

terms of heat flux and pressure needed for the propellant combustion. Generally two

types of igniters such as pyrotechnic or pyrogenic are used. The pyrotechnic igniter

is used in small motors whereas pyrogenic igniters are used in large boosters and

also in motors which operate at high altitudes.

In pyrotechnic igniter the charge is in the form of pellets which are produced by

the combination of fuel and oxidizer with the addition of binder to form pellets.

They are contained in a perforated tube and the ignition is initiated through

electrical means. The pellets have the advantage of having longer and controllable

burn time. The propellant characteristics, ignition transient requirements and the

operating environment dictate the selection of igniter material.

The pyrogen igniter is having a fast burning propellant grain as compared to the

main charge and is in fact a small rocket motor. Igniter grain consists of fuel,
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oxidizer, binder, a curing agent and number of additives. It is also having high

percentage of fine oxidizer particles and generally burn rates are higher. Igniter for

large motors is a small igniter housed inside the main igniter and the igniter

initiation is by electrical means.

9.6 Liquid Propulsion Systems

The liquid propulsion system offers several advantages such as (a) higher specific

impulse, (b) termination of thrust when desired, (c) thrust and mixture ratio

controlled through proper control system and (d) restart capability. Therefore,

these subsystems are widely used in STS. However the systems are far more

Fig. 9.17 Typical grain

configurations for solid

motors
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complex since they contain many elements. The combustion product temperature is

much higher, needing suitable thermal control systems. The general liquid propul-

sion systems and the specific features of cryogenic systems are discussed in the

subsequent sections.

Liquid propulsion systems are fairly complex involving several subsystems like

propellant tanks, propellant management system to control the flow of fluids, gas

bottles for storage of high-pressure gases, controlled gas flows using precision

valves, feed mechanisms using pumps, turbines, pressurization devices and a

combustion chamber.

The fuel and oxidizer are stored separately in two tanks. These propellants are

fed to the combustion chamber through appropriate feed systems to supply the same

at required pressures and flow conditions. The injection of the propellant into the

combustion chamber is done through an injector to ensure the flow of propellants in

right proportions and right atomization conditions to yield a stable combustion. The

combustion products are expanded through nozzles to generate the required thrust.

The injector is located in the combustion chamber and the combination of injector,

combustion chamber and nozzle is termed as thrust chamber.

9.6.1 Propellant Feed System Classification

(a) Pressure-Fed Liquid Engines

Based on the propellant feed systems the engines are classified as pressure-fed or

pump-fed engines. In pressure-fed engines the propellants are pressurized by a

pressurant gas stored at very high pressure in separate gas bottles and fed to tank at

regulated pressures using pressure regulation system. Since the tanks are pressur-

ized, the tank walls are to be made thicker to withstand higher pressures, resulting in

increase in structural mass. Therefore generally pressure-fed systems are used for

low-thrust engines. A typical pressure-fed rocket engine is shown in Fig. 9.18.

(b) Pump-Fed Liquid Engines

In pump-fed systems, the propellants are fed into the combustion chamber by

pumps and the power requirement to drive the pumps is quite large. It can be

managed by having turbines driven by hot gases at high speeds. The turbine coupled

to pumps drives these pumps. The pump-fed systems are generally used in high-

thrust engines and allows high propellant flow rates. The advantage is tank pressure

in such systems can be at low pressures just to meet the pump requirements.

Figure 9.19 gives a typical schematic diagram of pump-fed engine.
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Fig. 9.19 A typical

diagram for the pump fed

engine

Fig. 9.18 A typical

pressure fed rocket engine
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9.6.2 Feed System Cycles of Pump-Fed Engines

The pump-fed rocket engine cycles can be classified into two categories, namely,

open-cycle and closed-cycle engines. Basically these power cycles define how the

power is derived to feed propellants to the combustion chamber.

In an open-cycle engine the fluid exhausting from turbine is discharged over-

board after expanding the same in a separate nozzle or discharged through the

nozzle of the main engine at appropriate section of the divergent portion. The open-

cycle engines can be further classified into three types as gas generator (GG) cycle,

combustion tap-off cycle and coolant bleed cycle.

The closed-cycle engine enables the injection of partially burnt turbine gas into

the combustion chamber through the injector thus enhancing the engine perfor-

mance. Although it is very effective due to the maximum energy conversion it also

increases the complexity of the system. The closed-engine cycles can be catego-

rized as two types, namely, (a) expander cycle (EC) and (b) staged combustion

cycle (SCC) and, both of them offer higher performance compared to GG cycle.

This in turn helps to provide higher mission performance.

(a) Gas generator (GG) cycle

In GG cycle the gas generator produces the hot gases by tapping the small quantities

of oxidizer and fuel to the gas generator from main lines and igniting it. This hot gas

is utilized to drive the turbine and the exhaust gases are discharged through small

nozzles or within the thrust chamber. The turbines cannot operate at high temper-

atures due to limitations in the material of the turbine and therefore suitable mixture

ratio of propellants are to be chosen or sometimes the water is additionally used to

cool the turbines The engines working on GG cycle give lower Isp at higher chamber

pressures. These engines are simpler; the pump speeds are lower and have lower

pump delivery pressures. This facilitates the independent testing and qualification

of subsystems. A typical gas generator cycle is given in Fig. 9.20a.

(b) Combustion tap-off cycle

A typical combustion tap-off cycle is given in Fig. 9.20b. A similar process like GG

cycle is used in the combustion tap-off cycle without gas generator. In this case a

small portion of hot gas tapped from the main combustion chamber is used to drive

the turbine.

Generally hot gases are tapped very near to the injection zone to utilize the fuel-

rich mixture ratio. This also ensures the low temperature needed for the operation of

turbine. The drive exhaust of the turbine is either discharged through a separate

nozzle or fed into the nozzle divergent section. This has a limitation in that the

reproducible property for the fuel-rich hot gases cannot be guaranteed.

Coolant bleed cycle is another open-cycle feed system and it also does not need

the gas generator. A small quantity of vaporized coolant hydrogen is tapped from

the coolant jacket of the main chamber in the supersonic region of the nozzle and
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Fig. 9.20 Typical feed system cycles used in turbopumps



used to drive the turbine. In this case too the gas from turbine is exhausted similar to

the combustion tap-off cycle.

(c) Staged combustion cycle (SCC)

A typical staged combustion cycle is given in Fig. 9.20c. The staged combustion

cycle is different from the GG cycle in that major portion of fuel passing through

the coolant jacket of the thrust chamber is utilized to burn in a pre-combustion

chamber along with oxidizer at a highly fuel-rich mixture ratio. This hot gas so

produced is used to drive the turbines and then enters the main combustion chamber

where it burns with the oxidizer injected into the chamber. This cycle provides high

chamber pressure and also high specific impulse compared to other cycles. There is

additional pressure drop in pre-combustion chamber and the turbine. This demands

higher discharge pressure and pump speed for both the pumps.

(d) Expander cycle

In expander mode the thrust chamber coolant is allowed to evaporate into hot gas.

This is used to drive the low-pressure ratio turbines and the turbine exhaust is

admitted into combustion chamber to burn with oxidizer. Due to limitation of

vaporizing the large quantity of propellant using the hot chamber wall, this cycle

can be used only in low-thrust liquid rockets. The major advantages of expander

cycle are simplicity, higher specific impulse and relatively lower weight. A typical

expander cycle is given in Fig. 9.20d.

9.6.3 Cryogenic Propulsion Systems

Cryogenic rocket engines use propellants which are stored at low temperatures,

below 123 K. The combination of liquid oxygen (boiling point 90 K) and liquid

hydrogen (boiling point 20 K) provides a specific impulse of 440–460 s. This is

quite high compared with 260–300 s of solid propellants, 270–310 s of earth

storable propellants and 320–350 s of semi-cryogenic propellants. This high per-

formance is the driving factor to use cryogenic engines in terminal or even in

booster stages of STS. A simplified schematic diagram of a cryogenic system

working on gas generator (GG) cycle is given in Fig. 9.21.

Propellant tanks with insulation to maintain the low temperature of propellants is

needed for storing the cryogenic fluids. Another important subsystem is thrust

chamber assembly comprising of an injector, combustion chamber and a nozzle.

Injectors play a significant role in injecting the propellants at the required atomized

condition into the combustion chamber. The hot gas generated in the combustion

chamber is expanded in the nozzle to produce the thrust. Since both liquid oxygen

(LOX) and liquid hydrogen (LH2) are non hypergolic, suitable igniters are needed

for initiating the ignition. In these systems the temperature of the hot gas can be

around 3500 K and hence there is a need to cool the chamber. It is done by

regenerative cooling of the nozzle and engine using LH2. Pumps are needed to
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drive the propellants from tank to the thrust chamber at the rated pressure and flow

rate. The pumps are driven using the hot gases generated by the gas generator or

pre-burner. In GG cycle the gas generator produces the hot gas by burning the small

quantity of LOX and LH2 bled from outlet of respective pumps. In SCC, hot gas is

generated by burning the full hydrogen after regenerative cooling of thrust chamber

and small quantity of LOX bled from pump outlet.

For effective and efficient functioning of cryogenic engine and stage, the

following aspects are to be seriously considered:

(a) Suitable selection of a cycle, its analysis to finalize the engine power cycle,

operating parameters of various subsystems, functional fluid circuits and the

system configuration.

(b) The very high heat flux experienced in the thrust chamber has to be managed

by introducing appropriate cooling system. Since liquid hydrogen is an effi-

cient coolant it is used as a regenerative coolant before injecting into the thrust

chamber. The regenerative coolant passage has to ensure safe operating

temperature at critical throat section with minimum pressure drop.

(c) Liquid hydrogen, being a low-density fluid, demands high-speed multi-stage

pumps to develop the required delivery pressures. Cavitating inducers are

needed in the upstream of main pumps to develop the needed net positive

suction head (NPSH).

Fig. 9.21 Schematic

diagram of a cryogenic

system
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(d) Gas generators have to operate at low mixture ratio and hence the ignition at

this mixture ratio is a critical activity.

(e) Suitable igniter has to be chosen carefully from pyrogen, pyrotechnique or

electrical to initiate the positive ignition and the selection depends on the

performance requirements.

(f) The engine has to be operated at the specified thrust and mixture ratio to ensure

the safe engine operation and to achieve the needed vehicle performance and

minimum propellant outage. These conditions can be achieved only if the

thrust and mixture ratio are controlled within the specified limits.

(g) Proper selection of start and cut-off sequence controls are needed to ensure

that engine systems smoothly transit from start signal to nominal operation to

rapid and safe engine shutdown.

(h) The propellant tanks are to be insulated properly to maintain the tank pressure

and bulk temperature of the propellant within the required limits at launch pad

as well as in flight.

(i) The heat in leak through the wall of the propellant tank from ambient, in spite

of the insulation causes formation of stratified layer along the wall and free

surface of the tank. It is important to prevent the growth of this stratified layer

in order to avoid the entry of this vapour into the pump and resulting in

cavitation due to high vapour pressure. Figure 9.22 shows a typical stratified

layer phenomenon inside a propellant tank. Necessary remedial measures are

needed to avoid the growth of stratified layer in tanks.

9.6.4 Semi-Cryogenic Propulsion Systems

The semi-cryogenic propulsion uses liquid oxygen as oxidizer and liquid hydro-

carbon like alcohol, kerosene, methanol, ethanol, propane, etc. as fuel. In this case

the deliverable specific impulse is lower than cryogenic propulsion system, whereas

the density impulse is higher than the cryogenic system. However it has higher

deliverable specific impulse of around 320–350 s as compared to the earth storable

or solid propulsion systems. Utilizing the semi-cryogenic propulsion in the booster

stage offers the following advantages.

1. Cleaner, non-toxic and non-corrosive exhaust during the atmospheric phase

2. Provision for engine throttling from 50 to 110 % during the booster operation

phase

3. High density impulse

4. Low unit cost compared to other fuels used

5. Ease of handling the propellant

The commonly used fuel is kerosene, gasoline or RP1. While this propulsion

offers several advantages for the booster stage it has certain technical limitations

like (a) coking and (b) soot formation. Hydrocarbons tend to decompose at a fluid-

specific temperature threshold and form a soot of carbon layer at the coolant
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channel walls. There is a tendency to increase the coke layer in the channels which

in turn increases the resistance to heat flow which causes increase in temperature

leading to the failure of coolant channels. Similarly in LOX/hydrocarbon engines

the possibility of soot deposition is more, particularly when the combustion is not

perfect. The soot layer on the chamber wall has a tendency to reduce the resistance

to heat flow. This phenomenon depends on the engines’ operational conditions like
combustion chamber pressure, mixture ratio, coolant pressure and temperature.

9.7 Critical Subsystems of Liquid Propulsion Systems

9.7.1 Propellant Tanks

Depending on the available space, mass reduction and manufacturing limitations,

different tank configurations are being adopted for liquid propulsion systems of

Fig. 9.22 Typical stratified

layer phenomenon in a tank
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STS. Typical ones are given in Fig. 9.23. Figure 9.23a shows a single tank with a

common bulk head for storing both oxidizer and fuel. Under such configuration, to

ensure structural integrity of the common bulk head, it is essential to ensure that the

upper compartment pressure P1ð Þ is more than bottom compartment pressure P2ð Þ.
The common bulk head tank configuration is the minimummass tank configuration.

In the second configuration as represented in Fig. 9.23b, separate tanks are used for

storing oxidizer and fuel. Even though this configuration is more massive than

common bulk head tanks, this is very simple and easy to manufacture and more

reliable. Due to the limitation of space, in many cases, multiple tanks are used for

storing fuel and oxidizer as represented in Fig. 9.23c. Under such cases, the

propellant outlets are interconnected to draw the propellants uniformly from each

tank.

In bigger stages, the propellant tanks act as vehicle structure, and therefore they

have to be designed for the expected flight loads. The baffle requirements to provide

damping for propellant sloshing also have to be implemented in the tanks.

Fig. 9.23 Typical propellant tank configuration (a) Common bulkhead (b) Separate tanks (c)
Multiple tanks

374 9 Propulsion Systems



9.7.2 Propellants Used in Liquid Propulsion Systems

The liquid propellants used in liquid engines are classified as monopropellants,

bipropellants and cryogenic propellants. The monopropellants are a mixture of

oxidizer and combustible matter and can be easily decomposed. It produces

decomposed gases when pressurized, heated or fed through a catalyst. Hydrazine

produced from ammonia is commonly used and the catalyst for combustion is

alumina granules coated with iridium. Similarly hydrogen peroxide (H2O2) gener-

ally known as high test peroxide (HTP) produces hot gases when it is passed

through a catalyst made of a platinum and silver mesh. Majority of the liquid

propellant engines utilize the bipropellants using two fluids, one as a fuel and

another as an oxidizer. The bipropellant combination can be (a) hypergolic combi-

nation where they ignite spontaneously over mixing and (b) non-hypergolic com-

bination where separate igniters are needed.

Commonly used oxidizers are nitrogen tetroxide (N2O4), liquid oxygen (LOX),

and itric acid and the fuels are unsymmetrical dimethyl hydrazine (UDMH), mono

methyl hydrazine (MMH), liquid hydrogen (LH2), and hydrocarbons like RP-1 and

kerosene. Liquid oxygen boils at 90 K at atmospheric pressure and has a specific

gravity of 1.14 whereas liquid hydrogen boils at 20 K with a specific gravity of 0.07.

In all liquid propulsion systems for effective and efficient combustion, the oxidizer

and fuel have to mix in the specified mixture ratio. The hypergolic propellant

combinations are N2O4/UDMH, N2O4/MMH. Typical propellant combinations

which need ignition system to start the combustion process are LOX/LH2,

LOX-RP-1. The choice of propellant combination depends on the performance

requirement, availability, material compatibility and qualities of handling, storage

and environment friendliness.

9.7.3 Propellant Feed Systems

The propellant feed systems’ functions are to ensure that the propellants from the

tanks are injected into the combustion chamber with the required initial conditions.

The system consists of pump, turbine, injector and feed lines.

(a) Propellant Feed Lines

The feed lines transport the propellants from the tanks to the pumps and to the

combustion chamber. These feed lines have to be structurally stable under all flight

environments. Normally, for Earth storable systems, metallic feed lines with bel-

lows are used. For the case of cryogenic propulsion system, wherein there is large

differential thermal expansion due to the fact that one end of the feed line is at

elevated temperature whereas other end is at cryogenic temperature, the specifically

fabricated polyimide pipelines are needed. This gives high level of flexibility,

minimum mass and meets high pressure requirements at different temperature
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ranges. In fact the polyimide pipeline performance is better in cryogenic tempera-

ture where the metallic pipeline is not suitable.

The interaction between these feed lines and thrust of the engine can lead to

POGO oscillation, and therefore, care has to be taken during the design of the feed

lines to provide adequate stiffness or to implement POGO correctors in the propel-

lant feed lines to avoid such phenomena.

(b) Turbo Pumps

The pumps are used to feed the propellants into the combustion chamber with the

required initial conditions. The pumps are located near to the combustion chamber

and the propellant pressure at the pump inlet has to be sufficient to avoid cavita-

tions. The pump speed requirements come from the propellant mass flow rate

requirements. As an example, to inject low-density propellant such as liquid

hydrogen, the required pump speed has to be more than 40000 rpm (revolutions

per minute). Generally the pumps adopted for liquid propulsion system rockets are

of centrifugal type due to its characteristics of high performance, small volume and

less mass. The power required to drive the pump is provided by turbines. The pump

and turbine are generally arranged in common shaft and such configurations with

both units together are called turbo pump assembly.

(c) Gas Generator (GG)

Gas generators produce hot gases required to drive turbines. Small amounts of

propellants drawn from both outlets of oxidizer and fuel pumps are burned in

combustion chamber to produce the necessary hot gas for driving the turbine. In

the case of GG cycle, combustion products are with high fuel-rich mixture ratio

(e.g., as in the case of staged combustion cycle of cryogenic propulsion) and the

temperature has to be within the limits. In case temperature limit exceeds, mixture

ratio of propellants to GG has to be suitably designed such that the required

temperature is maintained. If the combustion of propellants in GG produces high-

temperature gases which are beyond the allowable limits of turbine materials, it is

necessary to use water to reduce the temperature of gas mixture in GG.

9.7.4 Injector

Injector in liquid propulsion system is a major subsystem that plays a crucial role of

ensuring stable combustion process. The pumps inject the propellant to the com-

bustion chamber through injectors, which is a plate having orifices. To ensure

smooth and stable combustion, specific functions of the injectors are (1) atomizing

the propellants and (2) proper mixing and distribution. Generally mixing is done by

impinging the propellants on each other. But other methods are also being used.

Typical injector configurations are given in Fig. 9.24.
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The injector design parameters such as spacing, pattern, size and shape of

orifices depend on many factors: (1) heat transfer characteristics, (2) heat energy

release and (3) combustion characteristics.

9.7.5 Thrust Chamber

After the propellants enter into combustion chamber, the vaporization, mixing and

reactions take place. Depending on the combustion cycle, part of the combustion

takes place at GG pre-burner level. In certain cases, only the combustion products

are injected in gaseous form. Under such conditions, the time taken to complete the

combustion process in thrust chamber is very short. This has two advantages:

(1) combustion process efficiency is high and (2) the combustion chamber length

is shorter.

The high-temperature combustion product produced in combustion chamber is

expanded through nozzle to develop necessary thrust. Major components of thrust

chamber are

a. Propellant manifolds and injector, which admits the required quantity of pro-

pellants for burning

b. Combustion chamber where propellants burn

Nozzle assembly is where the hot gases are expanded to attain the required

exhaust velocity. To withstand high heat flux at the throat, generally throat insert

which is made out of silica-phenolic material is used. This material acts as insula-

tion cooling at throat location.

9.7.6 Engine Cooling

In liquid engines the thrust chambers are subjected to severe thermal environments

and demands efficient cooling system to ensure the safe and normal functioning of

the engines. The main aim of a cooling system is to limit the wall temperature

Fig. 9.24 Types of injectors (a) Co-axial (b) Doublet
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within the safe operating limit of the material used for the thrust chamber and

nozzle.

Generally, active cooling methods like regenerative cooling, film cooling, dump

cooling, etc. are adopted in liquid engines to achieve the efficient cooling. The

passive cooling scheme used in rockets includes insulation, heat sink, ablation and

radiation cooling.

Thermal management of nozzle divergent regions are generally achieved

through radiative cooling. Heat felt by the nozzle is radiated away from the outer

wall of the chamber to the external surroundings. In case of engine nozzles, where

high heat flux is felt, suitable high-temperature materials are chosen for the nozzle.

In engines which operate at high pressure and long durations the cooling is carried

out using regenerative cooling. The schematic of a typical regenerative cooling is

given in Fig. 9.25a.

The thrust chamber wall and nozzle wall contain passages as shown in

Fig. 9.25a. The passage may be constructed through double wall construction,

having coolant tube around the chamber. Coolant is passing through these coolant

passages and convecting the heat which reduces the temperature of chamber and

nozzle. Generally for rocket engines, fuel is used as coolant and injected into a

toroid at the injector location thrust coolant inlet. After cooling, the temperature of

the fuel is increased and this fuel is injected into the combustion chamber as

represented in Fig. 9.25a. In cryogenic engines hydrogen is used as the regenerative

coolant. The quantity of coolant through the engine has to be carefully computed

considering the cooling needed, thrust and mixture ratio requirements. After

Fig. 9.25 A typical active cooling (a) Regenerative cooling (b) Film cooling

378 9 Propulsion Systems



cooling, if the fuel is dumped out of rocket engine as shown in Fig. 9.25, then this

scheme is called dump cooling.

The inner wall surface of the thrust chamber is protected from excessive heating

by injecting a thin film of coolant at the outer periphery of the injector head as

shown in Fig. 9.26b. This is termed as film cooling. The film layer adjacent to the

wall reduces the heating of the divergent position of the nozzle. Both liquid and

gaseous cooling are used depending on the overall cooling requirements. The

combination of cooling is also used in engines where the heat flux levels are

high, like cryogenic engines.

Insulation cooling is the use of extremely low–-thermal conductivity material,

which reduces the heat flux to wall. Typical material is pyrolytic graphite. This

material has conductivity of the order of 2�103 W/(mK) in a direction parallel

to the layer planes whereas along the normal to the plane, the value is merely

5.75 W/(mK). Therefore, it is preferred to conduct the heat in one direction whereas

avoiding heating of mission critical elements. The heat sink cooling, ablation

cooling strategies are similar to the one used for re-entry missions.

9.7.7 Propulsion Control Systems

As discussed earlier, in order to ensure maximum performance of the vehicle, the

following are the additional requirements on propulsion system:

1. Defined thrust profile for each stage has to be ensured within the allowable

dispersion band.

2. Both stored propellants have to be consumed maximally. This is achieved by

suitable propellant management by ensuring the specified mixture ratio within

the allowable band.

Normally the propulsion systems contain many complex components along with

a wider dispersion on operating environment viz., pressure and temperatures. All

these aspects can contribute to the large variations on the realized thrust and

mixture ratio. Therefore, closed-loop control system is required in the propulsion

system to regulate and control these parameters to the required level. Either the

Fig. 9.26 Typical hybrid motor
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system can be autonomous mechanical system as part of engine design or an

external driven system based on the vehicle and propulsion system measurements

by computers external to the engine system.

1. Mechanical System

The mechanical system–based thrust and mixture ratio control system works

based on balanced piston principle. No electrical or electronic systems are involved.

(a) Thrust Control System

The thrust of a rocket engine is directly proportional to the mass flow rate through

the thrust chamber. For a given thrust chamber and nozzle, the mass flow rate

remains linear to chamber pressure. Hence the thrust can be maintained constant by

controlling the chamber pressure. Thrust regulation is achieved by regulating the

output of the gas generator used for driving the turbine. The thrust regulation

system employed in the engine receives chamber pressure as the feedback. The

thrust regulation system compares chamber pressure feedback with a constant

(reference) pilot pressure and regulates the flow rate to the gas generator so that

the chamber pressure is maintained at a predefined value.

(b) Mixture Ratio Control System

Mixture ratio controller known as equilibrium regulator ensures constant mixture

ratio in the thrust chamber. The main injector is calibrated in such a way that the

required mixture ratio is obtained, if the injection pressures of fuel and oxidizer are

the same. This calibration method simplifies the function of the mixture ratio

controller. Hence the mixture ratio of the main chamber is controlled by equalizing

the injection pressures of both fuel and oxidizer through a mixture ratio controller.

By design, the oxidizer pump outlet pressure is generally kept higher than the fuel

pump outlet pressure for the pump inlet pressure conditions. The mixture ratio

controller is positioned at the oxidizer pump outlet. It monitors the fuel injection

pressure and introduces pressure loss in the oxidizer line so that the injection

pressure of oxidizer is equal to that of the fuel.

2. External Driven System

In the external systems, the required sensors measure the thrust of the engine or

chamber pressure along with other required parameters. Using these sensor outputs

and a defined algorithm, the onboard computer generates the flow command to the

GG. Based on the input flow to GG, the hot gas generation is modulated, which in

turn alters the turbine input. Correspondingly the pump output regulates both

oxidizer and fuel flow to the engine in the same proportion as the required mixture

ratio which controls the chamber pressure and thrust.

In the case of mixture ratio control system, using the measured and required flow

rates, based on the defined algorithm, the computer generates the command which

regulates one of the flow rates to injectors (generally oxidizer flow rates, which

directly injected into the combustion chamber), thus maintaining the required

mixture ratio.
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9.8 Hybrid Propulsion Systems

The hybrid rocket propulsion, as the name suggests, uses two different states of

matter with oxidizer in liquid form and fuel as solid. The general configuration of a

typical hybrid motor is as shown in Fig. 9.26.

The oxidizer stored in a separate tank and pressurized by the gas is injected into

the thrust chamber consisting of moulded fuel grain. The hybrid thrust chamber is

similar to the solid motor discussed earlier with a motor case, insulation and

propellant grain depending on the propellant combinations. The ignition of the

motor is achieved either by separate igniter or through hypergolic action. The hot

gases produced through combustion are expanded through a nozzle. A valve at the

outlet of the oxidizer tank regulates the flow of oxidizer to the thrust chamber.

Hybrid motors are generally low-thrust systems and hence pressure-fed systems

are used.

The typical propellants used in hybrid rockets are hydroxyl-terminated polybu-

tadiene (HTPB) or polyethylene (PE) as fuel and liquid oxygen (LOX) or nitrous

oxide (N2O) or high test hydrogen peroxide (H2O2) as oxidizer. When the liquid

propellant enters into the combustion chamber it vaporizes and reacts with the solid

propellant. In solid motor the burning always takes place close to the grain surface

whereas in hybrid motors the combustion takes place over the solid fuel surface.

This happens since the fuel and oxidizer vapours mix in stoichiometric ratio in the

boundary layer zone above the fuel grain. The hybrid rockets are relatively simple

since it requires only single liquid propellant demanding less number of valves,

plumbing and other associated operations. It offers higher Isp compared to bipro-

pellant fluids. The denser fuel has high density and hence reduces the overall system

volume. The fuel grain facilitates the addition of reactive metals such as aluminium,

lithium, beryllium, etc. and thereby the corresponding increase in Isp. With the

control of oxidizer flow it is possible to achieve the start, stop and throttling unlike

solid motors.

Similar to liquid engines, here too the oxidizer has to be atomized and vaporized

by using suitable injector. The combustion instability in this engine is one of the

important issues and it is generally avoided by having high pressure drop across the

injector. But it limits the thrust chamber pressure and also the engine thrust.

9.9 Air-Breathing Chemical Propulsion

The present-day STS uses rocket chemical propulsion and this configuration makes

the vehicle more heavy and inefficient with respect to vehicle performance point of

view. The performance deficiency further aggravates by the limit on the specific

impulse achievable by the chemical propulsion technologies.

Depending on the propellant combinations used in the existing rocket propulsion

systems, the propellant mixture ratio varies between 2 and 6. This demands about
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55 % of rocket mass as oxidizer which has to be carried by the vehicle. Out of this,

about 75 % of the total oxidizer is being consumed during atmospheric flight phase

of the vehicle up to 50 km. This mass works out to be about 40 % of the total vehicle

mass. If the oxygen from atmosphere is used during this phase, vehicle mass can be

reduced to the extent of 40 %. The mass reduction along with the increased specific

impulse can make a quantum leap in vehicle performance. Therefore, all space-

faring nations are seriously investigating the use of air-breathing propulsion sys-

tems for STS vehicle. But it demands advanced technologies which are to be

developed and qualified before applying for STS.

Air-breathing propulsion deals with the usage of air from atmosphere for

chemical reactions. Unlike aircraft, the STS vehicles pass through dense atmo-

sphere quickly with very high velocity. Even though density of air falls rapidly with

altitude, air availability for combustion is related to product of density and velocity.

Therefore, higher velocities of STS in principle can facilitate high-altitude

operations.

9.9.1 Types of Air-Breathing Propulsion Systems

Turbo jets, turbo jet with after burning and turbo fan engines are basic air-breathing

engines being used in aircraft and their operations are limited to Mach number up to

about 2 whereas STS vehicle operations are at very high Mach numbers.

(a) Ramjet

As the flight speed increases, the total pressure of free stream increases compared to

free stream static pressure. Their ratio crosses 2 at M¼ 1.1, and at M¼ 2, the ratio

increases to 8, and at M¼ 3, the pressure ratio is about 40. Therefore, ram effect of

flight velocity is used to compress the air, recovering the free stream total pressure

before it is fed into the combustion chamber. At the combustion chamber, fuel is

injected along with ignition system to produce combustion product due to chemical

reactions. The combustion product is expanded through nozzle. Typical ramjet is

represented in Fig. 9.27b. The advantage of ramjet is that there is no rotating

component and the system is simple. But the main disadvantage is that, to have

the compression of air by ram effect, the propulsion system has to reach a specified

minimum velocity. Generally other propulsion systems have to be used to reach

M> 2 before starting the ramjet.

In rocket chemical propulsion, high-pressure, high-temperature combustion

products are expanded through nozzle to get high exit velocity as shown in

Fig. 9.27a. But in air-breathing propulsion system, there is both inlet jet and exit

jet as represented in Fig. 9.27b. The net thrust of air-breathing engine is the

difference between exit jet and inlet jet.

The thrust produced by rocket propulsion system is given by
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Trocket ¼ _mVe þ Pe � Pað ÞAe ð9:72Þ

whereas for the air-breathing propulsion system as explained in Fig. 9.28b, the net

thrust produced in the forward direction is given by

Tair breathing ¼ _meVe þ Pe � Pað ÞAe½ � � _miVi þ Pi � Pað ÞAi½ � ð9:73Þ

where, _mi, Vi, Pi are mass flow rate, velocity, pressure of inlet air and Ai is the

inlet area.

A system of intricate shocks generated internally due to air intake configuration

is carrying out the task of compressing the air. Therefore, the shape and geometry of

‘air intake’ has to be carefully designed considering all the aspects.

(b) Scramjet

At hypersonic speeds beyond M> 5, decelerating of the air to lower subsonic

speeds at the entry point of combustion chamber becomes inefficient. The temper-

ature of air reaching combustion chamber is very high (at M¼ 7, the temperature is

about 2300 K), which is comparable to stoichiometric air-fuel combustion temper-

ature. Therefore, the extra thermal energy added due to combustion process is being

used for dissociation process. This clearly indicates that for efficient generation of

thrust at hypersonic speeds, free stream air cannot be decelerated to subsonic speeds

at entry into the combustion chamber. Under such conditions, scramjet engines are

useful.

In the scramjet (supersonic ramjet) engine, the hypersonic free stream air,

decelerated to a lower Mach number at combustion entry, is still at supersonic

velocity. Generally the intake design of scramjet engine is to achieve about

one-third of free stream Mach number at the combustor.

Fig. 9.27 Comparison

between rocket and air

breathing propulsion
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Combustor design and operation are very complex for scramjet. The air and fuel

have to be mixed, ignited and burned within short residence time available as air

enters combustion chamber at very high speed. Typically for flight M¼ 7, the speed

of air at combustion location is about 1500 m/s. Typical scramjet representation is

given in Fig. 9.28. The dual-mode ramjet (DMRJ) being designed combines the

operation of ramjet and scramjet in one system (Fig. 9.29).

9.9.2 Typical Air-Breathing Propulsion Systems for STS
Applications

Typical specific impulse for different propulsion systems with hydrogen as fuel is

given in Fig. 9.30. It can be seen that the ramjet is effective fromM¼ 3–6. Scramjet

M = 0 – 3: Rocket, Turbojet, Air augmented rocket    

M = 3 – 6: Ramjet

M = 6 – 15: Scramjet

M > 15: Rocket

Alternately

M = 3 – 15: Dual Mode Ram Jet

Fig. 9.28 Typical scramjet

configuration

Fig. 9.29 Operating regimes of Air breathing propulsion system
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gives the better performance from M¼ 6–15 whereas beyond M¼ 15, essentially

rocket propulsion system is essential. Therefore, a typical STS configuration

adopting air-breathing propulsion system can be configured with the following

propulsion combinations.

9.10 Non-Chemical Propulsion Systems

In chemical propulsion systems, there is limitation in obtaining high jet exhaust

velocities. They are generally limited to a maximum of 5000 m/s. The high

combustion temperature and low molecular mass of the exhaust gases pose a severe

limitation in chemical rockets to achieve higher exhaust velocities. But it is possible

to achieve higher velocities using electrical energy. Electric propulsion, for exam-

ple, depends on electrons or magnetic fields to accelerate the charged particles to

high velocities thus giving very high Isp. The electrostatic thrusters make use of

electric field to accelerate the ionized particles. Typical propellants used are xenon,

cesium, etc. These thrusters are also known as ion thrusters and provide very high

specific impulse. The plasma thrusters utilize the electric and magnetic fields jointly

to accelerate the positive ions within plasma. Although all these propulsion systems

are able to offer high specific impulse, the thrust levels achieved are generally

smaller. Therefore these systems find wide applications in spacecraft control, inter-

planetary travel, etc.

The idea of using nuclear energy for rocket propulsion was initiated almost with

the development of chemical propulsion. In such systems the propellant enters into

the reaction chamber to absorb the heat generated by the nuclear reaction. The hot

gas so produced undergoes thermodynamic expansion through a nozzle. These

systems are capable of producing high thrust and high specific impulse. This system

virtually can use any propellant but a typical propellant like liquid hydrogen pro-

vides high Isp. The development and use of nuclear propulsion is highly constrained

due to problems associated with radiation and the shielding requirements. Serious

discussions are on to generate international treaties to avoid the use of nuclear

rockets in the Earth’s atmosphere.

Fig. 9.30 A typical test facility for testing a solid motor
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9.11 Qualification of Propulsion Systems

In order to ensure reliable performance of propulsion systems, all their subsystems

have to undergo elaborate tests and qualification at different levels. The tests are to

be planned at components/subsystems level and then at the integrated systems level.

Propulsion module development is generally initiated with an engineering model

and tested under the atmospheric conditions. These tests are to be extended to

encompass the higher altitude or vacuum to qualify them for flight conditions.

System reliability has to be established by carrying out a series of ground tests to

measure the performance over the entire range of operating conditions and some-

times even beyond to establish the margins. All these tests demand extensive test

facilities built for the purpose of meeting various test conditions and ensuring the

highest level of safe and reliable operation.

The wide range of tests needed is to be categorized as given below. These tests

are to be carried out in sequence.

(a) Tests at components or subsystem level like igniters, valves, actuators, noz-

zles, motor case, controls, structures, etc.

(b) Static tests for propulsion modules where the tests are carried out under a wide

range of operating conditions which includes parameters even beyond three

sigma conditions

(c) Propulsion system tests with progressive integration of other vehicle subsys-

tems like interstage, structures, flight avionics, control systems, etc.

(d) Space environment testing like thermal, vacuum, etc. to the extent possible

9.11.1 Qualification Methodology for Solid Motors

All subsystems of solid motor like motor case, nozzle, igniter, etc. undergo detailed

subsystem-level tests to ensure that they meet the specified performance and can

withstand the severe temperature conditions. All these tests are to be planned by

giving utmost importance to safety issues. The subsystems are to be integrated

carefully using special tools, equipments and facilities to ensure the safe and

reliable performance. These components are also to be subjected to several other

tests like thermal, vibration and acceleration tests. The number of units to be tested

depends on the severity of the function. For example, the igniters are evaluated

using a large number of units to ensure their reliable operation since these compo-

nents are highly mission critical. In all these tests extensive instrumentation is

necessary to measure the strain, pressure, temperature, etc. depending on the

requirements.

Once all components and subsystems are certified for their performance the

propulsion module involving the motor case, igniter, nozzle, control system and all

other associated elements are integrated. Then this propulsion module has to be

subjected to static tests in a test stand specially prepared for the purpose to evaluate
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its ballistic performance. The number of tests should encompass the entire range of

operating conditions, simulated environment and even off-design conditions. The

number of qualification tests needed is to be decided judiciously without sacrificing

the overall reliability requirements. It is also necessary to build a mathematical

model of the system incorporating all essential design features and to carry out

detailed simulation studies with dispersions to establish the margins. The result

from experimental test has to be utilized to validate the mathematical model. A

typical test facility for evaluating the performance of a solid rocket motor is given

in Fig. 9.30.

The test bay consists of main structure to house the motor case horizontally, an

axial thrust measurement system on the head end consisting of a rigid thrust wall, a

thrust frame, a load link capable of measuring the required thrust and necessary

fixtures for fixing the motor on the structure. Entire test setup is housed inside a

strong block house protected using strong concrete structure to withstand the

explosion if any due to any unforeseen reason. The motor is adequately

instrumented to measure the ballistic performance, temperature across the motor

case and nozzles, strain measurement and vibrations. The control system perfor-

mance also needs to be evaluated in one of the tests by integrating the actuators and

all other associated control elements with the motor. Detailed measurements in

terms of nozzle deflections are needed and the performance is to be evaluated for

different input conditions. The instrumentation and control room is to be generally

located at a safe distance from the test bay to protect them against any mishaps

during the test. All elements used in the test bay are to be protected by making them

explosion proof as far as possible and to minimize the damage in the event of any

mishap. The number of static tests needed to qualify a solid motor has to be

judiciously estimated based on the performance, schedule, cost and other program-

matic considerations.

9.11.2 Qualification Tests for Liquid Propulsion Systems

The liquid propulsion systems consist of several components and subsystems unlike

solid motors. They are engine, stage, control components, igniters whenever

needed, actuation systems, etc. Extensive tests at different levels are needed to

qualify the liquid propulsion systems as given below:

(a) Cold flow tests for characterization of injector, turbo pump, control

components, etc.

(b) Engine qualification tests

(c) Engine and stage hot tests

(d) High-altitude tests for engine wherever applicable

Apart from these, detailed structural tests are needed for tankages and structures.

All these tests are to be carried out using specially prepared test facilities under

closely controlled conditions to ensure the safety. For engine and stage tests in
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liquid propulsion systems, elaborate ground facilities like propellant storage tanks,

safety features to detect/manage propellant leakages, pressurization systems, exten-

sive plumbing systems with automated valves, propellant disposal yard, instrumen-

tation and data acquisition systems are needed. In all these systems safety practices

are to be meticulously followed to protect the installations and personnel in the

event of any unforeseen accident. Necessary pollution control for both atmosphere

and ground water has to be put in place.

In liquid systems it is possible to abort the test in the event of any of the

parameters exceeding the set values by automatically shutting off the fuel and

oxidizer valves. Therefore suitable abort logic has to be worked out and

implemented in tests to avoid damage due to any mishaps. A typical engine and

stage static test setup is shown in Fig. 9.31.

The main objectives of the static test for the liquid engine and stage are

Fig. 9.31 A typical liquid stage test set up
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(a) To evaluate the performance of the integrated stage with all subsystems as

close to flight as possible

(b) To verify the loading of propellants and other fluids including the functioning

of sensors in the stage

(c) To assess the control system performance by subjecting the same to the

maximum duty cycle

(d) To measure the thermal conditions of the engine and stage by suitable

instrumentation

(e) To estimate the left-out propellant after the engine firing for the specified flight

duration

(f) To verify the start and shut-off transients

(g) To assess the vibration and acoustic levels at critical points

(h) To study the dynamic behaviour of the entire fluid system

Therefore the test articles of the engine stage and all other subsystems have to be

similar to flight systems excepting the tank which is generally built rugged so that

number of static tests can be conducted using the same hardware. The liquid stage

tests are generally done in vertical configuration and the test stand is built to

accommodate the engine and stage as shown in Fig. 9.31. The structure is to be

built to withstand all loads including the main engine thrust. It contains a few

platforms to assist the integration of stage. All necessary handling fixtures to erect

the liquid stage on the test stand are needed and appropriate deflector pit to direct

the exhaust gas of the engine is to be incorporated. For flame cooling appropriate

water cooling system is needed. Elaborate instrumentation is required to measure

all essential parameters of the engine and stage like strains, temperatures, heat

fluxes at all identified locations, vibration, acoustic and control system parameters.

The instrumentation bay is to be located far from the test stand from safety

considerations. The engine and stage tests are carried out in phases, initially for a

very short duration to verify that all test subsystems function properly. Then test

duration is extended to an intermediate value before the total flight duration tests are

carried out. The number of tests to be carried out using the facility depends on

several factors and to be judiciously decided to establish the reliability of the liquid

stage.

Location of test facilities is to be decided considering the safety aspects, impact

on the environment and ecology. It is essential to have provisions for pollution

control for both atmosphere as well as ground water. Whenever large engines are

tested acoustic levels are to be assessed and it can be as high as 160 dB which

certainly affects the surrounding life. The test scheme has to choose suitable test

profiles to account for the real operating conditions of the engine in flight. Therefore

test plan is to be designed not only to validate the performance of the propulsion

system under its operating conditions but also to demonstrate the margins under

extreme conditions.

Wherever the engines are used for igniting and operating at higher altitudes, the

tests at high-altitude conditions (HAT) are necessary to qualify the engine and

thrust chamber under vacuum conditions. Main objectives in such tests are to
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demonstrate the vacuum ignition, the vacuum thrust and to study the engine

performance during start and tail-off transients. In cryogenic engines the vacuum

ignition and qualification of suitable engine start sequence are important. The test

facility for such tests should have provision to accommodate the engine and thrust

chamber, a vacuum system to simulate the high-altitude vacuum conditions, a

suitable thrust measurement system to measure the vacuum thrust and a diffuser

system to eject the engine exhaust from low pressure (vacuum) to high pressure

(ambient condition). During the starting phase the recovered pressure downstream

has to be less than the ambient pressure and therefore diffuser alone cannot expel

the exhaust gas. In such cases an ejector system which is essentially a fluid dynamic

pump is needed. This system utilizes the high-velocity fluid to expel the exhaust

gases from low pressure to high pressure. For short-duration tests ejectors have to

be continuously used, whereas in long-duration tests they are needed only during

the start and shut-off transients.
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Chapter 10

Aerodynamics of Launch Vehicles

Abstract Aerodynamics plays a vital role in STS design process. The steady and

unsteady aerodynamic loads generated due to the relative motion between vehicle

body and surrounding air during the atmospheric flight phase of the vehicle, its

aerodynamic characteristics, external environment and flow characteristics are the

major inputs for the vehicle systems design. The aerodynamic axial force is used for

the mission design and vehicle performance evaluation. The steady aerodynamic

disturbance moments and loads acting on the vehicle are required for vehicle

control and structural systems design. Further the aerodynamics-related issues

become complex since the maximum dynamic pressure, maximum aerodynamic

force and moment coefficients, unsteady loads, maximumwind velocity, large wind

shear and measured uncertainties of wind occur almost simultaneously. The vehicle

sizing with clustered propulsion systems complicates the aerodynamic flows with

unfavourable additional aerodynamic loads. The unsteady pressure fluctuations are

due to shock oscillations during the transonic regime and local aeroacoustic loads

due to flow separation because of protrusions form a major input for the qualifica-

tion of structural and other sensitive systems. This chapter presents the aerody-

namic characteristics of a launch vehicle during various phases of its atmospheric

flight, different types of aerodynamic loads acting on the overall vehicle/its sub-

systems and their importance for the launch vehicle systems design. Methods of

estimating these loads under different conditions are also outlined. Subsequently,

aerodynamic force and moment on overall vehicle, its impact on the vehicle

systems design and the methods of aerodynamic characterization using the com-

putational fluid dynamics and wind tunnel studies are briefly covered. The salient

features of aerodynamic configuration design of a launch vehicle are also included.
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10.1 Introduction

Aerodynamics plays a vital role in STS design process. The steady and unsteady

aerodynamic loads are generated due to the relative motion between vehicle body

and surrounding air during the atmospheric flight phase of the vehicle along with its

aerodynamic characteristics, external environment and flow characteristics form

the major input for the vehicle systems design. While the aerodynamic axial force is

used for the mission design and vehicle performance evaluation, the steady aero-

dynamic disturbance moments and loads acting on the vehicle have major roles in

the vehicle control and structural systems design. In addition, the structural design

loads need to be augmented for the unsteady flow phenomena to ensure sufficient

structural design margin during the crucial atmospheric flight phase of the vehicle.

The aerodynamics-related issues get further aggravated since the maximum

dynamic pressure, maximum aerodynamic force and moment coefficients, unsteady

loads, maximum wind velocity, large wind shear and measured uncertainties of

wind occur almost simultaneously. The optimum vehicle sizing with clustered

propulsion systems further complicates the aerodynamic flows with unfavourable

additional aerodynamic loads on the vehicle. The functional protrusions provided

on the vehicle external surface produce localized steady and unsteady loads which

need to be considered for the design of the corresponding protrusions and vehicle

structural systems.

The unsteady pressure fluctuations caused due to shock oscillations during the

transonic regime and local aeroacoustic loads caused by protrusions due to flow

separation form a major input for the qualification of structural elements as well as

sensitive avionics and spacecraft systems. This chapter initially provides a brief

account on the typical aerodynamic flow characteristics on ascent phase of STS

(launch vehicles). Subsequently, aerodynamic force and moment on overall vehi-

cle, aerodynamic characteristics, its impact on the vehicle systems design and the

methods of aerodynamic characterization are explained. The salient features of

aerodynamic configuration design of a launch vehicle are also included at the end of

this chapter. The aerodynamic aspects of reentry vehicle STS is explained in

Chap. 15.

10.2 Aerodynamic Flow Characteristics

Aerodynamic loads act on a launch vehicle throughout its mission duration, starting

from vehicle on launch pad, flight through dense atmosphere and even during flight

in the rarefied atmosphere. The aerodynamic flows featuring specific characteristics

at different regimes of flight generate aerodynamic loads of different natures with

different magnitudes. Based on various physical phenomena and its relative impor-

tance to the vehicle design process, the aerodynamic flows can be classified into the

following categories:
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1. Continuum, transitional and free molecular

2. Laminar and turbulent

3. Incompressible and compressible

4. Subsonic, transonic, supersonic and hypersonic

5. Inviscid and viscous

6. Separated

10.2.1 Continuum, Transitional and Free Molecular Flow
Regimes

Atmospheric phase of launch vehicle mission can be classified into flight through

continuum, transitional and free molecular flow regimes. Knudsen number (Kn),

which is the ratio of mean free path of air particles to the characteristic length of the

vehicle (reference diameter, for the launch vehicle case) is used to distinguish these

flow regimes. The continuum flow regime, wherein Kn< 0.001, is more critical for

launch vehicle design as the vehicle encounters high dynamic pressure during this

flight phase. However, the vehicle flight at higher altitudes (generally altitude more

than 120 km) encounters very low-density free molecular flows, wherein the

characteristic length of the vehicle is much smaller than mean free path of the air

molecules and Kn> 10. Flow regimes which have Kn between 0.001 and 10 are

called as transitional flows.

10.2.2 Laminar and Turbulent Flows

Boundary layers play an important role in aerodynamic characteristics of a launch

vehicle. Boundary layer is a very thin layer of aerodynamic flow close to the vehicle

surface, across which the velocity rises rapidly from zero at the vehicle wall to

about 99 % of free stream velocity at the outer edge of the layer. The pressure

within the attached boundary layer remains constant, which is the same as the

pressure on the surface. However, when the flow is separated or when the flow is

hypersonic with strong viscous inviscid interaction, the pressure within the bound-

ary layer is not constant. Boundary layer is part of aerodynamic flow in the vicinity

of launch vehicle, and the viscous flows within the boundary layer distort the

non-viscous flows outside its boundary. Thus, the aerodynamic flow around the

launch vehicle during its atmospheric flight phase can be divided into two parts:

1. Flow inside the boundary layer, wherein viscous and skin friction effects as well

as heat transfer between environment and vehicle are dominant

2. Flow outside the boundary layer called as inviscid flow, wherein the viscosity

effects can be neglected
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Boundary layer characteristics depend on vehicle size, viscosity and density of

flow medium and flow speed. Therefore, in order to take care of variations in the

operating environment of the vehicle as well as to take care of the vehicle size, these

flows are characterized with respect to the non-dimensionalized parameter, Reyn-

old’s number, Re, which is the ratio of inertial force to viscous forces in a flow as

defined below:

Re ¼ ρ1V1Dref

μ1
ð10:1Þ

where ρ1, μ1, V1 and Dref are the free stream density, viscosity, velocity and

reference diameter of the vehicle respectively.

To start with, the flow is laminar over a vehicle and the boundary layer is thin. As

the flow progresses, the ratio of destabilizing inertial force to the stabilizing viscous

force increases. At a critical Reynolds number of about 0.5 million, the flow

undergoes transition from laminar to turbulent flow. Inside the turbulent boundary

layer, the flow is unsteady and is characterized with eddies of various sizes. Also the

boundary layer thickness is more as compared to the laminar flow. The laminar and

turbulent boundary layers are explained in Fig. 10.1

Typical features of boundary layers and its effects on aerodynamic characteris-

tics of launch vehicle are given below:

1. Laminar flow generates lower skin friction drag as compared to the

turbulent flow.

2. For the attached flows, the effective body size is proportional to the boundary

layer thickness. Therefore, for a thicker boundary layer, the form drag is more.

Fig. 10.1 Laminar and

turbulent boundary layers.

(a) Flows. (b) Velocity
Profiles
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3. Very smooth body generates very thin laminar boundary layer for the initial

portion of the vehicle which produces lower drag. However, a very thin laminar

boundary layer subsequently gets severely affected by the adverse pressure

gradient which makes the flow separate. The separated flow causes large

increase in the pressure drag.

4. Rough surface tends to make the boundary layer turbulent, and a turbulent

boundary layer can withstand larger adverse pressure gradient as compared to

the laminar boundary layer without undergoing flow separation. Thus, although

the skin friction drag is more for the turbulent boundary layer, this would delay

the flow separation as compared to the laminar boundary layer and the associated

large increase in pressure drag.

5. Shock and boundary layer interaction makes the flow separate. Along with

increase in the pressure drag, the flow separation process introduces flow

unsteadiness and in turn unsteady loads.

10.2.3 Incompressible and Compressible Flows

Incompressible flow is the one in which the density of the air remains constant

during flow over the launch vehicle surface. Alternatively, for the incompressible

flows, the density changes and the change has a negligible impact on the output of

interest. As a rule of thumb, if the airflow density change is less than 5% of

stagnation point density, then it is called incompressible flow. The airflows are

generally incompressible if the flow speeds are much less than the speed of sound,

i.e. when Mach number M< 0.3. This is the characteristic of airflow due to wind

over a vehicle on the launch pad as well as during initial phase of vehicle flight.

Subsequent to that, till the end of the atmospheric flight phase, higher vehicle

speeds cause the airflow to get compressed as it contacts with the vehicle surface.

The flow phenomenon during high-speed flight is explained below.

As the vehicle moves, the air particles brought to rest relative to the vehicle in

front of the vehicle create a stagnation pressure built up at that location. This

pressure build-up acts as a disturbance in the flow field and the difference in

pressure present in the flow is propagated in all directions of the fluid medium

with the speed of sound. When the vehicle speed is very low, this pressure

disturbance can propagate upstream of the flow with the speed of sound and change

the flow pattern ahead of the vehicle. This causes a smooth flow over the vehicle,

giving the impression as if the flow ‘knows’ in advance the presence of the vehicle

and negotiates the flow over the body. This phenomenon is represented in

Fig. 10.2a. As the speed builds up, the pressure difference in the forward direction

is not able to propagate to a longer distance with respect to the vehicle as the vehicle

also moves at a speed comparable to the speed of sound as represented in Fig. 10.2b.

When the vehicle moves with the speed of sound, the pressure difference

travelling against the flow direction cannot propagate further with respect to the

vehicle. This happens as both pressure difference and vehicle moving with the same
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speed and pressure difference in front of the vehicle progressively builds up and a

high-pressure shock wave forms in front of the vehicle as represented in Fig. 10.2c.

In this case the pressure difference cannot be communicated to the upstream, when

the airflow strikes the vehicle and it is forced to change its properties abruptly.

Thus, across the shock, the flow properties, i.e. temperature and pressure, change

almost instantaneously, density increases and speed decreases. The shock wave

thickness is approximately of the order of microns in the dense regions of flight. In

fact the thickness of the shock depends on the Reynolds number. For rarefied flows,

i.e. at altitudes more than 80 km, the shock wave thickness is of the order of

centimeters. For a very small region, the shock wave is normal to the flow direction

(normal shock) and due to accumulation of all pressure differences, shock strength

is also high in that regime. As the vehicle speed further increases beyond the speed

of sound, the shock wave becomes oblique to the vehicle and flow direction

(oblique shock) as shown in Fig. 10.2d.

High-speed flows over the launch vehicle produce shock waves in the flow field.

All the flow variables are discontinuous across the shocks which in turn create

steady and unsteady loads on the launch vehicle. For very high speeds, in addition

to the loads, aerodynamic heat transfer also occurs from flow to the vehicle. The

compressible flow regime can be classified into subsonic, transonic, supersonic and

hypersonic depending on the non-dimensional parameter, free stream Mach num-

ber, which is the ratio of free stream velocity to free stream speed of sound as

defined below:

M ¼ V1
a1

ð10:2Þ

10.2.3.1 Subsonic Flows

If all regions of flow over the launch vehicle have local Mach number less than

1, then the flow is subsonic, which is normally the case for free stream Mach

numbers less than 0.8. For free stream Mach numbers between 0.8 and 1.2 the flow

over the vehicle is having regions of subsonic and supersonic flow and is termed as

transonic flow. For free steam Mach number between 1.2 and 5.0 the flow is termed

Fig. 10.2 Flow phenomena at various speeds
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as supersonic and Mach numbers larger than 5 is termed hypersonic where the

viscous inviscid interaction of the shock layer is dominant.

Subsonic flows are characterized by smooth streamlines without any disconti-

nuity. This generally exists up to a free stream Mach number of about 0.8, wherein

the flow speed over the vehicle surface is always less than the local speed of sound

as shown in Fig. 10.3.

10.2.3.2 Transonic Flows

When the free stream Mach number reaches about 0.8, the subsonic free stream

flow expands and the speed increases locally to the sonic speed (M¼ 1) as shown in

Fig. 10.4a.

The free stream Mach number at which the flow reaches sonic speed locally is

called critical Mach number. This Mach number is the start of the transonic flow

regime. As the free stream Mach number increases further, still less than sonic

speed, the flow locally expands to a supersonic pocket terminated with shock,

beyond which the flow speed is subsonic as shown in Fig. 10.4b. Shock thus

generated interacts with the boundary layer and makes the flow separate. Further

increase in free stream Mach number leads to further expansion leading to the

formation of supersonic pocket after the cone–cylinder junction which is a region of

strong expansion. When the free stream Mach number reaches about 1.2, there will

be clear expansion fans at the shoulders and oblique shock in front of the vehicle.

Depending on the boat-tail angle the flow would sometimes separate and reattach as

shown in Fig. 10.4d. At this free stream Mach number, the flow Mach number over

the entire vehicle surface reaches above the sonic speed. The flight with free stream

M¼ 0.8–1.2 is referred as transonic regime of flight wherein the flow over the

vehicle surface is a combination of subsonic and supersonic pockets.

The transonic regime of the flight is crucial for a launch vehicle mission as this

phase induces additional loads on the vehicle. The formation of shocks over the

vehicle increases the pressure drag. The shock formation at the different axial

locations between the windward and leeward sides causes large differential pres-

sure which increases lateral load on the vehicle. Also during this regime, the shocks

formed on the surface oscillate and move back and forth due to shock wave–

boundary layer interaction. The position change of the shocks with time causes

pressure fluctuations and unsteady loads. In addition, the shock interacts with the

Fig. 10.3 Subsonic flows

10.2 Aerodynamic Flow Characteristics 397



boundary layer and flow separates from the vehicle causing unsteady flow and

hence unsteady loads. These issues aggravate further due to the fact that the high

dynamic pressure regime is very close to this phase of flight. Thus, the launch

vehicles are generally designed for the transonic flight regime loads.

10.2.3.3 Supersonic Flows

The flow beyond the Mach number 1.2 is referred to as supersonic flow, wherein the

flow speed over the entire body is more than sonic speed except for a small region

near the forward portion of the vehicle as shown in Fig. 10.4d. In supersonic flow

regime, shocks and expansion fans are fully developed. Supersonic flow is charac-

terized by shock and expansion waves depending on the flow turning angle and the

flow over the vehicle is generally smooth. As the Mach number increases in the

supersonic flows, the pressure differential between the windward and leeward sides

caused by the flow incidence angle reduces. Therefore the aerodynamic force level

decreases withMach number in this flow regime. Supersonic flows are dominated by

the viscous effects, which in turn heat the vehicle surface due to viscous dissipation

in the boundary layer. Generally supersonic flow regime starts at the free stream

Mach number of about 1.2 and extends up to the Mach number of about 5.

10.2.3.4 Hypersonic Flows

As the free stream Mach number increases beyond supersonic flows, the flow speed

over the vehicle increases further. The free stream kinetic energy of the flow would

become larger than the static enthalpy of the flow and the shock angle reduces so

Fig. 10.4 Transonic flows
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much that the shock wave moves very close to the body, which in turn interacts with

the boundary layer. At higher Mach number, temperature of the gases downstream

of the strong normal shock increases to a very large value. These hot gases bathe

the vehicle surface and heat is transferred to the vehicle surface through convective

and radiative heat transfer mechanisms. In addition, the high temperature causes

chemical decomposition of the air and the real gas effects are predominant,

which alters the aerodynamic characteristics of the vehicle. Therefore, high thermal

environment to the vehicle along with the real gas effects caused by chemically

reacting flows are the characteristics of hypersonic flow regimes. For very high

Mach numbers, beyond 10, the shocks are very close to the vehicle surface and the

aerodynamic force and moment coefficients are almost independent of the Mach

number.

10.2.4 Separated Flows

The flow separation on the wall occurs due to adverse pressure gradient, i.e. with

increase in pressure along the flow direction. Under the pressure gradient, the

particles of the fluid in the relatively slowly moving region near the surface of

the body is retarded by the pressure and also there would be loss of kinetic energy

for fluid particles near the wall due to viscous dissipation. If the pressure gradient is

strong enough, the speed near the surface falls to zero and subsequently reverses the

direction. If this occurs, large eddies are formed and smooth flow stream lines are

lifted away from the surface, creating a large region of slowly moving, eddying

flow which is known as flow separation.

Flow separation is caused by (1) geometric change in the vehicle shape,

(2) shock boundary layer interaction and (3) wake behind the body. Flow separation

caused due to typical geometry changes are represented in Fig. 10.5. These flow

separations cause reverse flow.

Wakes are the separated flows from the vehicle geometry, generally behind the

body. These types of flows occur over the bluff bodies and at the boundary of a body

geometry as represented in Fig. 10.6.

In wake flow, the flow rotations take place and are called vortices. It depends on

the vehicle shape and flow speed, and contains vortex of various strengths, which

can strike the vehicle systems as represented in Fig. 10.6.

Thus, the main characteristics of a separated flow are reverse flow with associ-

ated vortices. In addition, due to the unsteady nature of separated flows,

large unsteady loads are also imparted on the vehicle in these flow regimes.

Flow separation can occur at all the flow regimes as explained in the previous

sections.
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10.3 Overall Vehicle Aerodynamic Features

The various flow phenomena form the aerodynamic features for a launch vehicle

during the different regimes of atmospheric flight and are shown in Fig. 10.7. Due to

the ground winds, vehicle on the launch pad faces aerodynamic flow at almost

normal to the vehicle surface. As the wind speed at ground is much lower than the

speed of sound at sea level, the flow is incompressible. But due to the bluff body

effects, the flow separates from the leeward side of the vehicle. As the vehicle lifts

Fig. 10.6 Flow separation

in the wake. (a) Vortex on

the vehicle. (b) Vortex on

the nozzle

Fig. 10.5 Separated flow

due to geometric change.

(a) Flow over Boat Trail.

(b) Flow over a protrusion
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off, the vehicle velocity builds up which in turn reduces the flow incidence angle

and vehicle follows subsonic flight. As the vehicle velocity increases further, the

compressibility effects become predominant and the vehicle passes through sub-

sonic, transonic and supersonic flow regimes. Along with this, the dynamic pressure

on the vehicle builds up.

Generally, for a launch vehicle ascent mission, the increase in atmospheric wind

velocity almost coincides with this region, which causes a highly disturbed envi-

ronment during this regime. Therefore, to reduce the disturbance levels, the vehicle

is steered to follow zero incidence with respect to the expected airflow direction

estimated with the winds measured close to the launch. However, in flight wind

velocity variations and large wind shear (which are the characteristics of winds in

these regions) cause a flow incidence of the order of 1� to 2� which in turn induces

loads on the vehicle subsystems. Approximately, at the altitude of about 40 km, the

vehicle enters into hypersonic flight and due to the high altitude, the dynamic

pressure reduces to a smaller value. Generally the stage separation occurs at the

hypersonic regime with the dynamic pressure of the order of 100–200

Pa. Subsequent flight phase follows transitional and finally free molecular flight

regime.

During the atmospheric flight phase, laminar, turbulent, separated flows, steady

flows and unsteady flows occur on the vehicle. The various aerodynamic flow

features as explained above along with the free stream characteristics, flight envi-

ronment, size and shape of the vehicle and protrusions cause steady and unsteady

loads on the overall vehicle structure and vehicle subsystems. These loads are

essentially due to skin friction, pressure variations, shock waves, their interactions,

separated flows, vortex-induced and interference effects. The skin friction effects

Fig. 10.7 Flight environment during atmospheric phase of a launch vehicle
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are generated due to viscosity of fluid whereas non-uniform pressure distribution

caused by the vehicle geometry at a particular attitude produces pressure force. The

shock wave causes additional steady loads and also unsteady loads if associated

with flow separation. In addition to this, there can be a load induced by vortices of

wake flow. The interference between the bodies of considerable size such as core

and strap-on motors in the clustered launch vehicle configuration causes interfer-

ence loads.

Total aerodynamic loads on launch vehicle systems are categorized into

1. Overall force and moment on the vehicle

2. Launch vehicle surface steady pressure distribution

3. Distributed steady aerodynamic loads along the vehicle structure

4. Low-frequency unsteady loads on the vehicle structure

5. Unsteady pressure fluctuations greater than 20Hz frequency causing

aeroacoustic loads

6. Steady and unsteady pressure loads at the protrusion locations

The steady loads are generally represented as integrated forces and moments on

the vehicle as well as sectional forces and in certain cases in terms of pressure loads.

Unsteady loads are generally represented in terms of pressure fluctuations. The

magnitude of various loads acting on a launch vehicle during atmospheric flight

regime is higher than the other flight regimes and the vehicle systems are designed

for such loads. Therefore, the atmospheric regime of flight is the most crucial one

for a launch vehicle ascent mission. The overall vehicle aerodynamic force and

moment and the aerodynamic characteristics with steady and unsteady loads on

various subsystems during atmospheric flight regime are explained in the following

sections.

10.3.1 Representation of Aerodynamic Forces and Moments

Airflow over the vehicle causes shear force due to skin friction between air particles

and vehicle body which is primarily a function of wetted surface area, Reynolds

number, Mach number and surface roughness of the vehicle. In addition, due to

airflow, changes in local velocity and pressure are created by the vehicle geometry.

They are also influenced by the flow incidence angle to the body, shock waves and

effects of induced flow and interference of multiple bodies. Pressure is a measure of

momentum of air particles; change in pressures results into the change of momen-

tum of air particles and the change in momentum produces force, called pressure

force. Therefore, pressure distribution and its variation around the vehicle surface

generates a net force acting on the vehicle and a net moment about its centre of

gravity. The force and moment thus generated are due to incremental pressure

forces, which are normal to the vehicle body. The shear force is along the body and

these forces are caused by the airflow over the launch vehicle body due to relative

motion of vehicle with respect to air. The shear and pressure force acting on the
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vehicle and moment due to them about centre of gravity of the vehicle are

represented in Fig. 10.8.

The pressure forces acting normal to the vehicle are computed as the vector sum

of the product of pressure and area around the entire vehicle body as given below:

Fp ¼
I

pndA ð10:3Þ

where

p ¼ Pressure at the specified location

n ¼ Normal vector at the specified location

dA ¼ Infinitesimal area considered at the specified location

This, along with the shear force FS, forms the vector aerodynamic force as given

below:

FA ¼ FS þ Fp ð10:4Þ

Similarly, the vector aerodynamic moment about centre of gravity MA is expressed

as

MA ¼ MS þMp ð10:5Þ

where

MS ¼ Aerodynamic moment contribution due to shear force

Mp ¼ Aerodynamic moment contribution due to pressure force

Fig. 10.8 Aerodynamic force and moment generation phenomenon
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For the given shape of a vehicle, the aerodynamic force and moment depend on

the following parameters:

1. Relative orientation of the vehicle with respect to airflow (α). This is defined as

the angle between vehicle longitudinal axis and relative free stream velocity

vector

2. Free stream speed (V1), i.e. the magnitude of relative velocity of air with respect

to the vehicle

3. Free stream density (ρ1), i.e. local density of air at the vehicle operating altitude
4. Viscosity of air (μ1) (the shear force due to this contributes to the aerodynamic

force and moment)

5. Size of the body: represented by the reference length Dref

6. Compressibility of the air: It is related to the variation of density throughout the

flow field around the body and certainly the aerodynamic forces and moments

are sensitive to any such variation. In turn, compressibility of air is related to the

speed of sound (a1) in air at the vehicle operating altitude

Therefore, the magnitude of aerodynamic force on a launch vehicle and moment

about its centre of gravity with a given shape may be expressed as

FA ¼ f1 α, V1, ρ1, μ1, Dref , a1ð Þ ð10:6Þ
MA ¼ g1 α, V1, ρ1, μ1, Dref , a1ð Þ ð10:7Þ

The aerodynamic forces and moments are generally represented in their

non-dimensional coefficient form through similarity parameters because of the

ease in generation and application. The force coefficient CF is given by

CF ¼ FA

q1Sref
ð10:8Þ

where q1 is the free stream dynamic pressure and Sref is the reference area.

Similarly, the moment coefficient CM is given by

CM ¼ MA

q1SrefDref

ð10:9Þ

where Dref is the reference length (for launch vehicle, diameter is used as reference

length).

Thus, the force and moment coefficients which define the aerodynamic charac-

teristics of a launch vehicle are expressed as

CF ¼ f2 α, V1, ρ1, μ1, Dref , a1ð Þ ð10:10Þ
CM ¼ g2 α, V1, ρ1, μ1, Dref , a1ð Þ ð10:11Þ
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During atmospheric flight phase, the vehicle velocity continuously increases, and

correspondingly, vehicle altitude also increases. Therefore, the density of air at the

operating environment reduces continuously along with the corresponding changes

in air viscosity. In order to take care of the variations in the operating environment

of the vehicle and also the vehicle size, the Reynolds and Mach numbers are used.

Considering these, the aerodynamic coefficients are considered as functions of

the non-dimensionalized parameters as given below:

CF ¼ f3 α, Re, Mð Þ ð10:12Þ
CM ¼ g3 α, Re, Mð Þ ð10:13Þ

For a complex external configuration of a vehicle, these coefficients are generated

in wind tunnel tests using scaled-down model simulating all the required external

features of the vehicle and the requiredα, Re andMas in flight conditions. Using the

wind tunnel evaluated aerodynamic coefficients, for the actual flight configuration

with real flight environments, the aerodynamic forces and moments are computed

as given below:

FA ¼ CFq1Sref ð10:14Þ
MA ¼ CMq1SrefDref ð10:15Þ

where q1 is the dynamic pressure during flight and is given by

q1 ¼ 1

2
ρ1V12 ð10:16Þ

ρ1 ¼ Instantaneous density of air at the vehicle operating altitude

V1 ¼ Relative velocity of vehicle with respect to the atmosphere

Sref ¼ Reference area of actual vehicle, corresponding to the one used in the model

for generating the coefficient

Dref ¼ Reference length of actual vehicle, corresponding to the one used in the

model for generating the coefficient

10.3.2 Aerodynamic Force and Moment Model for a Generic
Launch Vehicle

During a launch vehicle flight, the magnitude and direction of aerodynamic force

and moment about its centre of gravity are dependent on (1) the vehicle configu-

ration, (2) vehicle operating environment parameters and (3) vehicle attitude with

respect to the free stream velocity. The vehicle attitude in turn depends on the

rotational and linear motions of the vehicle and the wind magnitude and direction,

which is a function of altitude and highly random. Therefore, the magnitude and
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direction of vehicle attitude with respect to the airflow as well as the aerodynamic

force and moment vectors are highly random during flight. To understand and

analyze the flow direction, aerodynamic force and moment vectors, these parame-

ters are resolved conveniently in a reference frame fixed to the vehicle. Generally,

launch vehicle aerodynamicists follow the body axes frame as referred in Fig. 10.9.

The aerodynamic coefficients measured in the wind tunnel are referred in the above

frame. It is to be noted that this reference frame is different from the one used in

Chap. 8. Suitable coordinate transformation can be applied for transforming the

data represented in the reference frame of Fig. 10.9 to the one given in Chap. 8. The

reference frame represented in Fig. 10.9 is explained below:

O¼Centre of gravity of the vehicle

X ¼ Along the longitudinal axis of the vehicle, pointing towards nose

Z ¼Along the lateral direction, aligned with launch plane and pointing towards

launch direction at the time of lift-off

Y¼Along another lateral direction, completes the right-handed triad

ZX plane is referred as the pitch plane and YZ plane is referred as the yaw plane.

X axis is called the roll axis of the vehicle, Y axis is referred as the pitch axis and Z

axis is referred as the yaw axis of the vehicle.

The airflow direction is defined with respect to the vehicle axis frame through a

cone angle (αt) and a clock angle (ϕt) as given below:

αt ¼ Angle between free stream relative velocity vector and vehicle longitudinal

axis (X-axis)

Fig. 10.9 Overall aerodynamic forces and moments on a typical launch vehicle
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ϕt ¼ Angle between projection of relative velocity vector on YZ plane and Z-axis

Usually, αt is referred as the total angle of attack and ϕt is referred as the

aerodynamic flow roll angle. The airflow direction can also be defined with respect

to the pitch and yaw planes of the vehicle as given in Fig. 10.9.

α ¼ Angle of attack, angle between longitudinal axis (X-axis) and projection of

relative velocity vector in the pitch plane (ZX-plane). This angle defines the

airflow in the pitch plane.

β ¼Yaw angle of attack (side slip angle in aircraft notation), angle between the

relative velocity vector and its projection in the pitch plane. This angle defines

airflow in the yaw plane.

Aerodynamicists usually resolve aerodynamic forces and moments in stability

axis frame. According to this notation, the force along the relative velocity direction

(opposite to free stream velocity direction) is referred as drag whereas force normal

to the velocity direction is referred as lift. For launch vehicle applications, the

aerodynamic force and moment vectors are resolved along the vehicle body axes as

given below:

CA: Axial force coefficient, acts along X-axis of the vehicle

CN: Normal force coefficient, acts along Z-axis of the vehicle

CS: Side force coefficient, acts along Y-axis of the vehicle

Cl : Rolling moment coefficient, which produces aerodynamic moment about

longitudinal axis (X-axis) of the vehicle

Cm: Pitching moment coefficient, which produces aerodynamic moment about pitch

axis (Y-axis) of the vehicle

Cn: Yawing moment coefficient, which produces aerodynamic moment about yaw

axis (Z-axis) of the vehicle

Generally CA andCN are defined positive along the direction opposite to X and Z

axes of the vehicle respectively while CS is defined positive along the positive

direction of Y. The sign convention of Cl, Cm andCn is positive for positive rotation

about roll, pitch and yaw axes respectively. For small angles of attack, as in the

general case of launch vehicle flights, axial force is very close to drag and normal

force is very close to lift.

The aerodynamic force components along the vehicle axes are given by

FAX ¼ CAq1Sref ð10:17Þ
FAY ¼ CSq1Sref ð10:18Þ
FAZ ¼ CNq1Sref ð10:19Þ

and the moment components about the vehicle axis are

MAX ¼ Clq1SrefDref ð10:20Þ
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MAY ¼ Cmq1SrefDref ð10:21Þ
MAZ ¼ Cnq1SrefDref ð10:22Þ

Each of the coefficients of Eqs. (10.17), (10.18), (10.19), (10.20), (10.21), and

(10.22) is a function of the variables α, β, _α: _β , p, q, r and can be expanded in

Taylor series form about some operating conditions (normally zero angle of attack).

The general expression for any Cθ, where θ stands for A, S, N, l, m, n; of the

Eqs. (10.17), (10.18), (10.19), (10.20), (10.21), and (10.22) is given below:

Cθ ¼ Cθ0 þ Cθα αþ Cθβ βCθαβ αβþ
Dref

2V1
Cθ _α _α þ Dref

2V1
Cθ _β

_β

þ Dref

2V1
Cθppþ

Dref

2V1
Cθqqþ

Dref

2V1
Cθr rþþ	 	 	higher order terms ð10:23Þ

where

Cθ0 ¼ Aerodynamic coefficient for zero angle of attack

Cθα ¼ ∂Cθ
∂α etc.

Dref ¼ Reference length

and the quantity Dref= 2V1ð Þð Þ is used to ensure the corresponding coefficients are

dimensionless. The coefficients Cθα, Cθβ; etc. are the stability derivatives and

normally independent of the variables α, β, _α, _β , p, q and r.

For a near axi-symmetric body like launch vehicle, flying at small angles of

attack, the flow angle α can be assumed to generate normal force coefficient CN and

pitching moment coefficient Cm and correspondingly FAZ and MAY. Similarly the

flow angleβcan be assumed as the cause for the side force coefficientCS and yawing

moment coefficient Cn and correspondingly FAY and MAZ. But the rolling moment

coefficientCl andMAX is the combined effect ofα andβ and vehicle asymmetry. The

axial force coefficient CA and FAX is due to the combined effect of α and β as well as
shear force. Aerodynamic forces and moments for a typical launch vehicle flying at

small angles of attack are explained below. Even though the launch vehicles are

generally axi-symmetric, due to functional requirements, the configuration of the

vehicle in pitch and yaw planes can be different as given in Fig. 10.10.

Due to the pressure distribution around the vehicle, there is a net aerodynamic

force acting on the vehicle and aerodynamic moment acting about its centre of

gravity. These effects can be modelled as the aerodynamic force acting at a location

called aerodynamic centre of pressure and the moment caused by this aerodynamic

force about the centre of gravity of the vehicle is equivalent to the moment due to

the distributed aerodynamic force over the vehicle. Generally, for these configura-

tions, the normal or side forces at zero angles of attack are negligible and the axial

force coefficient variation due to angle of attack is very small compared to that of

zero angle of attack values. In addition, due to functional requirements, protrusions

on the vehicle may affect the symmetry of the vehicle, and this introduces rolling

408 10 Aerodynamics of Launch Vehicles



moment even for zero angles of attack and gets further aggravated by the combined

effects of angles of attack. Also, for the configuration with multiple strap-on

motors, the errors caused during the assembly of the motors with core vehicle

introduce aerodynamic rolling moment.

Thus, the aerodynamic force and moment model with respect to the vehicle axes

(as defined in Fig. 10.9) for a typical launch vehicle configuration (as given in

Fig. 10.10) with near zero angle of attack is represented in Fig. 10.11. The

governing equations are as given below:

FAX ¼ �CA0
q1Sref ð10:24Þ

FAY ¼ CSββq1Sref ð10:25Þ
FAZ ¼ �CNααq1Sref ð10:26Þ

MAX ¼ Cl0 þ Clαβαβþ Clδδ
	 


q1SrefDref ð10:27Þ
MAY ¼ CNααq1Sref Xcg � Xcp

	 
 ð10:28Þ
MAZ ¼ CSβq1Sref Xcg � Xcy

	 
 ð10:29Þ

where the coefficient values are assumed to be positive for positive angles of attack.

The parameters given in Eqs. (10.24), (10.25), (10.26), (10.27), (10.28) and

(10.29) are

Fig. 10.10 Typical launch

vehicle configuration
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CA0
¼ Axial force coefficient for zero angle of attack. The variation of axial force

coefficient for non-zero angle of attack is assumed to be very small.

CSβ ¼ Side force slope. The side force is assumed to be linear with respect to yaw

angle of attack for small angles.

CNα ¼ Normal force slope. The normal force is assumed to be linear with respect to

pitch angle of attack for small angles.

Cl0 ¼ Rolling moment coefficient for zero angle of attack.

Clαβ ¼ Rolling moment coefficient slope for the combined α and β.
Clδ ¼ Rolling moment coefficient slope due to the misalignment of strap-on motors

and fin attachments, etc.

Xcg ¼ Centre of gravity of the vehicle, measured from nose tip

Xcp ¼ Aerodynamic centre of pressure in pitch plane, measured from nose tip

Xcy ¼ Aerodynamic centre of pressure in yaw plane, measured from nose tip

10.4 Aerodynamic Characteristics and Loads

Aerodynamic characteristics of a launch vehicle during various phases of its

atmospheric flight, different types of aerodynamic loads acting on the overall

vehicle/its subsystems and their importance for the launch vehicle systems design

are explained in this section. Methods of characterizing these loads are also

outlined.

Fig. 10.11 Aerodynamic force and moment of a launch vehicle
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10.4.1 Lift-Off Phase

Ground winds play a major role in the vehicle aerodynamic characteristics, the

vehicle response during its stay at launch pad and lift-off. During this phase, the

ground winds flow over the vehicle almost normal to the vehicle longitudinal axis.

Since the vehicle velocity is negligibly small compared to the wind speed (zero at

launch pad), the vehicle attitude with respect to the free stream velocity is close to

90�. As the vehicle velocity builds up, the angle of attack reduces to a smaller value

as shown in Fig. 10.12.

Also, magnitude of the relative velocity of the vehicle is small in this phase.

Therefore, the aerodynamic characteristics of the vehicle on the launch pad and

during lift-off phase are corresponding to the incompressible flows with large

angles of attack. The flow is dominantly viscous and the aerodynamic load acting

on the vehicle is mainly due to wind.

In addition to the steady loads, due to bluff body nature of the vehicle at these

large angles of attack, the flow is separated from the body in the leeward side as

shown in Fig. 10.13 (for the case of wind blowing from the vehicle to the umbilical

tower). The separated flow generates vortex-induced unsteady loads on the vehicle.

Fig. 10.12 Angle of attack during lift off phase (a) Vehicle on the Pad (b) Lift-off Phase
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The unsteady loads act on the vehicle due to wake generated by umbilical tower as

indicated in Fig. 10.13 (for the wind blowing from umbilical tower direction

towards the vehicle). The above unsteady low-frequency load along with the

flexible nature of the vehicle can cause serious concern for the structural design.

These effects are generally characterized through the experiments with rigid and

aeroelastic models of the vehicle and engineering methods based on the cross flow

theory. In effect, total aerodynamic forces acting on the vehicle are summarized as

– Load due to steady wind

– Load due to wind gust

– Unsteady low-frequency loads

– Umbilical tower-generated unsteady loads

The effect of steady wind during this phase is very crucial for the safety of the

ascent phase mission. The load distribution at 90� angle of attack for a typical

launch vehicle is shown in Fig. 10.14.

The integrated value of force coefficient for the case of constant lateral velocity

throughout the vehicle length assuming rigid vehicle is given by

CN ¼ 1

Sref

ðl
0

S xð ÞdCN

xdx
dx ð10:30Þ

Fig. 10.13 Aerodynamicflow at launch pad
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The aerodynamic force coefficient as function of angle of attack is also given in

Fig. 10.14. Therefore, aerodynamic force and moment about centre of gravity are

given by

FA ¼ CN qSref ð10:31Þ
MA ¼ FA Xcp � Xcg

	 
 ð10:32Þ

where Sref ¼ reference area

q ¼ 1

2
ρ0Vr

2

ρ0 ¼ sea-level density

Vr ¼ wind velocity when vehicle is on the launch pad ¼ VW

¼ resultant of VW and vehicle velocity V during lift-off

Xcp ¼ centre of pressure location from nose tip

Xcg ¼ centre of gravity location from nose tip

Depending on the wind direction, the aerodynamic force causes the drift of the

vehicle and the aerodynamic moment rotates the vehicle towards or away from the

umbilical tower. Therefore, in order to ensure the safe lift-off, it is essential to

launch the vehicle when the ground winds are less than the allowable limiting wind

speed, which is a function of the aerodynamic characteristics and inertial properties

of the vehicle.

Fig. 10.14 Vehicle on launch pad and aerodynamic characteristics
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Generally, the vehicle length will be of the order of 40–50 m, and due to the

ground effects, the wind velocity near to the ground varies along the vehicle length

as given in Fig. 10.14. In this case, the aerodynamic force on the vehicle is given as

FA ¼
ðl
0

S xð ÞdCN

xdx
q xð Þdx ð10:33Þ

where

q xð Þ ¼ 1

2
ρ0V

2 xð Þ ð10:34Þ

V xð Þ¼wind velocity at the station location x

The aerodynamic force computed by Eq. (10.33) is different from that computed

by Eq. (10.31). In addition, the variation of wind velocity with respect to the vehicle

length shifts the centre of pressure as compared to that used in Eq. (10.32). The

combination of these effects has different impacts on the lift-off dynamics of

the vehicle. Therefore, for launch clearance, the realistic wind profile as well

as constant wind profile are to be considered and the one which drifts the

vehicle more towards the umbilical tower has to be considered for the launch

clearance.

In addition, it is necessary to analyze the response of the vehicle to unsteady

loads due to gusts and turbulent wake from the umbilical tower. These parameters

are generated using wind tunnel test on aeroelastic model to find out the high-

amplitude self-excited oscillations.

Not only the vehicle is analyzed for the safe launch clearance but the launch hold

mechanism is also to be introduced to avoid toppling of the vehicle due to the wind.

The vehicle structural designs should ensure sufficient design margins under these

loads. In addition, dampers are to be provided between umbilical tower and vehicle

to damp out the oscillations.

10.4.2 High–Dynamic Pressure Flight Phase

Once the vehicle reaches the Mach number 0.3, the compressibility effects become

predominant and the remaining part of launch vehicle flight is in the compressible

flow regime. The compressibility effects bring new dimension, i.e. the formation of

shocks over the vehicle. The shocks introduce discontinuity in the flow character-

istics and all the flow parameters, namely, pressure, temperature and density,

change almost instantaneously across the shock which increases the steady and

unsteady aerodynamic loads on the vehicle.

Compressible flow regime in the high–dynamic pressure flight phase can be

classified into subsonic, transonic, supersonic and hypersonic flight regimes.
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During subsonic flight regime, the flow over the body does not have shock waves

and hence is relatively smooth. During the transonic flow regime, shock starts

forming over the body. These shocks may be strong or weak, normal or oblique

depending on the free stream Mach number. The shock formation in the leeward

and windward side causes large differential pressure which increases the load on the

vehicle, both along lateral and axial directions, during this flight regime. The shock

position changes with time, thus causing pressure fluctuation. In addition, the

shocks interact with the boundary layer and flow separates from the body which

causes unsteady loads.

In the supersonic flow regime, there is an attached shock in front of the body and

the flow is relatively smooth as compared to the transonic flight regime. Due to

reduced pressure differential between the windward and leeward side of the vehicle

in this flow regime, the aerodynamic loads decrease with Mach number. For the

hypersonic flow regime, the temperature effects influence the flow characteristics,

and for M> 10, the aerodynamic loads are almost independent of Mach number.

As the vehicle velocity increases, even though density decreases, due to the

product of ρ and V2, the dynamic pressure also builds up. Dynamic pressure is

significantly higher when the vehicle passes through the most complex transonic

flight regime. The in-flight wind speeds are also peaking along with high wind shear

during the high–dynamic pressure flight phase which again is close to the transonic

flight regime. To reduce the aerodynamic loads in this region, the launch vehicle

trajectories are designed to fly near zero angle of attack utilizing the winds

measured closer to the launch time. But the actual in-flight wind variations along

with the unexpected wind shear over the expected ones induce angles of attack

which in turn cause aerodynamic loads on the vehicle.

The following steady and unsteady loads acting on the vehicle during this crucial

and complex atmospheric flight regime are the major inputs for the vehicle struc-

tural, control and other subsystems design:

1. Steady aerodynamic forces and moments

2. Steady pressure and load distributions

3. Unsteady loads

4. Additional loads due to aeroelastic effects

5. Loads on protrusions

6. Loads pertaining to special aerodynamic problems

7. Steady Aerodynamic Forces and Moments

The overall aerodynamic characteristics of the vehicle are represented in their

coefficient form because of the ease in generation and application. These coeffi-

cients are generated for the operating flight regime of high dynamic pressure

(typically Mach number range is 0.3–4) and wide angle of attack (typically from

�6� to þ6�) using wind tunnel tests and through Computational Fluid Dynamics

(CFD) simulations. The basic data is generated through wind tunnel tests with the

scaled-down rigid model, simulating all the external features of the vehicle. Since

the operating environments for the launch vehicle are near zero angle of attack, it is
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advantageous to use the data in derivative form; therefore the aerodynamic force

coefficient slope with respect to angles of attack is derived for the entire Mach

number range and these data are used in different subsystems design process.

Due to the scaled-down model, some of the detailed protrusions and external

features may not be possible to be captured in the wind tunnel models. Similarly, in

order to withstand the extra loads due to the wind tunnel start-up and shut-down, the

scaled-down models are designed with extra attachments which may not represent

the true configuration of the vehicle. Such effects are evaluated through detailed

CFD simulations and are incorporated.

Initially, the above data are generated using the wind tunnel models without jet.

During flight, the free stream flow over the launch vehicle body interacts with the

jet exhaust of the engine. As the altitude increases, the jet expands more due to

lower atmospheric pressure. This jet acts like a bluff body and therefore, the free

stream flow over the vehicle may separate on the aft body as shown in Fig. 10.15

and also there would be multiple jet interactions leading to reverse flow of the hot

gases. This leads to loss of normal force on the aft portion of the vehicle and

therefore the aerodynamic centre of pressure moves forward. The reverse flow in

the vehicle base region causes the local pressure to be more than the ambient

pressure which gives rise to base thrust; i.e. the net drag acting on the vehicle

reduces. These effects are evaluated through CFD and added to the aerodynamic

characteristics obtained using wind tunnel test results. Since this is an important

phenomenon, which otherwise could be obtained only from the flight data, the jet

effects are also being evaluated in wind tunnel tests using special purpose test rigs.

The measurement inaccuracies in the wind tunnel testing process, wind tunnel

inaccuracies, scale effect and data normalization through derivatives, etc. introduce

error in the aerodynamic coefficients prediction. Therefore, a dispersion band on

the predicted aerodynamic data is generated to account for these inaccuracies and

the actual aerodynamics during flight is expected to be within the specified disper-

sion band. Even though the vehicle subsystems are designed for the predicted

Fig. 10.15 Jet and base

pressure effects
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aerodynamic data, the design has to ensure sufficient margins for these

dispersions also.

The aerodynamic force coefficients along with the dispersion bounds for a

typical launch vehicle are given in Figs. 10.16, 10.17, 10.18, 10.19 and 10.20.

Fig. 10.16 Axial force

coefficient

Fig. 10.17 Normal force

coefficient

Fig. 10.18 Centre of pressure locations
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10.4.2.1 Steady Pressure and Load Distribution

The pressure at any location around the vehicle surface caused by the aerodynamic

flow is represented in terms of the non-dimensionalized parameter coefficient of

pressure cp as given below:

cp ¼ p � p1
q1

ð10:35Þ

where

p ¼ local pressure at the surface

p1 ¼ free stream pressure

q1 ¼ free stream dynamic pressure

It is to be noted that, for the area wherein local suction takes place, the local

surface pressure is less than atmospheric pressure and cp is negative.

For the location where pressure build-up occurs, the local pressure is more than

ambient pressure which makes cp positive. The cp distribution along a typical

generator in the windward and leeward direction of a typical launch vehicle is

Fig. 10.19 Rolling

moment coefficient for zero

angle of attack

Fig. 10.20 Rolling

moment coefficient due to

strap-on attachment
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represented in Fig. 10.21. The differential pressure between the windward and the

leeward pressure distributions as represented in Fig. 10.22 causes aerodynamic

force. The magnitude and direction of the force depend on the magnitude and sign

of the localized cp.

The pressure distributions as shown in Figs. 10.21 and 10.22 are the locus of

distributions along two generators (leeward and windward side) of circumferential

pressure distributions across each section from the vehicle nose tip.

The pressure distribution around the vehicle circumference at a typical location

is given in Fig. 10.23.

The circumferential pressure distribution across each section as a function of

aerodynamic roll angle ϕ is integrated to obtain the sectional loads along the normal

and axial directions of the vehicle.

The infinitesimal element considered around a typical vehicle surface and the

infinitesimal aerodynamic force due to pressure distribution are given in Fig. 10.24.

Fig. 10.21 Windward and leeward Cp distribution along vehicle length

Fig. 10.22 Comparison of windward and leeward Cp distributions
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From the above figure, the infinitesimal normal force along Z-direction is given by

ΔN ¼ p� p1ð Þds cosϕ ð10:36Þ

With substitution of relevant parameters as explained in Fig. 10.24, Eq. (10.36) can

be written as

ΔN ¼ p� p1ð Þrdϕdx cosϕ ð10:37Þ

where r is the average radius at the element location. Similarly, the infinitesimal

axial force due to pressure distribution along X-direction is given by

ΔA ¼ p� p1ð Þds r2 � r1ð Þ
r

ð10:38Þ

Fig. 10.23 Cp distribution

around circumference at a

typical location at a typical

angle of attack, α

Fig. 10.24 Infinitesimal element and aerodynamic force due to pressure distribution
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where r2 and r1 are the radii within which the infinitesimal element is considered.

With substitution of the relevant parameters, Eq. (10.38) can be written as

ΔA ¼ p� p1ð ÞdϕdxΔr ð10:39Þ

where

Δr ¼ r2 � r1 ð10:40Þ

Using the above equations, the sectional loads along the normal and axial directions

due to pressure distributions around circumference are given as

S
dCNα

dx
¼ 1

α

ð2π
0

cpr cosϕdϕ ð10:41Þ

S
dCA

dx
¼
ð2π
0

cpΔrdϕ ð10:42Þ

The sectional normal load distribution thus obtained for a typical launch vehicle

configuration is represented in Fig. 10.25.

The overall normal force and axial force coefficients are then obtained by

integrating the sectional load distributions along the vehicle length as

CNα ¼
1

Sref

ðl
0

SdCNα

dx
dx ð10:43Þ

Fig. 10.25 Vehicle sectional load distributions
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CA ¼ 1

Sref

ðl
0

SdCA

dx
dx ð10:44Þ

The overall aerodynamic force and moment are used for the mission design,

performance evaluation, control designs and also for the vehicle load computations.

The load distributions are used for computing sectional bending moments, shear

force and equivalent axial force, thereby forming major inputs for the vehicle

structural design. The load distributions are also essential for analyzing the vehicle

structural response as well as to evaluate the control system performance of a

flexible vehicle as part of aeroelastic phenomenon. The pressure distributions

over the external functional protrusions are the major inputs for the structural

designs of these subsystems. In addition, the surface pressure distributions are

used for the vent hole and thermal protection systems design.

10.4.2.2 Unsteady Loads

In addition to the steady loads, the unsteady loads caused by various flow phenomena

during atmospheric flight phase form an important input for the vehicle structural

systems design. Specific feature of unsteady flows is the one in which all the flow

quantities are fluctuating with respect to time. The main flow variable for the vehicle

design is the pressure, wherein the fluctuations in it cause the time-varying unsteady

loads on the vehicle. The primary source of unsteadiness is turbulence in the flow,

wakes from the protrusions, shock movements over the surface of the vehicle during

transonic regime of flight, flow separation caused by the shock-boundary layer inter-

actions, geometrical flow separation and reattachment as represented in Fig. 10.26.

The unsteady loads contain pressure fluctuations with different frequency con-

tents, varying from low to very high frequencies. While low-frequency contents are

called buffet loads, the high-frequency part is referred as aeroacoustic loads. The

low-frequency buffet loads excite the vehicle lateral flexible modes, thus introduc-

ing additional structural loads on the vehicle. Therefore, it is essential to consider

the buffet load during overall structural design of the vehicle. High-frequency

unsteady loads act as acoustic noise for the local structural elements wherein

appropriate design improvements have to be incorporated to ensure structural

integrity of the sensitive components during flight.

The unsteady loads on the vehicle are characterized through unsteady pressure

measurements at specified locations on rigid models in wind tunnel tests.

Buffet

Buffet is the unsteady aerodynamic load on the vehicle structure caused by the

unsteady pressure fluctuations. Buffet is classified as transonic buffet, wake buffet

and shock-boundary layer separation buffet. Transonic buffet is caused by the
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shock movements during low transonic to higher transonic regime of flight

(M¼ 0.8–1.2). The wake buffet is due to the flow unsteadiness caused by wakes

generated from the functional protrusions on the vehicle surface. Buffet load is also

generated due to the flow separation at shock location as well as at the flow

reattachment location due to shock–boundary layer interaction.

In addition to the buffet characterization through rigid model unsteady pressure

measurements, the dynamic components of loads caused by the interactions of

aerodynamic buffet and flexible vehicle modes are characterized through the wind

tunnel aeroelastic model tests, simulating all the external features and dominant

lateral structural modes of the vehicle.

It is always preferable to avoid buffet loads on a launch vehicle by suitable

aerodynamic configuration design. Generally, forebody configuration of a launch

vehicle influences the aerodynamic flow behaviour during its atmospheric flight

phase and dominates the buffet contributions. Therefore, the payload fairing con-

figuration plays a major role in generating buffet loads. NASA has generated a

general guideline [3] for the buffet free configuration, which was arrived at based

on extensive wind tunnel testing. The above guidelines for the buffet free config-

uration as per the forebody geometry given in Fig. 10.27 are outlined below:

Criteria

Geometrical parameters of launch vehicle

forebody (payload fairing)

Buffet

free

Buffet prone & stable

(stable buffet)

Unstable

buffet

l1=D � 0:8

l2=D > 1:5

δ1 
 15
�

D=d < 1:1 < 1:6 > 1:6

δ2 Not critical

Fig. 10.26 Causes of unsteady loads. (a) Movement of shock wave during transonic regime.

(b) shock boundary layer interraction cause flow separation. (c) Pressure oscillation due to wake.

(d) Flow separation due to geometric shape and reattachment
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If the guidelines are strictly followed, sometimes the payload may not be

possible to be accommodated within the available payload envelope inside the

payload fairing. Therefore, generally the launch vehicle configurations are designed

with stable buffet configuration. For such vehicle configuration, the dynamic

bending moments caused by the buffet loads are evaluated using wind tunnel

tests. Vehicle structural design loads are suitably augmented for these additional

contributions of the stable buffet loads.

The dynamic bending moment contribution due to buffet is measured using

aeroelastic wind tunnel scaled-down model, simulating the fundamental flexible

modes of the vehicle. The wind tunnel aeroelastic model is simulated with the

flexible mode frequency as given below:

fmodel ¼ fvehicle

L
ð10:45Þ

where L is the model scaled-down factor.

Based on the dynamic bending moments measured on the model in the wind

tunnel tests, dynamic bending moment at a specific location for the vehicle is

computed as given below:

BMvehicle ¼ BMmodel

QRL
2xmodel

� �
� xvehicle ð10:46Þ

where

QR ¼ Ratio of wind tunnel dynamic pressure and flight dynamic pressure

xmodel ¼ location of the specific point on the model

xvehicle ¼ location of the same point on the vehicle

Typical dynamic bending moment measured in wind tunnel for a typical launch

vehicle model is given in Fig. 10.28. The vehicle structural design loads are

augmented with this load to ensure that vehicle structure is capable of handling

the additional loads due to buffet.

Fig. 10.27 Geometrical parameters of forebody for deciding buffet force configuration
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Aeroacoustics

Noise generated by pressure fluctuations from aerodynamic flow is called

aeroacoustics. This phenomenon is dominant during transonic shock oscillations,

separated flow and reattachment caused due to geometrical change such as payload

fairing boat-tail and protrusions. While the buffet has the impact on the integrated

vehicle structural design, the dynamic load generated by aeroacoustics has the

effect on the local structural system design such as protrusions as well as on the

vehicle subsystems mounted near to the specific location. Therefore, the sensitive

subsystems, viz. avionic packages, sensors and control system actuators mounted

near to the critical locations such as flow reattachment point are to be tested to the

environmental levels generated by the aerodynamic noise. If the test results indicate

high levels for such components, suitable design modifications are needed and

necessary protective measures have to be taken.

The aeroacoustic levels at various locations on a vehicle during different

regimes of flight are generated through unsteady pressure measurements in the

wind tunnel model. Based on the test results, the acoustic levels are generated as

given below.

The unsteady pressure is the time-dependent pressure fluctuations and therefore

the wind tunnel–measured pressures have both steady (constant with time) and

unsteady components.

Ptotal ¼ Psteady þ P
0 ð10:47Þ

where P
0
is the unsteady component.

Fig. 10.28 Measured dynamic bending moment on a typical launch vehicle model
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The unsteady component P
0
is derived from the total pressure as

P
0 ¼ Ptotal � Psteady ð10:48Þ

The average or root mean square (rms) of unsteady pressure at a specified location

is given as

P
0
rms ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1

Ptotal � P
	 
2

N

vuuut
ð10:49Þ

where

N¼ Total number of samples considered at the specified location for a particular

flight condition (such as M, α; etc.)
P¼Mean steady value of pressure at the specified location for the specified flight

condition

Coefficient of unsteady pressure is given as

C
0
Prms

¼ P
0
rms

q1
ð10:50Þ

where q1 is the free stream dynamic pressure.

The Overall Sound Pressure Level (OASPL) of the flow at the specified location

for the given flight environment is then computed as

OASPL ¼ 20 log10
C

0
Prms

� q1
Pre f

 !
ð10:51Þ

where Pre f is the reference pressure of sound, which human ear can hear and the

value is given as

Pre f ¼ 2� 10�5Pa ð10:52Þ

The unsteady pressure measured above is time varying with different frequency

content. It is important to analyze the frequency domain data rather than huge time

domain data. These data can be analyzed for a particular time interval and fast

Fourier transform (FFT) is generated, which gives the peak amplitudes at various

frequencies as shown in Fig. 10.29 and based on the above, the spectrum is

generated.
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The energy content of the pressure variation at the specified frequency is

calculated from power spectral density (PSD), defined as

PSD ¼ P
02

Δ f
ð10:53Þ

where Δ f is the frequency of interest (called resolution) and P
0
is the amplitude

derived from FFT.

The unsteady pressure data can be analyzed for each frequency. But it is time

consuming to analyze the signal for each frequency. To make the analysis easier, a

set of frequencies are selected for analysis. If a set consisting of eight frequencies is

considered for the analysis, it is called octave band analysis or 1 octave spectrum.

Since octave spectrum is coarse, a finer band is defined using one third of

octave band.

The Sound Pressure Level (SPL) spectrum is estimated from the PSD values as

given below:

SPL ¼ 10 log10
PSDintegrated � Δ f

P2re f

� �
ð10:54Þ

Fig. 10.29 Unsteady data

processing. (a) Pressure
variation at a specific

location for a defined

environment. (b) FFT of

data during time interval

‘Δt’
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As an example, let f1, f2, . . . be the frequencies and PSD1, PSD2, . . . the PSDs

corresponding to the above frequencies, in order to get the SPL for the five-

frequency interval, i.e. f1 � f5; and f6 � f10; etc.:

SPL ¼ 10 log10

P5
i¼1

PSDi

� �
� 5

P2re f

264
375 ð10:55Þ

Generally, for the attached flow, OASPL is of the order of 148 dB to 150 dB for the

dynamic pressure of about 40–50 kPa. For a typical launch vehicle during transonic

flight regime, the OASPL measured at the flow reattachment location (caused by

the geometry change) is about 160 dB for the dynamic pressure of about 40–50 kPa.

As the transonic Mach number increases, the transonic shock location changes,

the flow impingement location varies and correspondingly the maximum OASPL

location also changes. At a specified location for an identified Mach number, when

the flow reattachment happens, the OASPL peaks and as the Mach number

increases, the reattachment location is shifted. Therefore, in that specified location,

the measured OASPL is less as indicated in Fig. 10.30a. For the case of unsteady

loads due to protrusions, the OASPL measured is almost the same as given in

Fig. 10.30b.

10.4.2.3 Aeroelastic Phenomenon

For a rigid vehicle, the flow incidence angle with respect to the external surface is

the same at all locations. For the case of flexible vehicle, in addition to the rigid

body incidence angle, the rotation of local surface with respect to the rigid vehicle

introduces additional flow incidence angle to the local surface. Due to this varying

angle of attack along the vehicle surface, the load distribution along the flexible

vehicle length is different from that of rigid vehicle and hence the integrated overall

aerodynamic force and moment are different. The aeroelastic phenomenon occurs

in launch vehicles when vehicle structural deformation changes local angle of

attack and thereby induces changes in the aerodynamic force. The additional

aerodynamic force in turn increases the structural deformation which may lead to

further increase in the aerodynamic forces. The interactions continue till achieving

an equilibrium state for a structurally stable vehicle whereas for an unstable system,

the interaction may lead to divergence, ending with vehicle failure. There are two

categories of aeroelastic phenomenon in launch vehicles: (1) static aeroelasticity

and (2) dynamic aeroelasticity.
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Static Aeroelasticity Phenomenon

This is an interaction between aerodynamics and elastic structure of the vehicle.

The integral value of aero load distribution over the vehicle gives the overall

aerodynamic normal force coefficient as given in Eq. (10.43) and correspondingly

the aerodynamic force as given in Eq. (10.26). But, realistically, the load distribu-

tion acts on the flexible vehicle as given in Fig. 10.31. Therefore, the net aerody-

namic force is given by

FN ¼ αq
ð l
0

S
dCNα

dx
dxþ q

ð l
0

S
dCNα

dx
αldx ð10:56Þ

where α is the rigid body angle of attack and αl is the local angle of attack due to the
elastic deformation of the vehicle.

Vehicle flexible modes have the following effects on the vehicle aerodynamics:

Fig. 10.30 Unsteady pressure measurement model & OASPL. (a) OASPL at a specified location

(flow reattachment effect). (b) OASPL at specified locaitons (Protrusion effect)
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1. Due to the vehicle deformation, the overall aerodynamic force and moment are

different from the ones measured through rigid model.

2. Since the local angles of attack at different locations vary, the actual load

distribution is different from that of rigid values which may further change the

aerodynamic force and moment.

Therefore, it can be seen that, due to deformation of the vehicle, the aerodynamic

force, moment and their distributions get altered, which in turn, along with control

force activation, alters the structural deformation and the interaction continues.

It is therefore essential that the vehicle control system is designed to reduce the

magnitude of interactions and the structural design loads are augmented consider-

ing the increased interactive loads.

Dynamic Aeroelastic Phenomenon

Dynamic aeroelastic phenomenon is due to the interaction between aerodynamic,

elastic and inertial forces. Typical examples are flutter, gust response and buffet.

Flutter is a dynamic instability and is a self-induced vibration phenomenon

wherein the aerodynamic forces on a component interact with its structural natural

vibration mode to generate rapid increase in structural response. The vibration of

the component increases local aerodynamic load acting on the component which in

turn drives the component to vibrate further. If the aerodynamic excitation input

energy in a cycle is more than the energy dissipation capability of the structure

through its damping characteristics, the amplitude of structural response further

increases resulting into self-excited oscillations. Due to atmospheric gust, aerody-

namic flow changes. This introduces structural oscillations which further changes

the aerodynamic flow resulting into forced dynamic response.

Fig. 10.31 Load

distribution on flexible

vehicle
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Buffet is another dynamic aeroelastic phenomenon which has been already

discussed.

10.4.2.4 Effects of Protrusions

Launch vehicles are designed with suitable external aerodynamic configuration, to

reduce the issues related to aerodynamic flow. However, to meet the functional

requirements of mission, propulsion and avionic systems, there exists fairly good

numbers of external protrusions which invariably do not possess a proper aerody-

namic shape. Typical ones are the retro and ullage rocket motors, electrical cables,

propellant feed lines, fuel supply and drain system and vehicle destruction system.

Due to the aerodynamic loads acting on these protrusions, they have to be designed

to withstand these loads. Also many of these protrusions are provided with suitable

covering to protect against aerothermal loads. It is to be noted that these protrusions

or protection systems are not the active load-carrying structures for the vehicle but

are passive in nature.

These protrusions are generally blunt bodies in nature and affect the local steady

aerodynamic flow over the vehicle, which introduces local steady aero load as well

as unsteady loads. Depending on the size and shape of the protrusions, these local

effects may have impact on the overall aerodynamic characteristics of the vehicle;

nevertheless these localized loads have a major impact on the structural design of

the protrusions, the attachments as well as their shapes. In addition, the local

unsteady loads generated by these protrusions cause severe environments on the

nearby sensitive elements, which need suitable protective systems. Even though

they are passive systems, since they are attached to active structures, the main

structure at these locations also needs to be strengthened; otherwise these local

loads may cause failure of the vehicle structural system. Impacts of two typical

protrusions on the aerodynamic characteristics are given below.

Wire Tunnel Ducts

On the propulsive stages, generally electrical cables are routed through external

surface. Wire tunnel ducts used to carry the electrical cables are mounted on the

vehicle surface as given in Fig. 10.32. Depending on the functional requirements,

there are changes in the wire tunnel shapes and this forms a non-aerodynamic shape

and causes local flow disturbances. The local flow acceleration and deceleration

generate expansions and shocks leading to steady and unsteady loads. The effect of

flow expansion introduces local suction pressure on the parent structure as shown in

Fig. 10.32. If these local loads are not accounted in the design, it can lead to the

failure of parent structure. In addition, it is essential to characterize the structure for

the low-frequency unsteady load caused by such protrusions.
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Umbilical Covers

Protective covers are implemented on the launch vehicle surface for safeguarding

the protruded fuel supply and drain system in flight as given in Fig. 10.33. Shape of

these protective covers greatly influences the local flow field. Due to large angles,

the flows ahead of these covers are separated and reattached on it as shown in

Fig. 10.33. The resultant shock introduces a higher unsteady pressure load on the

system. Therefore, it is essential that the protective cover, nearby systems and the

vehicle structure are characterized for the vibration environment generated by

unsteady load due to the protrusion and suitable strengthening has to be incorpo-

rated in the launch vehicle system design process.

Therefore, to alleviate the loads due to these protrusions, wherever possible,

suitable aerodynamic shaping has to be implemented. In addition, aerodynamic

characterization has to be carried out with these protrusions and vehicle structure at

these locations as well as protrusions are to be designed for the estimated steady and

unsteady loads.

Fig. 10.32 Loads of typical wire tunnel ducts

Fig. 10.33 Loads on umbilical covers
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10.4.2.5 Specific Aerodynamic Problems

In addition to the effects of external aerodynamic flow explained so far the internal

aerodynamic airflow also has an impact on certain systems of launch vehicle.

Typical ones are (1) vent hole aerodynamics, (2) flow over open structures and

(3) separations in aerodynamic flows. These issues are addressed as specific aero-

dynamic problems.

Vent Hole Aerodynamics

There are launch vehicle systems with certain amount of empty space after meeting

the functional requirements. Typical examples are interstages, base shroud and

payload fairing. These enclosures have the air or purged gas at local atmospheric

pressure at the time of vehicle lift-off. As the vehicle ascends, the external ambient

(atmospheric) pressure falls rapidly, whereas the pressures in these enclosures are

nearly 1 atm of sea level (100 kPa) if not vented out. Thus the pressure differential

across these enclosures increases from zero at lift-off to as high as 100kPa when the

vehicle reaches higher altitude which has a major impact on these structures’
design. In order to achieve minimum mass design for these structures, the differ-

ential pressure (Pcompartment-P1) has to be maintained at a smaller value, generally

0.1 atm. This is achieved by venting the trapped air or gas through suitable venting

scheme.

During the launch vehicle flight, due to external aerodynamic flow, all along the

vehicle surface, there is local surface pressure build-up or suction compared to the

atmospheric pressure. Since inside pressure ðPcÞ is greater than atmospheric

pressure (P1), in order to allow the inside air to flow out, the local aerodynamic

surface pressure at the vent hole location (Pl) has to be equal to the atmospheric

pressure (P1) at the flight altitude.

Pressure distribution on the surface of the launch vehicle is given by

CP ¼ Pl � P1
q1

ð10:57Þ

Therefore, the ideal location for the vent holes is where Cp ¼ 0. But due to the

continuous change of flight environment in terms of Mach number increase as well

as variations in angles of attack, Cp ¼ 0 at a specified location cannot be ideally

achieved always. If Cp is large positive value, then the hot external gas enters into

the compartment. If the Cp is large negative, then the compartment air is sucked out

fast and both are not acceptable from the structural design point of view. The

criteria for locating the vent holes are where theCp value is close to zero, preferably

having the negative value. The above criterion is generally met at locations close to

the aft end of payload fairings for a typical vehicle as given in Fig. 10.34 except at

transonic Mach numbers. The locations and vent hole area are designed for the
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specified compartment mass flow rate and pressure fall rate as acceptable to the

structure. The mass flow rate and pressure fall rates are given by

dm

dt
¼ �CDA

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2γ

γ� 1
Pcρc 1� Pl

Pc

� �γ�1
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γ

vuut ð10:58Þ

and

dPc

dt
¼ �CDn

PlA

V

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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where

CD ¼ discharge coefficient of the vent holes

m ¼ mass of the air inside the compartment

A ¼ sectional area of the vent hole

Pc ¼ inside compartment pressure

Pl ¼ outside compartment pressure

ρc ¼ inside compartment air density

Fig. 10.34 Vent hole

locations
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n ¼ polytropic index

V ¼ compartment volume

γ ¼ ratio of specific heat of air ¼ 1.4

The discharge coefficient is evaluated experimentally, simulating external flow,

mass flow rate andPc. Generally multiple holes are provided for better efficiency, to

reduce the Cp variations caused by the local flow difference and also from the

structural point of view to have minimum reduction in strength due to the vent

holes. The launch vehicle integration process necessitates functional gaps, which

also function as vent holes. Therefore, during vent hole design process, these

functional gaps also have to be considered.

Flow Over Open Structure

In multistage launch vehicles, two adjacent stages can thermally contract and

expand differentially due to the difference in thermal conditioning of each stage.

Conventional design of load-carrying interstage elements for such environment

leads to complex structural system. Under such conditions, open interstage made of

intertank load-carrying truss members allowing rotation and linear movements at

one end and fixed at the other end is an optimum structural system design. Typical

schematic for such system is represented in Fig. 10.35a. Aerodynamic flow passes

through such open interstages as shown in Fig. 10.35a and creates local loads on the

components which are sometimes same order as overall loads.

To achieve successful stage transition in a multistage launch vehicle mission,

three major requirements have to be met, i.e. (1) ensure positive acceleration during

stage transition to aid successful ignition of upper stage, (2) have a suitable system

to separate the lower stage from the ongoing vehicle and (3) maintain vehicle

Fig. 10.35 Flowover open structures. (a) Open interstage. (b) Vented interstage
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attitude control during stage transition. Generally, autonomous complex ullage

rocket systems, separation rocket system and control systems are employed to

meet the above requirements. Alternatively, to avoid the complexity, the above

requirements can be achieved by a simple scheme of igniting the upper stage during

tail-off phase of lower stage. The exhaust of upper stage is used to assist the

separation process of the lower stage and then vented out through vented interstage

(VIS) as shown in Fig. 10.35b. This poses two problems: (1) the exhaust gas passes

through the gaps provided in the VIS which in turn interacts with the external flow,

and (2) the exhaust gas imparts the required force on the dome of the lower stage to

aid the separation process and subsequent to that, reverse flow is generated in the

cavity between the nozzle and interstage. The flow is highly complex due to very

high jet expansion ratio
	
Pi /P1



and high plume angle of the order of 75�. The

complex flow patterns of such systems produce loads and disturbance to the vehicle

systems and the subsystems have to be designed suitably.

Aerodynamic characteristics of the flows over open structures are carried out

using experiments and CFD process to generate flow features as well as aerody-

namic loads on the associated structures.

Stage Separations in Complex Aerodynamic Flows

To improve the performance capability, structural systems are separated from the

vehicle after meeting the functional requirements. Even though these separations

are planned at the benign environment, separation process of certain systems in the

aerodynamic flow environment is inevitable. Two such processes are explained.

Parts of interstages are being separated during thrusting phase of the vehicle.

Dynamically, this is analogous to barrel separation through high-speed jet of

thrusting stage as shown in Fig. 10.36a. The jet imparts forces and moments and

rotates the uncontrolled separated component. The flow is highly complex due to

protrusions caused by the electronic packages attached to the barrel. The aerody-

namic characteristics of such complex flow phenomenon are generated using

experimental and CFD means and using these data, suitable systems are designed

to ensure safe separation.

After burnout, the strap-on motors are generally separated to gain payload

advantage. The separated strap-on motor encounters complex aerodynamics in

the vicinity of the ongoing stage as shown in Fig. 10.36b. The reflected shock

from the core body and the jet impingement forces on the body are characterized

through wind tunnel tests to generate aerodynamic forces and moments. These data

are used for separation system design to ensure collision-free separation of the

strap-on motors from the ongoing stage. Once the system design is completed, the

same is validated through strap-on separation time-march wind tunnel tests (these

aspects are covered in Chap. 13).
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10.4.3 Free Molecular Flow Regime

Once the vehicle crosses the dense atmosphere, the external aerodynamic flows

over the vehicle are mainly free molecular flows, which generally occur in the

upper stages of flight phases. After the vehicle clears sensible atmosphere, in order

to achieve the target conditions, the guidance system provided in the vehicle steers

the vehicle in the optimum direction, which in turn generally introduces high angle

of attack to the vehicle. During this flight phase, although the atmospheric density is

very low, due to very high velocity of the vehicle and also large angle of attack, the

aerothermal environment on the vehicle systems is higher. Therefore suitable

thermal protection systems need to be designed. In addition, the control system’s
capability of the upper stages is generally lower as the aerodynamic forces and

moments of free molecular flight regimes need to be considered for the

corresponding stage control systems design.

In the free molecular flight regime, the aerodynamic characteristics of the

vehicle are generated as functions of vehicle operating altitudes along with high

angles of attack, on actual flight configuration (Fig. 10.37) using closed-form

solution.

Correspondingly, the aerodynamic forces and moments are computed as given

below:

Axial aerodynamic force is given by

FA ¼ CA h; αð Þq1Sref ð10:60Þ

Fig. 10.36 Separation process. (a) Barrel separation. (b) Strap-on Sepration
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Lateral aerodynamic force is given by

FN ¼ CN h; αð Þq1Sref ð10:61Þ

And the moment about centre of gravity is given by

MN ¼ Cm h; αð Þq1SrefLref þ FNXcg ð10:62Þ

where Cm, CN and CA are referred with respect to a point away from centre of

gravity by Xcg.

10.5 Aerodynamic Characterization

The previous sections explained the different aerodynamic phenomena during

atmospheric flight phase of launch vehicle and their impacts on the vehicle and

subsystems. Therefore, it is essential to evaluate the various aerodynamic charac-

teristics of the vehicle with different configurations to arrive at an optimum

aerodynamic configuration, which minimizes the loads while meeting all the

functional requirements.

The aerodynamic characterization of launch vehicle with complex flow patterns

in severe environments ranging from subsonic to hypersonic flight regimes is a

challenging task and is beyond the scope of this book. However, summary of

aerodynamic characterization strategies being adopted for a typical launch vehicle

design is given below.

The aerodynamic characteristics are generated through empirical and semi-

empirical methods, detailed wind tunnel tests and Computational Fluid Dynamics

(CFD) analysis and ultimately through flight measurements. While the empirical or

semi-empirical methods are used to generate the aerodynamic data quickly for

usage in the preliminary launch vehicle configuration evolution studies, the total

aerodynamic characteristics are evaluated through detailed wind tunnel tests and

CFD analysis. Considering the functional requirements, correctness and limitations,

Fig. 10.37 Free molecular flight regime aerodynamic configuration
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the aerodynamic characteristics generated through wind tunnel tests and CFD

analysis have their own merits and demerits. The characteristics evaluated through

both the methods are complementary in nature and the results are to be judiciously

combined to obtain the total characteristics of the vehicle.

In the wind tunnel testing, scaled-down model of the vehicle incorporating all

the external features of the vehicle is used. The vehicle model is mounted on the

suitable test rigs in the wind tunnel which simulates all the flight environments in

terms of Mach numbers ranging from low subsonic to hypersonic flows, angles of

attack, etc. The required measurements are made on the model under flight simu-

lated environments. The measured data is analyzed to evaluate the required aero-

dynamic characteristics. This data is further scaled up in the real vehicle and flight

environments and used in the vehicle design. Depending on the required charac-

teristics, suitable models are used to simulate the external features and dynamic

characteristics of the vehicle. Similarly, as per the test requirements, different test

rigs and measurement systems are adopted to evaluate the specified aerodynamic

characteristics of the model which can be scaled up to real vehicle accordingly.

The advantage of the wind tunnel testing is that the characterization is more

correct as it simulates the actual vehicle features as well as real flight environments.

Certain important aerodynamic parameters peak during critical flight phases such as

transonic and high dynamic regimes of flight and at specified orientation of the

vehicle with respect to the flow. The exact Mach number and orientation for

occurrences of such peaks as well as peak magnitude depends on the vehicle

configuration. Due to discrete simulation of flight environments such as Mach

number and vehicle orientation, normal wind tunnel tests may sometimes miss to

capture such events and peaks. In order to ensure complete aerodynamic charac-

teristics, Mach sweep, angle of attack sweep and roll sweep tests are to be devised

in wind tunnel test programs. Also, it is to be seen that while the wind tunnel tests

provide the correct aerodynamic characteristics of the overall vehicle, due to finite

and discrete measurement locations on the model, the flow features at critical

locations may be missed. For such cases, the critical locations have to be judi-

ciously identified and suitably instrumented to evaluate the characteristics at the

specified location.

The inaccuracies of the aerodynamic characterization through wind tunnel tests

arise from the limitations of the models and wind tunnels. To ensure that the model

is the true representation of the vehicle with all the features, the scale of the model

has to be large. While it is feasible for simulation of low subsonic flows in large

wind tunnels, the wind tunnel system required to simulate the flight environment

corresponding to transonic flows and beyond is very complex, costly and in certain

cases not feasible. Therefore, there is limitation in size of the test section of

transonic, supersonic or hypersonic wind tunnels. To avoid tunnel blockage effects,

the tunnel test section limitation decides the size of the model, in which case, it may

not be possible to represent the model as the true replica of the vehicle. To

withstand the start/stop loads of the wind tunnel, certain joints in the wind tunnel

models have to be modified which may be different from that of the vehicle in terms

of size and shape. These configuration changes may induce different flow
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characteristics compared to that of the true vehicle. In addition, the mounting

mechanism as well as local deviations of the vehicle model with respect to real

vehicle to accommodate such mechanisms also may have influence on the flow

patterns over the vehicle which is different from the true vehicle environment.

Therefore, considering the above aspects, the mounting mechanism and other

associated elements have to be suitably designed to minimize such effects.

In order to evaluate the overall measurement uncertainties in the aerodynamic

characteristics, repeat tests are to be carried out at critical environments such as

transonic, maximum dynamic pressure conditions, etc. In general, the flow incli-

nation in the wind tunnel, strain gauge balance and sting deflection corrections are

applied to correct the systematic errors in the measurements. The above repeatabil-

ity test represents the random error in that particular wind tunnel measurement

scheme. Even though appropriate model scale is chosen to meet the particular wind

tunnel blockage, depending upon the wind tunnel configuration like slotted wall,

perforated wall, etc., the type of sting, strain gauge balancing rating, the aerody-

namic characteristics may be different to a small extent. Therefore, it is a general

practice to carry out wind tunnel tests in different wind tunnels with different model

scales and arrive at tunnel-to-tunnel repeatability and model-to-model (instrumen-

tation) repeatability and use them judiciously in defining error bounds in the

generated aerodynamic characteristics.

On the other hand, Computational Fluid Dynamics (CFD) analysis involves the

mathematical modelling of the fluid flow, defining the vehicle external features

through suitable boundary conditions and numerical solution of the models to

generate the flow patterns and required aerodynamic characteristics. Due to the

feasibility of simulating the full vehicle and all the flight environments, CFD

analysis gives the details of realistic flow patterns with complete details which

otherwise are impossible to generate through wind tunnels. But the accuracy of the

CFD analysis is decided by the limitations of the model and computer system used

for the analysis. Due to these limitations with the present-day systems, it is not

possible to simulate exactly the real flow patterns accurately.

The present trend of CFD analysis is that for single-body configuration where

there is no large-scale flow separation, CFD is able to predict the aerodynamic

characteristics within 10–12% of the true values. Depending upon the type of code,

type of grids, number of grids and turbulence model, code-to-code variations are

prevailing and the accuracy of the generated characteristics rely on the nature of

configuration, Mach number regime, etc. For multi-body configuration, the CFD

prediction characteristics and the wind tunnel test data may vary to an extent of 20–

25 % especially in the transonic regime.

Therefore, considering the merits and demerits of CFD and wind tunnel test

results, one has to judiciously combine the wind tunnel and CFD results to arrive at

the integrated aerodynamic characteristics of the vehicle. Typical aerodynamic

characterizations for typical launch vehicle through wind tunnel and CFD analysis

strategies are given below.
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10.5.1 Aerodynamic Characterization Using Wind Tunnel
Tests

10.5.1.1 Vehicle on the Launch Pad and Lift-Off Phase

Suitable scaled-down model of the launch vehicle and launch tower are realized and

tested in wind tunnel for measuring the force and moment acting on the vehicle due

to ground wind. During this phase, as the vehicle faces low subsonic flows

(M< 0.2), it is feasible to simulate large models in larger wind tunnels simulating

flight parameters such as Reynolds number and Mach number. The tests are carried

out for the flow incidence angle of 90�, considering various relative positions of

launch vehicle and tower, simulating the wind and vehicle on the launch pad and

initial lift-off phase. Along with that, wind tunnel tests for the launch vehicle alone

are also carried out for large angle of attack simulating the flight environment

during initial flight phase of the vehicle. For this phase of flight, aeroelastic models

of the vehicle and tower are also made and wind tunnel tests carried out to evaluate

the augmentation of the overall loads and moments and to assess the frequency of

vortex shedding if any. The above data sets are used to design and validate the

vehicle systems on the launch pad and for the lift-off phase.

10.5.1.2 Overall Force and Moment During Atmospheric Flight Phase

To evaluate the overall aerodynamic forces and moments during high–dynamic

pressure flight regimes, rigid scaled models are realized, simulation of the flight

environment in the wind tunnel is done with the model and measurements are made

through suitable mechanisms. The models are designed to meet the requirements of

maximally simulating the vehicle features considering the limitations of the wind

tunnel. The measurements are made in all the simulated flight regimes ranging from

subsonic to hypersonic Mach numbers (typically M ¼ 0.2–5). For each Mach

number, simulations are carried out at all the expected flight environments of angles

of attack (α¼ �6� to 6�) and flow roll angles (φ¼ 0 to 360�). Wherever necessary,

M-sweep, α-sweep and φ-sweep tests are carried out to identify and capture the

peak aerodynamic parameters. In case of deviations in the model due to wind tunnel

limitations, the same effects can be evaluated through CFD analysis after suitable

matching process and added to the basic wind tunnel test data. After removing the

systematic errors, considering the uncertainty due to measurement inaccuracies,

model-to-model and tunnel-to-tunnel variations, the nominal aerodynamic charac-

teristics along with the possible dispersion bounds are generated. This forms the

basic data for launch vehicle performance evaluation and vehicle systems design.
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10.5.1.3 Load Distribution

To evaluate the local sectional load and its distribution along the vehicle length,

suitable steady rigid body pressure model with large numbers of steady pressure

ports distributed circumferentially and longitudinally is realized. Using suitable

electromechanical/electronic multiplexing, the steady pressures are measured.

These pressures are integrated and load distributions are obtained for various flight

regimes (Mach numbers) and flight environments (angle of attack). In general, the

above integrated loads and overall force measured load match within 10 % level

due to finite number of pressure ports. Wherever missing, pressure distributions are

judiciously augmented with CFD results after suitable matching process. By this

method, the load distribution over the entire vehicle including the functional pro-

trusions is generated. The distribution thus generated is used for vehicle structural

control system as well as propulsion design.

10.5.1.4 Unsteady Pressures and Aeroacoustics

In order to qualify the vehicle structures for the acoustic levels prevailing due to

aerodynamic flow separation, shock oscillation, etc., high-response transducers are

used in scaled rigid body model and unsteady pressures are measured in wind tunnel

at appropriate locations on the model. This data is converted into flight environment

using a suitable scale factor and an envelope is generated to carry out the required

tests in acoustic test facility.

10.5.1.5 Aeroelastic Model Testing

In order to characterize the launch vehicle for buffet loads, aeroelastic model of the

vehicle simulating the fundamental mode shapes and frequencies is realized and

wind tunnel tests are carried out for the critical flight regimes and environments.

The measurements lead to the evaluation of augmentation of structural loads due to

buffet. Generally, the rigid body forces and moments are augmented by 6–10 % due

to buffet depending on the configuration. The augmented factor is considered for

the vehicle system design.

10.5.1.6 Separation System Aerodynamic Characterization

Depending on the mission requirements, the spent stages (sequential and parallel)

may have to be separated under aerodynamic environments. For the collision-free

separation of such stages, suitable separation systems like spring or jettisoning

rocket have to be used based on the aerodynamic behaviour of the separating

bodies. In order to evaluate the aerodynamic forces acting on separated and

ongoing bodies under severe separating environment, suitably designed stage
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separation rigs are realized and wind tunnel tests are carried out for various

degrees of freedom possible for the separating stages. The wind tunnel test data

thus generated with appropriate error band is used for the separation system

design and dynamic analysis of separated stages.

10.5.1.7 Aerodynamic Characteristics with Presence of Jet
(Jet-on Effect)

During the evaluation of aerodynamic characteristics in the wind tunnel, the vehicle

model alone is used. But in actual flight environment, there exists rocket exhaust jet

during atmospheric flight regime. Presence of jet depending on the pressure ratio

(nozzle exit pressure to free stream pressure) influences the aerodynamic base

pressure, base heating and the overall forces and moments on the vehicle. With

high-capacity computational facility, these effects are captured to a certain extent

by CFD. However, to get the final data, wind tunnel tests are carried out by

simulating jets and free stream. This data is used for correcting the overall

aerodynamic data.

10.5.2 Aerodynamic Characterization Using CFD

All the aerodynamic characterization obtained through wind tunnel tests can be

generated by CFD analysis also. The greatest advantage of CFD is that there is no

limitation on the simulations as in the case with wind tunnel tests imposed by model

and tunnel limitations. Since CFD deals with the actual vehicle configuration

with real flight environment, the data can be used as it is without any scaling-up

factors and corrections required for the actual environment. As the CFD analysis

considers the total system without any loss of information, this analysis provides

flow features and patterns with intrinsic details, but off course within the limited

accuracy. Therefore, CFD analysis is considered to provide the total qualitative

details of flow features on the vehicle and protrusions with minute details. Due to

these features, the result of the CFD analysis is used extensively in the launch

vehicle aerodynamic characterization process.

1. To visualize qualitatively the flow patterns and aerodynamic features and their

impact on the vehicle system.

2. To identify the critical zones in the vehicle system such as flow attachment

locations, etc., which need in-depth characterization through wind tunnel tests.

3. To fill in the gaps of the wind tunnel generated data caused by the limitations of

the wind tunnel model by using the CFD data can be used after suitable

validation.

4. To correct wind tunnel test results to account for the deviations in the wind

tunnel models with respect to the actual vehicle configuration.
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5. To use this data for design of vehicle systems where it is not possible to generate

wind tunnel data. Typical examples are loads on protrusions, wire tunnel ducts,

vented interstages, etc. In all such cases data has to be used judiciously with

higher uncertainty bands.

10.6 Launch Vehicle Aerodynamics Configuration Design

This section gives the strategies to achieve the optimum aerodynamic configuration

design using various characteristics explained so far. The vehicle size in terms of

length and diameter including clustered configuration is designed to achieve the

specified mission objectives. Therefore, the aerodynamic configuration design of

the vehicle has to address the shaping of the forward part of the vehicle, viz.

payload fairing (PLF) and strap-on nose cones which dictate the aerodynamic

flow characteristics of the remaining parts of the body and correspondingly the

aerodynamic features of the vehicle. In addition, the vehicle stability issues, local

steady and unsteady loads and shaping of external protrusions are also to be

addressed in the vehicle aerodynamic design. Another essential part of aerody-

namic design process is to accurately characterize the steady and unsteady aerody-

namic loads on each of the external features of the vehicle and use them as input for

the vehicle subsystem design.

The general guidelines for the aerodynamic design are to reduce the overall drag,

normal and side forces, moments, steady and unsteady aerodynamic loads and aero

loads on the external protrusions as well as to reduce aerothermal environment to

the vehicle systems. To achieve the above characteristics of the launch vehicle, the

aerodynamic configuration design is carried out in shaping payload fairing (PLF),

strap-on nose cones, fins and external protrusions.

10.6.1 Aerodynamic Configuration Design of Payload
Fairing (PLF)

The fundamental requirement of PLF is to accommodate the satellite and protect it

against the harsh aerothermal environment during atmospheric flight. PLF is the

most forward part of the vehicle and therefore plays a major role in the aerodynamic

characteristics of the vehicle. While length and diameter of PLF is dictated by the

payload size and volume, the shape is designed to reduce the aerothermal environ-

ment on the vehicle and subsystems. The configuration design has to address

reducing the vehicle drag, stagnation point heat flux, low-frequency loads for the

vehicle structural design and high-frequency aeroacoustics for the vehicle and

satellite systems.
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The shape of PLF can be either ogive or conical as shown in Fig. 10.38. The

ogive shape provides higher volume for a given base to accommodate bigger

payloads, better aerodynamic characteristics in terms of reduced drag, with mini-

mum unsteady loads for the vehicle and the satellite. The negative feature of ogive

shape is the difficulty involved in its manufacturing to the required precision level.

Any deviation results into higher unsteady loads. In case of conical-shape PLF,

although the drag is more, the manufacturing process is simple. The conical shape

gives higher unsteady loads but the variations on the unsteady loads due to changes

in geometry resulting from the manufacturing process are very low. The actual

height and mass of ogive or conical PLF depends on the satellite volume require-

ments and actual aerodynamic loading conditions.

While the vehicle diameter is decided by the propulsion unit size, the diameter of

PLF is decided based on the satellite requirements. If the payload dimensions are

less than the diameter of the propulsion stages, in such cases, PLF diameter is kept

same as that of the vehicle diameter known as straight PLF. Advanced and heavier

satellites generally require a larger diameter which necessitates the PLF diameter to

be more than that of vehicle diameter. In such a situation, after meeting the satellite

requirements, the cylindrical portion of the PLF is joined to the vehicle through a

defined boat tail and this type is called bulbous PLF. Typical configurations of

straight and bulbous conical PLFs are given in Fig. 10.39. With respect to unsteady

loads point of view, straight PLF is preferable to the bulbous one.

The main design parameters for a conical bulbous PLF as represented in

Fig. 10.40 are (a) nose bluntness ðRÞ, (b) nose cone angle
	
δ1Þ, (c) nose cone

Fig. 10.38 Types of PLFs.

(a) Ogive shape. (b) Conical
shape
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length ðl1Þ, (d) cylindrical length ðl2Þ, (e) boat tail angle
	
δ2Þ and (f) boat tail length

ðl3Þ. The design guidelines of each of these parameters are

10.6.1.1 Nose Cone Bluntness

The design of nose cone bluntness is based on the trade-off between drag, structural

mass and stagnation point heat flux limits. If the bluntness radius is too small, the

vehicle drag is less but there is sharp increase in the stagnation heat transfer rates

causing the nose cone to melt. Too large bluntness radius makes the nose cone look

like a real blunt body and in such case, heat transfer rates are less whereas the drag

increase leads to performance loss. At the same time, the nose cone length created

by the small radius leads to unutilized volume inside PLF, which in turn leads to

structural mass increase. Hence, nose radius is designed with the criteria of mini-

mizing drag, heat transfer rate and structural mass in an integrated fashion.

Fig. 10.39 Types of

conical PLFs. (a) Straight
PLF. (b) Bulbuous
cone PLF
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10.6.1.2 Nose Cone Angle

Nose cone angle is generally designed less than 15�. For the nose cone angle

beyond 20�, when the flow expands over the shoulder, the strong transonic shock

creates separated flow regimes on the cylindrical portion of PLF, which increases

the unsteady loads. For the cone angle less than 15�, expansion of the flow from the

cone cylinder junction is lesser as compared to the 20� and the weaker transonic

shock would be in the cylindrical portion which moves downstream as the free

stream Mach number increases. Since the shock is weaker, the unsteady loads are

less as compared to 20� nose cone. In general, drag force also reduces for PLF with

less angle and increased length for nose cones.

10.6.1.3 Nose Cone Length

If the nose length is too short, for small angles of attack, the flow is non-uniform

even at the end of the cone, leading to more unsteady loads on the PLF. On the other

hand, for the longer nose cones, the flow develops from stagnation flow into

uniform conical flow before the end of cone itself, which reduces the unsteady

Fig. 10.40 PLF

designparameters
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loads. To achieve this, the nose cone length has to be more than 0.8 D. Another

advantage of increased length reduces the nose cone bluntness, which in turn

reduces the drag. However, the increased length increases the structural mass.

Trade-off between structural mass increase and aerodynamic load reduction needs

to be carried out to arrive at an optimum nose cone length.

10.6.1.4 Cylindrical Length

The cylindrical length is mostly decided by the payload dimension. From the

aerodynamics point of view, the cylindrical portion of conical PLF has to be

sufficiently longer to keep the two separated flow regimes, one on the boat tail

and the other near the shoulder, to remain distinct and not merging with each other.

If the cylindrical length is too short, then these two flow regimes interact, which

creates large unsteady, low-frequency loads. The cylindrical length has an influence

on the boat tail flow and therefore, as per the design guidelines, this length has to be

more than 1.5D, but generally any length beyond 1D may be acceptable but the

design has to be validated with the wind tunnel characterized buffet loads.

10.6.1.5 Boat Tail Angle

Usually a PLF without boat tail (straight PLF) is preferable as it avoids the unsteady

aero loads caused by the separated flow due to geometry change. But the boat tail is

unavoidable for the cases of bulbous PLF. Boat tail geometry is decided by the

change in the PLF diameter to the propulsion unit diameter and the necessary

structural design requirements. Due to geometry change, transonic shock forms

over the boat tail. For the lower boat tail angles, below 5�, the transonic shock

formed over the boat tail is weak and therefore the separated flow formed over the

boat tail is also weak. It is confined to a smaller zone and correspondingly the

unsteady loads are lower. For boat tail angle beyond 30�, wake like separated flow

exists over a longer zone, extending to longer lengths beyond the base of the PLF,

which generally occurs over propulsion units. Generally, in such cases the propul-

sion unit is designed for higher loads and the unsteady loads may not cause any

problem. However, for the boat tail angles between 5� and 30�, the shock incidence
on the boat tail is very strong, which can lead to higher acoustic loading to PLF base

regime.

10.6.1.6 Boat Tail Length

Boat tail length fixed once, D, δ and δ2 are known.
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10.6.2 Configuration Design of Strap-on Nose Cones

The design criteria outlined for PLF is applicable to strap-on nose cone also. To

take care of interactions of core airflow with that of strap-on, additional points need

to be considered. Depending upon applications, strap-on nose cones can either be

straight or slanted as given in Fig. 10.41.

Due to the interference between the strap-on and core vehicle, the shape of nose

cone plays a vital role in determining the aerodynamic drag and normal force on the

vehicle. The straight nose cones are simpler to manufacture. Due to the nose-

opening effects caused by flow interaction between core and strap-on, which aids

the separation process, the straight nose cone configuration is preferable for

the vehicle with strap-on separation during core thrusting phase. For the vehicle

without strap-on separation, slanted nose cone is preferable as it shifts the centre of

pressure towards aft of the vehicle, which improves the static stability. In order to

reduce the moments and local loads due to jet impingement over strap-on, slanted

nose cones are preferred for vehicle with vented interstage. In this configuration

there is a possibility of jet impingement on strap-on nose cone, along with gap flow

between strap-on and core. The strap-on attachments with the core vehicle can

introduce unsteady loads and local heating of the vehicle and therefore this area also

needs special attention during vehicle design.

10.6.3 Fin Design

The aerodynamic normal force on a launch vehicle is caused mainly by the

geometry of PLF, and therefore, the centre of pressure is towards the forward part

of the body. Due to heavy first stage, the centre of gravity of the vehicle is generally

Fig. 10.41 Strap-on nose

cone configurations. (a)
Straight nose cone. (b)
Slanted nose cone
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towards aft of the vehicle and this combination makes the vehicle statically unstable

configuration. The strap-on motors in the clustered vehicle configuration cause

additional aerodynamic force towards aft portion of the vehicle, which in turn shifts

the centre of pressure towards base. Due to the mass of strap-on motors, the centre

of gravity also moves backwards. Thus, in general, launch vehicles are aerodynam-

ically unstable configuration.

During high–dynamic pressure regime of flight, although the launch vehicle’s
attitude profiles are designed to follow zero angle of attack, the variation in wind

velocities and large wind shear introduce 1� to 2� angle of attack, which in turn

generate large aerodynamic force and moment on the vehicle. Therefore, to stabi-

lize the unstable launch vehicle in high–dynamic pressure regime of flight, the

autopilot system demands large control force. This has two implications: namely,

(1) the steady aerodynamic disturbance moment demands a large portion of the

vehicle control capability, leaving very low margin to stabilize the vehicle under

transient disturbances such as wind gust, which is not desirable during this critical

phase of flight; (2) large aerodynamic force towards the fore end together with large

control force at the aft end of the vehicle generates large bending moment, which

increases the vehicle structural load beyond the design limit.

To reduce the control demand and the structural load, the aerodynamic distur-

bance moment has to be reduced. The aerodynamic force level is fixed for the given

external configuration of the vehicle; therefore, the aerodynamic disturbance

moment is reduced by improving the vehicle stability characteristics. Fins are one

such option to improve the aerodynamic stability margins of launch vehicles. Fins

are usually fixed at the aft portion of the vehicle so that the normal force generated

by the fin moves the centre of pressure backwards as represented in Fig. 10.42.

Assume for a vehicle without fin, FANF
and XCPNF are the aerodynamic normal

force and centre of pressure respectively and XCG is the centre of gravity of the

vehicle. Then,
	
XCPNF

� XCG



is the static margin of the vehicle without fin. With

the introduction of fin at the aft portion of the vehicle, the aerodynamic incremental

force ΔFF is generated at the location XF from the nose tip. Therefore, the net

Fig. 10.42 Vehicle configuration with and without fins. (a) Vehicle without fins. (b) vehicles
with fins
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aerodynamic force FAF
and location of centre of pressureXCPF of vehicle with fin are

given below:

FAf g
F
¼ FANF

þ ΔFF ð10:63Þ

XCPf g
F
¼

FAf g
NF

XCPf g
NF

þ ΔFFXF

FAf g
F

ð10:64Þ

From the above, it can be seen that XCPF moves backwards compared to XCPNF ; and
therefore, the static stability margin is improved for the vehicle.

It is to be noted that since the fins produce additional normal force, in addition to

the shift in the centre of pressure towards base, the normal force magnitude also

increases. Therefore, design of fins is to be carefully carried out to reduce the net

aerodynamic disturbance moment.

Fins are usually flat plate-like surfaces and are fixed configuration in general,

whereas in launch vehicles which use aerodynamic surfaces for vehicle control, the

fins are made with fixed and movable parts. The best design option for fins is the one

which ensures zero static margin for the entire Mach numbers regime of flight,

which is not feasible. Usually, the fins are designed for the critical flight environ-

ment of the vehicle. Generally, at transonic Mach numbers, the aerodynamic force

increases and the dynamic pressure at this regime of flight is considerably larger as

the peak dynamic pressure occurs close to this regime of flight. Therefore, the fins

are designed for transonic and supersonic Mach numbers and for these Mach

numbers, fins are more effective and meet the vehicle design requirements. How-

ever, the effectiveness of the designed fins is assessed at other flight conditions. The

fins are mounted on the base shroud of vehicle to improve its effectiveness. The

interference between the body and fin improves fin effectiveness. The fin effective-

ness is maximum when the flow is two dimensional (2D), and therefore, the fins are

designed such that the flow component normal to the leading edge of the fin be

supersonic. The fin effectiveness can also be improved by using end plates that

prevent the tip vortices due to 3D flow.

Aerodynamic characteristics of a typical launch vehicle with and without fin are

given in Figs. 10.43 and 10.44. It is to be noted that the static instability margin at

Fig. 10.43 Effect of fins on

normal force coefficient
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transonic Mach number is reduced nearly to zero by adding fins. Eventhough the

normal force is increased the net aerodynamic moment about the centre of gravity

of the vehicle at the critical Mach number is near zero. However, the fins have

effects during subsonic and high supersonic Mach numbers regimes also.

10.6.4 External Configuration Design of Protrusions

The functional protrusions attached to the external surfaces of a vehicle play a

significant role on the launch vehicle aerodynamic design. Apart from the overall

vehicle aerodynamic characteristics decided by PLF, strap-ons and fins, the local

aerodynamics of a launch vehicle is mainly influenced by the presence of pro-

trusions. Protrusions, which are irregular surfaces on the surface of the vehicle, can

cause high local loads on the protrusions and in turn on the active vehicle structure.

Depending on the functional requirements, these protrusions can be classified into

two categories: (1) Forward facing step protrusions, (2) Backward facing step

protrusions as given in Fig. 10.45.

Generally, the forward facing protrusion produces a high local pressure distri-

bution and higher drag while backward step protrusion generates a local separated

flow leading to unsteady loads. Depending on size and shape, both categories of

protrusions can generate steady and unsteady loads. Therefore, given the shape and

size of a protrusion, it is essential to characterize both steady and unsteady loads at

these locations and use the data for structural design. Depending on the criticalities,

aerodynamic shaping and in certain cases relocation of protrusions are to be carried

out as part of aerodynamic design processes.

Fig. 10.44 Effectiveness of fins on centre of pressure
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Chapter 11

Structures and Materials

Abstract The structure of the space transportation system is the physical body of

the vehicle which houses all major or minor subsystems. It consists of propellant

tanks, motor cases, payload fairing and interstage structures. The entire structure of

the vehicle has to support all associated secondary elements like mechanisms,

pyros, avionics, actuators, etc. Structures are classified as primary and secondary

structures. Load-bearing structures like the solid stage motors, liquid stage tanks,

interstage structures, payload fairing and interface joints are all primary structures.

Gas bottles, fuel tanks for control systems, brackets, avionics packages, etc. which

do not experience direct loads are known as secondary structures. The design of

structural elements has to ensure the structural integrity of the vehicle during its

various phases of flight starting from lift-off till satellite injection. Loads, materials,

their characteristics, structural construction, manufacturing processes, structural

dynamic response, stability characteristics, development schedule, cost, etc.

strongly influence the structural designs. During the structural design process the

mass of the structure has to be kept minimum to maximize the vehicle performance

while ensuring adequate design margin. This makes the launch vehicles very

flexible and hence the detailed structural dynamic studies are essential. Therefore,

selection of suitable materials for structures and their shape and construction

methods are important. To ensure that the designed product meets the specified

requirements, the compliance has to be checked through detailed analysis and

testing. Structures designed and analyzed for various load cases are to be qualified

through a series of structural static and dynamic tests. This chapter discusses in

detail the STS structural design requirements, load analysis and different configu-

rations to meet different requirements. The materials’ selection for structures, their

shape and construction methods are included. Static and dynamic analyses are

described and some insight on design tools is presented. The various static, envi-

ronmental and dynamic tests needed for the qualification of the structures are

highlighted.

Keywords Structures • Loads • Bending moment • Design load • Motor case •

Liquid tank • Interstage • Construction methods • Metallic and composite

materials • Static analysis • Environmental analysis • Ground resonance test •

Dynamic response test • Aeroelastic • Divergence • Flutter and buffet
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11.1 Introduction

The structure for the space transportation system is the physical body of the vehicle

which has to house all the major or minor subsystems and holds all these elements

together. It consists of propellant tanks, motor cases, payload fairing and a number

of intermediate structures which link the propulsion modules, known as interstage

structures. The important intermediate structures are base shroud, open interstage,

intertank structure, payload adaptor, nose cone, etc. suitably chosen based on the

functional requirements. The propulsion modules can either be solid motors or

liquid stages. The payload fairing on top of the vehicle protects the spacecraft from

the aerothermal load during the atmospheric phase of flight. The entire structure of

the vehicle has to support all associated secondary elements like mechanisms,

pyros, avionics, actuators, etc. used in the vehicle. Various structures used in a

typical STS are shown in Fig. 11.1.

The design of various structural elements of the vehicle has to ensure the

structural integrity of the vehicle throughout the mission during its various phases

of flight starting from lift-off till satellite injection. In addition, the structural design

also has to deal with stringent constraints such as the minimum mass, hostile

operating conditions, prospect of modular manufacturing, cost-effectiveness, etc.

Fig. 11.1 Structures used in a typical STS
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Several factors, such as loads (mechanical, aerodynamic, thermal, control, sepa-

ration, acoustic), materials, their characteristics, structural construction, manufactur-

ing processes, structural dynamic response, stability characteristics, development

schedule, cost, etc. strongly influence the structural design process. Hence, the

structural design is an integrated multidisciplinary task, closely linked with several

disciplines. The interaction of the structure with external disturbances along with

aerodynamic characteristics and mechanical forces from major vehicle functional

systems like propulsion, control, liquid mass movements etc. causes interactive

dynamics. POGO, slosh, buffeting, servo-structure feedbacks, etc. are typical exam-

ples. The close interlinking of the structural design, structural integrity and the

dynamics are shown in Fig. 11.2. It is required to ensure that such interactions are

studied in detail and ensured that they are controlled so that they never diverge.

Therefore, the design of STS structures is complex and highly iterative from prelim-

inary design onwards till the structure is qualified and cleared for the mission.

This chapter discusses in detail the STS structural design requirements, load

analysis, types of constructions to meet different requirements, materials for struc-

tures, static and dynamic analysis and some insight on design tools and testing aspects.

11.2 Structural Design Requirements

While the major requirement of the STS structures is to withstand all the loads and

the flight environment, it is essential to ensure that the mass of the structure has to

be minimum to maximize the vehicle performance. Therefore, suitable material has

Fig. 11.2 Structural design, integrity and dynamics aspects
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to be selected for each structure depending on the functional requirements and

optimum design has to be carried out with the selected material to minimize the

mass while meeting the load-carrying capabilities under the expected flight

environment.

Structures of space transportation systems are classified as (a) primary structures

and (b) secondary structures. Load-bearing structures which provide the needed

strength and stiffness to withstand all loads during the flight are known as primary

structures. The solid stage motors, liquid stage tanks, interstage structures, payload

fairing and interface joints are all primary structures. In a vehicle several other

structures like gas bottles, fuel tanks for control systems, brackets, avionics pack-

ages, etc. which do not experience direct loads are known as secondary structures.

The important requirements in vehicle engineering and structural design are as

given below:

(a) Estimation of various loads on the vehicle systems caused by the various

sources

(b) A comprehensive analysis of loads during different phases of flight

(c) Selection of suitable materials, their characterization and failure behaviour

(d) Using high-strength material and suitable approach for design

(e) Carrying out optimum design without affecting the structural integrity,

guaranteeing adequate margin against all loading conditions and environment

(f) Adapting modular concepts in design for ease of manufacture

(g) Considering various constructional plans in the early phase of design and

selection of suitable processes to account for the ease of fabrication and the cost

(h) Providing the needed tolerances and identifying carefully all stress concentra-

tion regions

(i) Identifying the local stiffening at cut-outs and joining regions

(j) Evolving proper assembly, inspection and installation aspects

In structural design there has to be a set of criteria like strength, fatigue, fracture,

load analysis and vibro-acoustics analysis. The validation and verification require-

ments such as qualification and acceptance criteria in static and dynamic tests are to

be appropriately planned. During the detailed design phase, derived requirements

such as (a) reducing loads due to active load relief or day of launch wind biasing,

(b) providing damping for the propellant sloshing by using baffles and (c) ensuring

the launch constraints due to increased ground winds, etc. are also to be considered.

11.3 Structural Loads and Analysis

Loads acting on an STS during flight can be broadly divided into steady loads,

transient or dynamic loads and thermal loads. Bending moment, shear forces and

axial forces on complete vehicle are steady loads. Thrust transients, control forces

and acoustics are typical examples of dynamic loads. Aerodynamic heating and

heat generated during combustion process are typical examples of thermal loads. In

the initial development phase, the structural load estimation is done in quasi-static
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manner and suitable factors are assumed for unknowns over the estimation. In the

detailed design phase, complete model of the structural elements along with the

realistic flight environments are used for the static and dynamic analysis and

suitably modify the designs, if required to meet the requirements.

During the ascent phase flight, the vehicle has to travel through dense volatile

atmosphere and follow the preplanned trajectory. Even though the trajectory plan-

ning is based on minimum load constraint, the planned environment may not be

achievable due to the existence of wind. Since wind is a random phenomenon,

taking into uncertainties, aerodynamic load becomes the most severe for the

structures during atmospheric flight phase. The atmospheric phase varies from

subsonic to hypersonic flight regimes in a single mission. Both scale model wind

tunnel tests and computational fluid dynamics (CFD) are to be employed to fully

characterize both steady and unsteady aerodynamics characteristics. The vehicle

stability is achieved by applying the balancing control moment through control

systems. The aerodynamic steady and unsteady forces, control forces and the

propulsion system forces form the major input data for load analysis during

atmospheric flight phase. Subsequent to atmospheric phase, the structures are

subjected to loads due to ignition and shut-off transients at various stages, stage

separation, control actuation loads, etc. along with the propulsive forces.

Considering the above aspects, a comprehensive load analysis is required at

different phases of flight taking into account all loads due to several events. Since

the aerospace structures are very delicate due to optimum design, the handling and

transportation loads on ground are also to be considered in the design. Figure 11.3

shows the load analysis methods in a simplified manner.

Structural load analysis needs comprehensive data on (a) vehicle configuration,

(b) aerodynamic characteristics, (c) flight environment, (d) materials, (e) trajectory

parameters, (f) thermal loads, (g) control and (h) propulsion. Since the STS

development is a continuously evolving process, loads have to be updated often.

In order to achieve the acceptable loads, the structural load analysis needs close

interaction with other disciplines to understand the resolution of aerodynamic

coefficients at several critical events, spatial resolution of pressure distribution,

trajectory reshaping wherever possible within the constraints, control logic used,

the dynamic responses, etc. It is possible to find solutions to alleviate the excess

loads by marginal adjustments of some of the parameters listed above.

Structural design, based on the loads, can be classified broadly into the following

categories;

I. Design based on internal pressure

II. Design based on aerodynamic pressure distribution

III. Design based on axial force, bending moment and shear force, etc.

Solid motors, liquid stage tanks, gas bottles, thrust chambers, etc. are all

designed based on the operating pressure. Payload fairing is designed based on

aerodynamic pressure distribution (both internal and external pressure is consid-

ered). Interstages, base shrouds, stage end rings, etc. are designed based on equiv-

alent axial loads.
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11.3.1 Axial Load

Axial loads are due to thrust, drag and longitudinal inertial force acting at given

station, computed as

Fx ¼ qSCD þm€x ð11:1Þ

where

CD¼Drag coefficient

q¼Dynamic pressure

S¼ Surface area

m¼Mass up to that section

€x¼Axial acceleration of the vehicle

11.3.2 Shear Force

Shear loads are due to lateral aerodynamic and control forces and inertia given by

Fz ¼ qSCN þm€zþ CFP ð11:2Þ
Fy ¼ qSCS þm€yþ CFY ð11:3Þ

where

Fig. 11.3 Load analysis
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Fz and Fy are pitch and yaw plane shear forces respectively.

CN¼Lateral aerodynamic coefficient along the pitch plane for the defined α and β
CS¼Lateral aerodynamic coefficient along the yaw plane for the defined α and β
€z¼Lateral acceleration in the pitch plane

ÿ¼Lateral acceleration in the yaw plane

CFP¼ Pitch control force

CFY¼Yaw control force

11.3.3 Bending Moment

The total bending moment consists of bending moment due to aerodynamics, control

forces and buffet phenomenon estimated all along the vehicle length. Since the

vehicle is in free-free condition, inertia relief technique is to be used for load

estimation. The equivalent axial load Fxb due to total bending moment is calculated as

Fxb ¼ 2� Total bending moment

Radius of the structure
ð11:4Þ

and the total equivalent axial load (EAL) Fxe is given by

Fxe ¼ Fx þ Fxb ð11:5Þ

Generally, in the initial phase of development, quasi-static loads at particular flight

instances are computed and the structural design process is initiated. In order to

consider the uncertainty in understanding the aerodynamic/structure interaction, it

is a common practice to provide a margin of 15–20 % as dispersion based on the

loads so worked out. On bending moment, the dispersion considered may vary from

40 to 60 %, depending on the location, aerodynamic coefficient uncertainties,

buffet, dynamic load factors, etc.

Vehicle structural components are subjected to dynamic loads during ground

transportation and also in flight till satellite injection. During the road transporta-

tion, the rough roads cause dynamic loads on the components. While standing on

the launch pad, the vehicle structure is subjected to ground winds. During ignition,

the main motor ignition causes high acoustic loads impinging on the vehicle.

During flight, the jet noise reduces, but acoustics due to aerodynamics increases.

Aerodynamic noise reaches the maximum in the transonic regime and then reduces.

Since the vehicle is a flexible body, all components of the launch vehicle are

subjected to vibratory loads. Engine ignition, shut-off transients and combustion

instability as and when it happens cause very high dynamic loads on components.

Apart from random dynamic loads, heat transfer variation during the flight also

causes thermal loads. When the liquid stages are in operation, the liquid columns

experience longitudinal oscillations known as POGO and lateral oscillations called

Slosh. Pogo and Slosh load oscillations are to be damped out properly to avoid

serious structural problems. But it is difficult to estimate precisely these loads,

which are due to random environment. Proper characterization of the vehicle
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environment and past experience derived from earlier flights of different vehicles

are some of the guiding factors in generating this data.

Interstages and payload fairings are generally subjected to acoustic loads and

they have to be designed with good acoustic attenuator characteristics. With the

increase in size of propulsion stages the acoustic noise increases particularly in

low-frequency range. However its effect on STS structure is limited to the modules

which are mounted near to the acoustics environment. But it severely affects the

spacecraft elements.

The wind characteristics at the launch base have a major bearing on vehicle loads.

The wind measurements are needed for both ground and upper atmospheric winds.

Generally limits on wind speed are imposed for ground winds to decide on the go or

no-go for launch. The upper atmospheric winds are a major contributing factor for

vehicle loads during atmospheric flight phase. The alleviation of load through load

relief or generation of wind-biased trajectory is resorted wherever the loads are to be

minimized in flight and the details are discussed elsewhere in the book.

11.4 Structural Design Aspects

Broad methodology for structural design process of an STS is illustrated in Fig. 11.4.

The basic inputs for the design are derived from the vehicle and mission require-

ments. Before initiating the design, the vehicle level requirements are to be translated

to specific requirements of the structure and all the constraints are to be specified.

This leads to proper definition of a suitable configuration of the structure and the first

cut interfaces. The structural loads are to be estimated considering all factors includ-

ing the thermal loads and the uncertainties are to be worked out. Using all these inputs

the structural design is carried out. The design has to be verified under dynamic

conditions like vehicle flexibility and it has to be ensured that specified margin of

safety is guaranteed. Similarly the design has to be checked for stability margins

under various interactions like POGO, slosh and aero-servo-elasticity. It is also

necessary to verify the dynamic envelope and the dynamic response for the space-

craft. All these processes undergo several iterations and final design is arrived at. The

proto-hardware is realized with the finalized design and subjected to the specified

qualification tests. Any indication of loss of margin or failure during the phase of

qualification tests would cause further redesign and tests. This process is repeated till

the structural hardware meets all the defined requirements.

The design of the specific structure has to be approached considering the type of

structures. The material choice and construction type depend largely on the cate-

gory of structure to be designed. The design has to cater to all defined constraints,

interface requirements, maximum loads and thermal environment while minimiz-

ing the mass. During the design, the sizing of each of the structural members in

terms of thickness of the shell in case of motor cases or propellant tank, the cross

section and number of stiffeners, bulkheads and the cross section of end ring

interface joints in case of interstage structures has to be carried out to meet the
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specified design loads with a positive margin of safety. Simple mechanics theory,

strength of materials theory, empirical or special formulas are to be utilized

depending on the application.

11.4.1 Design Load Factors

The structural design for STS is largely influenced by the requirements of strength,

mass and cost. The choice of an appropriate factor of safety is a major decision the

designer has tomake. Factor of safety or safety factor describes the structural capacity

of a system beyond the actual or expected loads. Factor of safety is defined as

FS ¼ Allowable Load

Design Load
ð11:6Þ

The allowable stress can be yield strength or ultimate strength or buckling strength.

Factor of safety indicates the additional strength for the system compared to the

strength needed for handling the actual load. The margin of safety MS is defined as

MS ¼ FS� 1 ð11:7Þ

To minimize the structural mass, generally margin of safety of structures is

designed to be slightly greater than zero. The maximum expected load on structures

Fig. 11.4 Structures design methodology
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has to be carefully worked out as described in earlier sections and it is termed as

limit load. The load factor is the multiplication factor applied on limit load. They

are usually different for different applications to meet the specified reliability goals.

Proof load is that load which does not cause any global yielding whereas the

ultimate load does not cause any failure. For unmanned flights the proof load is

generally 1.1–1.15 times the limit load and ultimate load is 1.25–1.5 times the limit

load. For manned flights where higher reliability goals are set, the values for proof

load is 1.2–1.5 times limit load and for ultimate load it is 1.4–2.0 times limit load.

Selection of suitable design factors has to be based on several aspects such as

accuracy of estimated load, environmental effects on the material used in structure,

fatigue, etc. Therefore margin of safety has to ensure that it caters to all unknown

factors and guarantees positive margin.

The vehicle structure can be categorized into three major groups, namely, motor

cases or propellant tanks, interstage structures and interface joints. The motor cases

or propellant tanks are used for different propulsive stages of the vehicle. Interstage

structures facilitate the interconnection between the propulsive stages and houses

many of the vehicle subsystems corresponding to avionics, control systems, pyros,

mechanisms, etc. Different structures are connected through interface joints.

Although this book is not intended to describe the structural design in detail,

basic design approach to these three categories of structures which form the STS

is briefly given below.

11.4.2 Motor Case or Liquid Stage Tanks

The basic inputs for the design of these structures are maximum operating pressure,

overall diameter and volume. They are generally designed as monocoque structures

with end domes. The cylindrical shell and domes are attached through the machined

rings. The loads felt by these structures are internal pressure and external loads like

axial, bending and shear loads. The basic design features for propellant tanks are as

given below:

(a) Ultimate strength-based design

(b) Material to be compatible with the propellant used

(c) Material to withstand the temperature without degrading even when they are

subjected marginally beyond limits

(d) Compatible with adjacent structures

(e) Zero leak rates across the welds

If the length of the motor case is longer than segmented construction, then

suitable intersegment connection is resorted. On either end of motors, flanged joints
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are used as interface between motor to igniter and nozzle. The shell thickness is one

of the important parameters and it is decided as given below:

ts ¼ Pd

2σ
1þMSð Þ ð11:8Þ

P¼ (Maximum Expected Operating Pressure)� 1.25

d¼Mean diameter

σ¼Ultimate strength

MS¼Margin of safety

Theoretically, any margin beyond zero is sufficient. But considering the mini-

mum mass requirement and to account for the uncertainties due to constraints in

fabrication, assembly, etc. certain margin of safety is essential and hence it has to

be at least 0.1. The motor cases are constructed generally using ferrous alloys and

are strength-based designs. For liquid propellant tanks aluminium alloy or compos-

ite cases are generally used. In liquid tanks there are additional requirements to

provide longitudinal or ring baffles inside the tank at identified locations to meet the

slosh damping requirements as shown in Fig. 11.5. It is also a common practice to

provide local reinforcements in tanks at the location of concentrated loads to

minimize all the overloads. Chemical milling as explained in Sect. 11.6 is generally

adopted for aluminium shells to minimize the mass and to meet the functional

requirements of higher thickness near weld.

Fig. 11.5 Baffles used in

liquid tanks
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11.4.3 Interstage Structure

The commonly used interstage structures in an STS are structures between propul-

sive stages, base shrouds for core and strap-on stages, nose cones, payload fairing,

payload adaptor, avionics bay shrouds, etc. Interstage structures are constructed

either by using light alloys or by composite materials. These structures are having

the necessary cut-outs in hardware to facilitate the access to various avionics

packages after the vehicle integration. If the structure is metallic, it can be mono-

coque, semi-monocoque or closely stiffened shell constructions. If it is composite

material, several construction options described in the later section can be consid-

ered. Just to understand the design approach for interstage structure, the widely

used structure like a closely stiffened shell construction is taken as an example. This

structure is having a shell formed by sheet metal skin, stiffened with sufficient

number of stringers. In order to accommodate the cut-outs skin panels are to be

reinforced using doubler plates. The structure has to have two end rings. To

improve the buckling strength, sufficient number of bulk heads is to be introduced

between two end rings appropriately arranged without interference of cut-outs. The

basic inputs for design are generally the overall diameter of structure, height, the

axial load (compression) and bending moment. Failure mode for this structure is

essentially from buckling. Design has to decide on thickness of the shell, cross

sections and number of stringers, cross section of end rings and also the cross

section and number of bulk heads to enhance the stiffness. The average stress in the

structure can be deduced as follows:

Total compression load in terms of EAL is generated using the expression

Fxe ¼ Fx þ 4M

d
ð11:9Þ

where

Fx¼Axial load

M¼Bending moment

d¼Diameter of the shell

Fx and M are the ultimate values and generally taken as 1.25 times the limit load.

Once EAL is worked out, the average stress μ on the structure is given by

μ ¼ Fxe

A
ð11:10Þ

where

A ¼ Total area of cross section
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In addition to flight loads, some structures have to be designed for local loads,

induced due to auxiliary rockets like retro and ullage rockets.

The design has to be iterative and demands suitable design computer code.

Initially several configurations are to be considered and based on the analysis of

strength, margin of safety and overall mass, a suitable configuration is to be

selected. The structure has to be robust to withstand all possible failure modes,

which are due to local buckling, yielding, global buckling, etc. Lower mass,

fabrication constraints, cost and damage tolerance during use are also to be con-

sidered during the design phase. The various joints used in structure are to be

checked for possible failures. In some of the structures, cut-outs are necessary to

access the critical packages or components and accordingly necessary arrange-

ments are to be made. It is important to detail the number and overall size of the

cut-outs, the corner radius needed, etc. The skin panels are to be reinforced

appropriately using doubler plate and the stringers adjacent to cut-outs are to be

strengthened by using C stiffeners.

11.4.4 Structural Joints

Different structures of a launch vehicle are to be integrated through structural joints

which have to withstand the loads. Joints have to offer minimum rotation. In a

larger-diameter vehicle, these joints experience higher bending moments. In such

cases, flanged bolted joints are used. The end ring flange of interstages on either end

has to interface with the appropriate structure by utilizing number of bolts of

suitable sizes as shown in Fig. 11.6. The design of such joints has to be carried

out to withstand the maximum tension load experienced by the joint with sufficient

margin. Maximum bolt load can be estimated by

Lmax ¼ 4M

dn
ð11:11Þ

where

M¼Ultimate bending moment

d¼Bolt pitch circle diameter

n¼Number of bolts

Once the maximum tension load is determined, the bolt size has to be decided to

provide sufficient margin on yield strength. Generally bolts are preloaded 60–65 %

of the yield strength to prevent the joint separation.

Different types of joints are utilized in STS such as riveted joints, bolted joints,

ball-and-socket joints, merman band joint, tongue-and-groove joint, etc., as shown

in Fig. 11.6.
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11.4.5 Other Key Design Characteristics

Apart from strength and stiffness there are several other key design characteristics

for an STS structure. The structure has to be designed to have a natural frequency

above a certain defined value and within a certain range. This is essential to avoid

the interference with any other dynamic systems in the vehicle including the control

systems or to avoid excessive structural loading. Depending on the loading spec-

trum on the structure and also the maximum predicted loading cycles the structural

life is decided. This factor has to be appropriately accounted in design to avoid the

failure of the structure.

The ‘dynamic envelope’ is another important consideration during the design of

payload fairing and the payload interface. The payload should not foul with the

payload fairing even under all dynamic conditions of flight. It is essential to

estimate the relative deflections of the structure and payload during design and

coupled load analysis of the structural assembly and payload is carried out to ensure

that sufficient dynamic envelope is available.

In an STS structure the stability is another important factor. Instability in

structure leads to (a) overall structure buckling as a column or (b) buckling of

any member of the structures resulting in the collapse of the structure. Therefore

Fig. 11.6 Different types of structural joints. (a) Flanged joint (b) Merman Band joint (c) Riveted
joint (d) Tongue and groove joint
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during the design phase it is essential to ensure that structural member selected is

having the needed cross-sectional area and moment of inertia so as to guarantee the

stability.

Additionally standard design practices like avoiding the stress concentration

regions, rounding of sharp corners, stiffening the cut-outs and carrying out detailed

engineering incorporating fabrication, assembly and inspection requirements are to

be meticulously adopted to arrive at a good design.

11.5 Shapes and Constructions for STS Structures

The optimum design of STS structure depends not only on the proper selection of

material but also on suitable choice of shapes and constructions for tanks and

interstage structures. Appropriate selection of manufacturing process for any struc-

ture such as welding metals, joining through bolts, rivets or adhesives is also

important. The shapes and construction methods are different for each of the

structures listed below, namely,

(a) Motor cases for solid stages

(b) Tanks for liquid propellants

(c) Base shroud

(d) Interstage structures which also includes vented interstage

(e) Payload fairing

(f) Structure for avionics bay

(g) Nose cone

(h) Payload interface adaptor

(i) Thrust transfer joints for strap-on motors, etc.

The important considerations for realization of these structures are that each one

of them has to meet the specified strength and stiffness requirements. The overall

mass of each of the structures has to be minimized but without sacrificing the ease

of fabrication, assembly and overall cost. The fixtures used for the assembly of

various structures are to be suitably designed to reduce the overall cost.

The commonly used construction techniques for these structures are truss/

framed, monocoque, semi-monocoque or skin stringer, closely stiffened shell,

isogrid or waffle.

Truss or framed construction consists of members connected by joints. The

members used are generally subjected to torsion or compression. This type of

construction is generally used for internal structures which are housed within

payload fairing or interstages. They are also used as open type of structure. A

typical configuration of truss/framed construction is shown in Fig. 11.7.

In monocoque structures, the external skin of the object takes the load. This

structure is having an unstiffened shell with practically no or very few stiffening

rings. These structures are generally used for solid motor cases, for liquid stage
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propellant tanks and for interstage structures with a small diameter up to 0.5 m. A

typical monocoque construction is shown in Fig. 11.8.

A semi-monocoque structure consists of a shell stiffened by the longerons and

stringers. Even ring bulk heads are used sometimes. These structures are used

generally up to diameter of 4 m. If the diameter is larger closely stiffened shell is

used. The construction is to stiffen the thin shell by bulk heads in transverse

direction and by closely shaped stringers formed out of metal sheets in longitudinal

direction. A typical closely stiffened structure is shown in Fig. 11.9.

Fig. 11.7 Truss/framed

construction

Fig. 11.8 Monocoque

structure

Fig. 11.9 Closely stiffened

structures
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An isogrid structure is having integral grid stiffness and grids form equilateral

triangle pattern. The isogrid structure acts like an isotropic material with uniform

properties in all directions. Such structures demonstrate very good strength-to-

weight and stiffness-to-weight characteristics. Isogrids are used for structures

which are subjected to internal or external pressures along with longitudinal

loads. The waffle pattern structures are having rectangular pockets. They are used

when compressive stress field is not uniform on the shell. Isogrid shell can take

uniform compressive field on the shell, like externally pressurized shells. Isogrid

structures are realized using aluminium alloys such as AA2024, AA2219, AA6061

and AA7075, titanium alloy Ti-6 Al 4V and graphite epoxy composites. The

metallic isogrid panels are easily machined from solid plates by controlled milling.

Proper lay-ups and curing are used to achieve the required grid pattern in graphite/

epoxy material. Typical isogrid panels are shown in Fig. 11.10.

With the advancement of technologies, composite interstage structures are being

increasingly used in STS with the main aim of reducing the structural mass, while

maintaining the same structural performance as metallic designs.

Several design concepts have been evolved and the various compositions of

composite structures are as shown in Fig. 11.11. They can be broadly classified as

Fig. 11.10 Isogrid constructions

Fig. 11.11 Composite structural compositions
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stiffened or sandwiched. The options available in stiffened structures are skin/

stringer stiffened, hot stiffened or isogrid/orthogrid stiffened. The possible sand-

wich constructions are foam core sandwich, corrugated sandwich, fiber reinforced

foam core sandwich and honey comb sandwich. The figures of merit to be consid-

ered in the selection of a suitable composite structural configuration are the basic

mass, ease of fabrication, damage tolerance, repairability, ability to inspect com-

ponents, sensitivity to hygroscopic absorption and ability to handle high tempera-

ture. The composites chosen for a structure should have flexibility to incorporate

the changes with requirements at a later stage.

11.6 Materials for Structures

The key characteristics such as high strength-to-weight ratio, capability to operate

in hostile environment and ease of manufacturability dictate the selection of

materials. The method of construction also strongly influences the selection of

materials. Mechanical properties such as strength, stiffness, density, ductility,

weldability, corrosion resistance, propellant compatibility, thermal conductivity,

malleability, magnetic properties, fracture characteristics, availability and cost

restricts the selection of raw material. In certain applications wear resistance,

conductivity and insulation properties are also important. Depending on the appli-

cation, appropriate materials need to be selected. The material properties of high

specific strength and high specific stiffness are important considerations in

selection.

Commonly used metallic materials in aerospace structure are (a) alloy steels

(15CDV6, maraging steel, stainless steel, etc.), (b) aluminium alloys (AA 2014, AA

2219, AA 2024, AA 6061, AA 7010, etc.) and (c) titanium alloys (Ti6 Al 4V).

Alloy steels used in structures like solid motor cases, rocket engine parts,

brackets and fasteners have to have high strength. Typical mechanical properties

of alloy steels are given in Table 11.1. Maraging steel is a low-carbon iron-nickel

steel and with appropriate heat treatment, this material has very high strength, good

dimensional stability, excellent toughness and ease of fabrication. Based on the

yield strength of maraging steels, expressed in ‘kilopounds per square inch’, they
are classified as 200, 250 or 300 grade. Generally 250 grade maraging steel is used

in solid motor cases. The maraging steel gains its high strength through precipita-

tion hardening which is an ageing process of martensite matrix. Hence it is named

as maraging steel. Heat treatment of maraging steel is relatively simpler. Due to

very low carbon, maraging steel has excellent welding capability. 15CDV6 alloy

steel is a low-carbon steel with reasonably good yield strength. It also has very good

weldability and toughness properties. This material is used in smaller solid motor

cases.

In an STS most of the interstage structures, liquid propellant tanks, liquid engine

components, payload fairing and many other structural elements deploy aluminium
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alloy materials. The advantage of this material is high specific strength and high

specific modulus even under different temperature ranges. In addition aluminium

alloys facilitate easy fabrication and have high corrosion resistance. Commonly

used aluminium alloys are AA 2014, AA 2024, AA 2219, AA 6061 and AA 7075.

All these materials are heat treatable with precipitation hardening. Solution treat-

ment and ageing is the process used for heat treatment and it is possible to treat

them to obtain different levels of strength. The nomenclatures generally adopted for

various heat treatment processes are explained below:

1. T4: Solution heat-treated and naturally aged

2. T6: Solution heat-treated and artificially aged

3. T62: Solution heat-treated from ‘O’ or ‘F’ temper and artificially aged (O –

Annealed, F – As fabricated)

4. T651: Solution heat-treated, stress-relieved by stretching and artificially aged

5. T87: Solution heat-treated, cold worked to approximately 7 % and then artifi-

cially aged (applies to AA 2219 and AA 2195 sheets and plates)

Table 11.2 gives the typical mechanical properties of aluminium alloys along

with the heat treatment nomenclature.

Special materials like Al-lithium, Boron-Al, etc. are also used in certain designs

to reduce the mass while meeting the required strength characteristics. Aluminium-

lithium alloys have 10 % lower density and 11 % higher modulus than the

conventional aluminium alloys. AA 8090 exhibits superior mechanical properties

at cryogenic temperature. Typical mechanical properties of such materials are given

in Table 11.2.

The titanium alloys play a major role in the realization of space structures since

they have excellent properties like high specific strength, compatible with liquid

propellants and high fracture toughness. They are widely used in propellant tanks,

gas bottles and as structural elements in cryo applications to reduce the mass.

Mechanical properties of commonly used titanium alloy Ti6Al4V is given in

Table 11.3. In order to gain the weight advantage titanium linings are used in

composite gas bottles.

Fibre-reinforced composite materials are finding more and more applications in

structures like motor cases, payload adapter, payload fairing, vehicle instrument

bay, etc. Glass fibre, Kevlar fibre and carbon reinforced plastic composites, honey

Table 11.1 Mechanical properties of alloy steels

Material

Ultimate tensile

strength (MPa)

Yield strength

(MPa)

Elongation

(%)

Fracture

toughness (MPa)

15CDV6 1000 835 12

Maraging steel

M 200

1480–1520 1400–1450 12 155–200

M 250 1750–1800 1700–1725 8 >90

M 300 1900–1930 1880–1900 6 80

M 350 2480–2520 2400–2460 6 54
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comb core sandwich structures are some of the composites widely used in aero-

space structures. They have high specific strength and high specific stiffness. They

also have very good fatigue strength and excellent resistance to crack propagation.

The fibres act as arresters of cracks. It is possible to get the desired properties by

proper selection of fibres and also careful lay-up of sequence for fibres. It is

advantageous to realize the complex shape of structures in composites with proper

selection of moulding and curing process. The composites used in structural

applications are manufactured by laying up unidirectional or woven pre-pegs on a

suitable moulding surface. The number of layers used and the orientation of lay-ups

are decided based on design for a particular application. The product is subjected to

specified temperature and pressure based on the resin used in a hot press or an

autoclave. The orientation of lay-up adopted for a product depends on the load

conditions on that product and are generally at 0� � 45� and 90� as shown in

Fig. 11.12. The product with 0� lay-up is efficient to handle the load in principal

axis whereas lay-ups at �45� and 90� are good to handle the torsional and

transverse loads respectively. Table 11.4 gives the salient properties of the fibres

used in aerospace applications.

Table 11.2 Mechanical properties of aluminium alloys

Material

Ultimate tensile strength

(MPa)

Yield strength

(MPa)

Elongation

(%)

Fatigue strength

(MPa)

AA 2014 483 414 13 125

(T6)

AA 2024 470 325 20 140

(T4)

AA 2219 414 290 10 103

(T-62)

AA 6061 310 275 17 97

(T6)

AA 7075 570 505 11 160

T6

Al-lithium

alloy

550 530 8 44

AA 2195

(T87)

Table 11.3 Mechanical properties of typical titanium alloy

Material

Ultimate tensile strength

(MPa)

Yield strength

(MPa)

Elongation

(%)

Fracture toughness

(MPa)

Ti6Al4V 910 840 10 75
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11.7 Structural Analysis

In the beginning of the aerospace structural design era, strength-based design

approach was followed. So, basic structural design was carried out using strength

of material (SOM) approach. Since the SOM approach is macroscopic approach, it

Fig. 11.12 Typical lay up

of composite structures

Table 11.4 Salient properties of the fibers

Material

Ultimate

tensile

strength

(MPa)

Ultimate

strain

(%)

Modulus

of

elasticity

(GPa)

Specific

gravity

(gm/cc)

Specific

strength

(MPa/(gm/cc))

Specific

stiffness

(GPa/(gm/cc))

Aramid 1100 2 70 1.2 917 58

Carbon

Epoxy

(High

strength)

2000 1.2 150 1.7 1176 88

Carbon

Epoxy

(High

modulus)

1000 1.3 320 1.7 588 188

S2- Glass

fiber

1800 5.4 5.1 2.5 720 20

M250 (for

reference)

1750 8 190 7.8 231 24
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is difficult to estimate the stresses and strains in the critical areas, like cut-outs, in a

complex geometry. In addition, this approach always results in non-optimized

structures, which are always heavier than required. Therefore, it is essential to

follow the stiffness-based approach, based on theory of elasticity which is a

microscopic method. Whatever may be the maturity of the design methodology, a

detailed analysis with theory of elasticity approach is required for establishing

stresses, strains and margin of safety, which leads to highly optimized structures.

But structural stability becomes an issue with highly optimized structures. Hence it

is essential to consider strength, stiffness and stability during the initial phase. A

trade-off is required between them for arriving at highly optimized structures.

Once engineering design is completed, detailed structural analyses are carried

out to finalize the configuration. Subsequent to this engineering detailing, test

requirement generation and finally qualification of the structures are needed before

they are cleared for final mission. Structural analyses can be categorized into static

and dynamic analyses and both of them influence the design requirements.

To ensure that the designed product meets the specified requirements, the

compliance has to be checked through detailed analysis and testing. Rigorous

analyses provide the insight into the structural behaviour in terms of its suitability

and the margin available. If any deficiency in design is noticed in any of the

elements, they are to be redesigned to meet the requirements.

The nature of complex loading, boundary conditions, interactions between

several structural elements, interfaces with the adjoining structures, complicated

geometrics and varying material properties makes the analysis very complex. All

these factors need to be accounted suitably in modelling. When it is an assembly of

several structures, the analytical solution is not easily feasible. However if the

components of the vehicle are suitably modelled the numerical techniques can be

used for analysis. During the analysis, displacements, strains and stresses, frequen-

cies and mode shapes for critical loads and various conditions are evaluated in

detail.

11.7.1 Analysis Tools

With the advancement of powerful computers, faster numerical methods using

numerous general-purpose software have been developed for structural design

and analysis. One of the methodologies is finite element method (FEM). FEM

can be defined as a numerical technique to solve a continuum problem, in which the

continuum is divided into number of elements. These elements are connected to

points, which are known as nodes. In a broad sense, FEM is a curve-fitting

technique. FEM can also be divided into three categories: (a) displacement formu-

lation, (b) stress formulation and (c) hybrid technique, which couples both the

approaches listed earlier. The displacement formulation is very versatile and widely

used. It is applicable for linear and non-linear problem solutions.

476 11 Structures and Materials



The general procedure in finite element analysis consists of preprocessing,

analysis and postprocessing the results. The preprocessing involves (1) generation

of geometry, (2) dividing the geometry into assembly of finite elements, (3) apply-

ing appropriate boundary conditions, (4) allocating material and geometrical prop-

erties and (5) specifying the forces acting on the structure. The analysis involves

(1) static analysis to estimate the stresses and strain, (2) structural dynamic analysis

which consists of frequency, mode shape and dynamic response evaluation and

(3) stability analysis such as buckling analysis and interdisciplinary coupled anal-

ysis such as aeroelasticity, thermo-structural analysis, etc. Post-processing and the

results’ analysis are basically interpreting and assessing the results, which is the

most complex job and requires efficient tools. Many efficient graphical

postprocessors are available with various analysis tools, to plot or animate the

deformed shape, contour plots of stress and strains, mode shapes, extracting the

maximum displacement and calculation of various types of stresses and strains in

required coordinate system.

The desirable features of a general-purpose code are (1) large number of finite

elements to handle linear and non-linear analyses and (2) good material handling

capability, like isotropic, orthotropic, anisotropic, viscoelastic and temperature-

dependent material properties.

There are several general-purpose computer codes, which are readily available

to analyze the structure using FEM. Most of the packages provide the capability for

optimization and can be used during the initial phase of design for reducing the

mass of the structure. All these packages have very efficient pre- and postprocessors

for modelling and processing the results. Proper tool selection has to be based on

the nature of the analysis needed and the specific features available in each of these

software. These tools facilitate proper modelling of the structure to represent its

actual behaviour through a combination of several finite elements.

11.7.2 Static Analysis

Static analysis, which is also known as stress analysis, for estimating the deflec-

tions, deformations, stresses and strains for known applied loads, may be linear or

non-linear analysis depending on the requirement. The fundamental equation

solved in FEM for static analysis is

Ff g ¼ K½ � δf g ð11:12Þ

where

{F}¼Applied force matrix (Unit: N)

[K]¼Global stiffness matrix (Unit: N=m)

{δ}¼Unknown displacement (Unit: m)
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Different types of polynomials of different order are assumed for the displace-

ments for different types of elements to derive the element stiffness matrices using

principle of minimum potential energy. Details of deriving the stiffness matrix are

out of the scope of the book and are available in standard textbooks. The above

equation is solved for displacement, using various numerical techniques like the

Gauss elimination technique, Gauss-Seidal method, etc.

Once the displacement is estimated, the strain and stress components are derived

using the following equations:

2f g ¼ B½ � δf g ð11:13Þ
σf g ¼ D½ � Ef g ð11:14Þ

where

{σ}¼ Stress component matrix

2f g¼ Strain matrix

[B]¼Differential matrix, depends on the formulation

{δ}¼Displacement matrix

[D]¼Material constituent matrix, depends on the problem, like plane stress, plane

strain, bending, composite construction, etc.

Finite element models for stress analysis should have very large degrees of

freedom to accurately predict the stresses and strains, especially in the critical

regions such as cut-outs, sharp edges, near joints, etc. Near these critical regions,

the mesh should be finer, in order to capture the stress concentration. But for

buckling and dynamic analyses moderately coarse mesh is enough.

An engineering problem can be modelled in many ways depending on the appli-

cation. Using mathematical concepts, complex finite element models can be simpli-

fied. Use of symmetry reduces largely the computational time and cost. If both

structure and loads are symmetric with respect to an axis, an axi-symmetric model

is enough with appropriate boundary conditions. Figure 11.13 shows a typical model

Fig. 11.13 FEM model and displacement contour of a typical pressure vessel (a) FEM model

(b) Displacement
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of a pressure vessel made of axi-symmetric concept and displacement contour plot.

The colour code in the contour plot represents the magnitude of the displacement.

If the structure and loads are symmetric with respect to one or two planes, half or

quarter models are enough with appropriate symmetric and anti-symmetric bound-

ary conditions for evaluating the structural characteristics. Figure 11.14 shows a

typical half model. If it is a stiffened shell, a 3D model with stiffeners modelled

using beam or shell elements is essential. Finite element 3D model of a typical

structural shell with stringers is shown in Fig. 11.15.

The isogrid construction is mostly idealized using equivalent shell properties or

completely modelling the packets using shell elements. Truss constructions are

modelled using rod elements and any rod element should not be divided. Extra care

has to be taken in analyzing the dome/cylinder junction, tongue/groove joints and

core-strap-on links.

Solid propellant motors should be analyzed for stress, fracture and visco-elastic

propellant structural integrity. Stresses on the propellant grains, at the interface of

propellant, loose flaps and motor cases have to be estimated and positive margin

Fig. 11.14 Typical half

model
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should be established. Since the propellant has Poisson’s ratio near 0.5, special

hybrid elements have to be used. A typical finite element model of solid propellant

motor is shown in Fig. 11.16.

Thermo-structural analyses are to be carried out to study the dimensional stability

of structures, which undergo very high temperatures. Usually, non-linear analysis is

carried out by combining both thermal and structural loads in iterative manner.

A typical stress contour on the surface of a typical aerospace structure is given

Fig. 11.17. From this figure, it is evident that the stress concentration, near the

cut-out, is large compared to other regions. By observing these stress patterns, the

low stressed area can be identified and structural optimization can be carried out.

Similarly, stiffener around the cut-out can be properly modified in such a way that

the stresses around are reduced to acceptable limit.

Fig. 11.15 Typical 3D –

FEM model

Fig. 11.16 FEM model for solid propellants
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Once a structural configuration is finalized, static stability studies are to be

carried out, by performing buckling analysis. Buckling is not a structural failure

mode, it is a stability problem. Various types of buckling modes are (1) skin

buckling, (2) crippling, (3) column buckling and (4) overall buckling of total

structure. Through buckling analysis, eigen values can be obtained and the margin

can be estimated after multiplying with knock-down factor, which is due to

imperfection in the construction. Buckled mode shape of a typical structure is

shown in Fig. 11.18.

11.8 Structural Dynamic Analysis and Testing

The STS structure is an assemblage of a large number of stage motors, interstage

structures and a number of structural elements with different sizes and shapes. The

length-to-diameter ratio in most of the vehicles is large and it also has varying

stiffness and mass all along the length. This makes the launch vehicles very flexible

and hence the detailed structural dynamic studies are essential. They can be

classified into four major categories:

(a) Dynamic characterization: Evaluation of free vibration characteristics such as

frequencies, mode shapes, generalized mass

(b) Evaluation of dynamic excitations

(c) Dynamic response and stability studies: Involves coupled load analysis, pogo

stability analysis, control structure interaction studies, aeroelastic studies,

dynamic stability studies, etc.

(d) Vibration and acoustic testing: Involves generation of environmental test level

specification for component level and subassembly level for both qualification

level tests and flight acceptance tests

The comprehensive structural dynamic activities needed for an ascent phase STS

vehicle are illustrated in Fig. 11.19.

Fig. 11.17 Stress contour

of a typical structure
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Fig. 11.19 Various steps in structural dynamic characterization

Fig. 11.18 Buckled mode

of a typical structure
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11.8.1 Dynamic Characterization of Structures

Frequencies and mode shapes are the fundamental requirements for digital autopilot

design and analysis, Pogo system design and analysis, structural dynamic response

estimation, etc., and these parameters are independent of external excitation.

Proximity between structural frequencies and control, propulsion, excitation fre-

quencies may cause resonance and hence for the launch vehicles, it should be

ensured that there is adequate separation between them. These parameters are

obtained by solving the free vibration equations of motion

M½ � €xf g þ K½ � xf g ¼ 0f g ð11:15Þ

where

[M]¼Mass matrix

[K]¼ Stiffness matrix

{x}¼Displacement

Generally in a launch vehicle system finite element method is used to find the

frequencies and mode shapes. Different finite element models are generated for a

particular purpose. There is no unified model possible for all the STS vehicles.

Since the accuracy of response and dynamic stability analyses completely

depend on the natural frequencies and modes, the evaluations of these parameters

are to be done meticulously. The major steps involved in dynamic finite element

model generation are

1. Preliminary finite element models: This model is generated based on geometri-

cal drawing and estimated mass properties.

2. Ground resonance tests (GRT): Ground resonance test configuration is decided

based on the preliminary finite element models and practical restrictions.

3. GRT test-validated finite element models: Updatement of the models based on

the GRT results.

4. Generation of flight-updated finite element models.

Depending on the applications, vehicle models are generated with predomi-

nantly beam model or a complex three-dimensional shell model. Depending on

the requirements and accuracy, either total beam model or combination of beam and

shell models is used. Various idealizations of a typical vehicle are given in

Fig. 11.20. Since the stiffness contributions of solid propellant do not have signif-

icant effect on the vehicle modes and frequencies, it is generally neglected. But in

the literature, it can be seen that the solid propellants are also modelled using

viscoelastic solid elements.

Slosh dynamic characteristics are generated separately, by idealizing the liquid

propellants contained in a rigid container. Slosh frequencies, slosh masses and their

positions are obtained using either finite or boundary element methods. But in the

launch vehicle lateral dynamic models, slosh dynamics is represented by a set of

equivalent spring mass systems. Generally, first two fundamental slosh modes are
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considered. The non-sloshing fluid in the tank is lumped as rigid mass and mass

moment of inertia.

For Pogo (an instability phenomenon, when liquid stages are in operation)

stability analysis, propellant feed line mode shapes and tank bottom modal pres-

sures are essential. Hence, in Pogo models, the fluid is represented by virtual mass

technique.

As far as vehicle joints are concerned, generally, they are assumed as excellent

category and provision has to be made to introduce joint rotation constants in the

model. The engines used in the stages are treated as a vehicle branch and the lateral

dynamics is estimated by lumping the mass and mass moment of inertia at engine

centre of gravity.

Mode shape of a typical vehicle evaluated using dynamic analysis is given in

Fig. 11.21. The frequency range corresponding to mode shape is also given in the

same figure.

11.8.2 Ground Resonance Tests

The finite element model used for dynamic characterization of the vehicle has to be

validated by subjecting a suitable proto-hardware of the vehicle by dynamic testing

Fig. 11.20 Typical FEM models for dynamic analysis. (a) Total beam model (b) Beam interstage

model (c) Beam þ interstage propellant tank shell model (d) Beam þ detailed model for base

shroud (e) Propulsion stage model
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known as ground resonance testing (GRT). This test simulates the free flight

conditions to obtain the natural modes of the full vehicle. If the dynamic models

are not validated through ground tests the uncertainties are too large and designs

have to cater with higher safety margin leading to larger mass. It is also essential to

have realistic values of vehicle modes for control system designers in order to avoid

instability during flight.

In ground resonance tests generally full-scale hardware with mass, stiffness and

interfaces are simulated equivalent to flight hardware. Various other subsystems

like avionics, actuators, engines, gas bottles, etc. are mass simulated. The test

article is suspended on a suitable suspension system which provides near free-

free condition to the test article. The suspension system should be capable of

supporting the total loads with sufficient margin and the rigid body frequency of

the entire assembly with suspension system should be at least five times lower than

the frequency of the simulated vehicle. The test article is excited simultaneously by

multiple shakers at identified locations to extract all axial, lateral, torsion and

coupled modes. The responses at different identified locations are measured using

accelerometers. Using this data the modal characteristics, damping for various

modes, transfer functions at excitation sources, etc. are evaluated. Since it is not

possible to test the flight hardware, such as solid propellant motors and also time

variation of propellants, GRT models are to be updated for flight conditions.

11.9 Dynamic Response and Stability Analyses

Once a reliable finite element model is generated, a series of response and stability

analyses are to be carried out. Modal superposition technique is generally used to

solve the structural dynamic equation

Fig. 11.21 Mode shapes of a typical vehicle
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M½ � €xf g þ C½ � _xf g þ K½ � xf g ¼ Ff g ð11:16Þ

where

[M]¼Mass matrix

[K]¼ Stiffness matrix

{x}¼Displacement

[C]¼Damping matrix

{F}¼Excitation force

The response analyses are carried out in time domain and the stability analyses

are carried out in s-domain. For linear system, the total dynamic response can be

represented as a summation of responses due to various numbers of modes, which is

represented by the following equation:

xf g ¼
Xn
i¼1

ϕi qi ð11:17Þ

where

n¼Number of modes

ϕi¼Normalized mode shape of ith mode

qi¼Generalized coordinate of ith mode

By substituting Eq. (11.17), Eq. (11.16) becomes

€qf g þ 2½ � ζ½ � ω½ � _qf g þ ω2
� �

qf g ¼ ϕf gT Ff g
ϕf gT M½ � ϕf g ð11:18Þ

where

[ζ]¼Mode damping ratio matrix

[ω]¼Mode shape frequency matrix

Equations (11.18) and (11.17) are solved for displacement, velocity and accel-

eration in time domain using numerical techniques like Runge-Kutta technique,

Newmark-Beta technique, etc. For stability analysis the above equations are

converted into s-domain using Laplace transformation and solved for complex

eigen values.

Coupled load analysis, basically the transient response analysis, is carried out,

for evaluating the loads on the satellite components for various engine burnout

transients for low frequency range (1–100 Hz). Usually it is not carried out for

ignition transients, because of the high energy levels of the systems. For carrying

out the coupled load analysis, satellite models are needed in the form of reduced

stiffness and mass matrices. This analysis is also useful for generating the sine test

level specification for the spacecraft.

Flexible vehicle response analysis is to be carried out for assessing the aero-

slosh-control-structure interaction. This analysis has to be carried out along with the
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six degrees-of-freedom rigid body simulation. In this simulation, incremental force

and moments, incremental control forces, incremental rates at rate gyro location

and inertial system unit are to be estimated. Bending moment and equivalent axial

force at various locations are also to be calculated. These values are to be used for

launch clearance purposes.

Pogo is a stability problem which occurs due to the interaction of propulsion

system dynamics and structural dynamics. Like structural frequencies, the propel-

lant feed lines have their own natural frequencies. When the axial structural

frequency coincides with the propulsion frequency, resonance occurs, which results

in large oscillations in the thrust. This thrust oscillation pressure wave travels back

through the flow and reaches the tank bottom and increases the pressure on the

domes. Therefore, pogo is a closed loop stability problem, occurring only when

liquid engines are in operation. Pump-driven liquid stages are more susceptible for

pogo. Even pressure feed system also undergoes different types of pogo, which is

due to ullage pressure oscillation.

Theoretical approach similar to autopilot analysis is carried out in s-domain

using discrete time instances. To start with, estimation of longitudinal modal

parameters, axial frequencies, mode shape of feed line, modal pressure at the tank

bottom are to be carried out. Parallelly, propulsion system modelling using finite

element approach is to be developed involving various propulsion elements like

tank outlet, compressible and incompressible ducts, pogo corrector pump, bellows,

junctions, accumulator, thrust chamber, etc. Propulsion system equations are to be

coupled with structural motion and solved simultaneously for complex eigen

values, from which the system damping is calculated.

11.10 Structural Static Testing

Structures designed and analyzed for various load cases are to be qualified for their

flightworthiness, through a series of structural static tests. Static tests are the main

means of understanding adequacy of structural design and manufacturing.

Although these structures are subjected to detailed analysis to evaluate the design

margins, it is extremely difficult to predict the exact behaviour of joints, to quantify

the locked-up stresses during realization and other imperfections leading to high

stress regions. Proper static tests reveal the actual stress state of the structure and

useful for correction of mathematical models, the estimation of structural margin,

reliability of manufacturing process, etc. Extreme care should be exercised in test

planning, since improper loading may lead to structural premature failures and may

lead to wrong conclusions.

The structural test planned has to cater to the loads experienced during flight due

to thrust, inertia, control, aerodynamics, separation, etc. Depending on the compo-

nent, these loads are simulated in the tests by combining tensile load, compressive

load, bending moment, shear force, internal or external pressure, etc.
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Unique test setups, which include test stand design and development, conceptual-

izing and development of loading facilities, instrumentation, data acquisition and

analysis, are, to be established for different tests. Often component level testing may

not be sufficient, because load path deviationmakes it vital to have integrated structural

tests. One of such typical integrated tests for a structure is shown in Fig. 11.22.

The test specimen is kept vertically as shown in Fig. 11.22. The loads are to be

applied either as a point load or uniformly distributed load through appropriately

designed adaptors. Figure 11.22 shows the uniformly distributed load by suitable

selection of fixtures. Multi-channel feedback control systems are used for proper

load application and aborting the tests. The simulated loads are applied through a

number of hydraulic jacks. The actuator sizing and the working hydraulic pressures

are estimated on the overall maximum load to be applied on the specimen. Pretest

predictions are used to identify the measurement locations, such as maximum stress

locations, joints, cut-outs, etc. The test specimen is instrumented with a large

number of strain and displacement measurements, throughout component at the

critical locations. Nowadays, acoustic emission techniques are also used to identify

the faults during the test.

For structures, such as payload fairing and nose cones, external pressure loads

are predominant. In such cases, the structure is enclosed using a bladder to create

the pressure chamber. Variable pressures along the length of the structures are

created by using multiple pressure chambers and applying different pressures.

Similarly various tanks, which are subjected to internal pressure, are tested by

filling them with appropriate fluid medium and pressurization. As the temperature

affects the mechanical properties of materials, the fluid medium has also to be

properly chosen. For example, cryo tankages, which are subjected to low temper-

atures, have to be tested using liquid nitrogen as the medium.

Liquid stages are to be tested for combined pressure and axial loads. Due to test

facility constraints, sometimes the hardware may have to be tested for equivalent

Fig. 11.22 Typical

structural testing
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axial load. When structure is subjected to ultimate load test (qualification test),

which is 125 % of limit load, no global yielding is accepted. Local yielding is

allowed. Whenever cut-outs are provided in the structure, they are not used during

the tests since they are not expected to transfer any load during the flight. Table 11.5

gives the details of acceptable test factors.

Further, during qualification time, some of the structural elements are destructed

to evaluate the exact margin in the design. It is mandatory in the case of pressure

vessels; they are tested for burst and the margin availability is established. For

interstage type of structures, only qualification or ultimate load tests are carried out.

But all the pressure vessels are subjected to flight acceptance or proof pressure test

before the flight and no yielding is accepted.

11.11 Environmental Testing for Space Structures

Every structural element on the STS is subjected to vibration, acoustics and shock

loadings by carrying out environmental tests in order to qualify them for flight

applications. Environmental tests can be categorized into mechanical, thermal and

electromagnetic interference (EMI) tests. The main purposes of these tests are for

assessing the components for their in-service performance, for qualifying them for

flight environment and also to detect any workmanship error.

The mechanical tests are sine vibration tests, random vibration tests and acoustic

tests. Different tests are required to ensure reliability of the product before the

flight. Sine vibration test is carried out for frequency range up to 100 Hz, with the

excitation of one mode at particular time. Random vibration test is carried out for

frequency range up to 2000 Hz, in which all the modes are excited simultaneously.

But in random vibration tests, spring mass types of modes are excited well. Both

sine and random vibration tests are performed in all three axes using appropriate

shaker systems. Further acoustic tests are carried out in the acoustic chamber, in

which acoustic levels are generated using horns. In this test, flat surface modes are

effectively excited and the component is excited across the surface.

All the structural elements undergo two levels of testing, namely,

(a) qualification or prototype level tests and (b) flight acceptance tests.

Table 11.5 Acceptable test factors for structures

Structure type

Qualification test

(or) ultimate load test

Flight acceptance tests (or) proof

pressure test

Low pressure vessel & other

structures

1.25 1.1 for metallic

1.05 for composites

Very high pressure vessels 2.0 1.5
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11.11.1 Qualification Tests

The main purpose of qualification tests is essentially to assess the design suffi-

ciency of the structure and also to establish the structural margin. The basic

requirement of the hardware for qualification tests has to be that it has to be

identical to flight hardware in all respects. In qualification test, the hardware is

subjected to higher environmental levels and the practice is to test the components

to 1.5 times of the test level predicted for random vibration tests and þ3 dB in

acoustic levels. Additionally, the testing duration is also doubled in random

vibration tests.

The test levels to be used have to be derived depending on the vehicle, the

atmospheric disturbances and the propulsion system used. To illustrate the test

levels for a typical vehicle the sine vibration specifications can be as given in

Table 11.6.

11.11.2 Acceptance Tests

The main purpose for flight acceptance tests is to carry out the performance

check of various modules with flight expected levels and flight duration to

identify any workmanship-related issues, to assess the flightworthiness and integ-

rity of the structural elements. Usually flight acceptance tests for structures are

carried out at subassembly level with all important components. Acoustic and

random vibration tests are to be carried out at acceptance test level. Test levels

vary for components and it depends on its spatial location and the flight environ-

ment. For example, the components near nozzle are to be tested for higher values.

Typical sine vibration specifications for flight acceptance test can be as given in

Table 11.7.

Table 11.6 Typical sine vibration specifications for qualification tests

Sine vibration: Qualification test level

Frequency (Hz) Longitudinal axis Lateral axes Sweep rate

Component level 10–16 20 mm DAa 12 mm DAa 2 Oct/s

16–100 10 g 6 g

Sub assembly level 5–10 7.5 mm DA 3.75 mm DA*

10–50 1.5 g 0.75 g

50–100 0.75 g 0.375 g
aDA displacement amplitude
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11.12 Aeroelastic Analysis and Testing

The optimized design processes used for structures results into low mass thus

making the aerospace structure into highly flexible configuration. Elastic deforma-

tions in a structure play a dominant role in defining the external aerodynamic loads.

In aeroelasticity the aerodynamic forces interact with elastic forces of the vehicle

structure. The loads and deformations not only interact but under certain conditions

of structural configuration, dynamic pressure and Mach number, the interaction

between them can turn unstable. The structural vibration generates elastic and

inertial forces which in turn interact with aerodynamic forces to cause aeroelastic

problem. These three forces form three vertices of a triangle and the classification

of aeroelastic problem depends on the interaction of these forces.

The unstable interaction of these forces causes failure to the structure. Therefore

the design has to address the instability and ensure that the operating conditions are

always within the stable region. The huge developmental or operational cost

necessitates the inclusion of aeroelastic studies in the design stage itself.

Typical aeroelastic problems in structures of STS are (a) flutter, (b) aeroelastic

divergence and (c) transonic buffeting. Further, controlling the unstable system is a

difficult task.

11.12.1 Flutter Phenomenon

Flutter is a dynamic aeroelastic phenomenon which occurs due to interaction of

aerodynamic, inertial and elastic forces. It is a self-induced oscillatory phenomenon

and there is no need of any external disturbance. Flutter is generally associated with

skin panels, fins of rockets, control surface with hydraulic actuators and blades of

turbines. For example, in a wing when the airflow increases, it causes the increase in

bending frequency and reduction in torsional frequency. At critical flutter speed,

these two frequencies coincide causing instability in oscillations leading to struc-

tural failure. The overall damping at this point becomes zero.

Table 11.7 Typical sine vibration specifications for flight acceptance tests

Sine vibration: Flight acceptance test level

Frequency (Hz) Longitudinal axis Lateral axes Sweep rate

Component level 5–10 5 mm DA 2.5 mm DA 4 Oct/s

10–50 1.0 g 0.5 g

50–100 0.5 g 0.25 g

Subassembly level 5–10 7.5 mm DA 3.75 mm DA

10–50 1.5 g 0.75 g

50–100 0.75 g 0.375 g
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There are different types of flutter as detailed below:

(a) Classical flutter, which occurs with lifting surfaces (like wings, fins, etc.), is

due to the coalescence of two different structural modes. In stable conditions,

the energy caused by the interaction of elastic, aerodynamic and inertial forces

is dissipated to the environment from structure through damping. At particular

vehicle velocity, which is known as flutter velocity, the system starts acquiring

energy from the aerodynamic flow, which results in often destructive oscilla-

tions. At flutter velocity, the system damping becomes zero. The physical

mechanism is that as the vehicle velocity changes, the virtual mass acting on

the lifting surfaces changes the fundamental frequencies. When two frequen-

cies coincide, resonance occurs. Classical flutter is a dynamic stability prob-

lem. Fins of the rockets are to be studied for classical flutter; it is always better

to ensure a flutter margin of 1.0 due to the uncertainty in aerodynamic theories.

(b) Unlike classical flutter, panel flutter occurs only in supersonic conditions and

leads to a structural failure. In STS, all the structures are to be checked for

panel flutter condition.

11.12.2 Divergence

Another type of aeroelastic static instability is divergence. Divergence speed for

lifting surfaces and for a full rocket has two different meanings. For lifting surfaces,

like wing and fins, it is based on the static torsion stiffness of the surface. For

rockets, the static stability is based on the centre of pressure (CP) and centre of

gravity (CG) locations. For a rocket to be statically stable, the CP should be behind

CG. At some critical dynamic pressure the CP and CG coincide, which is known as

divergence dynamic pressure and the corresponding velocity is known as diver-

gence speed. Flexibility of the vehicle also has its influence on static instability.

Generally, the sounding rockets do not have control. During design phase itself,

divergence speed of uncontrolled rockets should be determined to ensure static

stability. Divergence margin, the distance between CP and CG location, is usually

defined in terms of diameter of the rocket. It should be ensured that the divergence

margin is two times the diameter of the vehicle.

11.12.3 Buffet Phenomenon

Buffet is defined as the structural response for unsteady aerodynamic loads. Mostly

it happens in transonic regime, where the aerodynamic flow is unsteady and

unpredictable.

The larger payloads necessitate the introduction of bulbous payload fairings in

STS. The larger diameter of the payload fairing is connected to the core body

through a boat tail (conical position), which in turn causes the separation of airflow
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at boat tail and reattachment later at cylindrical core body. When the vehicle is

traversing from subsonic to supersonic, shock is formed. During transonic regime,

these shocks oscillate over the payload fairing and generate additional dynamic

oscillations, which cause additional bending moment on the structure. Usually,

additional factors from 20 to 60 % are considered on design bending moment for

buffet. The factor varies for various structures all along the length. Simulating this

phenomenon theoretically is not amenable, which requires a strongly coupled

aerodynamics and structure software. Hence experimental studies are to be carried

out for estimating the buffet bending moment. Aeroelastic scale models, which

represent the first two global bending modes, are to be realized and instrumented

with strain gauges. These models are subjected to various flow conditions in the

wind tunnel, and from the strain measurements, the buffet bending moment is

estimated.
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Chapter 12

Thermal Systems and Design

Abstract The STS during its entire flight regime is exposed to different thermal

environments, causing severe thermal loads to the vehicle, structural elements and

several other sensitive elements. All thermal effects such as local heating rate and

total heat load are to be analyzed in detail to understand the thermal loads during

flight. Thermal environment of the vehicle and subsystems caused by aerodynamic

heating depends mainly on their external configuration, vehicle surface material

characteristics, flow field characteristics and vehicle trajectory. The thermal load

caused by propulsion system depends on the type of propulsion system, vehicle

operating altitude, nozzle expansion ratio and the vicinity of the subsystem ele-

ments with respect to the propulsion elements. Thermal protection materials and

thickness in turn decide the thermal protection system mass depending on thermal

environment, type of thermal load, materials used in the system and temperature

constraints specified for the various subsystems. Thermal protection systems (TPS)

are passive, semi-passive and active depending on the application. While appropri-

ate TPS is used to ensure the normal function of the subsystem to meet the specified

functions, the mass of the integrated vehicle has to be minimized. During the initial

development phase, an integrated system design approach is required to arrive at

optimum structural and thermal designs for the vehicle subsystems. Once the

suitable thermal protection materials are chosen based on the detailed analyses, it

is essential to carry out thermophysical and mechanical property tests for these

materials within the temperature range they are expected to experience in flight.

This chapter presents the thermal design aspects of vehicle and subsystems for a

launch vehicle. The impact of the thermal environments, on vehicle and subsys-

tems, the need for the integrated design strategy, the requirements of various

subsystems which need thermal protection, design constraints and approach for

optimum thermal design for each of the subsystems are highlighted. The various

aspects of the heating environment due to jet exhaust are described. Thermal

response analysis and the methodology for the analysis are covered. Tests for

thermal protection systems and their qualification methods are also included.

Keywords Thermal system • Aerodynamic heating • Stagnation point heating •

Base jet interaction • Vent hole • Thermal protection system • Heat flux • Thermal

response analysis and Thermal tests
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12.1 Introduction

The STS during its entire flight regime is exposed to different thermal environ-

ments, causing severe thermal loads to the vehicle, structural elements and several

sensitive elements. During the pre-launch phase, the important sources of thermal

loads are due to (1) direct solar radiation, (2) Earth reflected (Albedo) radiation,

(3) Earth emitted radiation and (4) internal power dissipation of avionics elements.

In addition to the above sources, the thermal loads during flight are (1) aerodynamic

heating and (2) jet plumes and jet interactions and the thermal loads that affect the

subsystems are local heating rate and total heat load. The heating rate induces

thermal gradients across the thickness and along the surface of the structures

resulting in a non-uniform temperature distribution whereas the total heat load

increases the temperature of the elements.

The heat thus generated by the external thermal environments through the heat

transfer mechanisms of conduction, convection and radiation either impairs sensi-

tive elements or severely affects their performance. The non-uniform temperature

distribution causes local distortions which in turn induces thermal stresses to the

vehicle structural elements. For the structures with different materials which have

different thermal expansion coefficients, even the uniform temperature distribu-

tions induce thermal stress. The non-uniform temperature causes additional stresses

acting on the vehicle structural elements over and above the mechanical stresses

due to steady and dynamic structural loads. Also, for many of the conventional

structural materials used for the vehicle structures, the strength reduces drastically

at elevated temperatures. Therefore, to ensure the integrity of the vehicle and

subsystem structural elements and to ensure normal functions of the sensitive

systems during flight, it is essential to restrict the temperatures within the allowable

levels using suitable thermal protection systems (TPS).

Thermal environment of the vehicle and subsystems caused by aerodynamic

heating depends mainly on their external configuration, vehicle surface material

characteristics, flow field characteristics and vehicle trajectory. The thermal load

caused by propulsion system depends on the type of propulsion system, vehicle

operating altitude, nozzle expansion ratio and the vicinity of the subsystem ele-

ments with respect to the propulsion elements. Thermal protection materials and

thickness in turn decide the TPS mass depending on (1) thermal environment and

type of thermal load, (2) materials used in the system and (3) temperature con-

straints specified for the various subsystems. While appropriate TPS is used to

ensure the normal function of the subsystem to meet the specified functions, in

order to achieve the optimum performance of the vehicle, the mass of the integrated

vehicle has to be minimized. Therefore, during initial development phase, an

integrated system design approach is required to arrive at optimum structural and

thermal designs for the vehicle subsystems.

Thermal design aspects of vehicle and subsystems of launch vehicle are given in

this chapter, whereas the same for re-entry vehicles is included in Chap. 15 on

Re-entry Missions.
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In addition to launch vehicle thermal environments, their impact on vehicle and

subsystems and the need for the integrated design strategy, the requirements of

various subsystems which need thermal protection, design constraints and approach

for optimum thermal design for each of the above subsystems are given in this

chapter.

12.2 Heating Problems in Launch Vehicles

Before explaining the heating problems and the related issues, some important

definitions are described:

1. Heat is defined as the energy transferred from a high-temperature object to a

lower-temperature object. It is a vector quantity, in the direction of decreasing

temperature. Unit is Joule (J).

2. Heating rate is defined as the rate at which a body is heated. Unit is J=s (W).

3. Heat flux is the heating rate per unit area. This is a vector quantity represented

generally as _q . Unit is W=m2.

4. Heat load is the heating rate per unit area, integrated over a period of time. This

is generally represented as Q and the unit is J=m2.

5. Thermal load is defined as the load on a structure induced by change in

temperature.

Heating due to solar radiation, Earth reflected radiation, Earth emitted radiation

and internal power dissipation is of general nature. The aerodynamic heating and jet

plume effects are the major sources for thermal environment for the vehicle and its

flight environment.

12.2.1 Aerodynamic Heating Over a Flat Surface

When there is a flow of air over a body, the air particles in contact with the surface

of the body are brought to rest due to the viscosity of the air and the surface

roughness. In this process of slowing down, the kinetic energy of the air particles

is converted into thermal energy, which raises the temperature of the air at the

surface. The high temperature air that surrounds the vehicle structure induces

transfer of heat to the surface with which it is in contact and this process is termed

aerodynamic heating. The total temperature rise occurs within the boundary layer

and the temperature increase also depends on the type of boundary layer. If the flow

velocity is more, the temperature rise is also more.

The velocity profile within the boundary layer caused by viscosity on a typical

flat surface is given in Fig. 12.1. The flow within the boundary layer is viscous

whereas the flow outside the boundary layer is considered as non-viscous
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(or inviscid).The flow velocity is zero at the surface (called no slip condition) and

reaches the free stream velocity at the edge of boundary layer. The corresponding

temperature profile within the boundary layer is also given in Fig. 12.1 and the

entire temperature increase of air particles is within the boundary layer itself.

Consider the surface is adiabatic, i.e. there is no heat transfer to and from the

surface. Consider A is the point in the free stream and B is at the surface and assume

the flow from left to right is adiabatic. Since the flow velocity at B is zero, the

adiabatic temperature at B on the surface Twad
is given by

Twad

T1
¼ T0

T1
¼ 1þ γ� 1

2
M12 ð12:1Þ

where T0 is stagnation point temperature and γ is ratio of specific heats. But, in

reality, the process is not fully adiabatic. As the temperature profile increases

towards the surface, there is heat transfer within the boundary layer towards the

colder section of the gas towards upper portion of the boundary layer. Therefore,

the temperature rise at the surface is less than the stagnation point temperature. For

this, the recovery factor r is defined as

r ¼ Tr � T1
T0 � T1

ð12:2Þ

where Tr is the recovery temperature. ‘ r ’ is the measure of the ratio of actual

temperature rise across the boundary layer to the maximum possible temperature.

Using Eqs. 12.1 and 12.2, it can be seen that

Fig. 12.1 Velocity and temperature profile within the boundary layer
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Tr

T1
¼ 1þ r

γ� 1

2

� �
M12 ð12:3Þ

The high temperature of gas at the surface Tr causes increase in the surface

temperature through convective heat transfer mechanism. As the speed of the

flow increases, the stagnation and recovery temperature also increases causing a

correspondingly higher thermal loading on the surface. For very high flow speeds,

in addition to the convective heat transfer process, the radiative heat transfer from

the hot air to the surface also happens.

The heat transferred to the surface is conducted through the material, causing

temperature increase of the structural elements and to the components housed

inside the structure. In addition, the high temperature of the material also radiates

the heat to the sensitive elements.

The convective heat flux to the surface is given by

_q ¼ h Tr � Twð Þ ð12:4Þ

where Tr is the recovery temperature, Tw is the wall temperature and h is the heat

transfer coefficient.

The heat transfer coefficient ‘h’ depends on the local flow characteristics, surface

shape and surface characteristics. Also h depends on the flow conditions within the

boundary layer. Compared to the laminar boundary layer, the convective heating

within the turbulent boundary layer is more intensive due to the turbulent velocity

features. The recovery temperature depends on the flow characteristics and the free

stream temperature and therefore depends on the geometrical shape, vehicle trajec-

tory and atmospheric parameters. The wall temperature depends on the surface

material characteristics. Therefore, it can be concluded that the aerodynamic

convective heat transfer over a launch vehicle depends on vehicle geometrical

shape, material characteristics, flow characteristics, vehicle trajectory and atmo-

spheric parameters.

12.2.2 Aerodynamic Heating Over Launch Vehicle Surface

The aerodynamic convective heating over a flat surface is explained earlier. But, in

reality, launch vehicles have complex shapes with various external protrusions

depending on the functional requirements. The atmospheric flight of a launch

vehicle passes through different flight regimes, viz. subsonic, transonic, supersonic

and hypersonic flight phases. Therefore, all the external parts of the vehicle are

exposed to aerodynamic flows of various types. The flow characteristics along with

the corresponding shapes induce different thermal environments.

From high subsonic flight phase onwards, shock waves get formed along the

various regions of the vehicle and external protrusions. These shock waves initially
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decelerate the flow and increase the flow temperature to a larger extent. Deceler-

ating the flow further to zero velocity at the surface of the vehicle is caused by the

viscosity and surface friction. Therefore, in the launch vehicles, in most of the

regimes of the flight, the aerodynamic heating is caused by viscosity and compres-

sion process by shock waves.

The maximum heating on a launch vehicle occurs at the stagnation point. At

supersonic speed, the shock wave formed in front of the body as in Fig. 12.2

compresses the air. Flow through the shock wave is adiabatic and also the flow

downstream of a normal shock is subsonic. The temperature outside the boundary

layer near to the stagnation point region is almost the same as that at the stagnation

point. The temperature increase across the boundary layer due to viscous dissipa-

tion is very small. Therefore, the recovery factor is almost equal to 1. By using

Eq. (12.1), the temperature of air at the stagnation point is given by

T0 ¼ T1 þ V2

2Cp

ð12:5Þ

where

T1 ¼ Static temperature of impacting air

V¼Velocity

Cp ¼ γ
γ�1

R; specific heat of air at constant pressure

γ ¼ Ratio of specific heats

R¼Gas constant

Fig. 12.2 Flow field in the

stagnation region
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The convective heat flux at stagnation point region is given by

_q ¼ h T0 � Twð Þ ð12:6Þ

The flow reattachment, wake and flow interactions caused by the geometry change

away from the flow directions, effects of protrusions and multi-body interactions

also introduce severe aerodynamic heating to the components.

The details of aeroheating environments and the corresponding thermal design

aspects are discussed later in this chapter.

12.2.3 Heating Due to Jet Exhaust

Another major source of heating during the vehicle flight is the rocket engines. The

thrust chambers of rocket engines are subjected to severe thermal environments,

which demands efficient cooling system to ensure the safe and normal functioning

of the engines. These aspects are covered in detail in Chap. 9, which deals with

propulsion systems.

Radiatively cooled thrust chambers and the hot jet exhausts of the rocket engines

are the sources causing thermal environment to vehicle subsystems. They are

(1) convective heating due to jet impingement on the vehicle subsystems, (2) con-

vective heating resulting from the jet interactions where multiple rocket engines are

used and (3) radiative heating from the jet exhaust and due to the hot thrust

chambers of radiatively cooled engines.

The heating environment due to jet exhaust is influenced by (1) type of propul-

sion system, (2) contents of exhaust, (3) operating altitude and (4) aerodynamic

flow field over the base region.

12.2.4 Impact of Thermal Environment on the Vehicle
Systems

(a) Thermal effects on the vehicle structural systems

To reduce the mass of the launch vehicles, generally, aluminium alloy or

composite materials are used for the vehicle structures. Strength of these materials

drastically reduces at the elevated temperature. Typically, strength of aluminium

alloy reduces at the temperature beyond 393 K. In the case of composite materials,

the resins used for winding the fibres decide the temperature limit, which is usually

of the order of 393 K, beyond which the resin degrades, resulting in the loss of

strength of the structure. Therefore, load-carrying capability of the cold structural

elements reduces at elevated temperature.

In addition to the strength reduction at the elevated temperature, the non-uniform

and uniform temperature distribution over the surface causes structural distortions
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which in turn introduce thermal strain and thermal stress as follows. The thermal

strain is defined as

Δl ¼ α lΔT ð12:7Þ

ε ¼ Δl
l

ð12:8Þ

where

α ¼ coefficient of thermal expansion

ΔT ¼ temperature change

l ¼ original length

Δl ¼ expansion due to temperature change

ε ¼ thermal strain

Restricting thermal strain causes thermal stress σ as given below:

σ ¼ Eε ¼ EαΔT ð12:9Þ

where E is the elastic modulus (Young’s modulus)

Even for uniform temperature distribution, different materials have different

thermal expansion coefficients causing thermal strain and in turn thermal stress.

Thermal gradient across the thickness of the material due to the heat rate also

causes thermal stress. Thermal stress increases at the elevated temperatures and this

stress occurs on the vehicle structural elements and it is in addition to the mechan-

ical stress due to steady and unsteady structural loads.

In summary, it is observed that at elevated temperature, the load-carrying

capability of the structural elements decreases whereas due to thermal induced

stress, the structure experiences more load than flight loads. Therefore, in order to

ensure integrity of vehicle structural elements during flight, it is essential to restrict

the temperature on the structures through suitable TPS.

(b) Thermal effects on the vehicle sensitive elements

Mission-critical elements are housed inside the structures. This includes sensi-

tive avionics packages, computers, sensors, control systems and very crucial pro-

pulsion elements. The heat from the external thermal environments is transferred to

these elements through convective, radiative and conduction heat transfer mecha-

nisms. In addition, internal temperature also increases due to power dissipations of

electronic components and radiative heat transfer from the propulsion systems. All

these sensitive elements need benign thermal environments for their safe function-

ing and normal performance. Therefore, these systems also require suitable TPS.

In addition to the above elements, the thermal load acts on the vehicle structure

and the convective aerodynamic heating during flight is transferred through the

tanks to the propellants. To ensure normal functioning of the propulsion systems, it

is essential to maintain the temperature of the liquid propellants within the
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allowable limits during the prelaunch and flight phases through suitable thermal

protection mechanisms.

12.3 Thermal Design Requirements and Constraints
in a Vehicle

The various thermal issues to be addressed in a typical launch vehicle are

highlighted in Fig. 12.3 and they are described below:

1. Stagnation point heating

In the nose cone region of the vehicle, heating happens due to air stagnation. Proper

heat flux estimation of this zone in the payload fairing is very essential. The

bluntness radius of the nose cone plays an important role in deciding the stagnation

point heat transfer rates. More the bluntness, lesser the heating but leads to

increased drag and flow instabilities in the aft region of the heat shield. Therefore

the limit for stagnation heat flux has to be carefully decided to meet the overall

requirements.

2. Aerodynamic heating

Estimation of aerodynamic heating loads, on various components of the vehicle

such as payload fairing, interstage structure, nose cone of strap-on stages, pro-

trusions, attachment links between strap-on motors and main vehicle, etc., requires

detailed design and analysis. The maximum thermal load locations such as flow

reattachment point, etc. have to be identified correctly using wind tunnel and CFD

Fig. 12.3 Typical thermal

issues in a launch vehicle
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analysis and suitable protective measures are to be implemented. It has to be

ensured that the maximum temperature experienced by these components is well

within the allowable temperature limits.

3. Interstage structures’ thermal aspects

The interstage structures mainly built from aluminium alloy or CFRP material are

subjected to aerodynamic heating during the ascent phase and also to exhaust-

plume heating depending on where they are used in the vehicle assembly. The

exhaust plume heating is due to main engines of the stages, control, retro and ullage

motors. The heating is transmitted to the structure depending on the type of usage

due to radiation and particle impingement. Detailed analysis is needed to decide on

a suitable thermal protection system for these structures.

4. Flow interaction between core and strap-on stages

In vehicles with strap-on motors, there is always interaction of core air flow with

strap-on motors. The interference flow between them depends on the type of nose

cone used in the strap-on motors. The slanted nose cones generally reduce the

moments and local loads due to jet impingement. The gap flow between the strap-on

and core stages induce flow interactions, causing local heating to the forward end of

the strap-ons. This area needs detailed analysis and suitable thermal design.

5. Base region jet interaction

Major mode of heating in the base region of a vehicle is due to exhaust plumes and

radiation from nozzle divergents. At higher altitudes the nozzle exhaust plumes

expand and its interaction becomes severe. The problem becomes complex in case

of multiple engines like core and strap-on motors where there exists the possibility

of reverse flow of hot gases to the base region of launch vehicle. The thermal design

and required protection system are to be carried out from lift-off phase onwards.

The thermal loads in the base region can also be significant due to reflected

radiation and reverse flow of exhaust plumes during its impingement at the launch

pad on jet deflector.

6. Vent hole design

During ascent phase of the vehicle flight, the ambient pressure falls rapidly and the

pressure differential across the payload fairing builds up rapidly. Suitable venting

holes are needed to be designed. The expansion of the air contained inside the

fairing during the venting process is assumed to happen isothermally. The size,

number and location of holes are to be decided carefully during the design phase.

7. Venting of cryo-fluids

During flight, the pressure inside the cryogenic propellant tank builds up due to

vaporization. Therefore proper venting scheme for cryo-fluid is necessary to main-

tain the internal pressure within the specified limits. The venting rate has to be

appropriately fixed to avoid the ignition of hydrogen by coming into contact with
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the hot boundary layer or any hot surfaces. Venting also can cause significant

changes in the local field and subsequent local heating.

8. Heat-in-leak and insulation design for cryo-propellant tanks

In cryogenic stages, the heat-in-leak into liquid oxygen (LOX) and liquid hydrogen

(LH2) tanks is to be computed considering all thermal loads due to convection and

radiation to ensure that they are within the specified values. The aerodynamic

heating rates on tankages, protuberances and plumbings during the ascent phase

is to be properly assessed. Heat-in-leak studies on propellant tankage during the

pre-launch phase are also to be carried out. Thermal insulation systems for the tanks

have to be suitably designed considering all thermal loads starting from pre-launch,

ascent phase till satellite separation.

9. Insulation requirements for liquid tanks

Generally Earth storable propellants used in liquid stages are nitrogen tetroxide

(N2O4) as oxidizer and unsymmetrical dimethyl hydrazine (UDMH) as fuel. They

are filled at low temperature of 15–18 �C and the vehicle is exposed to ambient

wherein the liquid tanks are subjected to heating due to convection of ambient air,

solar radiation, Earth albedo and moisture condensation on tank surface. For the

successful engine operation, there is always a temperature constraint for the liquid

propellants. To maintain the temperature within the allowable limits, the different

heat sources are to be accounted and thermal analysis has to be carried out taking

into account the maximum duration of exposure for the tanks to these heat sources.

The extended duration owing to possible launch hold is also to be accounted. The

common methodology used for thermal protection system is to provide insulating

foam pads around the tanks which are jettisoned during the vehicle lift-off by using

suitable wrap release mechanisms for these pads. In some cases chilled air circu-

lation is also provided between insulation pads and the liquid tank.

10. Avionics bay cooling

The avionics packages which are used for the vehicle navigation guidance and

control, telemetry and tracking are generally mounted on a separate bay termed as

the avionics bay and this is located at the forward end of the vehicle on top of the

terminal stage. It is essential to ensure that temperatures of all avionics packages are

well within the prescribed limits during their operation in the ground and the entire

flight phase. The specified temperature in this bay is achieved during the pre-launch

phase by introducing suitable cooling systems at launch pad. The temperature of the

avionics packages at lift-off is decided such that increase in their temperature

during in-flight operation is maintained within the allowable limit.
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12.3.1 Thermal Design Requirements

For a suitable thermal design for a launch vehicle, several requirements as given

below have to be considered:

(a) Thermal loads on each subsystem of the vehicle from nose cone to the vehicle

base are to be estimated considering the various sources of heating.

(b) Aerodynamic heating rates and the total thermal load are to be estimated

using the worst-case vehicle trajectory considering the expected dispersions

in vehicle performance and atmospheric parameters.

(c) The thermal loads due to aerodynamics are to be computed by assuming fully

turbulent flow to overcome the uncertainties in the modelling of boundary

layer transition.

(d) Convective heating due to jet interaction, jet impingement, radiative heating

from jet exhaust and radiative heating from hot nozzle divergent are to be

properly estimated for the base region.

(e) Heating loads due to solar radiation and Earth albedo are to be properly

assessed.

(f) At the time of lift-off, the effect of reflected radiation and recirculating flow

after jet impingement on flame deflector are to be appropriately estimated.

(g) In the vicinity of protuberances, the augmentation of heating rates is to be

computed (a) by using the experimental data available in literature for similar

protuberances or (b) by generating appropriate heat transfer coefficient.

(h) 15 % margin on thermal protection system thickness is to be provided to

account for uncertainties in properties of insulation material.

(i) The ambient temperature of spacecraft and vehicle avionics systems inside

the payload fairing is to be maintained well within allowable limit by proper

cooling during the pre-launch phase.

(j) The heat-in leak into cryogenics tankages during flight has to be maintained

well within the allowable limit.

(k) Dispersions in the atmospheric data like pressure, temperature and air density

are to be considered.

(l) Venting of propellants or ullage gases into the boundary layer influences the

heat transfer due to change in the flow characteristics or due to local com-

bustion and hence this phenomenon is to be accounted.

(m) During the launch phase, the temperatures of various avionics packages

distributed at different interstage compartments are to be ensured within the

specified limits.

(n) The temperature of the liquid propellants should not exceed the set limits at

the time of lift-off.

(o) During the lift-off phase, it is essential to establish the adequacy of flame

deflector and thermal protection system for the launch pedestal. Thermal

design for umbilical tower during vehicle lift-off has to protect the same

from serious damages.
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(p) Overall mass of the thermal protection system for the vehicle has to be

minimized without sacrificing the thermal constraints specified for various

elements.

12.3.2 Design Constraints

The various constraints to be considered during the thermal design are as given

below:

(a) The skin temperature of various subsystems of the vehicle, payload fairing,

stage motors, interstage structures, nose cones, etc. should not exceed the set

limits.

(b) The heat flux emitted by the inner surface of payload fairing should not be

more than the specified limit.

(c) The payload fairing is to be jettisoned at an altitude where the aerothermal heat

flux on payload is less than 1135 W/m2.

(d) The temperatures of the liquid propellants should not exceed the set limits at

the time of launch.

(e) The temperature on the explosive charge used for the vehicle destruct system

should be strictly within safe limits.

(f) Various typical temperature limits of subsystems used in a launch vehicle

thermal design are given in Table 12.1.

12.4 Thermal Design Strategy and Guidelines

12.4.1 Approach for Thermal Design

From the thermal environments explained in the earlier sections, it is seen that the

temperature of the vehicle subsystems due to aerodynamic heating depends on the

aerodynamic flow properties, flow characteristics, geometrical shape of the vehicle

including protrusions and surface material properties. Flow field and flow charac-

teristics on the vehicle are dependent on the external geometric shape of the vehicle

Table 12.1 Temperature Limits on Launch Vehicle Subsystems

Sl No. Details Temperature limit (� C)
1. Components employing aluminium alloy material 120

2. Components with 15CDV6 or maraging steel 300

3. Explosive Charge 70

4. Avionics Packages 60

5. CPRP sandwich panel 120

6. Hypergolic propellants at lift off <25
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and the selection of vehicle trajectory to meet the mission goals. Other important

parameters that influence the aerothermal environments are the atmospheric prop-

erties such as temperature, pressure and density. The heating rates further depend

on the type of the boundary layers and the transition zone.

The heating due to the rocket exhaust depends on the type of propulsion systems,

their operating characteristics, protection system used, trajectory and aerodynamic

flow characteristics. The thermal load generated by the above heating process forms

input to the TPS design process. TPS selection and design have influence on the

selection of the vehicle subsystems and their designs. The total system is tightly

coupled as shown in Fig. 12.4. While protecting the subsystems with suitable TPS

for the normal functions, it is essential to achieve the maximum performance of the

vehicle by reducing the mass of the integrated vehicle. Therefore, to achieve the

above objectives, integrated design of TPS using systems approach is required.

12.4.2 Thermal Design Process Guidelines

Thermal design is generally carried out by utilizing either (a) hot structure approach

or (b) cold structure approach depending on the type of structure used in the vehicle.

In hot structure approach, high-temperature materials are used, which act as

load-carrying structure while withstanding high temperatures. Such materials are

carbon-carbon composite, Inconel, etc. Thermo-structural design is carried out

considering both structural and thermal loads during entire flight regimes using

structural and thermal properties at elevated temperatures. Material thermal limit,

deformation, thermal stress and structural margins are kept within the specified

limits. It results into an optimum design. This approach is used generally for

re-entry vehicles. In the cold structure approach, thermal protection system design

is carried out to limit the temperature of the vehicle’s primary load-carrying

structure (such as aluminium alloy) such that there is no significant strength

Fig. 12.4 Interactions of

TPS with vehicle

subsystems
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reduction up to that temperature. In this case, the structural design and thermal

design are carried out independently. Thermal design is conservative and this

method is usually adopted in launch vehicle thermal design.

Thus thermal design of launch vehicle involves detailed estimation of all thermal

loads on various structural and sensitive elements of the vehicle through various

convective and radiative heat transfer modes and thermal response analysis of the

structures to these thermal loads during the flight. Further, various thermal protec-

tion choices, detailed response analysis of the systems, accounting for multi-layer

structure, spatial and temperature dependence of thermo-physical properties of

various materials and other mission constraints are also to be considered. Aerody-

namic thermal loads are functions of altitude, relative velocity, angle of attack and

duration of flight for a given vehicle configuration. Jet plume thermal loads are

functions of trajectory, propulsion and aerodynamic flow characteristics in the base

region. Thermal design is carried out for the extreme flight environment which

results into higher heat load and heat flux. For the selected flight environment,

temperature on the structural elements are to be estimated and if the temperature

and the thermal gradients exceed the corresponding allowable limits, suitable

thermal protection system is to be designed to ensure that these parameters are

within the specified limits. If the structure houses electronic components or pyro-

elements or propellants, then the temperature limit is decided by the electronic

components/pyro-elements and at the interface of the propellant.

12.4.3 Thermal Protection System Selection and Design
Criteria

(a) Types of TPS

Thermal protection systems are classified as passive, semi-passive and active as

shown in Fig. 12.5. In the heat-sink structure, the thick material absorbs the heat and

it is not transmitted to the structural component. The hot structure functions as load-

carrying structure at elevated temperature. For the insulated structure, the insulation

acts as poor conductor and transmits only a low amount of heat to the base structure.

The function of passive TPS for the structures used in heat sink and hot structure is

achieved by increasing the mass of TPS and surface radiation.

In the case of semi-passive TPS like heat pipe, the heat is removed by working

fluid and surface radiation. In ablation TPS, the heat is removed by surface ablation

and injection of cold pyrolysis gases into the airflow thereby reducing the convec-

tive heating. Ablatives such as carbon phenolic and silica phenolic are efficiently

used for heating levels of more than 300W=cm2, which is prevailing in solid motor

exhaust and re-entry missions.

Active TPS include transpiration cooling, film cooling and coolant flow within

channels to restrict the temperature within limits.
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Depending on the application, the TPS scheme selected has to be simple, less in

mass, cost effective and reliable.

(b) Selection of TPS material and TPS design criteria

Function of TPS is to restrict the temperature of structural and sensitive elements

within the specified limits. While meeting the functional requirements, TPS should

withstand high temperature, temperature gradients, higher elongation than the

protecting element, aerodynamic shear and should be intact with the backup

structure during the flight regime.

Choice of a suitable TPS material is based on the peak heat flux experienced on a

specific component of the vehicle so that the selected TPS withstands the heat flux

without degradation. The thickness of the selected TPS material depends on the

total heating load over the entire flight trajectory duration to restrict the temperature

within the specified limit.

In order to reduce the TPS mass, the selected TPS should have the following

characteristics. The numbers indicated within the brackets are only typical values.

Fig. 12.5 Types of TPS (a) Passive TPS, (b) Semi-Passive TPS, (c) Active TPS
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1. Lower thermal conductivity (0.1W=mK)

2. Higher specific heat (2 kJ=kgK)

3. Lower density (340 kg=m3)

4. High emissivity (>0.8)

5. Low solar absorptivity (<0.4)

The selected TPS should have compatibility with the primary structure and

withstand aerodynamic shear under room temperature and at elevated temperature.

Normally, for the large structure of launch vehicles, high-temperature thermal

paints are widely used as TPS material. These paints are subliming ablatives. The

thickness of the paint is decided based on the thermal input and the specified

temperature limit of the primary structure. The criteria for selection of thermal

paint TPS are

1. Should be brushable or sprayable on the base material.

2. Should have good adhesive properties with the substrate

3. Should be able to cure at room temperature

4. Should have a shelf life of at least 1 year

There are several high temperature resistance coatings. Selection of a suitable

coating depends on the mechanical and thermal properties. Therefore there is a need

to evaluate the mechanical and thermal characteristics of the insulation material by

carrying out detailed tests. These characteristic tests are carried out using aerody-

namic heating simulation facility and heat transfer tunnel, simulating the combined

thermal and shear environments. Certain specific components are not amenable for

either brush or spray coatings. In such cases protection is achieved by wrapping

such components by fibre glass or silica cloth.

For small cylindrical structures, layers of silica cloth are used. Similar scheme is

used for wiring harness inside the vehicle structure. For irregular shapes of the

components like control systems, valves, multi-layer blankets with fibrous insula-

tion are used and stitched according to the shape of the body. Thickness of the

insulation is decided by the heat load.

12.5 Thermal Environment and Design for Launch Vehicle
Systems

TPS design for various components of launch vehicle systems are required to

protect the systems against the thermal environment caused during pre-launch,

lift-off and ascent flight phases as given below:

1. Pre-launch phase:
During pre-launch phase, the main thermal design requirements for spacecraft

and various electronics packages housed in different interstage compartments
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for temperature of storable liquid propellant and cryo-propellants have to be as

explained in Sect. 12.3.1.

2. Lift-off phase:
During lift-off phase, thermal design and analysis requirements are

(a) Adequacy of flame deflector and launch pad TPS on different systems due

to jet impinging loads

(b) Thermal environments for umbilical tower during vehicle vertical rise and

vehicle pitching and the suitable thermal protection system

(c) Effect of convective and reflected radiation from hot gas jets on base

thermal environments and adequacy of TPS

3. Ascent flight phase:
During vehicle ascent phase, the thermal loads on the vehicle are essentially due

to aerodynamic heating during vehicle ascending through the denser atmosphere

and heating due to jet exhausts. Suitable thermal protections are essential to

restrict the temperatures of the components under the above thermal

environments.

This section gives thermal environments during the different phases of the flight

for several subsystems of the vehicle and their thermal design aspects.

12.5.1 Thermal Environment and Thermal Management
of Avionics Bay of Vehicle

Most of the avionics packages used for vehicle navigation, guidance control,

tracking, telemetry, power, etc. are housed in a single avionics bay generally termed

as equipment bay (EB) or avionics bay and mounted on the forward end of the final

stage of the vehicle. The spacecraft is mated with the vehicle through an appropriate

payload adaptor on top of the final stage. Both avionics bay and the spacecraft are

housed inside the payload fairing of the vehicle which protects them from direct

solar heating during the pre-launch and flight phases and also from direct aerody-

namic heating during the flight. During the pre-launch phase the vehicle avionics

bay and some equipment of spacecraft are to be switched on. These packages

dissipate considerable amount of heat thereby increasing the ambient temperature

inside the payload fairing. Solar heating of the payload fairing during the

pre-launch phase further increases the temperature inside. To ensure the health of

the avionics packages prior to lift-off, it is essential to maintain temperature of each

element within the allowable operating limits. The avionics packages inside the

avionics bay experience the following thermal loads on ground:

1. Solar radiation, Earth albedo

2. Convection heating due to wind

3. Radiation exchange with nearby structures
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4. Radiation exchange between the adjacent packages and inside structures

5. Power dissipation profile of the electronic packages

In addition, during flight, aerodynamic heating on external structure and the back

wall radiation to the packages are also to be considered.

Solar radiation and Earth albedo are estimated considering the launch site

location, season, day and time of launch. Typical heat flux due to solar radiation

on the cylindrical portion of a typical vehicle on a typical launch day is represented

in Fig. 12.6 for a launch site close to the equator.

Convective heating due to wind is estimated based on the measured ambient

temperature and wind velocities at different heights of the launch vehicle. Radiation

exchange with nearby structure and packages are calculated using view factors and

their emissivity. Power dissipation of the packages is usually a measured quantity.

The thermal loads for these packages are based on the number of packages in the

equipment bay, power dissipation, heat sink provisions and powering sequence of

packages particularly during the pre-launch phase.

Generally for almost all the spacecraft, the temperature around it should be

below 25 �C during the pre-launch phase. Similarly it has to be ensured that

temperatures of various avionics packages on the equipment bay are restricted

within the allowable limit. Under the above thermal environments, the temperature

limits are achieved by circulating cooled air at low temperature through the vehicle

umbilical. The total coolant flow rate inside the payload fairing area has to be

carefully computed to achieve the specified cooling requirements for the avionics

packages. Depending on the high power dissipation of the packages in the equip-

ment bay, localized cooling for such packages has to be planned by providing

forced convective cooling. The cooling air is generally allowed inside the payload

fairing through the umbilical connection and let out through properly designed vent

holes provided in the heat shield in the boat tail region.

Fig. 12.6 Solar radiative

heat flux on cylinder of a

typical launch vehicle at a

typical launch site and

launch pad
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During the ascent phase, the cool air supply is cut off and the temperature inside

the payload fairing increases due to aerodynamic heating. Therefore, considering

the temperature increase during the atmospheric phase, the temperature limit at lift-

off is decided so as to ensure that the net increase in temperature remains within the

allowable specified temperature limit of the subsystems.

12.5.2 Thermal Protection System of Earth Storable
Liquid Propellant Stages

During pre-launch phase, the thermal environments for Earth storable liquid pro-

pellant tanks are

1. Direct solar radiation

2. Convective heat transfer with ambient atmosphere

3. Conduction from the adjacent structures

4. Deflected radiation and differential radiation from the surroundings

In addition, heat transfer to the propellant tanks due to moisture condensation is

another source of heat.

Thermal problem in the case of Earth storable propellants is mainly because of

longer duration (of the order of 30 h) exposure to the above thermal environments.

Due to the high thermal environment, vapour formed inside the propellant tank can

cause two-phase flow, which in turn can cavitate the turbo pump during the stage

ignition. To avoid such situation, it is essential to restrict the temperature of the

propellant less than the specified limit.

To restrict the temperature of propellant tanks, generally, polyurethane foam

pads (k ¼ 0:036W=mK) of density of the order of 40 kg/m3 are used. In addition to

this, circulating air at lower temperature of the order of 15 �C between the foam

pads and tank are also provided to avoid moisture condensation. The foam pads are

jettisoned during lift-off through suitable mechanism. No protection is required for

the atmospheric flight phase as this is very small and the temperature rise in the

propellant tank is less than 1 �C due to the large thermal capacity.

12.5.3 Thermal Environment and Protection
of Launch Pad Elements

During the lift-off, the umbilical tower which supports the vehicle during its stay at

launch pad is exposed to radiation from the high-temperature Al2 O3 particles in the

exhaust of solid boosters and convective heating from jet exhausts.

The duration of exposure to these environments is short, of the order of 5–8 s.

The radiation levels for a typical launch vehicle at lift-off are of the order of
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20–50 W/cm2 depending on the distance between the vehicle and umbilical tower as

shown in Fig. 12.7. Similarly, the convective heating range from 50 to 150W/cm2 and

the value for a typical vehicle lift-off are shown in the above figure. It is essential to

quantify the heating levels during this phase and suitable thermal protection is provided

on the flame deflector, umbilical tower and other supporting elements to restrict the

temperature levels to the specified values (typically 573 K).

12.5.4 Ascent Phase Thermal Environment

Ascent phase thermal environment to the vehicle system is caused by

(a) aerodynamic heating and (b) heating due to jet exhaust and jet interactions.

The aerodynamic heating depends on the aerodynamic flow field, vehicle configu-

ration, material characteristics, trajectory parameters and atmospheric parameters.

The flow field in turn is a function of vehicle system configuration and flight

regimes. The heating due to jet exhaust depends on the type of propulsion systems

adopted for the vehicle, propulsion system characteristics, propulsion system con-

figurations and the aerodynamic flow field in the base region of the vehicle.

To meet the various functional requirements, the launch vehicles are generally

configured with complex external shape. Typical vehicle configuration and the flow

fields over the vehicle during a typical flight regime are represented in Fig. 12.8.

The need to accommodate larger spacecraft demands larger volume within the

payload fairing. This requirement leads to the choice of bulbous configuration for

the fore body. The common configuration selected in such vehicles is a spherically

blunted cone cylinder and boat tail, merging with the aft body. Such configuration is

prone for buffeting and hence it is important to follow the general guidelines which

are generated after detailed studies in fixing the geometry of bulbous fore body. The

details on this aspect are discussed in Chap. 10. Generally blunt noses are preferred

to reduce higher thermal loads but it has a penalty in higher drag. Therefore suitable

Fig. 12.7 Heat flux levels

on umbilical tower for a

typical launch mission
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geometry for nose cone has to be finalized considering the thermal load and drag on

the vehicle. Proper estimation of heat flux at different locations of payload fairing is

essential to decide about thermal protection system.

In a launch vehicle it is impossible to eliminate the protuberances since they are

needed to accommodate the smaller retro- and ullage rockets, wire tunnels, destruc-

tion system covers, propellant feed lines, etc. These protrusions cause geometric

and thermal discontinuities in the vehicle and thus cause larger local heat transfer.

Generation of wake due to protrusions, flow separation caused by shock boundary

layer interaction near them and reattachment following flow separation are to be

studied in detail to understand the intensity of heating in these regions.

In the configuration with the strap-on motors, the shock produced by the strap-on

nose cones and the associated flow characteristics cause severe thermal loads,

which need to be considered.

Towards the base region, the thermal environment generated by the jet exhausts

and jet-to-jet interactions generate the thermal environment.

The flow features on the launch vehicle for a typical supersonic flight regime are

1. Bow shock forms in front of the vehicle.

2. Stagnation point region is at the tip of the payload fairing.

3. Flow expands at the cone-cylinder junction.

4. Further expansions of flow happens at the cylinder-boat tail junction.

5. Due to geometry change, the flow separates and reattaches at the cylindrical

portion aft of boat tail. At the flow reattachment location, shock wave is formed.

6. Shock formed in front of the protrusion.

7. Flow reattaches after separation due to protrusion and at reattachment location,

there is a shock.

8. Shock forms in front of strap-on nose cone and there is flow interaction.

9. In base region, jet interacts with adjacent jets and external flow.

From the flow pattern, the flow feature in the payload fairing region is

1. At the stagnation point region, the flow is a laminar.

2. At the cap portion, the flow becomes turbulent and subsequent portion of the

boundary layer is a turbulent one.

Fig. 12.8 Flow field over a vehicle
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3. The boundary layer is thin at the cap region, and subsequently it increases

continually.

Because of the above flow pattern, the heat flux at stagnation point region is

more. In the cone region, the boundary layer thickens and therefore the heat flux

reduces. The heat flux further reduces in the cylindrical region due to rapid

expansion and pressure is fully recovered in the cylindrical region. Heating in the

cylindrical region is typical of heating in the aft body. Subsequently due to rapid

change of geometry away from the flow direction, there is the possibility of flow

separation. This happens due to increase in pressure causing an adverse pressure

gradient. The flow separation occurs at the region of boat tail in payload fairing.

The separated flow would reattach to the core body after an oblique shock causing

an increased heating on the body.

Flow separation occurs near protrusions due to shock boundary layer interac-

tions causing an adverse pressure gradient. Flow separation also causes the gener-

ation of unsteady pressure and also unsteady loads at these locations. Following

flow separation, the reattachment happens in the proximity of the protrusions

downstream and it causes higher rate of heating.

In the base region, the thermal environments are primarily due to radiation from

hot nozzle divergent, radiation heating from the jet exhausts and convection heating

due to jet and external flow interactions.

12.5.5 Aeroheating Environment, Thermal Design
and Analysis

At supersonic and low hypersonic speeds aerodynamic heating becomes predom-

inant and also causes higher structural temperatures. There are many parameters

affecting aeroheating environment during atmospheric flight phase. The prominent

among them are

1. Atmospheric parameter variations, viz. pressure, temperature and density

2. The overall vehicle geometry

3. Trajectory parameters, viz. altitude, velocity and angle of attack

4. Flow field which depends on local geometry and flight regimes

The vehicle trajectory parameters are closely linked with atmospheric data,

which largely depends on the season of flight and the geographic location of the

launch base. Appropriate variations in atmospheric data in terms of pressure,

temperature and density are to be used to generate the maximum heating trajectory.

The geometric shape of the vehicle plays a major role and from the perspective

of aero-thermodynamic design, the shape of the payload fairing, the nose cone of

strap-on stages, control surfaces, base region geometry and all protuberances in the

vehicle influence the flow field considerably.
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When the vehicle passes through a dense atmosphere, aerodynamic heating of

the body happens within a boundary layer which is essentially a thin fluid layer

attached to the vehicle body. The boundary layer remains laminar at the leading

edge of a vehicle body. As it moves away from the edge, the boundary layer transits

to turbulent due to faster growth and nature of random motion. The region between

laminar and turbulent is termed as transition boundary layer. The heat transfer rates

are totally different in all these three regions. The estimation of heating in the

transition region is quite complex since this region is influenced by several factors

like Reynolds number, pressure distribution, Mach number, shock layer

thickness, etc.

Aerothermal design for various vehicle elements demands clear understanding

of flow fields at various Mach number regimes of flight. Well-established analytical

methods are available to determine the flow fields for both laminar and turbulent

flow. Most of the aerodynamic heating in a launch vehicle happens during the

ascent phase at low altitudes and high Reynolds numbers. The basic input data

needed for the aerodynamic heating analysis and design of thermal protection

systems are

1. Vehicle external configuration with protuberances

2. Vehicle trajectory data for both nominal and off-nominal conditions

3. Details of structures used

4. Flow field data over the vehicle at different Mach numbers and flight angles of

attack

5. Temperature constraints on various materials used in structures

6. Temperature limits for various sensitive components housed inside the structure

7. Choice of insulation materials

Aerodynamic characterization in terms of flow field data at critical Mach

numbers and flight angles of attack for the vehicle can be obtained through

Computational Fluid Dynamics (CFD) simulations and detailed wind tunnel tests.

The Navier-Stokes (N-S) equations using conservation laws of mass, momentum

and energy can be utilized to describe the flow field over a body. These equations

can be used to generate the aerodynamic convective heat transfer rates. But this

method is highly computational intensive. For estimating the heat transfer (which is

important for thermal protection design) one can use simple and accurate engineer-

ing methods that are validated against the CFD and wind tunnel data.

For aerodynamic heating analysis one should use a maximum heating trajectory

where various parameters are perturbed to give the maximum rate of heat input. To

evaluate the effects of trajectory parameters on heating, the commonly used method

is to compare the altitude versus velocity history. Since aerodynamic heating is

directly proportional to the factor ‘ρV3’, a more conservative method would be to

choose that trajectory that gives the maximum value of ‘ρV3’ and has the longest

flight duration. The variations of atmospheric parameters and angles of attack are

not generally accounted in this simple method.

Various design methods for the estimation of heating rates have been developed

over the years and are being utilized. A detailed discussion of these methods is
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beyond the scope of this book, but the general methods used in the design and

analysis of heating rates are briefly described here. Several analytical methods for

estimation of aerodynamic heating at supersonic and low hypersonic speeds are

available and they are discussed in detail in the references given in the end.

For aerothermal design it is essential to estimate the aerodynamic heating loads

for the maximum heating flight trajectory and to analyze the thermal response of

various structures to the maximum heating loads encountered during flight. The

heat flux and wall temperatures during the vehicle flight are generally coupled and

hence aerodynamic heating can be obtained by solving simultaneously boundary

layer equation and heat conduction equations. For design purposes, a safe approach

would be to estimate the aerodynamic heating assuming the wall temperature as

isothermal or cold wall, which would result in the estimation of a higher heat level

leading to a conservative thermal design.

Generally, to reduce thermal environment, the payload fairings of launch vehi-

cles are configured as blunt bodies as shown in Fig. 12.9. The thermal environments

of typical supersonic flight regime of the above configuration are indicated in

Fig. 12.9. Analysis and thermal design are discussed at following typical locations:

(1) stagnation point (point-A), (2) nose cap region (point-B), (3) nose cone region

(point-C), (4) cylindrical region (point-D), (5) flow reattachment location and

protrusions (points-E and F).

(a) Stagnation point heat flux (Point-A)

The flow stagnates on the forward portion of the body. For the thermal analysis and

design, it is required to estimate the heating on the stagnation region. The flow

parameters after the shock are required to calculate the heating rate. Consider a

sphere of radiusRN and it is required to estimate the heating at a particular instant of

flight (specified trajectory point). From the trajectory, the altitude and relative

velocity are obtained. This defines the free stream conditions, viz. P1, T1, M1.

Fig. 12.9 Typical points on the payload faring
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Using conservation equations for one-dimensional flow, the post-shock values ρs,
Ps, Vs, Ts, hs are given as

Mass conservation:

ρsVs ¼ ρ1V1 ð12:10Þ

Momentum conservation:

ρs þ ρsVs
2 ¼ ρ1 þ ρ1V12 ð12:11Þ

Energy conservation:

hs þ Vs
2

2
¼ h1 þ V12

2
ð12:12Þ

Enthalpy:

Hs ¼ f Ps;Tsð Þ ð12:13Þ

Equation of state:

ρs ¼ g Ps;Tsð Þ ð12:14Þ

hs and ρs of Eqs. (12.13) and (12.14) can be obtained from Air tables. Using these,

and Eqs. (12.10, 12.11, and 12.12), the post-shock parameters are obtained. Post-

shock stagnation conditions can be obtained using the isentropic relations

P0 ¼ Ps 1þ γ� 1

2
Ms

2

� � γ
γ�1

ð12:15Þ

T0 ¼ Ts 1þ γ� 1

2
Ms

2

� �
ð12:16Þ

where γ is evaluated at Ps, Tsð Þ from Air tables. The local flow conditions Pe, Te are

evaluated by the relations

P0 ¼ Pe 1þ γ� 1

2
Me

2

� � γ
γ�1

ð12:17Þ

T0 ¼ Te 1þ γ� 1

2
Me

2

� �
ð12:18Þ
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whereMe is the edge Mach number, i.e. at the end of boundary layer, and is given by

Me
2 ¼ P0

Pe

� �γ�1
γ

� 1

" #
2

γ� 1
ð12:19Þ

The stagnation point heat flux can be computed using well-known Fay and Riddel

formula, [1]

_q ¼ k Prð Þ�0:6 ρwμwð Þ0:1 ρ0μ0ð Þ0:4 H0 � Hwð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
du

ds

����
s¼0

s
ð12:20Þ

Equation (12.20) corresponds to the conditions without considering real gas effects

and is applicable for launch vehicle missions. The parameters given in Eq. (12.20)

are explained below:

k ¼ 0:763 for axi-symmetric flow like sphereð Þ
0:57 for two-dimensional flow like cylinderð Þ

�
Pr ¼ Prandtl number

ρw, μw ¼ Density and viscosity evaluated at wall temperature

ρ0, μ0 ¼ Density and viscosity evaluated at stagnation conditions

H0 ¼ Total enthalpy

Hw ¼ Enthalpy at wall temperature Tw
du
ds

��
s¼0

¼ Velocity gradient at stagnation point and is given by

du

ds

����
s¼0

¼ 1

RN

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 P0 � P1ð Þ

ρ1

s
ð12:21Þ

RN ¼ Radius

From the above Eq. (12.20), it is seen that the stagnation point heat flux is given

by

_q / 1ffiffiffiffiffiffi
RN

p ð12:22Þ

Therefore, for blunt bodies, the stagnation point heat flux reduces.

(b) Heat transfer over blunt bodies (Point-B)

Blunt body approximation is valid for the nose cap region as shown in Fig. 12.10.

For estimation of laminar heat transfer distribution on the spherical cap region,

methodology by Lee [2] can be adopted as given by
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_q

q0
¼

2θ sin θ 1� 1
γM12

h i
cos 2θþ 1

γM12

n o
D θð Þ½ �1=2

ð12:23Þ

where D θð Þ is a function of γ, M1 and θ, given by

D θð Þ ¼ 1� 1

γM12

� �
θ2 � θ sin 4θ

2
þ 1� cos 4θ

8

� �
þ 4

γM12

� �
θ2 � θ sin 2θþ 1� cos 2θ

8

� �
ð12:24Þ

where _q 0 is stagnation point heat flux.

(c) Heat transfer at cone (Point-C) and cylinder (Point-D)

For the cone and cylinder region of the vehicle, the heat flux is estimated using the

van Driest formula [3]. This is based on boundary layer flow over a flat plate and

applicable for both laminar and turbulent flow with local Reynold’s number cor-

rections. The angle of attack has influence on the heating rate and it is accounted by

considering the change in flow parameters at the edge of boundary layer for angles

of attack less than 5�. For higher angles of attack, heat transfer rates are generated
using yawed cylinder approach.

Heat flux over a flat plate is given by

_q ¼ ChρeVe Hr � Hwð Þ ð12:25Þ

i.e.

Fig. 12.10 Blunt body of

nose cap
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_q ¼ ChCpρeVe Tr � Twð Þ ð12:26Þ

This can be expressed as

_q ¼ h Tr � Twð Þ ð12:27Þ

where

h ¼ ChCpρeVe ð12:28Þ

The parameters are expressed as

Ch ¼ Stanton number

Cp ¼ Specific heat at constant pressure

ρe ¼ Density at local flow conditions

Ve ¼ Velocity of local flow

Tr ¼ Recovery temperature

Tw ¼ Wall temperature

The recovery factor r is given as

r ¼ Tr � T1
T0 � T1

ð12:29Þ

r ¼ Prð Þ1=2 for laminar flow

r ¼ Prð Þ1=3 for trubulent flow

From Eq. (12.3),

Tr ¼ T1 1þ r
γ� 1

2

� �
M12

� �
ð12:30Þ

From Reynold’s number analogy,

Ch ¼ Cf

2
Prð Þ�2=3 ð12:31Þ

Cf ¼ 0:664 Reð Þ0:5 for laminar flow

Cf ¼ 0:023 Reð Þ0:139 for trubulent flow

Once Cf is computed, Ch can be computed using Eq.(12.31) and hence the heat

transfer coefficienth is computed using Eq.(12.28) to estimate the heat flux ‘_q’ using
Eq.(12.27).

In order to take care of axi-symmetric flow over cone (Point-C), the flat plate

relations are used with a correction factor on the Reynold’s number as follows:
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ReC ¼ Re

3
for laminar flow

ReC ¼ Re

2
for trubulent flow

For the case of cylindrical portions (Point-D), the flat plate relations can be used

without any corrections.

(d) Heat rate at flow reattachment point (Point-E) and at protrusions (Point-F)

Protrusions can be treated as a separate body and engineering methods can be

applied to estimate the heating on the protrusions. Effect of protrusions on a launch

vehicle is to increase the heating locally in the vicinity of the protrusions and the

heat transfer coefficient is augmented locally. The augmentation in local heating

rates at protuberances is generated by using the correlation derived from experi-

ments on similar protrusions or by carrying out fresh experiments. Specific tests are

to be devised for the evaluation of heating rates at (a) areas adjacent to protuber-

ances, (b) wake areas downstream of protrusions, (c) separated flow and

reattachment region and (d) shock impingement regions.

The augmentation is following the pressure distribution profile as given below:

h

h0
¼ P

P0

� �n

ð12:32Þ

where

n ¼ 0:5 for laminar flow

0:8 for turbulent flow

�
P=P0ð Þ ¼ pressure ratio across normal shock

h0 ¼ heat transfer coefficient in undisturbed stream

h ¼ augmented heat transfer coefficient

Augmented heat flux at typical protrusion of a typical launch vehicle is given in

Fig. 12.11.

(e) Thermal response analysis and design

Once the heat flux values are computed, it is essential to estimate the temperature on

the structure. Based on the predicted incident transient heating, the temperature of

the material has to be estimated. To determine the temperature field, T(x, y, z, t), in

a body, the boundary conditions, initial condition, shape, material thermo-physical

properties such as conductivity, specific heat capacity and density and optical

properties of the surface such as absorptivity and emissivity are required as inputs.

The multi-dimensional transient heat transfer equation can be written as
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ρCp

∂T
∂t

¼ k
∂2

T

∂x2
þ ∂2

T

∂y2
þ ∂2

T

∂z2

 !
þ S ð12:33Þ

where S is the internal volumetric heat generation. For the launch vehicles,

generally, S ¼ 0. Therefore, Eq. (12.33) can be written as

∂T
∂t

¼ α∇2T ð12:34Þ

where

α ¼ k=ρCp is the thermal diffusivity of the material

k ¼ thermal conductivity of the structural material

ρ ¼ density of the material

Cp ¼ specific heat capacity of the material

This indicates that for substance with high thermal diffusivity, heat moves

rapidly through because the substance conducts heat quickly relative to its volu-

metric heat capacity or ‘thermal mass’.
The Eq. (12.34) governs the temperature distribution for a three-dimensional

unsteady heat transfer problem involving heat generation in Cartesian coordinate

system. For steady-state conditions, ∂T∂t ¼ 0. To solve the above set of equations and

obtain the temperature field, computer-based numerical methods using finite dif-

ference or finite element schemes are generally put to practice.

(f) Methodology for thermal response analysis

Fig. 12.11 Heat flux due to

protrusions
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A simple methodology using finite difference scheme is presented for evaluating

the thermal response of simple shapes. For solving temperature field of complex

shapes, more elaborate finite element schemes are recommended.

To determine the temperature field in a body, the first step is to ascertain the

initial conditions, boundary conditions, material properties (k, ρ, Cp), surface

properties (ε, α) and geometry of the body. Material properties (k, Cp) and surface

properties (ε, α) vary with temperature and this variation has to be accounted for in

the material data used for thermal analysis, particularly at elevated temperatures.

The next step is to discretize the domain into finite number of nodes. The nodal

distance has to be sufficiently small so as to minimize the discretization errors. The

governing equations (Eq. 12.33) can be expressed in finite difference form and

apply to all the nodes in the domain with appropriate boundary conditions. This

results in a set of algebraic equations that can be solved using various explicit or

implicit schemes to obtain the transient temperature distribution of the body.

The temperature of the material can be obtained for different thermal environ-

ments by specifying suitable boundary conditions:

1. For the case of specified temperature,

T ¼ constant

2. For the case of specified heat flux (in one dimension),

�k
∂T
∂x

¼ _q ð12:35Þ

3. For the case of combined convective and radiative heat transfer,

�k
∂T
∂x

¼ h Tr � Twð Þ þ εσ Ta
4 � Tw

4
	 
 ð12:36Þ

where ε is emissivity, σ is Stefan-Boltzmann constant, Ta is ambient temperature.

(g) TPS design for a typical vehicle

The trajectory which induces maximum thermal environment for a typical vehicle

configuration (refer Fig. 12.9) is given in Fig. 12.12. The heat flux profiles along the

length of the payload fairing for a free stream Mach number of 5 is given in

Fig. 12.13. When the flow is laminar over the heat shield, the stagnation point

would experience the maximum heat flux. The flow accelerates and expands

downstream and the heat flux progressively decreases away from the stagnation

region to the cone and cylindrical region. As the Reynolds number increases, the

flow in the cap region immediately aft of the stagnation point becomes turbulent.

Also the accelerating flow aft of the stagnation region reduces the thickness of the

boundary layer. As a result, the heat flux immediately aft of the stagnation region

becomes higher than the stagnation heat flux. Subsequently, the boundary layer

thickens. Due to this the heat flux reduces in the cone region. Beyond nose cone,
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before the cylindrical region, the flow expands. Under this condition, along with

thick boundary layer, the heat flux is still lesser as shown in Fig. 12.13. A typical

plot of the transient heat flux on the payload fairing for the entire flight duration is

given in Fig. 12.14. Notice that the heat flux during the initial phase of flight is

higher at point-B when compared to the stagnation region (point-A). This is

because the launch vehicle experiences higher Reynolds number during the initial

phase of flight due to the relatively higher atmospheric densities. As the vehicle

ascends to higher altitudes, even though the Mach number is higher the free stream

density reduces substantially, which reduces the Reynolds number resulting in a

laminar over the payload fairing. During this high Mach number regime at higher

altitudes where the flow is laminar, the stagnation heat flux is maximum.

Considering the payload fairing is constructed with aluminium alloy material

with different thickness at different zones to withstand the structural loads, without

any thermal protection the temperature history at the critical locations can be

evaluated and typical values are as represented in Fig. 12.15. In the above figure,

it can be seen that even though the heat flux at cap region is more than that at cone,

the thermal response on the cone is higher compared to the nose cap. The reason for

this is essentially due to the design of the structure with nose cap thickness more

than nose cone material thickness to withstand the aerodynamic load.

From Fig. 12.15, it can be seen that a typical temperature profile at all the critical

locations exceeds the allowable temperature of 120 �C corresponding to aluminium

alloy material. Therefore, suitable thermal design is to be carried out considering

thermal paint as thermal protection system. Depending on the heat flux histories,

material thickness and using thermo-physical characteristics of base aluminium

alloy material and thermal protection material (thermal paint), thickness of TPS at

each location is to be appropriately designed to limit the temperature of the base

material corresponding to the limit of 120 �C. With the optimum design of TPS

thickness, temperature profiles of base material at all critical locations are limited to

120 �C. Also, the TPS design is such that the temperature histories at base structure

at all locations closely follow the same pattern.

Fig. 12.12 Ascent phase

trajectory parameters for a

typical launch vehicle
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12.5.6 Base Heating Environment and Thermal Design

(a) Thermal Environment

In a launch vehicle, the propulsion exhaust plumes cause the base heating of the

vehicle. The major thermal loads at the base region are

Fig. 12.13 Heat flux

distribution

Fig. 12.14 Transient heat

flux distribution

528 12 Thermal Systems and Design



(a) Convective heating due to jet interactions of multiple motors

(b) Convective heating due to direct jet impingement on the nearby structure

(c) Convective heating due to jet interactions with external flow field

(d) Radiation heat from the hot solid particles of jet exhaust of solid motors and

from the hot gases

(e) Radiation from the hot nozzle divergents of radiatively cooled engines

The thermal environment depends on the characteristics of plume, the type of

propulsion system used in the vehicle, combustion product of exhaust jets and the

external aerodynamic flow pattern in the base region. The vehicle altitude also

influences the exhaust plume shape which in turn affects the thermal environment.

The base heating rates due to radiation depend very much on altitude, geometry

and operating characteristics of the motors while the convective heating due to

reverse flow depends primarily on the altitude and the proximity of adjacent jets and

their jet pressure ratios. At high altitudes, jets expand and in the process interact.

Figure 12.16 explains the base flow field at high altitudes. As the altitude of the

vehicle increases, the rocket engine plume expands and is a function of P j=P1,

where P j is the nozzle exit pressure andP1 is the free stream pressure. As the plume

expands, plume-to-plume and plume-to-free stream interactions take place and the

effects are as given below.

When two jets interact, it forms the trailing shock at the intersection causing

circulatory reverse flow of hot gases in the base region which generates convective

heating on various base structures. When the free stream of air hits the plume

boundary it results in turbulent mixing and a free shear layer is developed. A

position of the shear layer is unable to move with the high-pressure region and

results in reverse flow towards the base region. This circulatory reverse flow in the

base region causes the convective heating.

Radiation heating comprises of radiation from the combustion exhaust products

of solid motors. Al2O3 particles in the exhaust plumes of solid motors are the

dominant radiating heat source in the base region. The radiation from the

Fig. 12.15 Temperature

profiles on the payload

fairing
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radiatively cooled liquid engine nozzle divergent radiates heat to various structures

in the base region.

Base heating at launch pad is influenced by geometry of flame deflector and the

type of cooling provided at launch pad.

Generally base region of the vehicle accommodates several sensitive elements

like liquid-stage control components, vehicle control actuation systems, gas bottles,

etc. and all of them are to be protected for their satisfactory performance by

restricting the temperature within 60 � C. This calls for a suitable thermal protection

system for this region and commonly used system is an aft end cover with layers of

thermal protection appropriately designed to meet the thermal requirements. How-

ever whenever movable nozzles are used, rigid covers cannot be used and call for

design of flexible thermal shield which can withstand all flight loads and offers least

loads on the actuation systems.

(b) Thermal Design and TPS for base region

For ensuring the allowable thermal environment and the heating rate at the base

region, the thermal design has to address all the following contributing factors:

(a) Jet interaction and the corresponding convective heating

(b) Direct jet impingement and its heating due to convection

(c) Jet exhaust of solid motors if any and the radiative heating

(d) Radiative heating from the liquid engine nozzle extensions

(e) Aerodynamic heating contribution in the base region

The jet flow field data can be generated using computational fluid dynamics

(CFD) by solving Navier–Stokes (N-S) equations. Once the flow field data is

generated, the engineering methods like Fay and Riddell [1], van Driest and

Fig. 12.16 Base flow fields

at high altitudes
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Beckwith [3] and Gallagher methods [4] can be used to compute the heat flux.

Inherent assumption used in this analysis is that the body is facing an infinite and

uniform stream. The contribution of particle impingement becomes significant

when the amount of particles in the plume is quite high. For estimating the heat

transfer in the base region due to jet impingement one should consider the local

radius and jet properties. There too Beckwith and Gallagher method can be used for

calculating the heat flux. It is better to assume conservative incidence angles to

estimate the heat flux for design.

The radiative heating in the base region is essentially due to exhaust of solid

motors and the heat radiated from exterior of liquid engine nozzles. Solid motors

where aluminized composite propellants are used cause very high thermal radiation

due to the presence of aluminium oxide particles. These particles coupled with

gaseous species like CO, H2O, CO2, etc. in the exhaust plume radiate heat to base

region. During launch, the interaction of plume with launch pad also causes

significant amount of convective and radiative heat transfer. In general the emis-

sivity of combustion gases is lower when compared to that of aluminium solid

particles in the exhaust plume. Gases emit thermal radiation in discrete bandwidths

while solid particles do so in all wavelengths. Further, as the jet expands, jet

pressure comes down and the gas emissivity values are reduced. This results in a

negligible amount of gaseous radiation when compared to the radiant energy

emitted by the particles. Thus the total plume thermal radiation is approximated

as that due to the cloud of metallic oxide particles. Radiative heating due to solid

particles in the exhaust plume of solid rockets is modelled using the engineering

method adopted by Fontenot.[5]

The radiative heating emanating from the liquid engine nozzles is calculated

using the maximum temperature measured on the engine divergent during ground

tests. The emitted radiant load is estimated using a suitable emissivity value, as

given by

q0 ¼ σεF1�2 T
4 ð12:37Þ

where ‘σ’ is the Stefan-Boltzmann constant, ‘ε’ is the emissivity of nozzle divergent

at the functional temperature, F1–2 is the view factor of nozzle divergent to the

surface receiving radiation and ‘T’ is the surface temperature of the nozzle divergent.

The view factor is defined as the fraction of energy emitted from surface 1, which

directly strikes surface 2.

There are several uncertainties in the computation of radiative heat flux like

variation of emissivity of aluminium particles in the exhaust plume, variation in the

shape of the plume at different altitudes, emissivity variation for the divergent

nozzle with temperature and surface temperature variation along the divergent

body. In order to account for such uncertainties, 20 % additional heat flux is used

to provide the design margin for the thermal protection system.

The heat flux of a base region of a typical launch vehicle as function of flight

time is given in Fig. 12.17.
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Generally, in a launch vehicle, there are annular gaps between the nozzle and the

structural shroud. This region also houses several sensitive elements and compo-

nents which are to be protected from the radiative and convective heating of the

base region. In most of the stages, the vehicle control is achieved by flexible nozzles

or engine gimballing and hence the thermal protection system has to be flexible to

allow the engine deflection. This flexible thermal protection system is often termed

as thermal boot which is connected between the movable nozzle of the stage and the

external structural shroud. A typical thermal boot used to protect the base region of

the vehicle is shown in Fig. 12.18. This flexible boot enables the gimballing of the

nozzle within specified gimbal angles. The configuration is essentially a multilay-

ered flexible insulation and it comprises of different layers of glass cloth, silica

cloth, aluminium-impregnated silica cloth and rubber layer. The functional lay-up

and number of layers to be used has to be based on the maximum heat flux

encountered in the base region during the flight regime. The specific layer config-

uration chosen has to provide at least a margin of 10 �C at the back wall of the

thermal boot. The final configuration has to be selected based on the full-scale test

simulating all conditions of heat flux, differential pressure and also the gimbal cycle

needed.

If the vehicle has multiple engines and also solid motor at the base, the engine

nozzles are exposed to radiative heating from solid motor exhaust and convective

heating due to reverse flow of jets. The reverse flow of jets at times may disturb the

orifices near the fore end of nozzle divergent and also the thermal coating inside the

nozzle. It is therefore essential to analyze the thermal effect on the nozzle and

ascertain whether a thermal protection system (TPS) is needed for the nozzle. If

needed a suitable multilayered TPS with a configuration similar to thermal boot has

to be introduced.

Fig. 12.17 Typical heat

flux at base region
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12.5.7 Thermal Protection for Destruct Systems

Destruction systems used in the vehicle have an environmental cover generally

made of aluminium alloy with a gap of a few millimetres. Various elements of

destruction system like flexible linear-shaped charge (FLSC), rigid linear-shaped

charge (RLSC), explosive transfer assembly (ETA) and detonating transfer joint

(DTJ) are having a temperature constraint of 70 �C to ensure that explosive charges

are safe. The free convection and radiation are the modes of heat transfer from the

outside cover to these assemblies. Therefore the heat transfer has to be analyzed for

trajectories which produces severe thermal environments and the requirement of

TPS is to be worked out accordingly.

12.6 Thermal Protection Systems for Cryogenic Stage

In cryogenic stage, one of the essential requirements is to keep the temperature of

cryogenic fluids (LOX and LH2) always within allowable limits. The boil-off losses

are also to be minimized, which happens mainly due to heat-in-leak to the cryo-

genic fluids stored inside the tank from the external environment through the

composite insulation. It is important to ensure the heat-in-leak is within limits

during the pre-launch and flight phase till satellite injection. Therefore appropriate

thermal protection system for the entire structure, fluid lines, component modules

Fig. 12.18 A Typical Thermal boot used in deflectable engine
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and various valves is needed to insulate them against all thermal loads and reduce

the heat-in-leak to the fluids.

During the pre-launch phase the important thermal loads are due to (a) direct

solar radiation, (b) Earth reflected (Albedo) radiation and (c) Earth emitted radia-

tion. During the flight additional thermal environment is due to aerodynamic

heating at atmosphere region and plume base heating during the engine operation

region. While designing a suitable thermal protection system for cryogenic stage,

two important requirements needed to be considered are boil-off losses due to heat-

in-leak and minimum weight due to insulation. Therefore selection of the material

has to based on low-density insulator. Generally low-density rigid foam is used as

the main thermal insulator. The various essential requirements for the insulation are

as given below:

(a) To ensure proper surface adherence to the base material

(b) To act as a thermal barrier so as to maintain the temperature within limit

(c) To possess sufficient mechanical stiffness to withstand flight loads

(d) To thermally protect from the aerothermodynamic load

(e) To prevent static electricity build-up

To meet these requirements a composite thermal protection system involving

several layers of coating is needed. There are several ways of realizing the same

which satisfy the conditions listed above. One of the commonly used systems is the

polyurethane foam which can be sprayed as the basic thermal insulator. To provide

the mechanical stiffness a suitable cloth is wound tightly over the foam and applied

with vapour barrier coating. Low-density thermal insulation paint is usually applied

as the shield coating to protect the foam insulation from aerodynamic heating. It is

also essential to avoid the electrostatic discharge from the outer surface and it is

achieved generally by applying an antistatic enamel paint. Figure 12.19 gives a

typical composite insulation used in cryo-system.

It is necessary to evaluate the heat-in-leak for a chosen composite insulation

scheme by carrying out experiments using a subscale tank and liquid nitrogen

(LN2) as the test fluid to simulate the cryo-fluid conditions. The tank has to be

subjected to the simulated convective environment and solar radiation. The tanks

need instrumentation to measure temperatures at skin and at different depths of the

insulation to generate the thermal gradient across the thickness of the insulation to

Fig. 12.19 Typical insulation system for cryo-system
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simulate the flight conditions. To simulate the aeroheating as per the extreme

trajectory, specially contoured heaters have to be used. The heat-in-leak is to be

estimated using the temperature gradients established from the tests. The configu-

ration of the thermal protection system in terms of thickness for the foam material is

to be finalized to ensure that the heat-in-leak values are well within the allowable

limits.

12.7 Tests for Thermal Protection Systems
and Qualification

Once the suitable thermal protection materials are chosen based on the detailed

analyses, it is essential to carry out thermophysical and mechanical property tests

for these materials within the temperature range they are expected to experience in

flight. The various material characterization tests for these materials are the mea-

surements of thermal conductivity, specific heat, lap shear strength, tensile strength,

peel strength, elongation and coefficient of linear expansion at different tempera-

tures, likely to be experienced during flight. The thermal coating systems in flight

are exposed to (a) thermal environment due to aerodynamic heating and

(b) aerodynamic shear loads. Therefore the qualification of the high-temperature

coating system has to be carried out in two distinct phases. Suitable test panels of

reasonable size (generally 150� 150 mm panel) are to be coated with the designed

thickness of the chosen insulation on the base material and are to be exposed to

expected thermal environment in aerodynamic heating simulation facility. In this

facility the expected convective heating is simulated on the test specimen using a

radiative heat source. The heating cycle used in simulation has to be based on the

maximum heating trajectory. The test panel has to be instrumented with thermo-

couple and heat flux gauges to measure the back wall temperature and incident heat

flux. The combined effect of heating load and aerodynamic shear is tested in heat

transfer tunnel by properly simulating close to flight conditions. Another important

test is to study the ageing effect. The procedure is to prepare a number of specimens

with coated panels and subject them for tests at different intervals for the specified

duration (say 18 or 24 months) after the test specimen preparation.

The thermal boot which is provided in the base region connecting between the

movable nozzle and the external structural shroud needs to be qualified through a

series of experimental tests. The performance of the boot has to be verified against

the following essential functional requirements:

1. Back wall temperature has to be maintained within the specified temperature

limit with sufficient margin.

2. The back flow of hot gas to the subsystems compartment has to be totally

arrested.

3. The differential pressure across the thermal boot has to be maintained within

0.1 bar. This specification is essential during the atmosphere ascent phase.
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4. The system has to endure specified number of cycling due to engine gimballing

and also has to withstand the inertial loads due to engine gimbal dynamics.

Detailed qualification tests are needed at specimen panels to study the thermal

response, effect of differential pressure and effect of convective heating due to

plume impingement. To study the thermal response, the panels are subjected to the

overall heat flux history experienced by the material during the flight. The structural

integrity and back wall temperatures are to be verified. To study the plume

impingement on the specimen convective heat simulation is needed. One of the

possible methods is to use LPG-fired burner in which the flame impinges on the test

specimen simulating the convective heat flux. Simultaneous simulation of convec-

tion and radiation is also needed where radiation heating is simulated using the

heater module in parallel. Here too the structural integrity and back wall temper-

ature of the specimen are to be verified. In order to ensure full qualification of the

system it is necessary to carry out full-scale tests on the actual thermal boot by

subjecting the same to total flight heat flux, differential pressure and the gimbal

cycles. Based on these exhaustive tests the configuration of the thermal boot with

sufficient number of layers which provide at least 10 �C margin on the back wall of

the boot has to be finalized.
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Chapter 13

Stage Auxiliary Systems

Abstract The launch vehicles are generally configured with multiple stages to

achieve the required orbital velocity. To achieve the required orbital conditions, the

burnt-out stages are to be separated from the vehicle immediately after meeting

their intended functional requirements. These separation processes are mission-

critical functions as the inadvertent collision during separation can lead to vehicle

failure. All these systems are generally termed as stage auxiliary systems (SAS) and

carry out the mission critical separation processes in the vehicle as per the specified

requirements, thus ensuring the vehicle safety and successful mission. The stage

auxiliary systems are configured with high-energy systems and they are built with

pyro-elements, which, once assembled in the flight systems, are not amenable for

ground tests. Thus, the stage auxiliary systems have only one chance to operate, that

too directly in the flight after its manufacturing and these systems have to operate

successfully in the first attempt itself. Therefore, these systems have to be highly

reliable. They have to be necessarily robust with suitable built-in redundancy to

achieve the safer and successful mission. The design of SAS is closely linked with

all other subsystems of the vehicle. The high-energy pyro-systems during their

operation induce severe environment to the vehicle systems. Design of the SAS is

based on the vehicle systems inertial properties, vehicle subsystems, performance

parameters and the vehicle operating environment. Therefore, integrated design

approach is essential to achieve the robust and highly reliable designs for the

complex, high-energy stage auxiliary systems. During the vehicle flight from lift-

off till satellite injection, the vehicle can deviate from its nominal path due to

abnormal behaviour or due to failure of any of the subsystems onboard. In such

cases where the deviation is beyond the safe allowable corridor, the flight has to be

terminated using vehicle destruct system. Additional care should be taken to avoid

the inadvertent activation of the vehicle destruct system during normal flight. The

stage auxiliary systems’ requirements of a launch vehicle, their functional aspects,

integrated design aspects of SAS and the various elements involved in the SAS

design process are explained in this chapter. The details of the actuators used in

these systems based on pyro-mechanical devices, the jettisoning and destruct

systems, their performance in a typical vehicle and the validation strategy of

these important subsystems are also presented. Detailed analysis of the separated

body dynamics with respect to the ongoing vehicle is very vital in the separation

system design. The various aspects of system analysis are included.
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13.1 Introduction

Most of the present-day launch vehicles are configured with multiple stages to

achieve the required orbital velocity. Depending on the available technologies and

feasibility of manufacturing process, both parallel and tandem staging concepts are

adapted for design, development and realization of vehicles to meet the specific

functional requirements. In addition, several structural elements are used to protect

the vehicle subsystems against hostile flight environments and to transfer the thrust

from the propulsive stages to the vehicle main structure. To achieve the required

orbital conditions, it is essential to separate the above structural elements and the

propulsive system structures from the ongoing active vehicle, immediately after

meeting their intended functional requirements. Finally, once the specified injection

conditions are achieved, the satellite has to be separated from the final stage of the

vehicle. These separation processes are mission critical functions as the inadvertent

collision during separation can lead to vehicle failure. Similarly, higher body rates

induced by the separation system can make the ongoing vehicle uncontrollable,

which can lead to the loss of mission. All these systems are generally termed as

stage auxiliary systems (SAS) and carry out the mission critical separation pro-

cesses in the vehicle as per the specified requirements, thus ensuring the vehicle

safety and successful mission.

The major functional requirements of stage auxiliary systems are to quickly and

smoothly separate the spent stages and systems from the ongoing vehicle and move

them far away as fast as possible, without interfering with the functioning stages or

vehicle systems, thus ensuring safety of the vehicle and mission. To carry out the

above functions, invariably the stage auxiliary systems are configured with high-

energy systems. Due to the requirements of quick actions, these high-energy stage

auxiliary systems are built with pyro-elements, which, once assembled in the flight

systems, are not amenable for ground tests. Thus, the stage auxiliary systems have

only one chance to operate, that too directly in the flight after its manufacturing, and

these systems have to operate successfully in the first attempt itself. Therefore,

these systems have to be highly reliable. They have to be necessarily robust with

suitable built-in redundancy to achieve the safer and successful mission.

Another important aspect is that SAS is not a stand-alone system in the vehicle.

The design of SAS is closely linked with all other subsystems of the vehicle. While

the high-energy pyro-systems of SAS during its operation induce severe environ-

ment to the vehicle systems, design of the SAS is based on the vehicle systems’
inertial properties, vehicle subsystems’ performance parameters and the vehicle

operating environment. Therefore, integrated design approach is essential to
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achieve the robust and highly reliable designs for the complex, high-energy stage

auxiliary systems.

During the vehicle flight from lift-off till satellite injection, the vehicle can

deviate from its nominal path due to abnormal behaviour or due to failure of any

of the subsystems onboard. In such cases where the deviation is beyond the safe

allowable corridor, the flight has to be terminated using vehicle destruct system.

Generally, the manual destruction causes the delay in operation, therefore the

vehicle has to be automatically destructed by the onboard systems. However, if

there is sufficient time gap available from the initiation of vehicle deviation to the

time of potential hazard, manual destruction of the vehicle from the ground can also

be planned through suitable tele-command system. For both the cases, it is essential

to provide suitable destruct systems onboard. Additional care should be taken to

avoid the inadvertent activation of the vehicle destruct system during normal flight.

Therefore, design of destruct system has to be robust and highly reliable with all

suitable built-in redundancies. Even though the functional requirements of these

systems are different from that of the separation systems of the vehicle, the system

requirements of destruct systems are the same as that of the separation systems.

Therefore, the destruct systems are also considered as part of the vehicle stage

auxiliary systems.

The stage auxiliary systems’ requirements of a launch vehicle, their functional

aspects, integrated design aspects of SAS and the various elements involved in the

SAS design process are explained in this chapter. The SAS used in launch vehicles,

their performance in a typical vehicle and the validation strategy of these important

subsystems are also explained in this chapter.

13.2 Functional Requirements of Stage Auxiliary Systems

In a multistage launch vehicle, the separation systems perform mission critical

functions of separating the spent stages and structural elements from the normal

functioning vehicle and the destruct system performs the function of destructing the

vehicle when there is malfunction of vehicle and subsystems. These systems are

activated by the vehicle onboard sequencing system as per the specified sequence,

meeting the overall requirements. Stage auxiliary systems of a typical launch

vehicle are given in Fig. 13.1. Depending on the vehicle configuration, the various

staging events that occur in a typical launch mission are separation of spent strap-on

motors and stages, payload fairing, ullage rockets, interstages and finally the

satellite. To meet the mission requirements as well as considering vehicle safety,

the flawless stage transition process has to be executed almost instantaneously

without inducing additional disturbances and severe environments to the vehicle

systems. Therefore, many systems have to operate simultaneously to transfer the

vehicle functions safely and smoothly from spent stage to the active upper stages.

The stage transition process consists of a series of events such as (a) detection of the

suitable condition for separation either by sensing the stage burnout or by sensing
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the specified vehicle acceleration, (b) shut-off of the engine and adaptation of

suitable strategy for vehicle control, (c) separation of the spent stage and structural

elements and (d) ignition of the next stage and transfer of the vehicle control to the

next stage. To execute the stage transition process effectively, the separation

systems have to execute their task within a short period of time. Similarly, to

reduce the potential hazard due to the failed vehicle systems, the destruct system

has to function as fast as possible.

The important functional requirements of a separation system to provide smooth

and collision-free separation are given below:

(a) To provide structural rigidity in the attachment of the systems and also in the

joints used to meet the functional requirements during their operational phase

(b) To ensure safe separation between the spent stage and active vehicle systems

(c) To impart sufficient separation velocity to the spent stage for its rapid move-

ment away from the continuing stage, guaranteeing the needed clearances

during separation of the spent stage

(d) To ensure that the tip-off rates to the ongoing stage are maintained within the

specified level

(e) To avoid flying debris while the separation system is functioning

(f) To guarantee minimum shock transmission to the spacecraft and also to the

functional critical elements of the ongoing stages

(g) To provide suitable means to sever the structural connection smoothly and in

minimum time so that ‛no control duration’ of flight is kept minimum

(h) To accommodate the differential thermal expansion wherever cryogenic

stages are used

Fig. 13.1 Typical stage auxiliary systems
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(i) To survive the flight and environmental loads due to vehicle acceleration,

winds, aerodynamics, acoustics and vibration including thermal effects

(j) To ensure adequate water proofing for a reliable operation in all weather

conditions

The functional requirements of vehicle destruct system are given below:

(a) To destruct the vehicle system at the earliest as per the onboard or ground

command

(b) To burn the propellants of the propulsive stages in the atmosphere itself before

reaching the ground

(c) To destruct the vehicle systems into pieces so that no major vehicle subsystem

impacts on the ground to avoid potential hazard

(d) To ensure the destructed debris fall within the safe corridor

To achieve the above functional requirements, the suitable stage auxiliary

systems are designed and implemented in the vehicle. The system requirements

and design aspects of SAS are given in the following sections.

13.3 System Requirements of SAS

The major functional requirement of SAS is to separate the spent stages and

systems almost instantly or to destruct the vehicle systems immediately after

receiving the necessary command. As discussed earlier, to carry out the above

function, high-energy SAS systems are essential. But these high-energy systems

can induce severe environment to the vehicle systems. Therefore, considering the

functional requirements and the safety of the vehicle systems, the separation

systems are configured with basic elements as given in Fig. 13.2. The major sub-

systems are (a) separating systems, comprising of a severance system to rip open

the integrated structure and an actuator to initiate the event, which in combination

make physical separation between the spent system and the active functioning

vehicle and (b) jettisoning systems, which provide necessary energy for imparting

the needed relative velocity to the spent system to move away from the ongoing

vehicle.

Generally, in the multiple-stage launch vehicles, two separate subsystem struc-

tures are integrated together by mechanical joints or by fasteners. For the case of

mechanical joints, merman clamp band or ball lock systems are used for joining

mechanically two systems to provide the necessary structural rigidity and joint

rotation during the system operation, which would be released during separation

process. The activation of the release mechanism is carried out by the explosive

devices such as bolt cutter, pin pusher, explosive bolt or frangible nut. Spring

energy by the release of a set of preloaded compression springs, provides the

required relative velocity between the spent system and ongoing vehicle. To

provide the required structural rigidity under the environment of large flight
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loads, the lower stage structures are normally joined through fasteners, making an

integral structure. Explosive systems such as flexible linear shaped charge (FLSC)

and expanding tube separation (XTA) systems are used to sever such integral

structures, thus making physical separation between the spent system and ongoing

vehicle. For imparting the required velocity to the spent system, preloaded com-

pression springs or auxiliary rockets are used. For the case of hot separation system

(as explained later), the jet impingement force due to the exhaust gas of upper stage

engines are used to move the spent system away from the active vehicle system.

To achieve the specified mission requirements, depending on the vehicle inertial

properties and flight environment, suitable separation system has to be selected for

each separation process. The selected system has to meet the following

requirements:

(a) Withstand the extreme loads in flight with adequate margins

(b) Should have compatibility with structures chosen

(c) Should satisfy the overall weight and volume constraints

(d) Compatibility with the surrounding environment and temperature gradients

(e) Ease of integration and handling

(f) Minimize the overall power requirement

(g) Have high reliability

(h) Minimization of overall shock loads

(i) Less severance or action time

(j) Less components and simple design

(k) Should be safe to handle

Fig. 13.2 Basic elements of a separation system
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(l) Shall not inadvertently activate

(m) Proper debris management

(n) Watch on allowable joint rotation constant at joints

The explosive devices chosen have to ensure the positive severance of the

identified elements. Redundancy has to be considered for explosive devices and

their electrical initiation elements to improve the reliability. Most of the shock in a

separation system is generated by pyro-functioning and therefore it should not

generate higher shock levels to the modules located in the vicinity of the

severance zone.

The system requirements of destruct system are a subset of the separation system

requirements and therefore not explicitly covered in this section.

13.4 Design Aspects of Separation Systems of Launch
Vehicles

Even though the separation systems are not contributing for the performance

aspects such as velocity addition, vehicle control and guidance, etc., they carry

out mission critical functions. Failure in any one of the subsystems of any of the

separation systems of a multistage launch vehicle during its flight leads to the

overall mission failure. Therefore, a robust design approach by carefully integrating

the information and data from various disciplines is essential for the successful

development of such a mission critical system. The operating environment, design

input, robust design approach and design guidelines of typical separation systems of

a launch vehicle are explained in this section.

13.4.1 Operating Environment and Design Input

Separation process occurs during various phases of a multiple stage launch vehicle

mission. Generally, strap-on motors are separated during the most disturbed atmo-

spheric flight phase, the first stage is separated in the upper atmospheric flight phase

whereas upper stages, payload fairings and satellite are separated in vacuum flight.

The predominant aerodynamic disturbance caused by the dynamic pressure at

the time of separation is the major influencing factor for achieving the clean

separation process of the spent strap-on motors. During these events, the continuing

vehicle is with active control whereas the strap-on stages are uncontrolled and

tumbled due to the presence of disturbing aerodynamic forces and moments. The

separation process is further complicated by the residual tail-off thrust of the

separated strap-on motors. The aerodynamic forces and moments along with the

residual thrust of spent stages are the major environment input to the design of

strap-on motors separation system.
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Even though the first-stage separation occurs at upper atmosphere, due to the

high velocity of the vehicle, the aerodynamic disturbances cannot be neglected. The

specific feature of this separation process is that during this phase, both continuing

and spent stages are uncontrolled. The residual tail-off thrust of the spent stage

accelerates the separated body towards the continuing stage, which is not yet

ignited and waiting for the completion of separation process. The aerodynamic

forces and moments on the spent stage can laterally move the separated body with

respect to the ongoing vehicle. Due to the fact that the upper stage is uncontrolled,

the aerodynamic forces and moments along with the disturbance caused by the

separation process can introduce rates to the ongoing vehicle. The separation

process is further complicated with the requirement that the spent stage has to be

pulled out of the ongoing vehicle for a longer length without collision. The

environments described above are the major input data for the design of first-

stage separation system.

Generally, payload fairing separation process occurs during the vehicle acceler-

ating phase wherein the vehicle is actively controlled. In this event, the separation

system has to impart sufficient velocity to the payload fairings to push them away at

the earliest from the ongoing vehicle. Specific feature of this separation process is

that, due to the large structure, the structural flexibility of payload fairings has to be

considered as a major input for the separation system design.

For the cases of upper stages and satellite separation processes, tail-off thrust of

the spent stage is the major input for the design. For all the cases, influences of the jet

plumes of the continuing body on the spent stage dynamics have to be carefully

ascertained and incorporated in the separation system design process.

Whenever twin engine stages are used in the vehicles, the differential thrust

caused by the engines of spent stage is one of the key sources of disturbances. The

difference between thrust of the engines generally becomes maximum during the

tail-off region, at which the separation system is called upon to act. Therefore this

problem is handled by canting the nozzles of the engines to pass through the centre

of gravity of the vehicle as far as possible. This minimizes the disturbance due to

differential thrust because the thrust almost passes near the centre of gravity of the

vehicle, thus reducing disturbance moment. However, differential thrust is one of

the major input data for separation system design of spent stages with twin engines.

The inertial properties, viz. mass, centre of gravity and mass moment of inertia of

spent and ongoing vehicle along with the environments and disturbances as described

above are the major input data for the design of individual separation system. In

addition, the vibration and acoustic environment of the vehicle and dynamic input

such as slosh disturbances are also used for the separation system design.

13.4.2 Integrated Design Aspects

Separation system design is essentially multidisciplinary in nature and closely

linked with almost all the subsystems of the vehicle and operating environment
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as explained in Fig. 13.3. The separation system design depends on the character-

istics of interstage structure, spent-stage tail-off thrust, spent-stage inertial proper-

ties and external aerodynamic and vehicle environments. The external aerodynamic

environment depends on vehicle system characteristics such as thrust and inertial

properties. The vehicle structural systems design and vehicle dynamic environment

depend on the external aerodynamic environment. The separation system during its

operation creates severe environment to the vehicle systems of the ongoing vehicle.

The shock induced by the separation system’s activation, affects the performance of

the vehicle active systems, whereas the rate induced during the separation process

severely affects the controllability of the continuing vehicle.

In addition, there are several other factors which need to be considered during

the design of separation systems. During stage transition phase, the tail-off require-

ments for clean separation, requirements of vehicle performance and vehicle

control are conflicting. For clean separation, it is more favourable to separate the

stage when there is no thrust. But in reality, there is always some residual thrust and

therefore, it is preferable to separate a stage at the lowest possible thrust. But

separation at a lowest thrust poses the following problems: (1) vehicle performance

loss and (2) vehicle controllability issues.

For the case of strap-on motors, to achieve lower thrust of spent stages, even

after burnout, the spent stage has to be carried along with the ongoing vehicle for

longer time, which in turn leads to performance loss. For the case of sequential

stage separation process, it is essential to ensure lower thrust for the spent stage

after burnout. The very low thrust of the spent stage acting on the overall vehicle is

almost equivalent to coasting of the vehicle before igniting the upper stage. The

upper stage is ignited only after the separation of lower stage. Vehicle coasting

leads to velocity loss, which in turn leads to mission performance reduction. Such

losses are significant especially in the lower stages. Therefore, from performance

point of view, it is essential to separate a spent stage as soon as its burnout but it is

not favourable from separation point of view.

Separation system has a major interaction with vehicle control aspects. In most

of the vehicles, control is achieved through the main propulsion stage by secondary

injection thrust vector control (SITVC) or flex nozzle control (FNC) in solid motors

and engine gimbal control (EGC) in liquid engines. During tail-off, the control

effectiveness reduces and at certain thrust level, control effectiveness would be nil

and below that thrust level, the control systems would create disturbances to the

vehicle. Therefore to achieve the vehicle control till separation, the tail-off thrust

level has to be above certain level, which may not be preferable from separation

point of view. This problem can be resolved by adopting the following techniques:

1. Separate at higher level of the thrust to ensure vehicle performance as well as

vehicle controllability. To achieve clean separation at high residual thrust, use

auxiliary rockets, thereby meeting both requirements.

2. If control effectiveness is insufficient at a thrust level which cannot be handled

by auxiliary rockets, coast the vehicle till meeting the requirements of auxiliary

rockets and during this phase, use additional control systems.
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3. In the above case the thrust value sometimes may approach near zero. In such

cases it is important to ensure the positive acceleration for liquid upper stages to

have a smooth ignition and it becomes essential to use auxiliary rockets.

4. To avoid all these complexities, alternate option is to adopt hot separation

process requirements.

All these techniques need careful analysis and suitable onboard vehicle sequenc-

ing needs to be selected by avionics systems to meet the defined requirements.

One can observe that there is strong interaction among vehicle systems, envi-

ronment and separation systems needing integrated design approach for the sepa-

ration system. The entire stage separation system design, analysis and validation are

multidisciplinary in nature as shown in Fig. 13.4. The selection of a suitable stage

separation system in a launch vehicle needs careful consideration of the following

factors:

(a) The interstage structures which accommodate the stage separation system

have significant influence on the design of separation systems and hence the

requirements of separation systems have to be carefully analyzed and incor-

porated during the design of these structures.

(b) The selection of pyro-systems for release or severance of systems has to be

decided based on the type of mechanism chosen for jettisoning stage.

(c) Several factors like overall mass, shock level, pullout length of the spent stage,

overall diameter, lateral, circumferential or axial separation, the detachment

Fig. 13.3 Interaction between separation and vehicle/environment
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forces of electrical connectors at separation plane, vehicle aerodynamics, etc.

have large influence on the selection of suitable mechanism.

(d) Separation in the aerodynamic region needs detailed aerodynamic character-

ization and hence elaborate wind tunnel tests are needed for the design and

validation of separation systems.

(e) Overall mission and separation dynamics studies are needed considering the

start and tail-off transient characteristics of motors, control force available, no

control region during stage transition, relative acceleration between spent

stage and ongoing vehicle, proper sequencing of events, time delays, etc.

(f) Design of a suitable thermal protection system wherever demanded and its

implementation aspects are to be carefully addressed.

(g) Design of test rigs to evaluate the system on ground and the instrumentation

needed for defect-free performance are to be worked out in detail during initial

stages of system developments.

(h) Reliability, redundancy management, suitable cowling to give proper aerody-

namic shape for the small motors used in the system, single or multipoint

release system are some of the important considerations while selecting a

suitable separation system.

13.5 Separation System Design Process

The separation processes of launch vehicle systems are categorized as given in

Fig. 13.5.

In the passive separation process, no additional system is used for separation

process. Instead the aerodynamic drag caused by the flare in the spent stage is used

as the separation force. Generally, these types of separation systems are being

Fig. 13.4 Multidisciplinary aspects of separation systems
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employed for separating small bodies such as spent systems of sounding rockets. As

the launch vehicle spent systems are bigger in size and mass, it is essential to

employ active separation systems. Specific systems are chosen for generating the

required separation force considering the surrounding environment and spent stage

characteristics. There are two types of active separation processes. In the cold

separation systems, the upper-stage engines are ignited only after the clear separa-

tion of the spent stages. In these cases, separation forces are generated by spring

thrusters and auxiliary rockets. For the case of hot separation, the upper-stage

engines are ignited before the separation of the spent stage and the force caused

by the upper-stage jet impingement on the lower stage is used for the separation

process. Typical active separation systems used in launch vehicles are given below:

1. Spring-assisted lateral separation of strap-on motors in atmospheric phase (small

motors)

2. Rocket-assisted lateral separation of strap-on motors in atmospheric phase (large

motors)

3. Rocket-assisted longitudinal cold separation of large first-stage motors

4. Longitudinal hot separation process of large first-stage motors

5. Spring-assisted separation of spent upper stages and satellites

6. Separation process of large payload fairings

Design guidelines and design process of these separation systems are explained

below.

13.5.1 Lateral Separation of Strap-on Motors in Atmospheric
Phase

In the multistage launch vehicles with strap-on motors, the spent motors are

separated during the core vehicle thrusting phase. Generally, this event occurs in

the atmospheric flight phase. The forces and moments on spent motors and the

ongoing vehicle are represented in Fig. 13.6.

Fig. 13.5 Classification of

separation process
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The main influence parameters that affect the separation process are (1) aerody-

namic force and moment acting on the separated motors, (2) residual thrust of strap-

on motors at the time of separation, (3) jet impingement effect on strap-on motors

when it enters into the jet stream of core motor exhaust, (4) continuing vehicle

dynamics during separation process, due to the aerodynamics, thrust, control, etc.,

(5) separated strap-on uncontrollability and (6) inertial properties of the spent

motors.

It is always preferable to separate the strap-on motors when residual thrust is

near to zero. But due to the performance loss with respect to the mission require-

ments, it is essential to separate the motors immediately after burnout. Considering

these two requirements, an optimum time of separation needs to be arrived at. The

incremental aerodynamic forces and moments on the separated strap-on motor are

dependent on its relative orientation (three angles) and position (three linear

displacements) with respect to the core vehicle. These forces are evaluated through

detailed wind tunnel testing called grid tests, simulating all the possible combina-

tions of positions and attitudes of strap-on motors. These data are used for the

separation system design process.

The separation force, usually achieved by releasing compressed springs at the

forward and aft joint locations FS1 and FS2 are designed such that the separated

strap-ons are not collided with any part of the ongoing vehicle. In the design

Fig. 13.6 Forces and

moments on the separated

strapon motors and ongoing

vehicle
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process, the time of separation can be tuned, if required. With the final design, the

clean separation process is validated through ‘time-march’ wind tunnel tests. The

model settings at the wind tunnel tests are based on the states generated by the

separation dynamics whereas the aerodynamic data for the set states is used to

generate the new state and this interactive simulation between wind tunnel tests and

separation dynamics is extended up to clean separation.

When the strap-on motor mass and size is more, auxiliary rockets are used to

generate the necessary separating force. The results of a typical strap-on separation

process are given in Fig. 13.7.

13.5.2 Longitudinal Separation of Large Stages

Generally in multistage launch vehicles, first stage is very heavy. To carry the large

flight loads of atmospheric flight phase, closed and stiffened interstage structures

are used for connecting the first stage to the upper stages as shown in Fig. 13.8a.

After the first-stage burnout, during separation process, the spent first stage along

with the interstage is separated from the ongoing vehicle as shown in Fig. 13.8b.

Generally, the first-stage separation occurs in the upper atmosphere, wherein the

aerodynamic effects cannot be neglected. Also, in order to reduce the performance

loss, the first stage has to be separated as soon as its burnout.

Therefore, the following parameters influence the separation process: (1) aero-

dynamic forces and moments on the separated stage and ongoing vehicle, (2) resid-

ual thrust of separated stage, (3) vehicle dynamics at the time of separation,

(4) ongoing vehicle and spent-stage dynamics during separation process and

(5) inertial properties of separating body and ongoing vehicle.

Another important feature to be considered in this type of cold separation is that

both separated stage and continuing vehicle are uncontrolled during this phase,

which further complicates the separation process.

Since there is residual thrust in the spent stage whereas the upper stage is not

ignited till the completion of separation process, to achieve positive clearance

between the bodies, auxiliary rocket (retrorocket) motors are used to impart sepa-

ration force. In order to achieve the separation process quickly, these rocket motors

have to impart higher thrust, more than residual tail-off thrust at the time of

separation in short time (~1 s). For this purpose, special-purpose solid motors

with high burn rate and high pressure are used. There should be more than one

retrorocket motor and they are mounted symmetrically opposite in the spent stage

to avoid angular tilt of the spent stage.

There are two more issues in this kind of separation process. They are (a) a

definite no-control regime between the stages and (b) in case of liquid engines for

the upper stages, possibility of movement of propellant from tank bottom due to

negative acceleration, which can lead to non-ignition of upper stage. The no-control

regime has two components: (i) duration between separation and control effective-

ness from the upper stage and (ii) control effectiveness loss in the spent-stage tail-
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off phase till separation event. Contribution from (i) cannot be avoided whereas

contribution from (ii) can be overcome by the addition of auxiliary, autonomous

control system to operate in this phase. For the successful ignition of upper stage, it

is essential to ensure that the propellant of the stage is always available at the tank

bottom. This can be guaranteed by having positive acceleration of the ongoing

vehicle and this can be achieved by a set of auxiliary rockets, called ullage rockets.

This motor again is a special-purpose solid motor. As the ongoing vehicle is also

uncontrolled during the stage transition phase, to avoid tilting of the vehicle, it is

important to have more than one ullage motor and they have to be mounted

diametrically opposite. The thrust level and burn duration of these motors have to

be decided to meet the required positive acceleration level for the specified dura-

tion. To improve the performance, these motors are to be jettisoned away by simple

mechanisms once their function is completed. The retro and ullage motor thrusts act

in opposite direction and functionally they are positioned closely. Therefore, to

avoid plume interactions of retro and ullage motors, they have to be positioned at

different circumferential locations.

An optimum sequencing timing for all the events during this phase has to be

finalized and linked with real-time decision onboard to achieve a robust separation

process. A typical sequencing of events is given in Fig. 13.9.

Fig. 13.7 Typical strapon

separation process
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For this separation process, the aerodynamics on the separated stage is to be

evaluated through wind tunnel testing and used as function of orientation and

displacement with respect to the continuing stage.

It is to be noted that the avionics systems used for the first-stage flight are

mounted inside the interstage whereas critical avionics systems corresponding to

upper stages are mounted in the engine bay of the upper stage. Therefore, the main

design criterion for separation system design is to ensure collision-free separation

which means pull out very fast with least lateral movement. In addition, to ensure

controllability of upper stage, the rate induced on the upper stage during separation

process has to be minimum. The safer residual tail-off thrust level, optimum

separation sequence and retro rocket thrust levels are the main design parameters

to achieve the clean separation process.

Typical trajectory of spent stage during separation process with respect to the

ongoing vehicle is given in Fig. 13.10.

It can be seen that the cold separation process of large stage as described above

involves many systems such as multiple retro rockets, ullage motors, autonomous

control systems, etc., which introduce higher chances of failure modes. Failure of

any one system leads to mission failure, thereby causing the reduction of system

Fig. 13.8 Longitudinal

separation process of a large

stage
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reliability. However, the major advantage of this system is that the separation

process is controlled, the entire process is very smooth and introduces very less

disturbances to the ongoing vehicle, thus the separation-induced rates are kept

minimal. To improve the reliability of the separation process of large lower stages,

hot separation as explained below is also being used.

In hot separation, the upper stage is ignited even before the separation command

is issued. The hot exhaust gases are vented through the interstage which has a lattice

structure with a number of openings as shown in Fig. 13.11. Therefore, this

separation process is also called as vented interstage separation. The interstage

has to be designed to withstand high heat loads with proper insulation scheme on

structural members. This scheme has several advantages like less no-control region,

propellants settling at the bottom at the time of ignition, no requirement for retro

rockets and ullage motors. The exhaust gas provides the required jet impingement

force to push the spent stage immediately after separation. This enhances the

overall reliability of the system. However, due to the possible asymmetrical flow

of exhaust gases through the vented interstage, the disturbance induced by this

separation process is large compared to that of the cold separation.

The separation dynamics of hot separation is also similar to that of the cold

separation. The separation force due to jet impingement is evaluated through

analysis using computational fluid dynamics and wind tunnel tests, simulating all

the details of internal geometry of the interstage. These forces are generated as

function of attitudes and displacements of spent stage with respect to the ongoing

vehicle and used in the separation dynamics to design the separation system.

Fig. 13.9 Stage transition sequence for cold longitudinal separation process
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Considering the separation force generated by the upper-stage jet impingement

and the inertial properties of the spent stages, a typical separation sequence is given

in Fig. 13.12. It is important that all the events are to be carefully designed for the

optimum and clean separation under all cases of disturbances.

Fig. 13.10 Typical

longitudinal separation

process. (a) Before
separation. (b) After
separation

Fig. 13.11 Hot separation

process
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13.5.3 Payload Fairing Separation

In all launch vehicles the payload fairings (PLF) are used to protect the satellite and

the vehicle sensitive systems against the aerodynamic, thermal and acoustic loads

during the atmospheric ascent phase. Once the vehicle crosses the dense atmo-

spheric region, the adverse loads on the payload become insignificant and the

fairing is jettisoned. The PLF is assembled to the vehicle as two halves. The fairing

has two separation systems: one for detaching PLF from the vehicle and the other

for laterally separating the PLF into two halves as given in Fig. 13.13.

The lateral separation velocity is achieved by the zip-cord energy provided by

the linear bellow system. As the PLF separation at the earliest improves the mission

performance, normally, the separation process is initiated once the allowable level

of heat flux on the satellite is achieved. Therefore, the PLF separation process

occurs during vehicle thrusting phase and the optimum separation time has to be

suitably decided onboard and executed by the vehicle sequencing system. In

addition to this, the vehicle commanded attitude rate during PLF separation phase

is also kept constant to avoid disturbances during separation process.

Once separated, the two halves of PLF become two large flexible bodies.

Therefore, during separation dynamics process, in addition to the rigid body

attitude and linear motions with respect to the ongoing vehicle, the separated PLF

halves have flexible breathing modes also. This demands the PLF separation

dynamics analysis to include flexibility effects of separated PLF halves.

The main criteria for the PLF separation process is that the separated system

should not interfere with the satellite and upper stage housed inside the PLF.

Fig. 13.12 Stage transition

sequence of hot longitudinal

separation process
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Typical trajectory of aft end of two separated PLF halves is given in Fig. 13.14.

Considering the inertial properties and flexible characteristics of PLF, the zip-cord

energy is designed to ensure clean separation process under all possible combina-

tions of disturbances.

13.5.4 Upper-Stage Separation

Spring-assisted longitudinal separation is generally employed for the separation of

smaller upper stages and satellites. Satellite separation process of a typical launch

vehicle is given in Fig. 13.15.

Merman clamp band or ball lock release mechanisms are used for releasing the

spent stages. The spring energy due to the release of compressed springs provides

the necessary relative separation velocity between the bodies as given below:

Let mass of satellite and spent stage be represented as ms and mu respectively as

shown in Fig. 13.16.

The velocities imparted to the above bodies due to the spring energy are

represented as Vs and Vu respectively. Then, using the conservation of linear

momentum and energy relations,

msVs þmuVu ¼ 0 ð13:1Þ
1

2
msVs

2 þ 1

2
muVu

2 ¼ E ð13:2Þ

Assumingk is the spring stiffness,δ is the stroke length, then the spring energyEcan

be expressed as

Fig. 13.13 PLF in assembled and separated configurations
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E ¼ 1

2
kδ2 ð13:3Þ

Substituting Eq. (13.3) in Eq. (13.2) gives

1

2
msVs

2 þ 1

2
muVu

2 ¼ 1

2
kδ2 ð13:4Þ

Equation (13.1) can be expressed in the following forms:

Vs ¼ �muVu

ms

ð13:5Þ

Fig. 13.14 Typical trajectory of aft end of PLF during separation process

Fig. 13.15 Typical satellite

separation process.

(a) Before separation.
(b) After separation
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Vu ¼ �msVs

mu

ð13:6Þ

Substituting Eq. (13.5) and Eq. (13.6) in Eq. (13.4), the velocities can be expressed

as follows:

Vs
2 ¼ mu kδ2

ms mu þmsð Þ ð13:7Þ

and

Vu
2 ¼ ms kδ2

mu mu þmsð Þ ð13:8Þ

The relative velocity between the bodies can be given as

ΔV ¼ Vs þ Vu ð13:9Þ

Squaring,

ΔV2 ¼ Vs
2 þ Vu

2 � 2VsVu ð13:10Þ

Substituting Eq. (13.7) and Eq.(13.8) in Eq. (13.10) gives

Fig. 13.16 Spring assisted

separation dynamics
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ΔV ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kδ2 ms þmuð Þ

msmu

s
ð13:11Þ

Depending upon the mass and inertia properties of the spent bodies, number of

springs is employed to achieve the required separation velocity. If n is the number of

springs, having the same stiffness and stroke length, then ΔV is given as

ΔV ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nkδ2 ms þmuð Þ

msmu

s
ð13:12Þ

The individual velocities imparted to the bodies are given as

Vu ¼ ΔV
ms

ms þmuð Þ
� �

ð13:13Þ

Vs ¼ ΔV
mu

ms þmuð Þ
� �

ð13:14Þ

The main requirements for the upper stages and satellite separation process are to

ensure clean separation with minimum tip-off rate to the upper stages (and satel-

lites). Use of multiple springs for separation with the centre of gravity offset for

separating bodies can induce attitude rate disturbances. Therefore, considering the

mass, inertia and centres of gravity offset of the separated and ongoing bodies, the

preloads of springs at each location can be judiciously decided to minimize the

tip-off rates.

13.5.5 Role of Separation Dynamics Studies
in the Separation System Design

Analysis of the separated body dynamics with respect to the ongoing vehicle is an

important factor in the separation system design. The studies involve the generation

of the relative states of the six-degrees-of-freedom motion, viz. three attitude angles

and position of the separated body along three axes with respect to the ongoing

vehicle. Considering the external and internal disturbances, type of separation

system, separation force history, vehicle and separated stage inertial properties

and initial conditions of vehicle state at the time of separation, it is essential to

generate the time history of the above relative state to understand the response of

the system. The separation dynamic analysis provides the crucial information

regarding the sensitivity of various design parameters on the dynamics of the

separating body and the ongoing vehicle and these data are effectively utilized to

design a robust separation system.
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The various inputs needed for the separation dynamic studies are mass, mass

moment of inertia, centre of mass locations of the separating bodies, geometry of

separation, tail-off thrust details, jet impingement forces, spring tolerances, slosh

effects and aerodynamic data of the separating bodies in the atmospheric phase. To

generate the relative motion of the separating bodies with respect to the ongoing

vehicle, the above data corresponding to the ongoing vehicle form as input to the

separation dynamics analysis. Generally the separating bodies are assumed to be

rigid and without any dynamic imbalance. However for bodies like PLF, both rigid

and flexible contributions have to be considered for predicting the realistic dynam-

ics during jettisoning. The mass properties are considered as time invariant as the

separation process is for very short duration. The various dispersions to be consid-

ered for the extreme environments are centre of gravity offset, moments of inertia

variation, dynamic imbalance, the thrust offset, thrust misalignment, differential

thrust if multi-engines are involved and errors due to aerodynamics like variation of

normal force coefficient, drag coefficient and centre of pressure. Sensitivity studies

for the variation of each error source listed above are needed to assess the impact of

these dispersions on clean separation process.

During the dynamic analysis, the clearances between the separating bodies are

estimated by identifying the critical points in two bodies. For identification of

collision hazard during the separation process, it is essential to estimate the relative

distance between the critical points, relative velocity, body angular velocity and

body orientation angles. During the analysis, the graphical simulation of separating

bodies is necessary to identify any possible occurrence of collision.

The stage separation process generally involves pulling out of the nozzle of the

ongoing vehicle from the spent stage of a multi-stage rocket under the influence of

tail-off thrusts, retro and ullage motor thrusts and aerodynamic forces. Since ground

testing, simulating all these conditions is nearly impossible or prohibitively expen-

sive, the analysis has to guarantee sufficient lateral gap between two separating

bodies during the pullout even under the worst combination of design variables. If

the analysis indicates collision possibility, then necessary corrective steps are to be

introduced to avoid the contact between them.

Separation dynamics analysis followed by Monte Carlo simulation studies

involving large number of cases are to be carried out to estimate the probability

of collision and to predict the least possible tolerance available. The separation

mechanisms are modelled using dynamic simulation software to study clearances at

micro level. Since most separations occur in vacuum, the results of ground tests

have to be extrapolated suitably and used in the separation dynamics analysis to

predict separation scenario in vacuum conditions.

13.6 Explosive devices used in separation systems

The actuators based on pyro-mechanical devices are used extensively in stage

separation system, payload fairing jettisoning and destruct systems in launch

vehicles. These actuators are basically single-shot devices and make use of piston
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cylinder assembly to transfer chemical energy of explosives into mechanical

energy. Typical explosive devices used in the separation system mechanisms are

briefly explained in this section.

13.6.1 Bolt Cutter

As the name suggests, this device is used for cutting bolts or cables and makes use

of piston cylinder assembly. They are designed to cut the bolts carrying tension

loads. A typical bolt cutter in action is shown in Fig. 13.17. The bolt or cable is in

between the two cutters. After the pyro-cartridge is fired, the cutter cuts the bolt

under the pressure created by explosion. Due to high-speed impact of the cutter

blade on the bolt, shock is generated and the shock intensity depends on the size and

stiffness of the bolt used. The bolt cutters are used in Merman band separation

mechanism used in launch vehicle.

13.6.2 Explosive Bolts

These bolts use high explosive devices and when detonated, the shock generated by

the device causes the severance of the identified material. Figure 13.18 shows the

schematic of an explosive bolt. The threaded bolt is having an external notch, where

it is intended to sever. Inside the cavity close to the notch, high explosive charge is

embedded and when it is detonated the shock wave generated causes the stress at

the notch plane beyond the ultimate strength of the material. This causes the

severance of the bolt into two pieces. These bolts are reliable and hence they are

used in separation systems. Since they impart high shock due to the use of high

explosive device, they cannot be used where sensitive instruments are mounted in

its proximity.

Fig. 13.17 A typical bolt cutter in action
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13.6.3 Explosive Nuts

These nuts are designed to carry tension loads of bolted joints and plates. In

explosive nuts, the threads pass through the nut as shown in Fig. 13.19. These

nuts have comparatively high load-carrying capability and are more reliable. The

explosive nuts are designed with webs also known as stress concentrators. The high

explosives are held near to the webs as shown in Fig. 13.19.

The nut generally holds the assembly and when the nut is detonated the shock

wave produces very high stress levels beyond the ultimate strength of the material.

This causes the nut to split into two pieces. It is also possible to control the number

Fig. 13.18 Schematic of an explosive bolt

Fig. 13.19 Schematic of an explosive nut. (a) Before separation. (b) After separation
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of splits based on the web design. A suitable mechanism has to be designed to

contain the debris within the systems. These nuts are used generally in strap-on

separation systems.

13.6.4 Flexible Linear Shaped Charge (FLSC)

FLSC is extensively used for the separation of large lower stages. FLSC severs the

integral rings, used in lower stages for high joint rigidity. This explosive system is

not recommended for use in upper-stage separation as the shock and debris pro-

duced by the activation of FLSC have adverse effect on avionics bay of the vehicle

and spacecraft. The shaped charges are generally rolled into inverted V shape and

lined by soft metal like lead or silver. This works on the ‘Munroe effect’ principle,
where the high-velocity metal jet penetrates into target material and cuts the thick

metal structure. The high-velocity jet is formed when shaped charge is detonated.

The shock level generated depends on the metallic thickness used and is very high

reaching nearly 0.2 million g in the vicinity. The functioning of V-shaped charge is

illustrated in Fig. 13.20. Generally the penetration of the jet due to high velocity is

around 50 % of the material thickness and the balance is cut by shock-induced

fracture.

In separation systems the shaped charge is used circumferentially along the

separation ring and when commanded it cuts the separation ring along the separa-

tion plane thus severing the spent stage from the continuing stage.

13.6.5 Confined Detonating Cords

The higher shock and contamination are two major problems wherever the

unconfined detonating cords are used. To overcome this problem, a new concept

of embedding the explosive cord has been introduced by using a flattened tube or an

expanding bellow system. In flattened tube the detonator cord is confined in an

elastomer container. Generally it is a rubber matrix inside the metallic tube. This

new concept reduces the shock levels considerably and the contamination is zero.

Fig. 13.20 Functioning of V shaped charge
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The flattened tube is assembled through two plates which have notches. The

detonation of explosive causes the flattened tube to expand. This in turn results

into severance of the flat plates at the notch plane due to deflection of the plates

caused by expansion of the tube.

Similarly, the expanding bellow system too offers complete confinement of

contamination generated by explosive action and considerably low shock during

operation. The system is having a linear cylinder piston mechanism and a rubber

bellow runs all through the mechanism. An explosive card is running through the

bellow. This bellow system is widely used for the separation of payload fairing,

where the longitudinal separation of two halves of the fairing is needed.

13.7 Separation and Jettisoning Mechanisms

There are wide varieties of separation mechanisms and a suitable choice for a

particular application has to be based on the extensive evaluation of the merits and

demerits of candidate systems available. The highest reliability, ease of testing,

ease of realization and ease of integration should be the major considerations.

Detailed description of all available separation systems is beyond the scope of

this book. Some major separation and jettisoning mechanisms which are widely

used in most of the launch vehicles are given below:

(a) FLSC-based separation system

(b) Merman band separation system

(c) Ball lock separation system

(d) Collet release separation system for upper stages

(e) Ball-and-socket joint-based lateral separation system

(f) Linear bellow-based longitudinal separation system

(g) Expanding tube separation system.

The first four systems listed above are used for separation of tandem stages.

Merman band and Ball lock separation system are widely used for satellite separa-

tion due to their low shock. Ball-and-socket joint-based system indicated above is

used generally for the separation of strap-on motors. The last two separation

systems are used in payload fairing to provide the parallel longitudinal separation

and the circumferential separation is carried out using the Merman band system.

13.7.1 FLSC-Based System Separation

The FLSC-based systems are generally employed in lower stages where the stage

joint has to have high stiffness with low joint rotation. Suitable care is needed to

avoid the sensitive component in the proximity of high-shock region and such

systems are usually placed far away from lower portion of a vehicle. The shock
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transmitted to the payload or the vehicle avionics would be considerably less as

these systems are located far away from this zone. FLSC consists of high explosive

core accommodated in V-shaped lead sheath along the circumference of the

separation plane.

The FLSC system is always located at the aft end ring of the interstage structure

which connects the two stages. The cord is generally placed inside a groove

provided in the end ring made in two halves. This will be backed up by another

ring termed as backup ring made by a number of segments. A typical FLSC system

used in stage separation is given in Fig. 13.21.

The thickness of the structural member in the separation plane facing the shaped

charge is appropriately designed. When the shaped charge is fired through separa-

tion command the high-velocity jet is produced and this jet cuts the structural

member along the separation plane severing the upper stage from the lower stage

circumferentially. The spent stage which is below the separation plane separates

and moves away from the ongoing vehicle.

13.7.2 Merman Clamp Band Separation System

The Merman band separation systems are generally used in upper stages of launch

vehicles, where higher shock levels are not permitted due to proximity to satellite

and sensitive avionics systems. It is also used to separate the payload from the

vehicle and for circumferential separation of the payload fairing. A schematic of

Merman band separation system is shown in Fig. 13.22.

The system consists of a fore ring attached to the upper stage and an aft ring

connected to the lower stage. Both these rings are clamped together by floating

wedge blocks as shown in the figure and they are held together at the flanges by two

pre-loaded semi-circular bands which are generally called as Merman bands. The

Fig. 13.21 A typical FLSC based separation system
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band segments are connected at diametrically opposite locations by tension bolt

assemblies through which the mechanism is pre-loaded. To avoid bending on bolts

and to ensure force alignment of bolts during tensioning, the band ends are

connected by bolts through rollers which have spherical washers and spherical

bearing on rollers. Lubrication is provided on the band wedge block interface to

reduce the friction. It also helps to minimize the tension variation along the

circumference.

The separation of the system is carried out through cutting the tension bolts by

two pyro bolt cutters. Functioning of one bolt cutter ensures the separation.

However two bolts are generally provided for redundancy, thereby improving the

reliability. The jettisoning velocity to the ongoing body can be provided either by

auxiliary rockets or spring thrusters depending on the mass of the ongoing stage.

For spacecraft separation spring thrusters are mounted circumferentially to mini-

mize the shock levels and the tip-off rates to the separating body.

For spacecraft separation, equi-spaced spring thrusters are mounted circumfer-

entially and they are always guided in the spring thrusters. A typical spring thruster

assembly used in merman band system is shown in Fig. 13.23. The spring thruster

consists of a piston moving inside the housing through a guide as shown in the

figure. The helical compression spring is positioned in the piston assembly. The

number of spring thrusters used in the system depends on the overall requirements

of jettisoning force, tip-off rate for payload, etc. To reduce the tip-off rate, the

springs on diametrically opposite locations are having identical stiffness. It is also

essential to ensure that the separation is made debris free. Debris containment along

with prevention of recontact of clamps and band is achieved by suitably employing

the band assembly retractors and band catchers at appropriate locations.

If the masses of the separating stages are larger, the relative jettisoning velocity

is generally imparted by using retro rockets mounted on the lower-stage interstages.

The retro motors are to be designed to provide the needed retardation to spent stage

Fig. 13.22 Schematic of merman band separation system
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thereby achieving required relative jettisoning velocity. Generally the command to

the separation mechanism and retro rocket ignition is issued simultaneously.

13.7.3 Ball Lock Separation System

This system is simple and ideal for smaller-diameter bodies and mostly used for

small payload separation system. However in certain cases it has been used with

higher diameters too. This system always generates low shocks to the payloads. In

this system, the upper and lower stages’ adapter rings are held together by number

of balls which are kept in position by a retainer ring. The holes provided in the

retainer ring have the provision for the balls to escape when the retainer ring is

aligned. They are located in the assembly with an offset, keeping two separating

parts in a locked condition. The retainer ring also has a provision for rotation. When

it is rotated by a known angle, which nullifies the offset through the initiation of

pyro-thrusters, the balls move into the escape holes of the retainer ring thus

releasing the two assemblies. All the balls are collected in the cavity of the adapter

Fig. 13.23 Typical spring

thruster assembly in

merman band system
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ring, thereby eliminating any debris during functioning. The rotation of the retainer

ring is limited by a stopper located in the assembly. The required separation

velocity is provided by a number of spring thrusters positioned between the flanges.

A typical ball lock separation mechanism is shown in Fig. 13.24.

Generally the outer ring is always located in the lower stage and provided with

through holes for the balls, whereas the inner ring located in the upper stage will

have conical ball seats. The radial component of the spring force generated by the

spring thrusters causes the balls to move outward.

To avoid the accidental operation of the mechanism due to shock, vibration or

any other loads, shear screws are provided between the retainer ring and main ring

to prevent relative rotation. In addition, the pyro-thrusters also have shear screws as

shown in Fig. 13.25.

The pressure developed by the cartridges inside the cylinder causes the shear

pins in thrusters and retainer ring to shear and generates the necessary force to rotate

the retainer ring. Once the holes in the retainer ring are aligned to the balls, the

system is unlocked with the balls moving into the holes, thereby causing the

separation of two rings.

13.7.4 Collet Release Separation System for Upper Stages

When there is differential expansion and contraction between the stages due to the

differential thermal environments, collet-based separation system is widely used. In

Fig. 13.24 A typical ball lock separation mechanism
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such system, the mechanism has to function with larger thermal gradients, say cryo-

temperature at fore end and ambient temperature at the aft end of the separating

body. The system also has to accommodate the shrinkage of the cryogenic tank

without causing additional load on interface members. In such situations, collet-

based separation mechanisms are ideal. A schematic of collet-based separation

mechanism is shown in Fig. 13.26. Basically it is a multipoint separation system

with a number of collet mechanisms and the number of collets is to be decided

based on the level of loads on the system. Independent pyro-pullers are located in

each collet mechanism to facilitate release of the mechanism whenever they are

actuated. Generally cryogenic tank of the upper cryo-stage is interfaced with the

ambient temperature lower stage structure with a number of truss members as

shown in figure. Each pair of truss members consists of one separation unit. The

aft ends of the truss members are connected to the bottom ring of interstage

structure. The truss members on either end have ball joints which provide the

necessary rotational freedom during the differential thermal cycling during servic-

ing of the cryo-stage at ground as well as flight phases of lower stages.

The separation plane is located on the fore end of the truss members as shown in

Fig. 13.26. In these mechanisms, retro rockets attached to lower stage impart the

needed relative velocity for collision-free separation. The number of retro rockets,

its location and orientation are to be decided based on the mass of the spent stage

and the distance it has to travel before it clears the nozzle of the upper stage. In

order to avoid collision of the lower stage with nozzle of the ongoing vehicle, guide

system is used. This system starts functioning once the collets are detached from the

supports.

The collet-based mechanism works on the principle of collet fingers which are

held in position by a retainer piston. A typical assembly is shown in Fig. 13.27.

The fingers of the collapsible collet are held in position using a retainer piston.

Pyro- pin puller has a piston, pyro-cartridge and also a damper. Lower end of the

retainer piston is connected to the pyro puller piston as shown in the figure. There is

a stopper nut attached to the bottom of the collet which prevents the inadvertent

operation of the mechanism. When the pyro-cartridge is actuated, the pyro-piston

and retainer piston move downwards causing the collapse of collet leaves and the

Fig. 13.25 Pyro thruster with shear screws
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collet separates physically from the support at the separation plane. The damper at

the bottom of the assembly prevents rebound of the piston during operation. The

pyro-assembly is also sealed against the leakages of gas. Reliability of the system is

enhanced through redundancy in pyro-catridges.

13.7.5 Ball-and-Socket Joint-Based Lateral
Separation System

Ball-and-socket joint with band clamp assembly-based separation systems are

generally used for strap-on motor separation. The strap-on motors are attached to

Fig. 13.26 Typical collet based separation mechanism

Fig. 13.27 Typical

assembly with collet fingers
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the core motor through two separation joints, one at aft end and another at forward

end as shown in Fig. 13.28.

These joints not only provide the needed support to attach strap-on motor to the

core vehicle but also have to transfer the thrust and inertial loads of strap-on motors

to the core vehicle during the powered flight phase. The jettisoning velocity to the

separating body is provided by the set of spring thrusters mounted on either side of

the separation mechanisms. Since the energy required is high, stacked belleville

springs are used for imparting jettisoning energy. The spring thruster struts are

capable of transferring all strap-on loads to the core. The separation system used in

both forward and aft ends are ball-and-socket mechanisms as shown in Fig. 13.29

and are held together by U clamp assembly. Pyro-based frangible nuts connected to

the band clamp assembly hold the two separating bodies together and when the pyro

is commanded, the frangible nut releases the U clamp, thereby causing the separa-

tion. The forward joint assembly should have provision to allow for growth of the

strap-on motors when fired.

13.7.6 Linear Bellow- Based Longitudinal
Separation System

The payload fairing is assembled as two halves and the separation of the same from

the vehicle requires both horizontal and vertical plane separation mechanisms.

While the horizontal separation is achieved by the band joint system using

V-shaped wedge blocks, tension band system, preload release device and pyro-

bolt cutter, the vertical separation of the fairing is effected by using linear bellow-

based longitudinal separation system. The vertical joint of the fairing halves is

Fig. 13.28 Typical strapon

separation mechanism
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formed by a piston cylinder assembly held together by riveted joint as shown in

Fig. 13.30. A reinforced rubber bellow in folded condition is running for the entire

length through the cylinder and piston assembly. A mild detonating cord positioned

in an attenuator tube runs all through the bellow. When the explosive cord is

electrically commanded, it releases the instantaneous explosive energy through

attenuator tube and the bellows are pressurized. It leads to shearing of the rivets

thus causing separation of two halves. Further, the expansion of bellows imparts the

required jettisoning velocity to the two separated halves. The separation sequencing

commands for both vertical and circumferential joints are given simultaneously to

effect the collision-free separation of the fairing. The number of rivets, the rivet

material, pitch to be used, etc. for the vertical joint are to be considered carefully

along with the dynamic properties of separated halves for a smooth and positive

separation.

Fig. 13.29 Typical ball &socket joint
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13.7.7 Expanding Tube Separation System

The expanding tube separation system (XTA) utilizes a flattened tube and single

detonating cord embedded in silicone rubber extension runs through it. A typical

cross section of this separation system is shown in Fig. 13.31.

Two plates with a V notch in the middle are held together by fasteners as shown

in the figure. Each plate is fastened to structures on either ends. When the explosive

charge embedded in the assembly is actuated, the flattened tube expands into a

cylindrical shape resulting in the severance of the plates at the notch planes. The

upper plate is connected to the upper stage, lower plate to the lower stage and with

the severance of the plate joint at separation plane, the separation of the stages is

effected. The jettisoning velocity is to be imparted to the structures using springs.

Expanding tube-based system offers high joint stiffness with low joint rotation

constant and the contamination is totally avoided. However XTA-based systems

produce more shock compared to linear bellow-based or Merman band systems.

13.8 Testing Methodology for Fault-Free Performance

The design robustness and reliability of the realized separation systems have to be

demonstrated in the flight configuration under the simulated flight environment

through a series of tests at the ground. The test methodologies include the elaborate

tests at unit level, subsystem level and integrated system level. The system has to be

subjected to a series of structural, functional and environmental qualification tests.

Fig. 13.30 A typical payload fairing separation system
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If the system is linked with cryogenic stage, tests are to be carried at low temper-

atures using liquid nitrogen (LN2) to simulate the very low interface temperature.

The main objective of structural tests is to qualify the separation units for the flight

loads. The tests are carried out on the separation unit along with all the associated

structural elements at appropriate loads using suitable test fixtures. In case of cryo-

stage separation system, the associated forward and aft end joints are subjected to

loads after simulating the low temperature using liquid nitrogen at the fore end

joint.

After the structural test, the mechanism is to be subjected to functional tests to

verify its performance at the expected service environment. The time of the

separation of the unit with respect to the separation process initiation is measured

at unit level tests. Subsystem level tests are needed in certain cases like strap-on

separation system where the forward and aft joints are to be characterized and their

functional performance is to be verified through appropriate tests.

The integrated system level tests are essential to qualify the system under its

service conditions. This system level functional test is to be carried out with all

simulated interfacing elements to demonstrate the collision-free separation. The

major objectives for these tests are

(a) To validate the system performance under simulated service condition with

sequencing scheme similar to the one recommended for flight

(b) To verify the time of separation of the various units with respect to the

separation process initiation

(c) To measure the shock levels on upper body and other critical elements located

in the vicinity of separation plane

(d) To estimate the tip-off rates of the ongoing and separated bodies

(e) To measure the lateral clearance between separating bodies to assess the

performance of the separation system

Fig. 13.31 Expanding tube

separation system
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The separation system at unit level needs to be subjected to the qualification

levels of vibration, both in longitudinal and lateral directions. The levels of vibra-

tion should be as per the environment test levels defined for the vehicle to be flown.

Subsequent to vibration tests, the functional test has also to be carried out to verify

the performance. Rain proofing tests as per stipulated standards are also required to

ensure that even in rainy condition the performance of the system is unaffected.

Further, tests need to be carried out, simulating the vehicle acceleration condi-

tion at the time of separation. For satellite separation, the bodies fall under gravity

and simulation of such a condition on ground is difficult. In such cases, suitable test

setup has to be built to compensate for gravity. Certain events like PLF separation

take place after crossing the atmosphere. Hence such large structures need to be

tested on ground in large vacuum chambers to capture the performance of separated

bodies. In cases when vacuum chambers are not available, ground testing combined

with software modelling has to be used to evaluate the performance in flight

conditions. Since pyro-nits are not retestable, after batch processing of units,

large number of tests are carried out which involve margin demonstration tests,

environmental tests, functional tests, etc., for batch acceptance.

13.9 Vehicle Destruct Systems

Launch vehicle trajectory is always designed to have a well-defined nominal

ground trace of instanteneous impact point to meet the overall range safety consid-

erations. Dispersions in vehicle parameters cause variations in the ground traces

from the predicted nominal one. Therefore, to ensure the range safety, a safe

corridor is defined during the entire duration of flight. Vehicle trajectory variation

within this safety corridor is permitted whereas the vehicle flight beyond this

corridor is not allowed. Due to any anomaly in any of the subsystems during the

flight, the vehicle may depart grossly from its defined trajectory. If the malfunction

of any subsystem causes the deviation of the vehicle beyond the defined safe

corridor, it becomes necessary to destroy the vehicle to avoid any damages to

properties and life. This is achieved using destruction systems of the vehicle. The

vehicle is always equipped with a telecommand system on board and the range

safety officer who is entrusted with the task of monitoring the vehicle flight in safe

corridors is empowered to issue the destruction command whenever the officer is

certain that the vehicle has deviated beyond the safe corridor. The long-range radars

provided along the flight trajectory carry out the continuous tracking and transfer

the essential vehicle parameters to the range safety officer. Additionally rate and

attitude data obtained from inertial navigation system of the vehicle through

telemetry are also used for knowing the vehicle behaviour during flight. The

instantaneous impact point (IIP) trace of the vehicle is determined using the radar

data in real time and this information is also used in the decision-making process.
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The destruction of the solid motor or liquid tanks of liquid stages is effected by

longitudinally cutting the motor case or tanks at diametrically opposite locations

using linear shaped cords. A typical destruct system is illustrated in Fig. 13.32.

Whenever the range safety officer sends the command to destruct the vehicle, the

shaped charges mounted on the motor case or the liquid tanks over the length as

shown in the figure is fired, the motors are cut linearly, thereby releasing the motor

or tank pressure and resulting in termination of thrust. In case of motor dome, the

circular form of the shaped charge rips open the dome, causing sudden depressur-

ization and quenching of thrust. As shown in Fig. 13.32 the explosive cords are

fixed on the pads which are mounted on the tanks using adhesives. A cover on the

entire assembly protects the system from environment during flight.

Extreme care has to be taken to ensure that the destruct systems are not activated

inadvertently at any phase of flight. Adequate safety features are to be incorporated

into the pyro-chain to take care of this. Usually all pyro-systems are operated

through a safe/arm device which guards against any electrical or mechanical

inadvertent firing of pyro-systems.

Fig. 13.32 A typical

vehicle destruct system
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13.10 Other Stage Auxiliary Systems

In addition to stage separation and destruction systems in a launch vehicle, the

igniters used for stage motor ignition are based on space ordinance system or

pyrotechnique. The basic function of an igniter is to generate the needed chemical

and thermal state at the surface of the propellant so that sustained combustion is

created. The time specification is also another important factor for smooth ignition.

Launch vehicle stage motors use both pyrotechnique and pyrogen motors. The

usage depends on the size of the motors. While pyrotechnique igniters are used in

smaller motors, pyrogen igniters are used in relatively larger motors or at high-

altitude ignition. More details of igniters are discussed in Chap. 9, dealing with

propulsion systems.

Apart from the high reliability requirements of all explosive systems used in

launch vehicles, safety is of utmost importance to avoid any inadvertent firing. Any

such occurrence is disastrous for the entire mission. The inadvertent firing can be

caused due to several reasons like static discharge, lightning or even stray current. It

is therefore important to introduce enough safeguards into the system. In all launch

vehicles, the safety is achieved by introducing safe and arming (SAFE/ARM)

systems in the explosive circuits. A typical safe/arm device is shown in Fig. 13.33.

In this system there are two positions termed as safe and arm. The transfer charge

shown in the centre is held in a rotor. The explosive train consists of donor charge,

transfer charge and acceptor charge. When the rotor is positioned such that transfer

charge is misaligned as shown in Fig. 13.33a, this inhibits the transfer of charge

from donor to acceptor and thus avoids the premature firing.

But when the rotor is turned such that the donor and acceptor charges are aligned

with transfer charge as in Fig. 13.33b the firing is made possible to actuate the pyro.

The device can be designed to have both manual and remote operation depending

on the requirements. Generally the command system to pyro detonator has an

interface through a number of intercepts per chain and one of them is kept as

manually operated and it is closed as late as possible during the vehicle preparation

for launch.

Fig. 13.33 A typical safe

arming device. (a) Safe
condition. (b) Armed

condition
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Chapter 14

Navigation Guidance and Control System

Abstract The navigation, guidance and control (NGC) system, the brain of the

vehicle, is responsible for directing the propulsive forces and stabilizing the vehicle

along the desired path to achieve the orbit with the specified accuracy. The NGC

system has to define the optimum trajectory in real time to reach the specified target

and steer the vehicle along the desired path and inject the spacecraft into the

mission targeted orbit within the specified dispersions. The navigation system

measures the instantaneous state of the vehicle, and using this information, the

guidance system generates the optimum trajectory to achieve the target and desired

vehicle steering command to realize the optimum trajectory in real time. The

vehicle control system, comprising of autopilot and control power plants, receives

the steering commands from the guidance system and steers the vehicle to follow

the desired attitude in the presence of all disturbances. The guidance system charts

out the remaining path continuously, recalculating the desired attitude of the

vehicle to achieve the mission target. Final mission objectives and allowable orbital

dispersions dictate the choice of a suitable guidance system. The vehicle autopilot

has three major functions namely, to ensure that the vehicle loads are always well

within the specified limits, to stabilize the vehicle all through the flight and to steer

the vehicle to follow the desired attitude as decided by the guidance system. The

autopilot generates the control commands as per the defined control law which is

used to drive the actuation systems to generate the necessary control forces. Proper

choice of inertial sensors, inertial systems, guidance schemes, control actuation

systems and control laws depend on the mission objectives and requirements. This

chapter starts with the functional requirements and systems requirements of NGC

system of a launch vehicle. The need for the integrated design of NGC system using

systems engineering approach is explained next. Various elements involved in

NGC system like navigation, guidance and control, the selection of a suitable

scheme and their design aspects are also explained. The performance evaluation

of the integrated design of NGC system carried out using different test beds is

described.

Keywords Navigation • Guidance and control • Navigation sensors • Redundancy
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14.1 Introduction

The primary demands of a satellite launch vehicle are to achieve larger payload

capability and inject the payload into the targeted orbit within the specified disper-

sion band. While the propulsion system provides the required energy to lift the

payload to the orbit, it is the navigation, guidance and control (NGC) system, which

is the brain of the vehicle, is responsible for directing the propulsive forces and

stabilizing the vehicle along the desired path to achieve the orbit with the specified

accuracy. The dispersions in realized propulsion parameters with respect to

expected values, variations of the estimated aerodynamic characteristics during

the atmospheric flight phase, the fluctuating winds both at ground and upper

atmosphere and a variety of internal and external disturbances during the flight

can increase the loads on the vehicle beyond the permissible limit and also cause

deviations in the vehicle trajectory from its intended path. Under such environment,

NGC system has to define the optimum trajectory in real time to reach the specified

target and steer the vehicle along the desired path and inject the spacecraft into the

mission targeted orbit within the specified dispersions while ensuring the vehicle

loads remain within limits. Therefore, NGC system is among the most crucial and

challenging field in launch vehicle design.

The navigation system measures the instantaneous state of the vehicle, and using

this information, the guidance system generates the optimum trajectory to achieve

the target and desired vehicle attitude steering command to realize the optimum

trajectory in real time. The vehicle control system, comprising of autopilot and

control power plants, receives the steering commands from the guidance system

and steers the vehicle to follow the desired attitude in the presence of all distur-

bances listed earlier. A typical configuration of a NGC system is shown in Fig. 14.1.

Fig. 14.1 Typical configuration of a NGC system
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The navigation system is generally based on the high precision measurements of

vehicle accelerations and vehicle attitude rates in all its three axes using acceler-

ometers, gyros and high speed, high accuracy computations. The guidance system

utilizes the navigation information of the instantaneous velocity and position of the

vehicle and charts out the remaining path continuously, recalculating the desired

attitude of the vehicle and remaining burn duration of the propulsion stage to

achieve the mission target. Final mission objectives and allowable orbital disper-

sions dictate the choice of a suitable guidance system. The accuracy of orbital

injection depends largely on the navigation sensor errors and effectiveness of

guidance scheme. The vehicle autopilot has three major functions namely: (a) to

ensure that the vehicle loads are always well within the specified limits, (b) to

stabilize the vehicle all through the flight by avoiding the interactions between the

rigid body, flexible structural modes, slosh modes, engine dynamics etc. and (c) to

steer the vehicle to follow the desired attitude as decided by the guidance system.

Utilizing the sensors data and desired attitude, the autopilot generates the control

commands as per the defined control law which is used to drive the actuation

systems to generate the necessary control forces to stabilize the vehicle and to

steer it to follow the desired attitude.

To carry out the above functions, NGC system utilizes the following subsystems:

(1) sensors; (2) navigation, guidance and control algorithms; (3) onboard computers

hardware along with system software; (4) application software; (5) guidance;

(6) autopilot; (7) servo electronics; and (8) control power plant hardware. NGC is

a mission critical system since the effect of failure in any of the above elements of

the chain propagates to the downstream which may finally lead to mission and

vehicle failure. Therefore, generally redundancy is built into the hardware and

software at different levels of NGC chain to achieve very high reliability.

Proper choice of inertial sensors, inertial systems, guidance schemes, control

actuation systems and control laws depend on the mission objectives and require-

ments. If large orbital dispersions are acceptable, then a simple attitude reference

system (ARS) using gyros is sufficient. Otherwise the vehicle needs closed loop

guidance and in such cases a full-fledged inertial navigation system is needed.

Similarly, depending on the requirement for reduction in the structural loads or

reduction in trajectory dispersions, a suitable control scheme in terms of bandwidth,

gain, dead zone, etc. need to be selected. Therefore, it is essential to carry out

detailed system engineering studies right at the beginning phase of design to finalize

suitable schemes considering the various aspects of mission, technology constraints

and cost.

This chapter starts with the functional requirements and systems requirements of

NGC system of a launch vehicle. The need for the integrated design of NGC system

using systems engineering approach is explained next. Various elements involved

in NGC system and design aspects of these subsystems are also explained in this

chapter.
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14.2 Requirements of NGC System

14.2.1 Functional Requirements

The main objectives of NGC system are to ensure integrity of the vehicle during

flight and to direct the vehicle to achieve the intended target under all possible

environments, viz., nominal, dispersed and disturbed flights as well as deviated

flight due to partial failures of any of the subsystems. To achieve the above

objectives, following are the functional requirements of NGC system.

1. To predict the instantaneous rotational and translational response (rates and

acceleration with respect to body frame) of the vehicle during flight through

suitable sensors

2. To predict the instantaneous state (position and velocity) of the vehicle with

respect to a defined reference frame

3. To define the optimum trajectory to reach the target

4. To generate the necessary desired attitude and duration of propulsive stages to

achieve the set target

5. To stabilize the vehicle against the disturbances, satisfying the vehicle load

carrying capabilities

6. To steer the vehicle along the predicted trajectory by following the desired

attitude history

7. As the vehicle response and vehicle states are varying continuously, these

parameters to be updated at very short interval of time as per the systems and

mission requirements

8. To provide suitable redundancy management

14.2.2 Systems Requirements

In order to carry out the above functions, the following are the systems

requirements:

1. Suitable sensors required for predicting the in-flight response of the vehicle.

Generally accelerations and rates sensors are used for this purpose.

2. As the entire NGC functions depend on the sensors, built-in sensor redundancy

is essential.

3. Suitable inertial navigation system, either stabilized platform system or strap-

down system as per the vehicle and mission requirements to be configured.

4. To reduce the errors in the mission target and to stabilize the vehicle, the sensor

errors have to be minimum. Alternatively, suitable mechanisms have to be

implemented to compensate the sensor errors.

5. Suitable data acquisition system to meet the functional requirements of navi-

gation and autopilot subsystems.
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6. Analog to digital and digital to analog converters.

7. Sensors scale factors and operating range to be selected to cater to the wide

varying flight environment while meeting the autopilot and mission

requirements.

8. Suitable location of sensors for meeting the navigation and autopilot

requirements.

9. Algorithm for the selection of best sensor output and to filter the noise and

retaining the required signal

10. Algorithm for navigation computations to provide the required accuracy in

vehicle state prediction for the wider flight environment.

11. Robust guidance algorithm capable of generating optimum trajectory and

desired attitude for the vehicle under wider flight environment.

12. Suitable guidance margin as velocity reserve.

13. Autopilot design to meet the requirements under nominal and off-nominal

flight environment, dispersions and disturbances.

14. Autopilot control algorithm to meet wider flight requirements.

15. Servo system hardware for control systems and servo loop design to meet the

specified requirements of autopilot.

16. Sensor bandwidth to meet the autopilot requirements.

17. Control power plant capability to be more than the disturbances during flight.

18. Efficient onboard computers to meet NGC computational requirements.

19. Distributed onboard computers and the associated interfaces to meet all the

mission requirements simultaneously in real time.

20. Periodicity of computations of navigation, guidance and autopilot to be decided

so as to meet the vehicle stabilization and mission accuracy requirements.

21. Sufficient margins in the computations to take care of unknown computational

loads in the flight.

22. Redundancy in the onboard computers (mission computers) with space diver-

sity in software.

23. Suitable switching algorithm for selecting the healthy subsystem in case of

failure.

14.3 NGC System and Integrated Design Requirements

14.3.1 Functional Configuration of NGC

The functional configuration of a NGC system with closed loop guidance for a

vehicle showing various signal flows is given in Fig. 14.2. The inertial navigation

system at the avionics bay of the vehicle with gyros and accelerometers as inertial

sensors measure vehicle attitude rates and linear accelerations. Using these sensors

data, navigation algorithm computes vehicle attitude (θ, Ψ, ϕ), velocity (Vx, Vy, Vz)

and position (X, Y, Z) with respect to a specified reference frame.
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The guidance system generates the steering commands θc, Ψc using

pre-programmed steering, stored as tables during the open loop guidance regime.

Roll maneuver is carried out after the initial vertical rise, to align the vehicle to the

launch azimuth can be implemented as ϕc. During the closed loop guidance phase,

the attitude commands (θc, Ψc, ϕc) are generated in real time by making use of the

information from navigation.

The autopilot receives θc, Ψc, ϕc from guidance, vehicle attitudes (θ, Ψ, ϕ) from
navigation, body rates ( p, q, r) from rate gyro and lateral accelerations (ax, ay) from

lateral accelerometer package. Using these information, the autopilot computes

attitude error functions (eθ, eΨ, eϕ) as per the control law. During the lower stage

flights, the rates measured by the rate gyro package positioned at antinode points are

used. If required, the lateral accelerations measured at the lower stage are used for

vehicle stabilization during the first stage operations. The error function commands

as computed by autopilot are issued to the actuators of control power plants to

gimbal the engine (gimbalable liquid engine) or nozzle (for solid motors with

flexible joint nozzle) or to actuate the valves of SITVC system of fixed nozzle

solid motors. The engine deflection or the valve opening produces lateral forces to

generate the necessary control moment about the centre of gravity of vehicle to

stabilize and steer the vehicle. All these operations are carried out in real time using

on board computers.

14.3.2 Integrated System Engineering Approach for Design

From the functional configuration as explained above, it can be seen that the NGC

system and its robust design process involve several subsystems of multiple

Fig. 14.2 Functional configuration of NGC system
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disciplines such as sensors, hardware, onboard computers, mission critical software

and control and guidance algorithm.

The integrated NGC system can be divided into three loops: (1) inner most loop

with high bandwidth, involved in the control power plant responses; (2) inner loop

with fast response, involved in the autopilot; and (3) the outer loop with rather slow

response, involved in navigation and guidance. There is high level of interactions

within the NGC subsystems and with the vehicle systems and environment as

highlighted in Fig. 14.3. There is interaction between vehicle and environment

through angle of attack (α), dynamic pressure (Q), altitude (h) and velocity (V). The

sensor output depends on vehicle characteristics, vehicle response, structural

dynamics, slosh dynamics as well as the environment. On ground, the vehicle and

subsystem characteristics and disturbances are used for autopilot design. During

flight, the sensors data is used for navigation computations. Vehicle autopilot uses

Fig. 14.3 Interactions between NGC and vehicle systems
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these sensors data during flight along with guidance and navigation output. The

command generated by autopilot is used in servo electronics which in turn drives

the actuator through command and feedback loops. During flight, control power

plant response is affected by the vehicle characteristics and environment. There-

fore, it can be seen that the total system is tightly coupled.

Due to very high level of interactions of NGC subsystems with vehicle and its

environment, it is essential to follow an integrated NGC system design strategy

using system engineering approach to achieve a robust design. Also, since the

vehicle systems and mission performance are closely linked with the NGC system,

it is necessary that the integrated NGC system design is addressed right at the

beginning of vehicle design phase.

14.4 Navigation System

Navigation is essentially the process of determining the position and velocity of a

moving body with respect to a defined reference coordinated frame. During the

early days, the Sun at day time and stars at night were used as navigational aids.

Subsequently magnetic compass, sextant and radio navigational aids were evolved.

Development of inertial grade sensors viz. gyros and accelerometers revolutionized

the autonomous inertial navigation systems which were used increasingly for

military, ships and civil aviation. The inertial navigation system (INS) is a self-

contained system and it does not rely on any signals from the ground. It is

non-jammable, and with proper selection of inertial sensors, INS provides suffi-

ciently accurate information. Therefore, the usage of INS is further extended to

missiles, launch vehicles and spacecraft. The principles of inertial navigation

system are based on Newton’s laws of motion. The navigation is carried out with

respect to a space fixed inertial frame, a frame which is non-rotating and

non-accelerating with respect to stars and considered inertial.

Three gyros measure the angular rates of the vehicle, and three accelerometers

measure the specific forces along the body axes. The vehicle attitude with respect to

the defined navigational frame is computed using the measured angular rate. The

specific force defines the acceleration of the body due to inertial forces as per

Newton’s law. The accelerometers cannot measure the gravitational acceleration,

and therefore, it has to be appropriately accounted in calculations. The reason why

accelerometers cannot measure the gravitational acceleration is due to the fact that

the accelerometer as the observer is in accelerated frame of reference and the

gravitational field is a conservative field. Therefore, the gravitational acceleration

is computed using the position vector computed by the navigation system. The net

acceleration in a navigation frame has to be computed using both measured specific

force and the computed gravity accelerations and represented in the desired frame

of reference by suitable transformations which is generated using the computed

attitude of the vehicle. First integration of this net acceleration after resolving in the

desired navigation frame provides the velocity and further integration of the
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velocity gives the position of the body. Thus measurements from both the gyros and

accelerometer sensors are combined with the gravity model to generate the instan-

taneous velocity, position and attitude of the vehicle.

The navigation system based on inertial principles can be realized either as a

platform system or a strap down system. The platform system consists of a

gimbaled configuration and it is mechanized to have two important functions,

namely: (a) providing an ideal platform which is mainly non-rotating and supports

accelerometers and gyros and (b) measuring accurately the acceleration along this

non-rotating frame. The vehicle is having angular motions about its three principal

axes known as pitch, yaw and roll. It is essential that these motions are isolated to

realize a non-rotating platform. It can be realized by using a simple three gimbaled

inertial platform as shown in Fig. 14.4. The platform cluster houses three acceler-

ometers and three gyros which are mounted orthogonally.

The three gimbal system is having a kinematic limitation. It cannot provide

complete isolation to the base motion under all attitude condition. When the vehicle

rotational motion is about the middle gimbal axis by 90�, the outer gimbal axis and

innermost gimbal axis align. Under this condition, the isolation about the original

outer and inner axis is lost. This phenomenon is generally termed as gimbal lock. To

overcome this problem, a fourth gimbal is added and four gimbal systems have

innermost, intermediate, middle and outer gimbals. This mechanization helps to

maintain the orthogonality of inner three gimbals by slaving the intermediate

gimbal to outer gimbal. This configuration provides all attitude inertial navigation

capability. In the case of the gimbaled platform system, the dynamic range and

bandwidth requirements of the gyroscopes is relatively low, since the residual

angular rates after the isolation by the gimbals are only to be measured by the gyros.

In a strap down system, the sensors are directly mounted to vehicle body and

measure the vehicle body rates and specific force in body frame. The specific force

vector sensed in body frame is converted into inertial frame by appropriate

Fig. 14.4 Gimbaled

inertial platform
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coordinate transformation using the vehicle attitude which in turn is computed

using the measured angular rates of the vehicle. Therefore, this system is identified

as analytical platform system. In all such transformations, translations and rotations

are involved to transfer the vector from one coordinate system to other. Most

commonly used schemes are direction cosines, quaternion, or Euler angle trans-

formations. Once the transformation is carried out, the navigation computation

remains similar to that used in gimbaled system. The schematic of a strap down

navigation system is given in Fig. 14.5. In this case, the dynamic range and

bandwidth for gyros are high compared to platform system.

The navigation output is used for the guidance computations. In addition, the

navigation sensor output is used for the autopilot command generations. Therefore,

the accuracy of sensor output and the navigation output decide the effectiveness of

vehicle stabilization and the precision with which the satellites are injected into the

specified orbit. Also, since these outputs provide vital data for the mission critical

functions, sensor redundancy and suitable redundancy management are essential to

achieve the reliable mission. In order to achieve the above objectives, the naviga-

tion system comprises of the following elements and functions:

1. Suitable sensor hardware with redundancy

2. Sensor electronics which includes the data acquisition, necessary analog to

digital conversion, appropriate filters to achieve the desired band width of the

sensor output

3. Suitable filtering mechanism to remove the sensor noises and select the best

sensor data

4. Sensor redundancy management

5. Suitable Failure Detection and Isolation (FDI) system

6. Data sampling and periodicity of navigation computations to meet the specified

requirements

7. Suitable navigation algorithm to compute navigational parameters from the

selected sensor data

Fig. 14.5 Schematic of a strap-down navigation system
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14.4.1 Navigation Sensors

Inertial sensors comprise of gyroscopes and accelerometers. While accelerometer

measures the specific force, a gyroscope measures angular rate and both the

measurements are components of the physical inertial force vector and component

of the physical inertial angular rate vector along the input axis of the sensors. The

measurement channels for rate gyros and accelerometers are given in Fig. 14.6. The

gyros and servo accelerometers are closed loop sensors, which sense the vehicle

attitude rates and linear accelerations. The basic output of sensor is in terms of

voltage. Since the bandwidth of the sensor is high, the output contains measurement

noises. These are filtered out by suitable filters (F1 and F3). The filtered signals are

digitized through a suitable “Voltage to Frequency Converters (VFC)” followed by

accumulators. The VFC output is pulse trains with suitable scale factors (for ex:

1 V¼ 2400 pulses). Integration of pulses is done by accumulators. The pulse

accumulator is sampled at the specified interval. The pulse increment of accumu-

lator output with respect to the previous cycle value is the measure of angular

increment (in the case of gyro outputs) or velocity increment (in the case of

accelerometers). These incremental values are used for navigation computations.

Autopilot computation requires the analog attitude rates and the analog acceleration

data is used for various onboard system functions, especially real time decisions

(RTD). The analog data required for the above functions are passed through analog

filters (F2 or F4) to meet the specified gain–phase requirements of specific appli-

cation and the filtered signals are passed through a suitable analog to digital

converter (ADC) and used in the applications of autopilot or RTD.

Fig. 14.6 Measurement channel of acceleration and attitude rates
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The details of various types of sensors used for inertial navigation system are

given in Annexure-B. Specific features of sensors characteristics which have the

performance impact on mission and other NGC subsystem elements are briefly

explained below:

(a) Sensor Output Range and Resolution

Each sensor and the associated closed loop system (caging loop) limits the maxi-

mum possible range of attitude rate (or acceleration) measurable by the sensors. As

an example, maximum rate measured by typical sensor loop is 60�/s. Similarly,

there is range limit for voltage frequency conversion (VFC) or analogue to digital

conversion (ADC). As an example, this range may be represented as 10 V. This

gives the equivalence of maximum range of digitization process and maximum

range limit of the sensors, i.e., 10 V ¼ 60�/s. However, the read out sensor

resistance can be adjusted to measure the smaller range of rates with full range of

digitization process. As an example, 10 V¼ 30�/s (instead of 60�/s¼10 V). Smaller

measurement range for full scale leads to better resolution and correspondingly

improved accuracy of navigation parameters. However, in this case, for the actual

response of the vehicle beyond the range limit, the digital output would clamp to the

maximum value, and therefore, navigation output computed using the above-

clamped sensor output on vehicle state would be different from that of the real

vehicle response. Under such conditions, it is essential to use wider range for the

full scale. Therefore, the range of measurements and resolution requirements has to

be judiciously decided to cater to the application requirements viz., autopilot and

navigation computation.

(b) Sensor Output Bandwidth

The rate gyros outputs to autopilot may not exactly represent the true response of

the vehicle due to the sensor and the associated data acquisition systems charac-

teristics, noises and the delay introduced by data sampling. The end-to-end features

of measurement system can be represented by suitable dynamics. Therefore, to take

care of this aspect in the autopilot system, it is essential to supply the sensor data to

autopilot with the required gain-phase characteristics. In order to meet the above

functions, depending on the realized sensors hardware along with the associated

electronics, suitable filters (F2) are to be implemented to achieve the required

characteristics.

The upper and lower bound characteristics are generated considering the dynam-

ics of the vehicle and have been used in the design phase making use of the

attenuation coming from these characteristics. Hence after realizing the sensor,

the characteristics are tested against the bounds used in the design. Typical upper

bound and lower bound characteristics of sensor dynamics are shown in Fig. 14.7.

The characteristics are decided based on the following requirements:

1. Should have noise attenuation beyond 20Hz.

2. Should not give any gain till the cut off frequency

3. Should give less lag at rigid body and slosh frequencies.

(c) Sensor Errors
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Typical mounting arrangement for the gyros and accelerometer sensors on the

vehicle are given in Fig. 14.8. To measure the vehicle response with respect to

the body axes, it is essential to mount the sensor clusters such that the cluster axes

XC, YC, ZCð Þ are parallel to the defined body axes XB, YB, ZBð Þ. But in reality, due
to various reasons, the cluster axes may not be exactly aligned with the body axes as

shown in Fig. 14.8.

The outputs of the sensors are different from the vehicle actual attitude rates and

accelerations due to various sensor errors. The sensor errors are due to fixed or bias

error, imperfections in the sensor elements coupled with the flight environment and

the errors in the output caused by its improper mounting on the vehicle. Typical

error sources in a gyro used in INS can be listed as,

1. Fixed or acceleration insensitive drift rate

2. Mass unbalance or g sensitive drift rate

3. Anisoelasticity or g2 sensitive drift rate

4. Scale factor error

5. Scale factor non linearity/asymmetry

6. Input axis misalignment

Typical output of attitude rate sensor, which measures the rate about ZB – axis,

ωzs is given as

Fig. 14.7 Typical upper

and lower bound

characteristics of rate

sensors
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ωzs ¼ 1þ δωz
ð Þ ω0z þ k1ωz þ k1

0
ωzj j þ k2ωz

2 þ k2
0
ωz ωzj j þ αzxωx þ αzyωy

	 
n
þ p1ax þ p2ay þ p3az
	 
þ cazas p


ð14:1Þ

where

ωx, ωy, ωz are the vehicle attitude rates

δωz
¼ scale factor error

ω0z ¼ fixed bias drift

k1 ¼ scale factor

k1
0 ¼ scale factor asymmetry

k2 ¼ scale factor nonlinearity

k2
0 ¼ scale factor nonlinearity asymmetry

αzx, αzy ¼ misalignment of x and y axes of sensors with respect to the vehicle z-axis

p1, p2, p3 ¼ mass unbalance drift (or g-sensitive) coefficients

c ¼ anisoelasticity (or g2-sensitive) drift rate coefficients

ax, ay, az ¼ specific forces along the vehicle x, y and z axes, respectively

as p ¼ specific forces along spin axis of z-gyro

Fig. 14.8 Typical mounting configuration of sensors
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For the case of laser gyros, there are no mass unbalance or anisoelastic drift.

Similarly the scale factor and input axis (IA) misalignment errors are applicable

only in strap down systems.

Typical sources of errors in accelerometers are as folows:

1. Bias

2. Scale factor error

3. Scale factor non linearity

4. Input axis misalignment

Typical output of acceleration sensor which measures specific force along

ZB-axis, azs is given as

azs ¼ 1þ δazð Þ a0z þ l1zaz þ l2zaz
2 þ αzxax þ αzyay

	 
�  ð14:2Þ

where

ax, ay, az are the specific forces along the XB, YB and ZB axes, respectively

δaz ¼ scale factor error

a0z ¼ bias

l1z ¼ scale factor

l2z ¼ scale factor nonlinearity

αzx, αzy ¼ misalignment of x and y axes of sensors with respect to vehicle z-axis

All the error sources have two components: (1) systematic errors and (2) random

errors. The systematic part of the errors are estimated by devising suitable test

strategies and the same can be compensated at the sensor output whereas the

random errors caused by the in-flight environment and end-to-end sensor systems

result into error in the navigation parameters.

(d) Sensor Data Selection

In order to cater to the redundancy, multiple sensors are used. Due to the individual

characteristics of the sensor hardware, each sensor of redundant configuration can

measure different outputs within the specified band. Therefore, suitable strategy has

to be implemented to select the sensor data to be used into the navigational

computations. Also, appropriate strategy has to be implemented in the vehicle

onboard to isolate the faulty sensor output from the computational loop.

14.4.2 Navigation Computations

Vehicle position, velocity, attitude and attitude rates at any instant of flight with

respect to a specified reference frame define the navigational parameters. These

parameters are computed onboard using the vehicle in-flight measurements of

attitude rates and accelerations by the respective sensors with respect to the body
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frame. Detailed formulations regarding the navigational parameters computations

using the sensors output are beyond the scope of this book. However, a brief

summary of methodology of computations is given in this section.

Generally, launch point inertial (LPI) frame is used to define the navigation

parameters. Typical LPI frame, which is frozen at time¼ 0, is given in Fig. 14.9 and

defined as given below:

OI: Origin, at the launch point, coincides with vehicle CG

ZI: Along the local vertical

XI: Along the launch azimuth

YI: Completes the right handed system

When the vehicle is on the launch pad, the body axes coincide with the LPI

frame axes as given below:

OB: Vehicle centre of gravity, aligned with OI

ZB: Longitudinal (roll) axis of the vehicle, aligned with ZI axis

XB: Yaw axis of the vehicle, aligned with XI axis

YB: Pitch axis of the vehicle, aligned with YI axis

ZBXB plane is termed pitch plane of the vehicle.

YBZB plane is termed yaw plane of the vehicle.

XBYB plane is termed roll plane of the vehicle.

Fig. 14.9 LPI and body frame at time ¼ 0
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After lift-off, the LPI frame is frozen corresponding to time ¼ 0 whereas the

body frame is always attached to the vehicle. Vehicle attitude motion about the

pitch, yaw and roll axes are called the pitch, yaw and roll attitude motions,

respectively.

Vehicle attitude at any instant of flight can be defined with respect to LPI frame

through three Euler angles viz.,θ (pitch),Ψ (yaw) andϕ (roll). A specified sequence of

rotation involving the above angles is required to rotate the LPI frame to align with

body frame. Typical sequence is: Rotate XI, YI, ZI about YI axis through an angle θ
(pitch) leads to a new frameX1, Y1, Z1. Rotating this frame aboutX1 axis through an

angleΨ (yaw) leads to another frameX2, Y2, Z2. Now rotate this new frame aboutZ2

axis through an angle ϕ (roll) to reach the body axes XB, YB, ZB. Generally,

anticlockwise motion about these axes is considered to be positive motion.

Due to operational reasons, it may not be possible to align the body axes with

LPI frame at launch pad. For a typical case, where ZB coincides with ZI and XB, YB

axes are rotated with respect to XI, YI axes as shown in Fig. 14.10, the inertial

system measures the misalignment as the vehicle roll angle ϕ, which can be

corrected after vehicle lift-off, i.e., after lift-off, the vehicle control system rotates

the vehicle about ZB axis (roll attitude motion) so that XB axis aligns with XI axis

before executing any intentional manoeuvre.

At any instant of flight, the navigation parameters are:

r ¼ position vector of the vehicle centre of gravity (CG) with respect to LPI frame

V ¼ Velocity (inertial) vector of the vehicle CG with respect to LPI frame

θ, Ψ, ϕf g ¼ Euler angles (pitch, yaw and roll) define the vehicle attitude with

respect to LPI frame

f _θ, _Ψ, _ϕg ¼ Euler angle rates

ωx, ωy, ωz

�  ¼ vehicle body rates with respect to body frame

ax, ay, az
�  ¼ vehicle body accelerations with respect to body frame

In the above set ωx, ωy, ωz

� 
and ax, ay, az

� 
are the measured parameters

where the remaining parameters are computed using the above parameters.

Fig. 14.10 LPI and body

frame at time ¼ 0
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The accelerometers mounted on the vehicle measures the inertial accelerations

(specific forces, i.e., force per unit mass of vehicle) without the gravitational

accelerations. Therefore, the above-measured accelerations have to be transformed

to LPI frame and total acceleration including gravity have to be numerically

integrated to get V and further integration leads to r. The integrated navigation

computations are explained in Fig. 14.11.

Assuming the matrix BI½ � is transforming a vector from body frame to LPI frame,

the acceleration vector ax, ay, az
� T

measured in body frame is expressed in LPI

frame as given below:

€r I ¼ BI½ �
ax
ay
az

8<:
9=; ð14:3Þ

The total acceleration in LPI frame is given by

€r ¼ €r I þ gI rð Þ ð14:4Þ

where gI(r) is the gravitational acceleration as function of r expressed in LPI frame.

The velocity and position is then computed as given below:

V ¼ V0 þ
ðtþΔt

t

€r dt ð14:5Þ

Fig. 14.11 Navigation computations
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r ¼ r0 þ
ðtþΔt

t

Vdt ð14:6Þ

where V0 and r0 are the initial velocity and position vectors at time t,Δt is the time

interval corresponding to the navigation computation cycle.

The transformation matrix BI½ �given in Eq. 14.3 is basically the direction cosines
matrix of body frame with respect to the LPI frame as given below:

BI½ � ¼
C11 C12 C13

C21 C22 C23

C31 C32 C33

24 35 ð14:7Þ

where cij is the direction cosine of jth axis of body frame with respect to the ith axis

of LPI frame. The direction cosines matrix BI½ � can be computed from the measured

vehicle attitude rates as given below:

From the measured values of attitude ratesω ¼ ωx, ωy, ωz

� T
, the Euler angular

rates can be computed as

_θ ¼ 1

CΨ
ωxSϕ þ ωyCϕ
	 
 ð14:8Þ

_Ψ ¼ ðωxCϕ � ωySϕÞ ð14:9Þ
_ϕ ¼ ωz þ SΨ

CΨ
ωxSϕ þ ωyCϕ
	 
 ð14:10Þ

From the above equations, Euler angles are propagated as

θ ¼ θ0 þ
ðtþΔt

t

_θ dt ð14:11Þ

Ψ ¼ Ψ0 þ
ðtþΔt

t

_Ψ dt ð14:12Þ

ϕ ¼ ϕ0 þ
ðtþΔt

t

_ϕdt ð14:13Þ

The direction cosines matrix is then computed as

BI½ � ¼
CϕCθ þ Sϕ SΨSθ �SϕCθ þ Cϕ SΨSθ CΨSθ

SϕCΨ CϕCΨ �SΨ
�CϕSθ þ Sϕ SΨCθ SϕSθ þ Cϕ SΨCθ CΨCθ

24 35 ð14:14Þ
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In the above equations, the notations, Sθ, Cθ, SΨ, CΨ, Sϕ and Cϕ refer to sin θ,
cos θ, sinΨ, cosΨ, sinϕ; and cosϕ; respectively.

In the above method of attitude computation, when the vehicle yaw attitude, Ψ
becomes 90�, there is singularity in the computations of _θ and _ϕ and BI½ � is

undefined. Therefore, to overcome the above problem, generally, quaternion

approach is followed for the computation of BI½ � matrix which is described briefly

below:

Coordinate transformation using quaternion approach is based on Euler’s theo-
rem, which states that orientation of a body with respect to a reference frame can be

achieved through a single rotation about a single axis. The axis of rotation is called

Euler axis and angle of rotation is called Euler rotation. The above principle is used

to define vehicle attitude with respect to LPI frame through quaternion parameters.

Quaternion is a four parameter quantity represented as

e ¼ e0 þ ie1 þ je2 þ ke3 ð14:15Þ

where, i, j, k follow the rules ij ¼ �k, jk ¼ �i, ki ¼ �j and ijk ¼ �1.

e0 is the scalar part of quaternion called scalar and ie1 þ je2 þ ke3f g is the vector
part of quaternion, called vector

Applying the quaternion for Euler theorem, the rotational quaternion can be

defined as

e ¼
cos ðϕ=2Þ
i sin ðϕ=2Þ
j sin ðϕ=2Þ
k sin ðϕ=2Þ

8><>:
9>=>; ð14:16Þ

where i, j, kf gT is the unit vector of Euler axis with respect to LPI frame andϕ is the

Euler rotation angle. Using the above rotational quaternion, the quaternion param-

eters rates are related to the body rates ω ¼ ωx, ωy, ωz

	 
T
as

_e ¼ 1

2
E½ �ω ð14:17Þ

where e is defined as

e ¼ e0, e1, e2, e3f gT ð14:18Þ

and the quaternion matrix E½ � is defined as

E½ � ¼
�e1 �e2 �e3
e0 �e3 e2
e3 e0 �e1
�e2 e1 e0

2664
3775 ð14:19Þ
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With the initial conditions at lift-off, as explained in Chap. 8 (Eqs. 8.99 and 8.100),

the quaternion parameters can be propagated using Eq. 14.17 as done for the Euler

attitude angles. Using the instantaneous quaternion parameters, the BI½ � matrix is

computed as

BI½ � ¼
e0

2 þ e1
2 � e2

2 � e3
2ð Þ 2 e1e2 � e0e3ð Þ 2 e1e3 þ e0e2ð Þ

2 e1e2 þ e0e3ð Þ e0
2 � e1

2 þ e2
2 � e3

2ð Þ 2 e2e3 � e0e1ð Þ
2 e1e3 � e0e2ð Þ 2 e0e1 þ e2e3ð Þ e0

2 � e1
2 � e2

2 þ e3
2ð Þ

24 35
ð14:20Þ

14.4.3 Characterization of INS Errors and Performance
Specifications

The navigation performance plays a dominant role in deciding the accuracy of the

achieved orbit. The errors that contribute to INS performance in any mission are

due to:

(a) Accelerometers errors in measuring the acceleration

(b) Gyros errors in measuring the angular rates

(c) Initial alignment error and

(d) Navigational computational error

The above errors in a launch mission reflect as position, velocity vector and

attitude errors with respect to the true values. Since the downstream guidance and

control system uses the navigation computed parameters for generating the desired

attitude and control command, the errors in navigational parameters reflect as errors

in satellite injection parameters. These errors cause deviated satellite orbit with

respect to the specified one. It is therefore necessary to carry out the performance

analysis to decide on the design specification of INS for a given mission and to

confirm the adequacy of the specifications to meet the final defined mission

accuracies. All types of accelerometers and gyros used in the navigation system

exhibit the errors such as bias, scale factor, cross coupling error, and random noise.

In addition higher order errors are to be accounted depending on the type of sensor

used. These errors have a systematic part and a random part. Each systematic error

has components like a fixed contribution and a temperature dependent variation.

The systematic part is generally determined experimentally and compensated in the

onboard navigation computer. The repeatability variation on the errors is different

each time the sensor is used but remains constant within single use. The in-run

variation results in error changing slowly during the course of operation. It is

difficult to correct such changes except the correction through other navigational

aids. Additionally, the random part of the error also cannot be compensated.

All the systematic errors are appropriately modeled in the navigation computer

and compensated based on the extensive calibration data. Once the navigation

system is realized, the performance is evaluated to confirm that it meets the mission

specifications. The performance evaluation is carried out under two accurate
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inputs, namely: (a) acceleration due to gravity, and (b) the spin rate of the Earth.

However, this evaluation is not adequate to validate the system under its full range

of operation. Therefore, precision rate table, mobile test van, aircraft, etc. are used

to evaluate the performance for its full range.

14.4.4 Redundancy Management

As the mission critical functions of, guidance and control are based on the naviga-

tional parameters and hence the INS should have very high reliability for mission

success. Therefore, systems are to be built with high level of redundancy both at

functional and component level. Triple modular redundancy (TMR) and quadruple

modular redundancy (QMR) are some of the techniques generally employed in such

systems. Suitable schemes for failure detection, isolation and reconfiguration

(FDIR) are also necessary to achieve high reliability of the systems. FDIR algo-

rithms are to be designed carefully to identify the failure, to isolate automatically

the failed chain and to reconfigure the system to provide the continuity of opera-

tions. A typical diagram showing the triple modular redundancy for INS with three

chains is given in Fig. 14.12.

In this TMR system, each chain is independent and the failure of each chain can

be detected and isolated by comparing the outputs of chains through appropriate

logic. The overall reliability of the system can be further improved by adopting an

advanced fault tolerant architecture as given in Fig. 14.13.

In this system, the sensor and sensor electronics are considered as one module

and the processor as other module. The sensor modules are cross strapped with

processor module. This helps in enhancing the system reliability but considerable

care is needed in generating the redundancy logics which is quite complex. The

system can be further improved by increasing the number of modules in sensors,

Fig. 14.12 Triple modular redundancy INS
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sensor electronics and by introducing the cross strapping between these modules.

However, the redundancy logics becomes much more complex and very detailed

evaluation of the system is needed before implementing in the vehicle system.

14.4.5 Aided Navigation

In a navigation system the vehicle states, namely velocity, position and orientation

at any given time instant are estimated by a relative increment from the previous

known state using the information provided by the inertial sensors. The sensor

output errors accumulate at each step and there is a growth of continuous

unbounded error during the entire regime of flight. It is possible to minimize

these errors with external aiding or with another navigational aid. Stellar inertial

system using precision stellar sensors is another option, very useful in long duration

missions including interplanetary missions and space platforms particularly for

attitude aiding. Such systems are termed as aided inertial navigation systems. The

error growth in the navigation system is corrected with assistance of an external

measurement. A typical aided inertial navigation system is shown in Fig. 14.14.

The external measurement in this case has to duplicate the navigation parameters

like velocity, position and orientation. The measurements from both INS and

external sources are compared and the observed error is passed through a filter to

estimate the errors of velocity and position and fed to INS to minimize the error

growth. Generally, Kalman Filter is used which is essentially a recursive algorithm

for the estimation of states in a system. It needs measurements from all essential

sensors and also a comprehensive mathematical model of the system which

describe the dependency of different states and dependency of measurements in

the states.

Fig. 14.13 Advanced fault tolerant architecture
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Usually the Kalman Filter has an initial estimate at time to. It predicts a new

estimate at t1 based on the mathematical model used. The initial uncertainty and the

accuracy of the model contribute to the uncertainty in the predicted estimate.

Utilizing the measurements available at t1 and predicted estimate, the algorithm

is able to generate an updated estimate at t1. The process is repeated at defined

periodical intervals and is able to predict the optimal estimates.

The stellar navigation system utilizes the measurements of star sensors. Making

use of the stellar observations, sensor error model using the available error statis-

tics, and the real time vehicle motion, Kalman Filter updates and calibrates the

integrated system. Thus the aided system offers self contained operation and

improved performance.

14.5 Guidance and Steering Law

Optimum trajectory of a launch vehicle, which provides the maximum payload into

the specified orbit, satisfying all the vehicle and mission related constraints is

designed on ground with sophisticated software tools. Thrust is the main force

acting along the longitudinal axis of the vehicle. Other disturbance forces can also

be expressed in vehicle frame of axes. The optimum trajectory design involves the

determination of a vehicle attitude (steering) program which directs the given thrust

or acceleration history including the specified disturbances in the optimum direc-

tion with respect to a reference frame. Generally, the vehicle parameters, environ-

ment parameters and the known disturbance profiles as predicted on ground are

used for the design of the optimum steering program.

Fig. 14.14 Typical aided INS
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However, during its flight, the vehicle experiences severe disturbances and also

uncertainty on vehicle parameters such as thrust-time history, propellant consump-

tion, specific impulse etc., with respect to the predicted values. The ground com-

puted steering program is designed using the predicted propulsion parameters. The

parametric uncertainties in flight cause the deviation of the trajectory from the

desired one. This results into a different orbit from the mission targeted orbit.

Therefore, to achieve high injection accuracy for the satellite under such environ-

ment, onboard closed loop guidance system is essential. The instantaneous position

and velocity of the vehicle measured by the navigation act as inputs to guidance

system. The major function of guidance system is to generate steering commands to

the vehicle from lift off to satellite injection and also during the post-injection

maneuvers. This has to be accomplished with the minimum expenditure of energy

and minimum injection errors. While steering, the vehicle guidance system has to

satisfy various constraints of trajectory such as limiting the vehicle turning rates

within safe specified levels, impacting the spent stages within the safe zones and

ensuring smooth transition from one phase of operation to another. Finally, the

guidance system has to generate the necessary commands to shut-off the engine

once the target conditions are satisfied.

14.5.1 Guidance System Objectives and Functional
Requirements

Objective of the launch vehicle guidance system is to steer the vehicle from the

instantaneous state to the desired destination optimally, satisfying the constraints

imposed by various sub-systems and environment. Typical mission objectives have

to satisfy the injection of the satellite: (a) into a maximum possible orbit, within the

launch vehicle capability which is mission specified; and (b) into the specified orbit

with minimum inclination

Typical constraints are:

• The range safety requirements which limits the instantaneous impact point of the

vehicle during flight and the impact point of the spent stages

• The capacity limitations of the propulsion systems

• Vehicle structural load limitations

• Thermal loads on the vehicle

• Limitations imposed by the actuators and the control systems

To meet the above mission objectives, the general functional requirements of a

guidance scheme are as given below:

1. Guidance function starts at lift-off and continues till the final target conditions

of the vehicle are met.

2. Provision has to be there to account for variable launch azimuth to accommo-

date different missions.
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3. During the atmospheric phase generally, ground-computed steering program

stored onboard ensures the minimum load on the vehicle (altitude-based wind-

biased steering program minimizes the vehicle loads considerably). As the

steering program is not computed onboard using the vehicle instantaneous

state, the guidance strategy in this phase is called open loop guidance.

4. Closed loop guidance is initiated once the vehicle clears the atmospheric phase.

5. The lower stages shut-off commands have to ensure safe impact of the spent

stage.

6. Steering attitudes are generally held constant during the stage transition

periods.

7. If there are coasting regimes in a mission, the steering attitude generated has to

be such that at the initiation of the next stage the attitude steering is smooth.

8. If there is a need to dip altitude in a trajectory the thermal constraints of the

vehicle are to be met with.

9. The attitude steering computation periodicity has to be decided based on the

mission and overall NGC requirements.

10. The final stage shut-off command has to ensure the final mission specifications.

11. The commanded attitude rates throughout the guidance phase have to be within

specified values.

12. The attitude steering rate has to be held constant during the ejection regime for

the payload fairing.

13. The steering profile generated by guidance law has to meet the target conditions

optimally with minimum expense of fuel for the conditions of trajectory

deviations.

14. The guidance law has to be robust to cater to larger deviations of vehicle

trajectory.

15. The guidance law has to have provision for fault detection and isolation.

14.5.2 Guidance Concepts

As part of mission design, optimum trajectory is to be designed to maximize a

defined performance index. The payload is always optimized for the given vehicle

data, satisfying all the vehicle and mission related constraints, and the design is

carried out on ground for the integrated trajectory from lift-off till satellite injection

using sophisticated trajectory optimization tools considering detailed models for

vehicle and environment. The output of the trajectory design process is the vehicle

attitude history (steering program) from lift-off till satellite injection. One primary

criterion for steering program design during atmospheric flight phase is to reduce

the vehicle load. This is achieved by designing the vehicle attitude history to follow

zero angle of attack for the specified wind condition (gravity turn trajectory). Once

the vehicle crosses the dense atmosphere, steering program is designed to maximize

the payload while satisfying the path constraints such as heat flux, stage impact
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points, instantaneous impact point and terminal constraints such as defined orbital

conditions.

During flight, guidance functions are achieved through two approaches: (a) open

loop guidance and (b) closed loop guidance. In the open loop guidance, the steering

program designed on ground is stored onboard as look up table or segments of

functions. The look up table is either stored as function of time or function of

certain vehicle performance parameters such as altitude, inertial velocity, or rela-

tive velocity. During flight, depending on time or vehicle performance parameters

from the navigation data, the instantaneous desired attitude (steering command) is

generated from the look up table. This scheme is very simple to mechanize in the

vehicle onboard and is having the following features:

1. If the vehicle and environment parameters during flight are exactly following the

ones used for design on ground, then orbit achieved can be very close to the

expected one.

2. In case, if there is deviation in vehicle performance (thrust, Isp etc.) and

environmental parameters during flight, then the stored profile corresponding

to the nominal performance can end up with larger orbital dispersions.

3. If the steering program is implemented as function of vehicle performance

parameters, then the trajectory dispersions are less. Especially this strategy

helps to a great extent during atmospheric flight phase wherein the additional

angle of attack build up due to performance dispersion can be minimized. But

the trajectory deviation still exists.

The closed loop guidance concepts make use of onboard navigation data as

starting point, optimize the remaining trajectory, generate the desired attitude

steering and decide the engine ignition and shut-off time in real time to achieve

the defined target precisely. Due to these features, the closed loop guidance strategy

has the ability to account for wider dispersions in the vehicle performance param-

eters and trajectory deviations with respect to the nominally predicted ones and

improve the satellite injection accuracy considerably.

However, due to the complexity and limitations of existing systems to imple-

ment closed loop guidance during atmospheric phase which satisfies both vehicle

load and mission constraints simultaneously and to get the feasible solution within

the available computational time, normally, almost all launch vehicles follow open

loop guidance concept till it crosses sensible atmosphere. Therefore, the closed loop

guidance is initiated invariably in exo-atmosphere phase and trajectory deviations

arising out of open loop guidance at the end of atmosphere phase are corrected by

closed loop guidance system in the subsequent stages of flight. A large number of

closed loop guidance algorithms are available for use in launch vehicles but the

choice depends on (1) accuracy of injection, (2) pre-computation needed, (3) opti-

mality of the solutions and (4) computational load on board.
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14.5.3 Closed Loop Guidance Schemes

One primary function of closed loop guidance is to generate the desired vehicle

attitude to optimize the trajectory in real time to ensure maximum payload or

minimum consumption of propellant. The computation of optimum attitude

demands online solution of an optimal control problem with the navigation mea-

sured states as the initial conditions and the targeted mission requirements as the

final conditions. To increase the optimality of the computed desired attitude and in

turn to improve the accuracy of the achieved orbit, the guidance computations are

repeated at fixed intervals based on the updated navigation measurements. This

calls for getting guidance solution within the allotted time in the vehicle onboard

computers. Approaches based on nonlinear optimization and numerical solutions of

optimal control which demand heavy computational load are not preferred. Due to

the numerical iterations, requirements of such schemes reduce the reliability of the

system due to the possibility of non-convergence. Therefore, guidance schemes

which provide robust analytical solution onboard are preferable.

To derive closed form solutions for reliable on-board implementation, approx-

imating assumptions are imposed on the optimal control formulation and simplified

algorithms are derived. Large numbers of guidance laws are available in literature

because each approximation leads to a different law which is suitable for the vehicle

and mission satisfying those assumptions. Once the closed form solution is avail-

able, correction factors and compensation techniques are used on the solution to

account for the errors introduced due to the approximations.

Guidance strategies can be broadly classified into two groups (a) explicit guid-

ance schemes and (b) implicit guidance schemes. In explicit scheme, analytical

solution of the equations of motion are used to compute the optimal trajectories in

real time based on an optimum or near optimum steering law. In this scheme,

minimum information from the nominal trajectory is used. Implicit algorithms, on

the other hand, are based on a precomputed trajectory or trajectories. The nominal

optimal trajectory is predetermined before the flight, and on board attitude steering

computation is about correcting the errors from this optimal trajectory through

appropriate guidance laws.

Advantages of implicit and explicit guidance strategies are exploited in dual

mode guidance where computationally intense explicit guidance is used at larger

interval to compute the attitude steering and trajectory. Implicit guidance is used to

track the trajectory computed by explicit guidance during shorter intervals.

14.5.4 Implicit Guidance Schemes

Implicit closed loop guidance schemes are invariably used where the mission is

fully defined. The nominal trajectory, which is defined before the flight, is used as a

reference for onboard guidance computations. The onboard system measures the
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trajectory deviations from the prestored one and generates optimum steering com-

mands to drive the vehicle to follow the predefined trajectory. The various implicit

schemes which are generally used for launch vehicle guidance are: (1) Delta-

guidance, (2) Q-guidance and (3) Linearized perturbation guidance.

14.5.4.1 Schemes Based on Required Velocity

The Delta-guidance and Q-guidance schemes are based on the concept of required

velocity. The required velocity vector is defined as the velocity vector that is needed

at any instant of flight to achieve the desired terminal conditions under free flight

trajectory. At each space-time point, the required velocity vector is computed

satisfying the general guidance constraints. The attitude steering laws are designed

such that the vehicle reaches the required velocity at the thrust cut-off. This

objective is implemented through achieving velocity-to-be (Vg) gained to zero at

burn out as follows: Guidance law steers the vehicle such that the vehicle thrust

direction align with the Vg direction. If the vehicle has the capability of impulsive

velocity addition, then the velocity-to-be gained can be instantaneously brought to

zero, thus meeting the mission objectives. Since there is finite time for propulsive

stage thrusting and also there is limit on the rotational velocity of the vehicle,

steering laws are developed to drive all components of the velocity Vg to zero

simultaneously at the stage burnout.

The delta-guidance computes the required velocity vector through Taylor series

approach about a nominal value and achieves this at burnout through optimization.

The Q-guidance computes the Vg and drives this quantity to zero at burnout. The

required velocity is computed in these two schemes by different strategies. The

target point definitions for these two methodologies are different. The target point

of delta-guidance is the predefined optimum nominal point which is computed on

ground by detailed methods, whereas target point in Q-guidance is the one in which

Vg becomes zero.

Delta-Guidance

Delta-guidance scheme expands the required velocity in Taylor series about nom-

inal target point. A good approximation for the required velocity at a location other

than the nominal burnout point can be estimated by substituting the position vector

into the Taylor series. The required velocity along the X-axis of reference frame is

given as

Vrx ¼ Vrx0 þ kxxΔxþ kxyΔyþ kxzΔzþ kxtΔtþ kxxxΔx2 þ kxxyΔxΔy

þ kxyyΔy2 þ 	 	 	 ð14:21Þ

where x0, y0, z0, t0ð Þ is the nominal target point, Vrx0 is the nominal velocity at
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target along x direction, Δx ¼ x� x0ð Þ, Δy ¼ y� y0ð Þ etc., the delta quantities,

giving the scheme the name. kxx, kxy, . . . etc. are the partial derivatives as per Taylor
series expansion. Similar is the case for Vry and Vrz.

The number of terms to be selected depends on the accuracies required at

burnout. The partial derivatives of Eq. (14.21) are computed as follows:

1. The required velocity vector (Vrx, Vry, Vyz



corresponding to each set of (x, y,

z, t


are computed using perturbations through iterative procedures with the help

of detailed model for vehicle and environment.

2. The empirically generated (Vrx, Vry, Vrz



and the corresponding perturbations

are used to generate the partial derivatives by minimizing the error in least

square sense as given below:

Let 2k be the difference between the required velocity using Taylor’s series and
the required velocity as computed by detailed model as given by

2k ¼ Vrx Δxk,Δyk,Δzk,Δtkð Þ � Vrx0 �
Xn
j¼1

kx jΔξ j Δxk, Δyk, Δzk, Δtkð Þ ð14:22Þ

where Vrx Δxk, Δyk, Δzk, Δtkð Þ is the required velocity as computed in the simu-

lations at the point (x0 � xk


, (y0 � yk



etc., andΔξ j are the perturbation quantities

Δx, Δy, Δz etc., n is the number of terms in Eq. (14.21). The mean square value of

the error 2k is found by evaluating the above error in m number of points evaluated

during simulation as given by

22 ¼
Xm
k¼1

2k
2 ð14:23Þ

The partial derivatives are estimated by minimizing 22 as follows. Differentiating

Eq. (14.23) with respect to each of kxj where x is assigned 1 to m and equating to

zero give n simultaneous linear algebraic equations, which can be solved for getting

each of the kxj.

Once the required velocity components are estimated, then the steering aspect of

delta-guidance is similar to the Q-guidance as explained below.

Q-Guidance

This scheme also uses the required velocity concept to compute the desired attitude

of the vehicle to the target point. This scheme makes use of the velocity-to-be

gained (Vg) to achieve the required velocity at the specified target point. Instead of

updating Vr as in the case of delta-guidance, in Q-guidance, Vg is updated through

first order differential equations as given below:

Neglecting atmosphere and external disturbances,
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dr

dt
¼ V ð14:24Þ

dV

dt
¼ gþ aT ð14:25Þ

where r is the position vector, V is the velocity vector, g is the gravitational

acceleration vector and aT is the vehicle acceleration due to thrust. Assuming Vr

is the instantaneous required velocity vector, then the velocity-to-be gained vector

is given by

Vg ¼ Vr � V ð14:26Þ

and the derivatives of Vg is

_Vg ¼ _V r � _V ð14:27Þ

_Vr can be given by

_Vr ¼ ∂Vr

∂r

� �
dr

dt

� �
þ ∂Vr

∂t
ð14:28Þ

Using Eq. (14.26) and Eq. (14.24), Eq. (14.28) can be written as

_Vr ¼ ∂Vr

∂r

� �
Vr � Vg

	 
þ ∂Vr

∂t
ð14:29Þ

Using Eq. (14.29) and Eq. (14.25), Eq. (14.27) can be written as

_Vg ¼ ∂Vr

∂r

� �
Vr � Vg

	 
þ ∂Vr

∂t
� gþ aTð Þ ð14:30Þ

For free fall trajectory,

dr

dt
¼ Vr ð14:31Þ

And using Eq. (14.28)

dVr

dt
¼ g ¼ ∂Vr

∂r

� �
Vr þ ∂Vr

∂t
ð14:32Þ

Using Eq. (14.32) in Eq. (14.30) lead to

_Vg ¼ � ∂Vr

∂r

� �
Vg � aT ð14:33Þ

which can be given as
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_Vg ¼ QVg � aT ð14:34Þ

where,

Q ¼ � ∂Vr

∂r

� �
ð14:35Þ

The matrix Q relates the differential change in the required velocity with respect to

the differential change in position with time held constant. The Q-matrix can be

precomputed as done for the delta guidance. In Q-guidance, the steering is designed

to drive the Vg to zero at target.

Steering Law

In both “delta” and “Q” guidance schemes, the steering law is designed to drive the

components of Vg to zero simultaneously. Two methods are explained below:

Method-1

The steering law is such that the vehicle attitude (thrust direction) is aligned with

Vg as shown in Fig. 14.15. This is achieved by rotating the vehicle longitudinal axis

about an axis which is normal to aT and Vg. Therefore, assuming ωc is the steering

rate of the vehicle with respect to the body axes, then

ωc / aT � Vg ð14:36Þ

Fig. 14.15 Vg – Guidance steering
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Where, aT and Vg are also expressed in vehicle body frame. Therefore,

ωc ¼ kaT � Vg ð14:37Þ

where the proportionality constant, k is called the gain. In order to take care of both

pitch and yaw steering, different values of gain factors can be used for pitch and

yaw. The gain values are designed such that the attitude steering ensures compo-

nents of Vg to zero simultaneously.

Method-2

Unit vector along Vg is given by

ug ¼ Vg

Vg

ð14:38Þ

and therefore,

_ug ¼ Vg
_Vg � _VgVg

Vg
2

ð14:39Þ

The rotational rate of Vg is given by

ω ¼ ug � _ug ð14:40Þ

After simplification,

ω ¼ Vg � _Vg

Vg
2

ð14:41Þ

As Vg decreases, ω increases rapidly. Therefore, in reality, the attitude steering law

is given by

ωc ¼ k Vg � _Vg

	 
 ð14:42Þ

The cross product steering law makes the vehicle fly at near constant attitude. At the

initiation of the scheme, the guidance law demands larger turning rate and once

stabilized, the steering is almost constant ωc ffi 0ð Þ and makes only changes thereaf-

ter. The system functions such that, even though some component of Vg is small, it

ensures that all the components become zero simultaneously as given in Fig. 14.16.

Once the steering command is computed, the vehicle attitude command in

different frames can be computed as per the requirements of vehicle autopilot.

14.5.4.2 Explicit Form of Required Velocity-Based Guidance Scheme

In case the desired orbital conditions of Fig. 14.15 are expressed in terms of angular

momentum Hdð Þand apogee radial distance rdð Þ, then the required velocity vector at
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any instant of flight can be analytically computed. The vehicle desired attitude

steering can be designed using the cross product steering law as explained above.

14.5.4.3 Linearized Perturbation Guidance Scheme

In linearized perturbation guidance, it is assumed that the deviations between the

nominal and actual trajectories are small since reference trajectory and control are

well-defined for a flight. The nonlinear equations can be approximated to linear

differential equations and thus linear theory can be applied to generate the optimum

steering law. During the actual flight, there are errors in the system and it is

necessary to correct these errors. The nonlinear equations of motion of the vehicle

are having both state and control vectors and it is possible to linearize the same

using appropriate technique. A suitable controller can be designed to adjust the

associated control vector to eliminate the errors. The detailed derivation of the

equations is beyond the scope of this book and can be seen in reference listed in

the end.

14.5.5 Explicit Guidance Schemes

The implicit guidance schemes are very simple and depend largely on the

precomputations on ground. Since these schemes are based on the predefined

nominal, the optimality of the solution suffers for wider trajectory deviation.

Therefore, operating regimes of these schemes are limited. However, these schemes

are best suited for the solid propulsive stages. On the other hand, the explicit

schemes generate the optimal steering in real time based on the actual performance

of the vehicle without the necessity of ground-based computations and the solutions

result into more accurate and optimal results. Due to the adaptive nature of this

scheme, it can handle wider dispersions on the flight trajectory deviations and hence

Fig. 14.16 Components of

Vg
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this scheme is more attractive. Also, these schemes are best suited for propulsive

stages with liquid engines as the constant thrust with constant mass flow rates of

these engines are beneficial to achieve the closed form solutions. Along with this

feature, the precise shut-off of the liquid engines based on “Time-to-go” as com-

puted by this scheme ensures very accurate satellite injection. However, the

onboard computations involved are large.

In the explicit guidance scheme, the optimal desired attitude is obtained by

solving the equations of motion repeatedly during the flight. In these schemes, the

aim is to find the vehicle attitude angle such that certain performance index and

flight duration are minimized, satisfying the equations of motion and initial and

target conditions. Applications of calculus of variation yield the optimal solution to

the problem. But generally this requires numerical integration which is not suited

for onboard applications. Analytical solutions are always preferred in the guidance

mechanization and to achieve this, certain simplifications are essential. This in turn

affects the optimality of the solution. However, suitable corrections can be

implemented to retain the optimality of the solution.

In explicit guidance schemes, the guidance law is derived in a parameterized

form either by empirical methods or by calculus of variations based optimal control

approach. Once the guidance law, the boundary conditions defined by the mission

requirements and the navigation measured states are available, the state equations

are explicitly solved to compute the unknown parameters of the attitude steering

law. The explicit guidance schemes are basically path adaptive and commonly used

methods are: (a) Explicit path adaptive or explicit E guidance, (b) flat earth

guidance (FE) and (c) empirical path adaptive guidance.

14.5.5.1 FE Guidance Scheme

Based on the calculus of variations approach, optimum analytical solution for

attitude steering law can be achieved for finite thrust-time curve with the following

assumptions:

1. Flat Earth with constant gravitational field

2. No aerodynamic forces

3. Propulsive stages with constant thrust and constant mass flow rate (characteris-

tics of liquid engines)

Under such conditions, for the case of planar motion as given in Fig. 14.17, to

achieve the target position X0, Y0ð Þ and velocity _X0, _Y0

	 

from an initial condition,

the optimum thrust direction, αR, is given by [16]

tan αR ¼ C1 þ C2t

C3 þ C4t
ð14:43Þ
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where C1, C2, C3, C4 are constants and time t is measured from instantaneous point

to the target. For the case of down range, distance is a free variable, i.e., the target

X0 is not constrained, then C4 ¼ 0. In this case, the optimum steering as given in

Eq. (14.43) can be written as

tan αR ¼ C1

C3

� �
þ C2

C3

� �
t ¼ Aþ Bt ð14:44Þ

For the case where only target velocities are constrained, the optimum attitude is a

constant angle given by

tan αR ¼ C1

C3

� �
ð14:45Þ

Generally, the launch vehicle guidance law has to take care of three-dimensional

motion. This is the case either for three dimensional trajectory or for correcting the

out-of-plane trajectory deviations. In order to solve this problem, a guidance frame

as defined in Fig. 14.18 is used. This reference frame is explained below:

O: Origin, at the center of Earth

w: Along the line joining the centre of Earth and vehicle position, positive outward

u: Parallel to the target orbital plane, positive along the orbital motion of satellite

v: Completes the right handed triad

The vehicle thrust direction is defined with respect to the guidance reference

frame as given below:

αR: Angle between thrust direction and projection of thrust in uv-plane

αY: Angle between u-axis and the projection of thrust in uv-plane

Fig. 14.17 Vehicle attitude

and planar motion
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Using the assumptions of flat Earth, vacuum flight and liquid engines, the

optimum steering angles for three-dimensional trajectory are given as [17]

sec αY tan αR ¼ Aþ Bt ð14:46Þ
tan αY ¼ Cþ Dt ð14:47Þ

To compute the desired attitude angles of vehicle thrusting direction with respect to

the guidance reference frame αR and αY, it is necessary to compute the coefficients

A, B, C, D and to shut-off the engine once the required orbital conditions are

achieved, the time-to-go, Tgo is also required. These five parameters are determined

to meet the set target conditions, satisfying the trajectory dynamics.

The equations of motion with respect to the guidance frame over flat Earth are

given below:

_u ¼ aT cos αR cos αY ð14:48Þ
_v ¼ aT cos αR sin αY ð14:49Þ
_w ¼ aT sin αR � g ð14:50Þ

_X ¼ u ð14:51Þ
_Y ¼ v ð14:52Þ
_Z ¼ w ð14:53Þ

where aT is the specific acceleration and g is constant gravitational acceleration.

To ensure the solution αR and αY be corresponding to the realistic one, two

corrections terms are introduced. One correction term for αR is g and for αY is e and

the equations of motion is rewritten as

Fig. 14.18 Guidance frame
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_u ¼ aT cos αR cos αY ð14:54Þ
_v ¼ aT cos αR sin αY ð14:55Þ
_w ¼ aT sin αR � g ð14:56Þ

_X ¼ u=e ð14:57Þ
_Y ¼ v=e ð14:58Þ
_Z ¼ w ð14:59Þ

In order to integrate analytically the Eqs. (14.54), (14.55), (14.56), (14.57), (14.58),

and (14.59), assuming small angle approximations and constant thrust, the trigo-

nometric functions in the above equations are converted into algebraic equations

and the modified equations are given below:

_u ¼ Ve

τ� t

� �
ð14:60Þ

_v ¼ Ve

τ� t

� �
Cþ Dtð Þ ð14:61Þ

_w ¼ Ve

τ� t

� �
Aþ Btð Þg ð14:62Þ

_X ¼ u=e ð14:63Þ
_Y ¼ v=e ð14:64Þ
_Z ¼ w ð14:65Þ

where Ve is exhaust velocity (specific impulse), τ ¼ m0= _m .

Assuming X is free, the target conditions are:

u Tgo

	 
� uD ¼ 0 ð14:66Þ
v Tgo

	 
� vD ¼ 0 ð14:67Þ
wðTgoÞ � wD ¼ 0 ð14:68Þ
Y Tgo

	 
� YD ¼ 0 ð14:69Þ
Z Tgo

	 
� ZD ¼ 0 ð14:70Þ

where Tgo (time-to-go) is the remaining time required to shut off the engine and uD,

vD, wD, YD, ZD are the required values of vehicle state at engine shut-off.

The explicit guidance scheme tackles three separate problems such as: (a) radial

co-ordinate control; (b) horizontal speed control; and (c) plane control. Desired

terminal radial distance and velocity are ensured by the radial coordinate control.

This is achieved by Eqs. (14.68) and (14.70). The desired horizontal velocity is

guaranteed through horizontal speed control. This is achieved by Eq. (14.66). Plane
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control ensures the required orbital plane. This is achieved by Eqs. (14.67) and

(14.69). Single thrust acceleration vector available on board, the vehicle has to be

allocated along three controlled axes like radial, horizontal and perpendicular

directions of guidance reference frame, the solutions to the problem along all

three axes are to be obtained simultaneously. The quantity, Tgo, appearing in the

guidance equations provides the remaining time of functioning of propulsive stage

in order to satisfy the specified end conditions. This parameter is the synchronizing

variable which ensures the simultaneous solutions to all three separate problems.

Tgo is computed to meet the horizontal velocity. Integrating the Eq. (14.60), upto

Tgo and equating the resulting horizontal velocity to the required velocity yields

uD � u0 ¼ Ve

ðT
t0

dt

τ� t
ð14:71Þ

After different steps and assuming Tgo ¼ T� t0,

uD � u0 ¼ �Veln 1� Tgo

τ� t0

� �
ð14:72Þ

From Eq. (14.72), the Tgo can be computed as

Tgo ¼ τ� t0ð Þ 1� e�
uD�u0
Ve

ð Þh i
ð14:73Þ

where t0 is the starting time and u0 is the velocity at t0.

Similarly, integrating Eqs. (14.61), (14.62), (14.64), (14.65), and equating the

corresponding values at T to the targeted one as given in Eqs. (14.67, 14.68, 14.69,

and 14.70) yield

M½ � A

B

� �
¼ Δ_r Δrf g ð14:74Þ

M½ � C

D

� �
¼ Δ _Y ΔY
�  ð14:75Þ

where the matrix M½ �, given by

M½ � ¼ m11 m12

m21 m22

� �
ð14:76Þ

andΔ_r ,Δ _Y are predicted radial and out of plane velocity errors andΔr,ΔY are the

corresponding displacement errors with respect to the targeted values. The elements

of M½ � matrix are computed by the integrals, which are the analytical expressions.
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The values of A, B, C, D given by Eqs. (14.74) and (14.75) and Tgo as given by

Eq. (14.73) give the complete solution to the guidance problem: (1) to compute the

desired attitude angles and (2) time to shut-off of the engine to achieve the specified

target conditions.

Once the solution is obtained in the guidance frame, as per the requirements, the

desired attitude can be computed at the specified frame by autopilot through

suitable coordinate transformations.

14.5.5.2 E-Guidance Scheme

E-guidance scheme assumes spherical Earth and the optimal guidance solutions are

achieved through iterations. Since the model is very close to reality and the solution

procedure is rigorous till getting optimal solution, this guidance solution is more

fuel optimal and more accurate. In this scheme, the radial control and the horizontal

velocity control problems are split into two sub-problems. The solution of the two

sub-problems are synchronized by Tgo

	 

which is the time required to reach the

target. The remaining burning time of the stage is taken as the first estimate of the

Tgo and this is used in the radial coordinate control block. The radial coordinate

control block computes the desired attitude in plane (αR) as a function of time for

the remaining part of mission so that the radial distance and radial velocity are equal

to the desired values after Tgo. The horizontal velocity control block computes the

expected horizontal velocity at the end of mission based on αR computed by the

radial coordinate control. If the horizontal velocity predicted is equal to the required

value, the iteration is stopped. If they are different, the time to go value is adjusted

and radial coordinate control and horizontal velocity control computations are

repeated. A typical block diagram of E guidance scheme is given in Fig. 14.19.

Fig. 14.19 Block diagram

of E guidance
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14.5.5.3 Explicit Guidance at Terminal Phase

Explicit guidance schemes always tries to achieve the cut-off conditions accurately

and in this process attempts to eliminate even smaller errors at injection. As the

vehicle reaches the target conditions, the position errors become very small. Under

this condition, to meet the velocity requirement without violating the position error,

the desired attitude becomes oscillatory and can result into violent steering maneu-

vers. To overcome this problem, as the vehicle reaches closer to the target, the

injection altitude constraint is relaxed and guidance equations use only velocity to

find/R and αy. These conditions are imposed based on the time-to-go and once this

value is less than certain predetermined value the guidance laws are modified and

termed as injection guidance laws.

14.5.6 Guidance Robustness and Velocity Reserves

Performance of the guidance scheme chosen for a given mission has to be evaluated

in detail under environments of trajectory deviation, vehicle and environment

parameters dispersions to ensure the robustness of the guidance laws in meeting

the final injection conditions, while satisfying various constraints such as loads on

the vehicle, maximum heat flux felt by the vehicle and safe impact of spent stages.

This is carried out using integrated trajectory simulation tools, simulating the

various vehicle characteristics and environment models close to the reality. Using

the simulation test beds, huge numbers of simulations are carried out by simulating

all the feasible combinations of dispersions, and the guidance performance is

evaluated under the simulated environments. Initially one can assume ideal navi-

gation and control to evaluate the guidance system performance. Subsequently, the

guidance system performance is evaluated under the realistic environment with the

presence of navigation and control system. The various perturbations to be used in

studies are propulsion parameters such as specific impulse, action time, propellant

mass and thrust offset of the motor or engine. In liquid engines, the mixture ratio

variation is essential. Other parameter variations pertaining to propellant slosh,

aerodynamics, inert mass, vehicle CG offset and separation and wind disturbances.

If more than one engine is used, the differential thrust also needs to be considered.

To compensate the performance loss in terms of cumulative velocity loss caused

by dispersions and disturbances, extra energy is required to be provided by the

propulsion system. For this purpose, over and above the propellant required to

achieve the target orbit with nominal parameters, extra propellant is needed in the

final propulsion stage. This is generally termed as guidance margin (or velocity

reserve) and the quantity of extra propellant to be accommodated in the stage is

decided through detailed simulations. For the case of final stage, as the spent stage

also orbits the Earth, in order to avoid collision with the satellite in case of

inadvertent re-ignition of the separated stage, the left out unutilized propellants
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are needed to be vented out. For this purpose, the remaining propellant has to be

minimum. Therefore, general practice for providing guidance margin is to generate

the required extra propellant loading for three sigma performance dispersion of

each of the sensitive parameters and consider the root sum square (RSS) of these

values.

Two types of guidance scheme validation analyses are carried out: (1) The

guidance performance analysis in Monte-Carlo sense, using the environment of

dispersions within 3σ in random manner, the required guidance performance in

terms of orbital accuracy within the specified dispersion band to be achieved; (2) In

case of severe performance deviation, the guidance has to be robust to handle such

large deviation and the system should not fail.

More details of validation of guidance system are given in the later section

which discusses various aspects of integrated navigation guidance and control

system validation.

14.5.7 Mission Salvage Aspects

As explained earlier, the guidance system functions are designed to provide the

required performance within the specified dispersions band and the velocity reserve

provided in the vehicle. In case there is gross performance deviation or a failure in

any of the subsystems, the vehicle may deviate much away from the intended path

and under such conditions, if the vehicle is still trying to achieve the original

targeted mission, due to heavy performance loss, the final mission may end up

with suborbital missions. Under such environment, depending on the remaining

capability of the vehicle, still a lower orbital mission is possible. Subsequent to the

launch vehicle mission, the satellite fuel can be utilized to go to the original defined

mission, of course with certain amount of compromise in the satellite life. To

achieve such a mission which performs gross under performance, guidance must

be capable of quantifying the performance loss, assessing the remaining capability

of the vehicle and based on these information, retarget to a suitable alternate

mission, feasible for the satellite to correct it and direct the vehicle to the retargeted

orbit. This scheme is called mission salvage options in guidance schemes.

14.5.8 Mission Accuracy Achievable by Guidance System

Once the engine shut-off command is raised by guidance system, still tail-off thrust

generated by the propulsion system caused by the valves delays and valve response

would add velocity to the vehicle. Therefore, normally, the target conditions for the

guidance system are fixed, biasing the predicted tail-off thrust. If the in-flight tail-

off thrust profile is same as the predicted one, then the final orbit achieved would be

same as that targeted for. In case there is deviation in the tail-off thrust, resulting
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orbit would be deviated from the nominal predicted one, depending on the extra

velocity added or velocity deficiency during tail-off.

In addition, towards the end of the mission, to avoid violent maneuver, injection

guidance with velocity control alone is to be implemented which can cause certain

amount of dispersions on position at engine shut-off. Depending on the type of

trajectory and performance deviations, there are errors in the final achieved orbit.

Another aspect is that, the vehicle attitude or rate is kept constant for 5–10s

before the expected shut-off, the stage till the end of tail-off to meet the requirement

of vehicle controllability. This results into commanded attitude being different from

the optimum one, thereby introducing the error in the final achieved orbit.

Normally all these effects are nullified by suitably biasing the target considering

these impacts. However, in flight, due to the deviations of flight trajectory away

from the nominal, there would be error in the biasing and finally leading to the

guidance error.

14.6 Autopilot and Control Law

The objectives of a launch vehicle autopilot are: (1) to stabilize the vehicle during

its flight against various disturbance forces and moments due to aerodynamics,

thrust misalignment, separation, liquid slosh, etc.; (2) to track the desired attitude of

the vehicle as computed by guidance system so as to follow the desired trajectory

with the specified accuracy to meet the final mission objectives; and (3) to reduce

the in-flight loads on the vehicle structure by reducing the tracking error and

attitude rates under dispersed environment.

Navigation, guidance and control of launch vehicles contain three loops. Auto-

pilot is the inner loop as shown in Fig. 14.20. It receives data from sensors and

desired attitude from the outermost navigation and guidance loop and generates the

control commands. Using the control commands generated by the autopilot system,

the innermost actuation system loop generates the necessary forces and moments to

control and stabilize the vehicle as per the requirements.

Typical autopilot loop of a launch vehicle is given in Fig. 14.21. The position

and rate gyros sense the vehicle attitude and attitude rate θs and _θs, respectively. The
sensor outputs are filtered with suitable feedback path filters to meet the specific

requirements. The commanded attitudeθc computed by the guidance and the filtered

signals of sensor feedback with the suitable mixing with feedback gains Kr are used

to generate the error functions. The error functions along with forward gain Ka and

suitable compensators are used to generate autopilot commands. In certain cases, to

reduce the steady state errors, integrators are also used in the forward path during

generation of the control commands. The autopilot command signals are sent to

control electronics to drive the actuators of the vehicle control systems. The system

gain history, Ka and Kr ; in forward and rate loops respectively and integrator gain

Ki are to be appropriately worked out to stabilize the vehicle against all distur-

bances. Suitable compensators are to be designed to stabilize the vehicle structural
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flexible modes. The overall design details of vehicle autopilot, highlighting func-

tional requirements, specifications, design criteria and design methodology are

described below.

14.6.1 Functional Requirements and Specifications
of Autopilot

The essential functional requirements of an autopilot are:

(a) To achieve the mission objectives with required accuracy while reducing the

load on the vehicle, the error in tracking the desired attitude has to be

minimum. To minimize the error, generally, proportional control systems

Fig. 14.20 Navigation, guidance and control loop for a launch vehicle

Fig. 14.21 A Typical autopilot loop
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are used during thrusting phases. Since the tracking error during the thrusting

phase is having major impact on the parameters which decide the satellite

injection accuracy and in-flight vehicle loads, the autopilot system generally

has to achieve pitch and yaw attitudes within the error of 1� with respect to the
desired attitude. As the roll error is not directly controlling the vehicle load and

the trajectory dispersions, higher tracking error in roll, generally upto 5� can
be allowed.

(b) During the coast phase operation wherein the tracking errors are not having

much impact on the trajectory dispersions, generally, simple nonlinear reac-

tion control systems (RCS) are used. For these systems, tracking errors can be

generally relaxed, typically upto 3�.
(c) The demand on control force and impulse even under adverse disturbance

conditions should be restricted within the limiting capability of control power

plants.

(d) During atmospheric flight phase, controllability has to be ensured even in the

presence of high aerodynamic disturbances and winds.

(e) The vehicle lateral drift and tracking errors are such that the structural loads in

terms of axial and bending loads should not exceed the design limits of the

structures.

(f) During the exo-atmospheric and stage transition phases, the tracking errors

can be relaxed to the values which are acceptable to the mission.

(g) Robustness requirements are to be strictly adhered to ensure vehicle stability

even under a wide range of parameter perturbations. To achieve these require-

ments, specifications generally aimed are as given below:

(a) In frequency domain

1. Rigid body margins:

Gain margin > 6 dB

Phase margin > 30�

Aero margin* > 6 dB

(*low frequency gain margin)

2. Phase stabilized structural flexible modes: Phase margin >40 dB

3. Gain stabilized structural flexible modes: Attenuation margin >6 dB

4. Slosh modes: Phase margin >30�

(b) In time domain

5. Peak overshoot for step command < 30 %

(h) Vehicle should remain stable even under the combination of additive distur-

bances due to propulsion, aerodynamics, slosh, vehicle flexible modes, actu-

ator /nozzle dynamics, centre of gravity (CG), moment of inertia

(MI) properties of the vehicle, separation disturbances, sensor dynamics and

time delays due to implementation of control laws in on board computers.
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(i) The attitude rate at the satellite injection generally has to be minimized,

typically less than 0.2 o/s

(j) The vehicle flexible modes and liquid sloshing have to show damping behav-

ior in response to disturbances due to winds, thrust misalignment, etc. These

modes should have enough separation from rigid body dynamics.

(k) The vehicle lateral drift and drift rates at the end of the first stage have to be

maintained within the specified limits.

(l) The peak to peak oscillations in the vehicle attitude rates due to slosh forces

should be less than the allowable limits.

14.6.2 Design Criteria and Guidelines

During various phases of flight, a launch vehicle encounters complex flight envi-

ronments as explained earlier. These severe disturbance forces and moments

originated within the vehicle systems and also due to external sources such as

wind can destabilize the vehicle during flight. The autopilot system generates the

control commands and in turn the necessary control forces and moments to stability

the vehicle against these disturbances. The task of stabilization of the vehicle

further gets aggravated due to the following specific characteristics of launch the

vehicle:

1. The vehicles are generally flexible structures and the sensor data contains the

rigid vehicle and flexible mode responses.

2. Due to continuous depletion of propellants in a vehicle, the mass and inertial

properties of the vehicle are rapidly changing.

3. Whenever liquid stages are used, sloshing of liquids introduces additional

dynamics to the system.

The important design criteria in controlling such a flexible vehicle with multiple

system dynamics under the extreme flight environment are as given below.

(a) The control force available for each stage should be such that the control

moment generated by the control power plant is more than the disturbance

moment experienced by the vehicle due to all disturbances acting on the

vehicle.

(b) The design must ensure good stability margins as per specifications listed

above during the entire duration of flight.

(c) Drift of the vehicle from the reference trajectory has to be minimized. While

the wind is the major disturbance causing the vehicle drift, the thrust

misalignment, centre of gravity variation and sensor drift have secondary

effect on the vehicle drift.

(d) The system should provide fast response to achieve desired attitude generated

by the guidance system. This is necessary to minimize the tracking errors.

(e) The structural loads on the vehicle have to be maintained within the allowable

limits even under the additive disturbances. If the loads are exceeding the set
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limits, it is essential to include the load relief control in the system. This is

achieved either through active load relief using the lateral accelerometer or

angle of attack sensors or by passive load relief using wind biased attitude

steering programs. The details of these schemes are discussed elsewhere in

the book.

(f) The interaction between vehicle elastic and liquid oscillations with vehicle

control system must be totally eliminated. This also demands selection of

suitable location for sensors to minimize the control structure interaction. The

noisy environment and dynamically active locations have to be avoided for

sensors. Similarly the dominant mode of the gimballed engines or swivellable

nozzles can cause the interaction with control. These aspects need serious

attention during the design phase.

(g) In addition to maintaining the stability and control of the vehicle, the control

system has to ensure the desired transient and steady state response to

disturbances.

(h) The on-off controls are generally used in vehicle stages operating outside the

atmosphere and during the coasting period of the vehicle. It is essential to

guarantee the needed margin in the total control impulse provided in the

system.

(i) The choice of a suitable control frequency has to be based on the following

considerations. Generally the control frequency has to be one fifth or less of

the first bending mode frequency of the vehicle to keep the rigid and elastic

modes separated. Lower bound on the control frequency has to be based on the

operating frequency of guidance system and the sensitivity considerations.

Higher frequency causes the control system to respond fast to wind distur-

bance causing larger gimbal deflection angles whereas lower frequency causes

sluggish gimbal response which in turn results into larger angle of attack and

load on the vehicle. Therefore best control frequency has to be such that the

relative contribution of aerodynamic and thrust forces to vehicle bending

moment is minimized.

14.6.3 Autopilot Design Methodology

As the launch vehicle control systems interact with several disciplines and dynam-

ics as shown in Fig. 14.22, the autopilot design process is quite complex. The

prerequisites for the autopilot design of a launch vehicle are the vehicle character-

istics, various subsystems dynamics, flight environment, disturbance originated

within the vehicle and external to the vehicle, mission profile and a reference

trajectory. Therefore, it is evident that the control system designer has to have

full understanding of not only vehicle characteristics but other dynamic character-

istics of various subsystems such as propulsion, structure, actuator, sensors, aero-

dynamics, liquid slosh and also the engines or nozzles used for control.
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14.6.3.1 Vehicle Data for Control Design

The essential vehicle data needed for control design are to be generated sufficiently

accurately and to the extent possible, these data are to be validated from experi-

mental methods. The required vehicle data are:

(a) Reference trajectory defining altitude, Mach number, forward acceleration

and dynamic pressure profiles.

(b) The varying vehicle mass, centre of gravity and moment of inertia for the

entire flight regime.

(c) Structural data defining the vehicle flexible frequencies, mode shape and the

corresponding generalized masses for all important flexible modes.

(d) Slosh data with frequency and slosh mass variation for essential slosh modes

for oxidizer and fuel tanks in the vehicle.

(e) Sensor dynamics for all sensors used in control loop.

(f) The characteristics and their nonlinear dynamics of control actuators used for

generating the control force.

(g) Aerodynamic data in terms of varying centre of pressure locations and force

coefficients along with their permissible dispersion bands.

(h) Sectional aerodynamic load distributions.

(i) The entire flight sequence including the real time decision (RTD) details.

(j) Thrust misalignment of motors, centre of gravity offset and gimballable

engine inertial properties.

(k) Wind characteristics such as wind speed, direction, wind shear and gust.

Entire measured wind profile at the specified launch site collected over a

period of years and wind statistics form important input for autopilot design

and validation.

(l) The total time delay in the loop during the implementation of control law in

the on board computers.

(m) For all the parameters given in (a) to (l), nominal profile and the possible

dispersion bands are required.

Fig. 14.22 Interaction of

vehicle control with other

subsystems
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14.6.3.2 Design Procedure

The design of vehicle autopilot is carried out in several phases. The overall flow

chart for autopilot design is shown in Fig. 14.23.

During the vehicle configuration evolution phase, a preliminary autopilot system

is required to configure the vehicle systems. For this purpose, vehicle is considered

as rigid body. With this design, the analysis is carried out with 3σ variations of

vehicle parameters which help in determining the basic response characteristics and

to decide the design input for the vehicle structures and approximate sizing of the

control power plants. Generally the rigid body model is developed as a planar one.

This assumption is made based on the fact that the vehicle is strongly stabilized in

other planes.

Once the vehicle systems are configured and the requirements and specification

of control systems are derived, the autopilot and control laws are designed to

achieve the specified functional requirements, meeting the specification. The vehi-

cle with nonlinear dynamics coupled with time varying parameters make the design

of control system quite complex. Therefore the system is studied by simplifying the

Fig. 14.23 Autopilot

design flow
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analytical problem in two steps. The first step is to achieve the adequate short period

stability by studying the short period dynamics using time slice approach. This

approach facilitates to freeze the varying mass and inertial properties over a short

period of time and helps to use the techniques of linear analysis thereby reducing

the analytical difficulties. Experience has demonstrated that design using time slice

approach has proved to be satisfactory. This has to be followed up by carrying

further checks by utilizing the long period dynamics. This refers to the vehicle

trajectory with respect to the specified inertial frame of reference. The long period

simulation incorporates all time varying properties of the vehicle and helps to

determine the vehicle stability and performance characteristics in response to

various disturbances.

In short period dynamics, the selection of interval between two flight instants for

studies depends on the rate of change of vehicle dynamics. Typically time interval

of about 5–10s between two flight instants is considered as adequate. In the first

design phase, the basic control gains are estimated for the entire duration of flight.

While generating the gain values, the primary requirement is to ensure that the

desired transient and steady rate response for given disturbance are satisfied, in

addition to maintaining the stability. Therefore the natural frequency of the control

system ωn and damping ratio ξ for the rigid body transient should be based on peak

overshoot and settling time requirements. If the system responds very fast, it results

in higher overshoot and hence introduces excessive loads on the vehicle structures.

Similarly, the sluggish response leads to accumulation of errors in vehicle attitude,

angle of attack and engine deflection, which again increase the load on the vehicle.

Therefore, the design has to be carried out judiciously.

Once the control system configuration is worked out using the rigid body vehicle

dynamics and the corresponding gain schedule is generated, next step is to intro-

duce the higher order vehicle dynamics into the model. The various dynamics to be

included in the control system design process are vehicle flexibility, liquid sloshing,

engine inertia and sensor and actuator dynamics.

The sensors mounted on the vehicle to detect the vehicle motions sense both

rigid body motion and elastic deformations at the points where the sensors are

located. Hence flexibility effects are felt by control system through the sensor

signals. The elastic deformations so sensed affect the control signals and in turn

the control forces acting on the vehicle. This results into feeding the energy into the

vehicle structure at various frequencies. It is also possible to excite the structures

with resonant frequencies. Generally structural damping is small and the control

system may add energy to the structure faster than its dissipation. This often results

into larger structural deflections leading to structural failure.

Therefore, in the next phase, the design of control system has to address the

choice of suitable compensators, to stabilize the vehicle flexible modes without

appreciably changing the rigid body response. The main aim of the compensator

design is to process the control signal such that there is net flow of energy out of the

structure. Since the vehicle is a continuous body, the elastic modes of a vehicle

consist of infinite number of degrees of freedom. Based on the modal gains of the

dynamic modes, the significant bending modes to be considered for the design have
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to be decided. Generally first 3–4 bending modes having high energy are considered

for the autopilot design studies. However, it is essential to confirm that contribution

of higher modes is negligible. For stabilization of the resonant structural modes,

there are two approaches. In the first approach, the control system filters the sensor

signals at resonant structural frequencies, thus preventing the system supplying the

energy at these frequencies. Basically the filters are designed to attenuate the higher

order bending modes having low energy. This method is termed as ‘gain stabiliza-

tion’ and is used to avoid excessive response in higher frequency modes. The

second approach is through ‘phase stabilization’, where the phase of the control

signal at bending mode frequency is altered to have a phase opposite to that of

vehicle vibration mode. This helps the control to actively damp out the bending

mode oscillations. This technique is generally used for low frequency modes having

higher energies. However for effective implementation of the stabilization, it

demands accurate information of phase of the sensed signal and accurate estimation

of mode shapes, slopes and frequency of the bending modes. The control system

design for a launch vehicle generally employs both the approaches, i.e. phase

stabilization of low frequency modes and gains stabilization of higher frequency

modes.

The choice of a control frequency is decided by several considerations. One of

the important considerations is that control frequency should be one fifth or less of

the first bending mode frequency to keep enough separation between the rigid and

elastic modes of the vehicle.

In most of the present day launch vehicles, liquid propellant stages are used. In

such stages, almost 90 % of the total mass of the stage is liquid. External and

internal lateral disturbances and lateral acceleration induced by the control forces as

per the demand of autopilot to stabilize the vehicle causes the propellant to oscillate

within the stage tanks. The propellant oscillations generate periodic lateral distur-

bances to the vehicle with frequency equal to the slosh frequency. This is called

propellant sloshing phenomenon. The slosh frequency, amount of propellant mass

taking part in the sloshing phenomenon depend on the propellant tank internal

configuration, liquid levels in the tank and longitudinal acceleration of the vehicle.

The disturbance levels caused by the propellant sloshing depend on the above

parameters and the lateral acceleration levels which trigger the sloshing phenom-

enon. The addition of sectoring and providing baffles in the tanks helps in improv-

ing the damping of fluid motion. The forces and moments generated by the

propellant slosh can be modeled by equivalent pendulum-mass analogy. In this

analogy, the pendulum mass, pendulum length, pendulum hinge point and pendu-

lum frequency are fixed such that the vehicle propellant slosh forces and moments

are equivalent to that generated by the pendulum as described above.

The introduction of propellant slosh dynamics into the control system design

brings restriction on the choice of control frequency since there should be enough

separation between the control and the high frequency slosh modes to avoid

resonance. Considering all inputs the control system design has to introduce

appropriate filter to avoid unstable slosh oscillation. It is also important to carry

out simulation for the entire duration of flight time since slosh parameters such as
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hinge point, pendulum mass and length, etc., are continuously varying with the

varying liquid propellant levels.

The control system design has to be carried out by progressively adding the

dynamics due to engine inertia, sensors and higher order actuators in the system

model. During the initial design phase, if the control structure interaction cannot be

avoided by suitable control design it becomes necessary to stiffen vehicle structure

wherever necessary. To the extent possible stiffening of structures has to be avoided

since this causes the overall mass penalty. However if it is inevitable, the modifi-

cations are to be carefully introduced. The required stiffness for some of the

essential elements in the control system hardware such as the linkages between

the actuator connecting the vehicle and engine, mounting brackets for sensors and

joints are to be ensured without causing the mass penalty.

Once the control system design is completed in all aspects, it is essential to

validate the same in the realistic flight environment. This involves creating realistic

detailed models simulating vehicle subsystems including all nonlinearities, inter

axes coupling, interfaces, threshold levels for sensors, aerodynamic characteristics,

all possible external and internal disturbances and dispersions on the vehicle and

environment parameters. The vehicle translational, rotational and flexible modes

dynamics are simulated using the above models and time varying six degrees-of-

freedom motion of vehicle and trajectory from lift-off till satellite injection are

evaluated. The control system performance is evaluated under various feasible

flight environments through simulations using the above simulation models.

14.6.4 Vehicle System Dynamics

Vehicle and subsystem dynamics involved for the autopilot system design are:

(1) rigid body translational dynamics, (2) rigid body rotational dynamics,

(3) dynamics of vehicle flexible modes, (4) propellant slosh dynamics, (5) engine

dynamics, (6) sensor dynamics and (7) control power plant dynamics. All the

internal and external forces and moments, environments, disturbances and vehicle

characteristics affecting the above dynamics are also to be considered for the

control system design process.

In order to carry out the design and analysis, it is suggested to model the vehicle

dynamics as perturbation model, frozen at an instant which is valid for a short

period of time. This is often referred as linearized short period model.

During the entire regime of flight, the short period models are used as continuous

small range segments for design and analysis. This also includes the critical events

of the flight such as transonic regime, high dynamic pressure regime, peak distur-

bance and separation events, etc.

The equations describing the short period dynamics of the vehicle considering

pitch, yaw, and roll attitude motions are given in the form of state space equations,
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_X ¼ A½ �Xþ B½ �U ð14:77Þ
Y ¼ C½ �Xþ D½ �U ð14:78Þ

where X and U are state and control vectors respectively and Y is the output vector.

XT ¼ Rigid
body

Bending
modes

Slosh
modes

Sensor
dynamics

Actuator
dynamics

� �
ð14:79Þ

The various states are given below:

Rigid body ¼ θ, _θ , _Z
V
, Ψ, _Ψ ,

_Y
V
,ϕ, _ϕ

n o
Bending ¼ q1, _q1, q2, _q2, 	 	 	, qn, _qnf g
Slosh ¼ Γz1, _Γz1, Γy1, _Γy1, Γz2, _Γz2, Γy2, _Γy2, 	 	 	, Γzk, _Γzk, Γyk, _Γyk

� 
Sensor ¼ θs, _θs,Ψs, _Ψs,ϕs,

_ϕs

� 
Actuator ¼ δp, _δp,δy, _δy,δr, _δr

� 
The control vector U is given by

U ¼ δ p, δy, δr
� T

and the output vector, Y is given by

Y ¼ θs, _θs,Ψs,
_Ψs,ϕs,

_ϕs

� T
14.6.4.1 Dynamics of a Flexible Vehicle

Dynamic model for a plane (pitch plane) is given in this section. Typical configu-

ration of an elastic vehicle in pitch plane along with the major forces is given in

Fig. 14.24. The rigid body along with flexible mode is considered, and it is assumed

that the main engine is deflected to get the required control force. The various

dynamics are explained in the following sections:

Rigid Body Translational Dynamics

The rigid body lateral dynamics equation is given as

m0 _w � V _θ
	 
 ¼ Fz ð14:80Þ

where

m0 is mass of the vehicle

w perturbation velocity along lateral Z-direction

θ perturbation pitch attitude and _θ is its derivative
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V is velocity of the vehicle

Fz is the total perturbation force along Z-direction

The perturbation force is due to gravity, aerodynamics, control and thrust as

given below:

Fz ¼ Fg þ Fc þ FT þ FA ð14:81Þ

The perturbation gravity force is given by

Fg ¼ m0gθ cos θ0 ð14:82Þ

where

g ¼ acceleration due to gravity

θ0 ¼ steady state pitch angle

The perturbation control force is given by

Fc ¼ Tδ ð14:83Þ

where

T ¼ engine thrust

δ ¼ engine deflection angle

Due to the vehicle bending shapes, the thrust gets deflected and the contribution

of this is given as

Fig. 14.24 Configuration of an elastic launch vehicle
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FT ¼ �T
Xn
i¼1

∂ξi lT, tð Þ
∂l

ð14:84Þ

where

ξi lT, tð Þ is the ith mode shape at thrust location
∂ξi lT, tð Þ

∂l is the slope of ith mode at thrust location

The aerodynamic model for rigid vehicle is assumed as

FA ¼ � 1

2
ρV2

� �
SCNαα ð14:85Þ

where

ρ is air density

S is reference area

CNα is coefficient of normal force slope with respect to angle of attack

α is the perturbation angle of attack

For the flexible vehicle as shown in Fig. 14.24, the angle of attack varies along

the vehicle length and is given as

α lð Þ ¼ αW þ w

V
� lcg � l
	 
 _θ

V
�
Xn
i¼1

∂ξi l, tð Þ
∂l

�
Xn
i¼1

∂ _ξi l, tð Þ
V

ð14:86Þ

where

α lð Þ ¼ angle of attack at location ‘l’
αW ¼ wind angle of attack

l ¼ the typical location

lcg ¼ the distance of centre of gravity from nose tip

ξi l, tð Þ ¼ the shape of ith mode at location l from nose tip
_ξi l, tð Þ ¼ velocity of mode shape

The mode shape along with varying angle of attack and distributed aerodynamic

load defines the total aerodynamic normal force on the vehicle, as given below:

FA ¼ �1

2
ρV2

� �ðL
0

S
∂CNα lð Þ

∂l
α lð Þdl ð14:87Þ

where

S
∂CNα lð Þ

∂l is local aerodynamic load distribution parameter

L is total length of the vehicle
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Rigid Body Rotational Dynamics

Rigid body rotational dynamics is given as

IYY€θ ¼ MY ð14:88Þ

where

€θ is perturbation rotational acceleration

IYY is pitch moment of inertia

MY is total perturbation moment about pitch axis of vehicle

Similar to the force, the perturbation moment is due to control, thrust and

aerodynamics as given below:

MY ¼ Mc þMT þMA ð14:89Þ

Referring to the Fig. 14.24, MY is expressed as

MY ¼ Tδlc � Tlc
Xn
i¼1

∂ξiðlT, tÞ
∂l

� T
Xn
i¼1

ξiðlT, tÞ

þ 1

2
ρV2

� �ðL
0

S
∂CNαðlÞ

∂l
αðlÞðlcg � lÞ ð14:90Þ

Vehicle Flexibility Dynamics

The vehicle shape is defined as

ξi l, tð Þ ¼ qi tð Þϕi lð Þ ð14:91Þ

where ϕi lð Þ is the normalized mode shape function for the ith flexible mode, qi is

generalized coordinate for the ith flexible mode given by

€qi þ 2ζiωi _qi þ ωi
2qi ¼ �Qi

Mi

ð14:92Þ

where ωi and ζi are the frequency and damping ratio of the ith flexible mode.

The generalized force Qið Þ and generalized mass Mið Þ of ith flexible mode are

given by

Qi ¼
ðL
0

FZðlÞϕiðlÞdl ð14:93Þ

636 14 Navigation Guidance and Control System



Mi ¼
ðL
0

m lð Þ ϕi lð Þ½ �2dl ð14:94Þ

where m lð Þ ¼ Mass per unit length along l and

m0 ¼
ðL
0

m lð Þdl ð14:95Þ

The relations between the mode shape and normalized mode shape are

∂ξi l, tð Þ
∂l

¼ qi tð Þ
∂ϕi lð Þ
∂l

ð14:96Þ
_ξ l, tð Þ ¼ _qi tð Þϕi lð Þ ð14:97Þ

Actuator Dynamics

The input to the actuator is the autopilot command,

δc ¼ Ka θc � θsð Þ � Kr
_θs

� � ð14:98Þ

Assuming first order dynamics for the actuator, the dynamic equation is given

by

δ
δc

¼ Kc

sþ Kc

ð14:99Þ

Substituting the expression for δc, the actuator dynamics can be written as

_δ ¼ �Kcδþ KcKa θc � θs � Kr
_θs

	 
 ð14:100Þ

where

δ Actuator output

θc Desired attitude

θs Sensed attitude
_θs Rate sensor output
Kc Actuator gain

Kr Rate gain

Ka Forward gain of control loop
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14.6.4.2 Sensor Dynamics

The sensors measure both rigid body and flexible body attitude and attitude rates.

Therefore, input to the position gyro and rate gyro dynamics are given by

θsi ¼ θþ
Xn
i¼1

σi PGð Þqi tð Þ ð14:101Þ

_θsi ¼ _θ þ
Xn
i¼1

σi RGð Þ _qi tð Þ ð14:102Þ

where σi PGð Þ, σi RGð Þ are the normalized mode slopes at position and rate gyro

locations respectively, and they are given as

σiðlÞ ¼ �∂ϕiðlÞ
∂l

ð14:103Þ

Assuming second order dynamics, the sensor output follows the dynamics as given

below:

€θPS þ 2ζPωP
_θPS þ ωP

2θPS ¼ ωP
2θsi ð14:104Þ

and

€θRS þ 2ζRωR
_θRS þ ωR

2θRS ¼ ωR
2 _θsi ð14:105Þ

where ωP, ωR, and ζP, ζR are the undamped natural frequencies and damping ratios

of position and rate gyros. The output of the dynamics given by Eq. (14.104) to

Eq. (14.105) give the sensor measured values of attitude and rate as given below:

θs ¼ θPS ð14:106Þ
_θs ¼ θRS ð14:107Þ

The set of Eqs. (14.80, 14.81, 14.82, 14.83, 14.84, 14.85, 14.86, 14.87, 14.88, 14.89,

14.90, 14.91, 14.92, 14.93, 14.94, 14.95, 14.96, 14.97, 14.98, 14.99, 14.100, 14.101,

14.102, 14.103, 14.104, 14.105, 14.106, 14.107) describe the pitch plane short

period dynamics of the flexible vehicle without engine and slosh dynamics used

for the autopilot design and analysis.

The block diagram explaining the total flexible vehicle is given in Fig. 14.25.
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14.6.4.3 Engine and Slosh Dynamics

Engine Dynamics

Dynamics of gimbaled engine and actuator play a dominant role and have to be

considered in autopilot design and analysis. Engine is hinged at gimbal point and

act as a compound pendulum. The actuator motion can be simplified by a simple

second order equation as:

€δþ 2ξnωn
_δ þ ω2

nδ ¼ ω2
nδc ð14:108Þ

where

δ ¼ engine deflection angle

ωn ¼ actuator natural frequency

ζn ¼ damping ratio for actuator

δc ¼ command signal to actuator

Referring to Fig. 14.24, due to engine dynamics, the lateral force acting on the

vehicle is given as

Fze ¼ mR lR€δ � lc þ lRð Þ€θ � _w þ _V θ
� 

�
Xn
i¼1

ϕi lTð Þ � lRσi lTð Þ½ �€qi lTð Þ ð14:109Þ

and the total torque applied to the vehicle is given by

Fig. 14.25 Block Diagram for flexible vehicle system
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Mye ¼ IR þmRlRlcð Þ€δþmRlR _Vδ ̇

� I0 þmR lc þ lRð Þ2
h i

€θ�mR lR þ lcð Þ _w

þ mRlc _Vθ� mRlR _V
Xn
i¼1

σi lTð Þqi tð Þ

�
Xn
i¼1

mR lR þ lcð Þϕi lTð Þ þ IR þmRlRlcð Þσi lTð Þ½ �€qi tð Þ

ð14:110Þ

The load torque applied to the actuator is given by

TL ¼ � I0 þmR lc þ lRð Þ2
h i

€θ�mR lR þ lcð Þ _w þ mRlc _Vθ

�
Xn
i¼1

mR lR þ lcð Þϕi lTð Þ þ IR þmRlRlcð Þσi lTð Þ½ �€qi tð Þ

�mRlR _V
Xn
i¼1

σi lTð Þqi tð Þ

ð14:111Þ

where

_V ¼ vehicle forward acceleration

mR ¼ mass of engine

lR ¼ distance between gimbal point to engine centre of gravity

lc ¼ distance between vehicle CG and engine gimbal point

I0 ¼ moment of inertia of engine about its CG

IR ¼ moment of inertia of engine about gimbal point

¼ I0 þmRlR
2

ϕiðlTÞ ¼ normalized mode shape at gimbal location

σi lTð Þ ¼ normalized mode slope at gimbal point

Slosh Dynamics

Wherever large liquid stages are used, dynamics of sloshing liquid has to be

considered in autopilot design and analysis. The liquid slosh can be modeled as

an equivalent simple pendulum as shown in Fig. 14.26. The important pendulum

parameters are mass, length and hinge point location. Each slosh mode in a

propellant tank can be assumed as a pendulum. Similarly, each propellant tank

has multiple pendulums. Generally, first slosh modes have predominant effect on

the vehicle dynamics. The dynamics of ith pendulum in pitch plane as shown in

Fig. 14.26 is given as
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€ΓPi þ 2ζPiωPi
_ΓPi þ ωPi

2ΓPi ¼
1

LPi

V _θ � _w þ €θðlPi � LPiÞ þ
X
j

€qjðtÞϕjðlPiÞ
" #

ð14:112Þ

The force and moment on the vehicle due to slosh are given below:

Fzs ¼
X
i

mPi
_VΓPi ð14:113Þ

MYS ¼ �
X
i

mPi lPi
_VΓPi ð14:114aÞ

where

ΓPi ¼ ith slosh pendulum angle

ωPi ¼ ith slosh frequency

ζPi ¼ ith slosh damping

LPi ¼ ith slosh pendulum length

lPi ¼ ith slosh pendulum hinge point location

ϕj lPið Þ ¼ flexible mode shape at the ith slosh location

The damping of slosh can be achieved by the viscous effects as well as by

baffles. The location and sizing of the baffles can be decided by the required

response.

Fig. 14.26 Schematic of a

pendulum in a liquid stage,

pitch plane
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14.6.5 Additional Design Considerations for Autopilot

The autopilot designer has to have good understanding of several aspects in

addition to various factors discussed so far. The following sections highlight the

significance of such aspects and their consideration during the autopilot design and

validation.

(a) Sensor location

It is important to identify a suitable location for vehicle sensor mounting to

minimize the control structure interaction. Figure 14.27 illustrates a vehicle

deflected in its fundamental mode showing the node and antinode points. A typical

location of sensor in the vehicle which measures the pitch attitude is also shown in

Fig. 14.27. The sensor not only measures the rigid body attitude but also the

structural deflection. If it is not properly accounted in design and analysis it may

lead to undesirable control interaction. Generally sensors are mounted on the nose

side and never on the base shroud of the vehicle since the noisy environment due to

main thrust can lead to saturation of the sensor. There are instances where two

sensors are used with one located on the nose side as indicated in Fig. 14.27 and

another on the antinode of first bending mode. It is possible to mix the signals of

these sensors suitably to minimize or eliminate the effect of first bending mode.

(b) Local deformation effects

The local deformation at the sensor location either due to structure or the mounting

bracket responding to local vibrations influences the control structure interaction.

Sometimes the local bending mode slope has opposite sign to the body deflection

slope at sensor mounting point. This causes severe instability in the system.

Therefore all such locations are to be appropriately characterized and necessary

stiffening has to be done to avoid such problems. The sensor mounting arrangement

also has to be decided carefully.

Fig. 14.27 Vehicle deflected in fundamental mode

642 14 Navigation Guidance and Control System



(c) Engine inertia and dynamic instability

Generally, during thrusting phase, control forces are generated by gimballing the

engine as shown in Fig. 14.28. Motion of engines due to gimbaling introduces

inertia forces on the vehicle. This engine inertia reaction force at certain excitation

frequency becomes equal and opposite to the control force generated by thrust. This

frequency is known as ‘tail-wag-dog’ (TWD) frequency. Above this TWD fre-

quency, the engine inertia force produces the lateral force which is in phase with

engine acceleration. Therefore under this condition the control system may be

driven to divergent oscillation under the influence of one of the higher frequency

vibration modes. It is therefore essential to adjust the control system gain during the

tail off region and also to stop the control at appropriate flight time to avoid the

phase reversal of the control force.

(d) Aeroelastic effects

In certain vehicles, the aerodynamic forces may couple with both rigid and flexible

body dynamics. This aeroelastic coupling has a destabilizing effect on the vehicle

by lowering the first bending mode frequency closer to control frequency. The

aerodynamic centre of pressure can also move towards nose causing higher insta-

bility to vehicle. In such cases, control system designer has to carefully resort to

phase stabilization instead of gain stabilization of lower vibration modes. If it is

difficult suitable modifications have to be incorporated in the vehicle configuration.

(e) Response to winds

Vehicle response to winds is one of the important factors in control system design.

While low frequency inputs manifest as ‘wind shear’, high frequency inputs are

treated as ‘gusts’. Wind shear and gusts cause the increase of angle of attack on the

vehicle and correspondingly the structural load. Therefore wind shear effect has to

be considered in rigid body design. Depending on the response of the vehicle due to

wind, it may be necessary to design the control loop with load relief to improve the

rigid body performance. In addition, the flexible structure gets excited by gust and

Fig. 14.28 Forces during engine gimbaling
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hence the transient response of the vehicle due to gust can cause structural feed-

back. Therefore, the design of control system has to be carried out using the gust

analysis to study the structural response for the recommended wind profiles.

(f) Effect due to POGO

In vehicles with liquid stages, there is a possibility of having sustained oscillations

due to coupling of vehicle longitudinal structural oscillation and the propulsion

systems. This is generally referred as POGO. Although this oscillation is essentially

in longitudinal mode, there is a possibility of having coupling between longitudinal

and lateral modes due to stiffness variations of structural elements. This causes the

phase difference in the longitudinal modes which in turn causes certain lateral

modes. Whenever such coupling occurs, it influences the vehicle sensor signals and

may even lead to saturation under certain vibration levels. This would result into

undesirable response of the vehicle and necessary corrective action has to be taken

during the design phase.

14.6.6 Robustness Aspects and Design Validation

Vehicle and environment parameters and disturbances used for the autopilot design

are predicted on ground, based on detailed tests and analysis. Errors in prediction

strategies lead to dispersions on these parameters. Also, due to the insufficiency of

prediction models and limitations in simulating real flight environment in ground

test facilities, the in-flight parameters can be different from the predicted ones.

Therefore, for all the parameters, there is a nominal predicted value and the flight

realized value lying within a specified dispersion bound. In reality, the design can

be done for a specified set of parameters only. For the cases of parameter deviations

beyond the specified ones, the vehicle stability characteristics get affected. Gener-

ally, the autopilot is designed for the nominal parameters with built-in robustness

margins to take care of the dispersions in the parameters. The design is such that the

margins provided in the autopilot are sufficient to ensure that the vehicle is stable

even in the dispersed flight environment. Once the design is finalized, it is essential

to evaluate the performance and demonstrate the robustness of the autopilot design,

under the parameter variations and ensure that the vehicle is stable even under the

dispersed flight environment. Typical parameter variations and the impact of them

on vehicle stability characteristics are given in Table 14.1.

The various steps involved in design validation and performance evaluation are

given below:

1. Short period analysis:

(a) Frequency domain

(i) Open loop for robustness and margins

(ii) Closed loop to verify the bandwidth, disturbance rejection, etc.
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(b) Time domain

(i) With attitude command in step or ramp

(ii) With wind disturbance

2. Long period simulations

(a) Planar simulation

(b) Six degrees-of-freedom simulation of rigid body with detailed models

including engine inertia and slosh

(c) Six degrees-of-freedom simulation with flexible vehicle dynamics includ-

ing engine inertia and slosh

In short period model, the launch vehicle dynamics is frozen for a shorter period.

The plant model is generated through perturbation equations of motion considered

for that short period of time. The margins are verified by using the open loop

transfer function of the compensated system as shown in Fig. 14.29.

The margins are to be verified under parameter perturbations on aerodynamic

data, propulsion, actuator data, sensors data, slosh data and flexibility parameters in

terms of frequency and mode shapes etc. These parameters are perturbed individ-

ually or in combination to establish the robustness of the system. If the margins are

found to be inadequate to handle parameters dispersions, the autopilot design has to

be tuned to obtain the required performance. The control bandwidth and distur-

bance rejection properties are to be evaluated using closed loop frequency response

with respect to command and disturbance inputs such as wind, thrust

misalignment, etc.

Table 14.1 Parameter uncertainties

Sl No Parameter Perturbation level Effect of perturbation on performance

1. Forward gain Ka �10 % Gain margin changes

2. Feedback gain Kr �10 % Phase lag changes

3. First bending

mode

Upto �10 % Rigid body performance is affected

4. Second bending

mode

�15 % Phase margin reduces

5. Higher bending

modes

�20 % Attenuation gets affected

6. Actuator dynamics

Frequency �10 % Phase lag due to actuator dynamics

changesDamping ratio �0.2

7. Aerodynamic

coefficients

Variation in aero loads and vehicle

stability changes

CN, CY �15 %

Xcp, Xcy �0.7 D

(D is vehicle diameter)

8. Sensor dynamics Phase lag gets affected

Frequency �2 Hz

Damping ratio �0.2 %
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Time domain validation enables to evaluate the system response such as over-

shoot, rise time, settling time and also control demand. It is possible to include all

non linearities, sensor accuracy, noise and all other aspects during the system

modeling. The system response with slosh and flexibility is to be evaluated. One

has to examine whether there are any substantial oscillations and whether it can be

accepted. Similarly the system response to various disturbances like wind, thrust

misalignment, differential thrust, etc. has to be studied to assess the disturbance

rejection criteria. One needs to carry out these studies at different phases of flight

particularly at critical time instants like high dynamic pressure, transonic regime,

high upper atmosphere winds, etc. to assess the short-term stability of the system.

Once these detailed studies are carried out incorporating detailed nonlinear models,

the autopilot is integrated in long period simulation models for further analysis.

Long period six degrees-of-freedom simulation, incorporating the time varying

models for propulsion, aerodynamic, mass, centre of gravity, moment of inertia,

internal and external disturbances and navigation, guidance and control and vehicle

and subsystem dynamics are needed to assess the performance of all subsystems

and interactions. Initially low frequency dynamics such as rigid body, engine and

slosh are included. Under the entire range of defined perturbation parameters for all

subsystems, the simulations are carried out to evaluate the system stability, robust-

ness and margins. Particularly the parameters viz. peak control demand, adequacy

of stored control fuel, loads on the vehicle and maximum attitude errors and attitude

rates in the controlled zones are evaluated. In the second phase, in order to study

control structure interaction, the simulation is carried out with the additional

degrees of freedom in the form of vehicle flexible modes. This is termed as flexible

vehicle trajectory simulation and studies with perturbed parameters of the vehicle

structural modes indicate the interactions if any between structure and control.

Validation using other simulation test beds is explained in Sect. 14.8 under inte-

grated NGC validation.

Fig. 14.29 Validation of autopilot in frequency domain
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14.7 Control Power Plants and Actuation Systems

14.7.1 Functional Requirements

In a NGC system, vehicle autopilot subsystem generates the control command as per

the control law and commands the control power plant to deflect the thrust vector with

respect to vehicle axis to produce the necessary control force and moments. The main

function of the actuation system is to realize thrust vectoring of the engines to achieve

the control forces and moments as per the requirements of the autopilot. The thrust

vector control (TVC) is achieved either by secondary injection (SITVC) of the fluid

into the nozzle or by deflecting the engine/nozzle by means of closed loop actuation

system. In systemswhere single engine is used, pitch and yaw controls are achieved by

using two actuation systemsmounted 90� apart. In stageswhere twin engines are used,
pitch yaw and roll control is achieved by actuating each engine in two planes.

The actuation systems used generally in aerospace applications are either electro

hydraulic, electro pneumatic, or electro mechanical system. Depending on the type

of applications, one of the above actuation systems is used. Figure 14.30 shows a

typical block diagram of an actuation system.

It is basically a position control system used to deflect the engine precisely to the

commanded position as per the autopilot requirement. The position error is gener-

ated by computing the difference between sensed and commanded positions, and

the same is appropriately processed through the control algorithm implemented in

servo electronics to drive the actuator to correct the position error to zero.

14.7.2 Types of Control Systems

The various types of control power plants used in a launch vehicle can be classified as

(a) Fin tip (and Jet vane) surface control system

(b) Secondary injection thrust vector control system

Fig. 14.30 Typical block diagram of an actuation system
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(c) Engine gimbal control system

(d) Flex nozzle control system

(e) Mono propellant or Bi propellant reaction control system

The selection of a suitable actuation scheme depends on several factors such as

flight phase, type of stage used (solid or liquid), minimum performance loss, overall

weight, ruggedness, overall reliability, ease of integration, cost and other relevant

factors.

(a) Aerodynamic fin tip (and Jet vane) surface control

During the atmospheric phase of flight, the aerodynamic control system can be

effectively used. A typical aerodynamic surface control is shown in Fig. 14.31.

A certain portion of the fin surface is deflected with respect to fixed fin using a

shaft and an actuator. Figure 14.31 shows electro hydraulic system. It is possible to

introduce jet vane on one other end of the shaft into the nozzle, made out of high

temperature material which can withstand the high thermal loads and jet loads on

the surface. Whenever the control surface is deflected the fin tip generates a side

force due to the aerodynamic flow and the load acts at the centre of pressure of the

surface exposed. Depending on the rotation of the shaft, the jet vane introduced into

the nozzle deflects the combustion product and jet exhaust, thus generating a side

force to control the vehicle. The side force generation with respect to angle of

deflection has to be characterized in wind tunnel tests.

(b) Secondary injection thrust vector control system (SITVC)

In this system, a secondary fluid such as freon, nitrogen tetroxide (N2O4), or

strontium perchlorate is injected under pressure into the rocket exhaust nozzle.

The block diagram of a typical SITVC system is shown in Fig. 14.32.

Fig. 14.31 Typical aerodynamic surface control system
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This secondary stream in the nozzle creates a shock wave which in turn causes

an effective deflection of the thrust vector, causing a side force on the vehicle. The

essential component in this system is the proportional injection valve which is

operated using an electro hydraulic or electro mechanical system. The shape of

pintle of the valve has to be designed such that fluid injection into the nozzle is

proportional to the input signal.

The secondary fluid and pressurized gas requirements have to be worked out

considering the stage operation time, the quantity of fluid to be injected into the

nozzle and also the duty cycle. It has to be ensured that sufficient quantity of

secondary fluid is available to meet the overall control impulse requirements.

(c) Engine Gimbal control System

In this system, the main engine of the vehicle is mounted to stage through a gimbal

bearing which is designed to have the engine thrust pass through the centre of the

bearing and to facilitate the two axis movement of the engine. The main thrust of the

engine is deflected to produce the lateral control force on the vehicle. The maximum

deflection of the engine to be decided based on the maximum force needed to control

the stage. A typical engine gimbal control system is shown in Fig. 14.33.

The servo actuator used in the system can be electro mechanical or electro

hydraulic actuation system. One end of the servo actuator is mounted on to the

fixed structure of the vehicle whereas other end is attached to the engine. The

stiffness of the structural elements connected on either end of actuator has to meet

the specified values to ensure the required response from the actuator.

Fig. 14.32 Block diagram of a typical SITVC system
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(d) Flex Nozzle Control System

In solid motors, the pitch and yaw control can be achieved using flexible nozzle

control (FNC) system. A schematic diagram of a FNC system is given in Fig. 14.34.

Nozzle of the stage is connected to the main solid motor through a flexible bearing

as shown in the figure. The bearing is made up of alternate layers of metallic shims

and elastomeric rings. The nozzle is submerged into the main motor and the flex

seal is connected between the motor and nozzle. The characteristic of the flex seal

varies with the nozzle deflection and motor chamber pressure.

The actuator is mounted between the motor case and movable nozzle in both

pitch and yaw axes. The actuators can be either electro mechanical or electro

hydraulic. In flex seal systems, when the seal is subjected to motor pressure at the

time of motor ignition, the seal tends to move axially. But the actuator connected in

one of the planes does not allow the movement of flex seal since it is commanded at

null. This causes the instantaneous tilt of the nozzle towards the actuator and this is

not allowed as it produces the undesirable side force on the vehicle. To overcome

this situation, two position sensors are used with one mounted on the actuator and

the other mounted at 180� to the actuator called mirror image sensor. The differ-

ential average of these two diametrically opposite sensors provides the angular tilt

of the nozzle and the servo system brings back the nozzle to the null condition to

avoid the angular deflection of nozzle. Since the flex seal is submerged into the

nozzle it has to be protected against high temperature by providing a thermal boot.

(e) Monopropellant or Bipropellant reaction control systems

Reaction control systems are basically on-off control systems and mostly preferred

during the coast phase although it has been used in some vehicle during the powered

Fig. 14.33 Typical engine

gimbal control system
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phase also. These systems can be realized by using either cold gas where the control

force and impulse requirements are low or by employing reactive fluids. Commonly

used mono propellant system is hydrazine with a suitable catalytic reaction.

When the thrust and impulse requirements are high, bipropellant systems such as

N2O4 and UDMH combination are used. The hypergolic action of these

two propellants in the combustion chamber produces hot gas which causes the

reaction force. The simplified diagram of a bipropellant system is shown in

Fig. 14.35.

14.7.3 Salient Design Aspects and Specifications
for Actuation Systems

The actuation systems used in the launch vehicle is the innermost control loop of

the navigation guidance and control system of the vehicle. The autopilot generally

has a bandwidth of 0.6–0.8 Hz, and therefore the actuation control loop bandwidth

should be at least 5–6 times of autopilot bandwidth to provide enough separation.

This bandwidth is defined for 10 % of the total angular deflection amplitude of the

servo system used. This defines the overall speed of the servo system. The maxi-

mum torque for the servo system is computed taking into account loads such as

inertia of the engine, viscous friction, torque due to flexible joints for propellants

and all other disturbance torques. Thus, the actuation torque TA needed for the

system is computed as:

Fig. 14.34 Typical flex nozzle control system
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TA ¼ J€δe þ β _δe þ Ce

_δe
_δe
�� ��þ Kδe þ TL ð14:114bÞ

where

J ¼ Engine inertia

β ¼ Viscous friction

Ce ¼ Coulomb friction

K ¼ Flexible joint restraint

TL ¼ External torque

δe ¼ Engine deflection

In actuation systems, the drive motor selection for an electro mechanical system

or pressure and flow selection for an electro hydraulic system depend on the torque

and speed requirements needed for the overall system. The torque-speed require-

ment for the servo is computed by generating a torque-speed plot known as load

locus curve.

The torque-speed requirement is computed using the Eq. 14.114b for a sinusoi-

dal deflection of 10 % amplitude of the total engine deflection at various initial

angles of deflection. A typical load locus so generated is given in Fig. 14.36. The

torque speed characteristic of the electric motor chosen or pressure flow character-

istic of hydraulic system chosen should encompass the load locus plot with suffi-

cient margin. This margin is necessary to account for many uncertainties on the

system like unforeseen loads, performance variation at higher temperatures, etc.

Fig. 14.35 Typical bi

propellant reaction control

systems
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Depending on the selection of a suitable actuation system, various elements of

the system are chosen to give the required performance. The major system speci-

fications can be given as follows.

Maximum engine deflection in degrees (�)

Maximum slew rate in degrees/s

System bandwidth; 10 % input amplitude in Hz

Type of actuation system

Position error (steady state) in %

Period of operation in seconds

Length of the actuator in mm

Actuator strokes in mm (�)

Envelope size

Power requirement per actuator in watts

Actuator mass in kg

It is also essential to specify the operating environment for the servo system in

terms of vibration, shock, longitudinal acceleration and operating temperature

(thermal environment)

The actuation systems in a launch vehicle are mission critical elements, because

mostly they are prone to single point failures. Therefore its reliability should be

very high. Wherever possible, suitable redundant systems are to be introduced.

These systems are also subjected to exhaustive qualification tests at different stages

of their preparation. The acceptance and qualification levels are to be defined

carefully to ensure its performance under all operating environment conditions.

Fig. 14.36 Load locus

curve for actuator system
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14.8 Integrated NGC System Validation

The NGC system in a vehicle is a complex combination of hardware and

software elements wherein hardware consists of inertial sensors, associated elec-

tronics, onboard computers in which navigation, guidance, control and sequencing

software resides, sequence execution relays, control actuators and its electronics.

Software consists of navigation algorithm, guidance and autopilot law. Flawless

performance of the NGC system under various conditions of flight environment is

very vital for the successful mission of a launch vehicle. Therefore, the NGC

hardware and software residing in onboard computers have to perform without

any failures under all disturbances and vehicle environment. To ensure the above

objectives, the NGC system has to be evaluated in detail by adopting systematic

simulation techniques during the system development phase.

The navigation system consisting of sensors, associated electronics and its

software are realized independently and tested extensively during the development

phase. Similarly the guidance and autopilot software undergo exhaustive tests

independently. On satisfactory performance, all the subsystems are integrated into

NGC system. In order to improve the overall reliability of NGC system, invariably

redundancy is introduced either as duplex or triplex chain depending on the overall

requirement. Systematic validation procedure has to be followed at various phases

of development using various test beds to evaluate the subsystem performance and

integrated system performance in terms of intended functions, to identify the

deficiencies in hardware, software or its interfaces and to implement the necessary

corrections wherever needed to guarantee the successful flight.

14.8.1 Requirements and Simulation Test Beds

The major software elements of the integrated NGC system are:

– Navigation software which computes the instantaneous position, velocity and

attitude of the vehicle with respect to a defined reference frame.

– Guidance algorithm and law generates the desired attitude angles to meet the

defined target orbit.

– Digital autopilot algorithm and law generates the necessary control commands

to achieve the desired attitudes.

– The vehicle sequencing issues commands as a function of flight time and also

based on real time decision whenever the vehicle transits from one propulsive

stage to another.

The major hardware elements are:

– Computer hardware wherein software elements reside

– Redundant computer systems

– Sensors

– Control power plants
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The various requirements for the validation of integrated NGC system can be

broadly defined as:

1. Ensuring the flawless flight performance of NGC system under the defined

vehicle environment during the entire regime of flight

2. Establishing the robustness of the software and system under both nominal and

abnormal flight conditions

3. Ensuring correct interfaces between various elements

4. Identifying the anomalous behavior of the software under extreme flight envi-

ronment including certain failures

5. Evaluating the mission performance and stability of the vehicle with the actual

control actuators including its nonlinearities under different flight conditions

6. Verifying the mission performance with actual inertial sensors under closed loop

environments

7. Ensuring the end-to-end compatibility of the entire NGC hardware and software

and signal flow for proper performance

8. Verifying the end-to-end sign checks with entire NGC chain in the loop

9. Checking the redundancy aspects wherever it is used and verifying the impact of

failures

Ideally to validate the integrated NGC system in a ground test bed, one should

use all the elements of NGC including sensors and actuators similar to the flight

configuration. In order to generate sensor outputs as in flight, the inertial sensors are

necessarily to be mounted on three axis angular motion simulator (AMS). Based on

the vehicle attitude dynamics as computed by the simulation system, the AMS is

commanded in three axes to simulate the vehicle pitch, yaw and roll motion, and the

attitude sensors mounted on the AMS thus produce the corresponding outputs. As

the AMS is commanded with the output of the vehicle dynamics, in order to

simulate the realistic sensor output, the AMS system should have infinite band-

width. But realistically, it is not possible and due to finite bandwidth limitations of

AMS, there is a lag in sensor output relative to the one observed in flight. Also as

number of validation simulations is large, it is difficult to bring in the actuators in all

the simulations due to operational limitations. Additionally, if the same actuators

are repeatedly used in all the simulations, the actuator performance can be degraded

relative to the flight actuator performance and in this case, the results can lead to

wrong conclusion. These limitations lead to simulations with a single actuator

hardware. Therefore, in order to have comprehensive evaluation of NGC system,

validation has to be carried out in different test beds in a progressive manner with

specific objectives as given in Fig. 14.37.

The overall validation cycle for NGC need several steps as given below:

1. Algorithm validation

2. Code level evaluation

3. Subsystem level tests with both open and closed loop tests

4. Integrated processor level open loop tests

5. Onboard computer in loop (OILS) tests

14.8 Integrated NGC System Validation 655



6. Actuators in loop tests (ALS)

7. Hardware in loop tests (HLS)

8. Tests with final integrated vehicle level

The algorithm validation, code level evaluation and subsystem level tests are to

be carried out extensively during the design phase to ensure that each of the

designed algorithm meets the overall requirements of mission. The integrated

open loop processor tests are essential to carry out integrated mode testing of actual

hardware with all onboard computers and actual flight software. From the digital

simulation test bed, the open loop simulation profiles are generated and used in

these tests essentially to verify the redundancy management aspects, error handling

logics and several failure mode studies.

Fig. 14.37 Systematic validation procedure using various test beds
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14.8.2 Integrated Validation Strategy

The closed loop evaluation of NGC system is to be carried out using three test beds

namely: (a) onboard computer in loop tests, (b) actuator in loop tests and

(c) hardware in loop tests. Figure 14.38 elaborates the NGC system validation

methodology.

The various blocks shown inside the dotted line box in the figure is essentially a

typical digital simulation test bed with detailed models on vehicle and subsystems,

environment, gravity and vehicle dynamics. The NGC subsystems elements such as

onboard algorithms, sensors and actuation, etc. are also modeled. The autopilot

model has to include the gain schedules, control laws, filter characteristics, control

dynamics of actuators and all other features. Guidance software includes open loop

trajectory during atmospheric phase, closed loop guidance law and all other asso-

ciated software. The navigation software comprises of navigation system simulator

incorporating all features of the system including the sensor error compensation.

Digital simulation test bed has to be used extensively to evaluate the perfor-

mance of the integrated navigation, guidance control and sequencing software by

carrying out the following tests:

(a) System performance verification at various phases of flight to assess the

tracking errors, flight loads, vehicle controllability at critical regions, control

demand estimation, control impulse requirements, etc.

(b) Guidance performance studies, final mission dispersions under off nominal

performance of the vehicles, guidance margin adequacy, etc.

(c) Vehicle failure mode studies and robustness estimation. These tests are the

real indication of flight performance and it is necessary to identify all defi-

ciencies and take necessary corrective actions by introducing the modifica-

tions wherever essential.

Fig. 14.38 NGC system validation methodology
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Subsequent to completion of this simulation, the vehicle NGC hardware like

onboard computers where the NGC algorithms are implemented, control actuators

of all stages and the actual inertial sensors identified for the flight are to be

progressively integrated with the simulation test bed as shown in Fig. 14.38.

Once the hardware is interfaced with the system the corresponding software

pertaining to these hardware, which were used earlier are disconnected.

14.8.3 Progressive Tests with NGC Hardware in the Loop

The first set of hardware to be interfaced with the all digital simulation test bed is

the onboard computers in which onboard navigation, guidance and control software

reside as in flight configuration. The vehicle systems, subsystems, vehicle dynam-

ics, flight environment, inertial sensor dynamics and actuator dynamics are all

modeled and reside in the simulation computer. The onboard computers are to be

interfaced with simulation computer and also data acquisition computer appropri-

ately. The main objectives of the tests are:

(a) To evaluate the mission performance with flight software in the loop for

different flight conditions namely

1. Dispersion and disturbances within specified limits

2. Dispersion beyond specified limits

3. Very large disturbances which is termed as stress tests

(b) To study the interactions with other systems and vehicle dynamics

(c) To understand the mission implications under the subsystems failure

conditions

Very extensive tests are needed in this test bed to ensure the expected mission

performance under all combinations of flight disturbances throughout the duration

of flight. This demands careful generation of test cases which encompasses all

possible combinations of vehicle disturbances and their limits. The methodology

for generation of such test cases is explained in the next section.

Subsequent to these tests the actual flight control actuators are to be interfaced

with the system. These tests are essential to evaluate the mission performance and

stability aspects of the vehicle by exercising all nonlinear behavior of the actuators.

The specific areas which need attentions during these tests are vehicle loads, control

forces, subsystem responses to disturbances, control capture analysis and vehicle

stability particularly the control actuator slosh Interactions.

Integrating the actual sensors in the loop, termed as hardware-in-loop test, is the

ultimate test for evaluating the integrated NGC system performance. Figure 14.39

illustrates various elements of test bed used in the progressive simulation of NGC

system with onboard computers, actuators and sensors.

Drive commands for angular motion simulator (AMS) are issued from simula-

tion computer as per the simulated vehicle attitude. The sensor output is used in the
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onboard electronics packages mounted in AMS as in flight configuration. The

output of onboard packages such as control command and sequencing are used in

the simulation computer to simulate the vehicle responses, which in turn are used to

drive the AMS. This test bed helps to ensure the end-to-end compatibility of entire

NGC chain and also to verify the signal flow for satisfactory performance. Effect of

sensor errors on the overall mission performance has to be assessed.

14.8.4 Criteria for Generation of Test Cases and Validate
Results

The major objectives of NGC system validation in several test beds in a progressive

manner are to verify the normal functioning of the system under nominal, dispersed

and abnormal flight conditions and to evaluate the robustness of the system under

the extreme environment. Therefore, the test cases are to be generated carefully to

ensure that the hardware and software are tested for all combination of input

parameters of the vehicle subsystems and also environmental disturbances

Typically the test cases should cover the nominal and all possible combination of

dispersions for the parameters as per the details given below:

(a) Propulsion

1. Performance dispersions of the motors like chamber pressure, specific

impulse, action time, mixture ratio, and propellant mass

Fig. 14.39 Progressive simulation of NGC system with onboard hardware
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2. Differential performance if more number of motors are used in a stage

3. Tail off characteristics

4. Thrust misalignment angles

(b) Mass characteristics

1. Overall mass

2. CG offset

(c) Aerodynamics

3. Normal and side force coefficient

4. Centre of pressure

(d) Fluid slosh

1. Slosh characteristics

(e) Winds

1. Measured and synthetic wind profiles

(f) Separation disturbance

Different combinations of input parameters of all the above parameters are to be

used for generation of test cases. The dispersion bands to be used should be not only

within 3σ values but also extreme cases to the maximum possible extent depending

on the parameters. The test cases generated should be aimed so that they exercise all

possible logics embedded in on board software. The ultimate aim is to ensure that

the tests carried out are comprehensive. The failure conditions are also to be defined

properly so that they can be simulated during simulations and proper care has to be

taken to avoid damage to any of the subsystems/system used in the simulation.
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Chapter 15

Re-entry Missions

Abstract After orbiting the spacecraft, in many cases the materials are to be

brought back from space to Earth. It is also essential to bring back the humans

safely from space after completion of the space exploration experiments. During the

return of the vehicle from space, it re-enters the Earth’s atmosphere with orbital

speed and remains in the atmosphere for the entire duration of the mission till the

vehicle is brought to rest at the specified location. During this regime, the vehicle

travels with very high hypersonic speeds at relatively lower altitudes and this causes

harsh environments to the vehicle along with different complex flight regimes.

Design of such a vehicle which has to fly safely in the severe operating environment

with highly varying flight operating regimes along with large dispersions in both

flight and vehicle parameters and ensuring the safe landing at the specified location

is quite complex. All the reentry space transportation systems are having a wide

range of flight regimes with large dispersions in flight parameters, severe flight

environments and different functional requirements. For the case of reentry mis-

sions, the aerothermal operating environment is entirely different for different

missions and strongly depends on the trajectory of a particular reentry mission

which makes the vehicle design as unique for the specified reentry mission. The

reentry systems are truly interdisciplinary with strong coupling between various

vehicle systems viz., aerodynamic configuration, thermal protection systems, struc-

ture and vehicle trajectory. Therefore, integrated systems approach is essential for

the optimum reentry systems design. This chapter addresses the design guidelines,

complexity of the flight environment and the design for reentry systems. The

reentry dynamics and reentry vehicle configuration aspects are discussed. The

aerothermodynamics aspects which involve aerodynamic design, structural design,

thermal environment and thermal protection system design of reentry vehicles are

included. The details of the thermal protection systems are presented. The salient

aspects of the trajectory design, reentry guidance schemes and mission manage-

ment are highlighted.

Keywords Reentry system • Flight environment • Reentry dynamics • Hypersonic

aerothermodynamics • Thermal protection system • Reentry mission management •

Guidance strategy and terminal area energy management
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15.1 Introduction

The design aspects of STS to meet the requirements of ascent phase of the space

missions have been extensively discussed in the previous chapters. These chapters

essentially cover the system requirements, functional requirements and design of

subsystems for an efficient, cost effective, robust and reliable STS to carry the

specified payload from Earth and deliver it safely into the required orbit in space.

The payloads for the ascent phase of STS are the satellites, materials or humans in

orbits around Earth for various applications including space exploration as well as

planetary probes for the space science and exploration missions.

After carrying out the intended experiments in orbit, in many cases the materials

are to be brought back from space to Earth. It is also essential to bring back the

humans safely from space after completion of the space exploration experiments.

The return of space station crew members in case of emergency and recovery of

space objects from orbit after completion of the space experiments are other

essential requirements. The planetary probes sent for collecting the samples from

the asteroids, planets and their moons have to be necessarily recovered back to

retrieve the samples for experimentation. The instruments sent for the planetary

exploration for carrying out science experiments in situ have to be brought back for

further investigations.

The tasks of bringing the objects and materials from space to Earth safely can be

achieved by any one of the options given below:

1. By using a module which is a part of the vehicle or payload of STS during its

ascent mission.

2. By another small vehicle which is normally a glider, sent as a payload in

ascent STS.

3. Or a major STS module which is used for launching satellites/humans into space

itself is brought back to Earth.

4. To reduce the cost of launching materials into space, worldwide efforts are to

develop an efficient and feasible reusable launch vehicle (RLV). Once the

intended function during its ascent mission is completed, either separated stages

or the entire vehicle as a whole is returned to launch site and prepared for the

next mission after necessary refurbishment as in the case of conventional air

transportation systems.

In all these cases, during the return of the vehicle from space, it re-enters the

Earth’s/planet’s atmosphere with orbital speed and remains in the atmosphere for

the entire duration of the mission till the vehicle is brought to rest at the specified

location. During this regime, the vehicle travels with very high hypersonic speeds at

relatively lower altitudes and this causes harsh environments to the vehicle along

with different complex flight regimes. Design of such a vehicle which has to fly

safely in the severe operating environment with highly varying flight operating

regimes along with large dispersions in both flight and vehicle parameters and

ensuring the safe landing at the specified location is a challenging task.
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In the first option, where the module is used as part of the vehicle or payload of

specific reentry mission, is to be designed with defined objectives. In these cases,

robust designs of modules with the desired shape and appropriate thermal protec-

tion system to withstand the severe environment of reentry missions are feasible.

Such designs are not expected to have additional features to cater to mission

flexibility but still are being used worldwide. The disadvantages of this system

are: (1) as the module is required to be transported to space by a separate ascent

launcher, the module size and mass are constrained by the launch vehicle capabil-

ities; (2) due to the simple shape, the operating regime of the module is limited;

(3) as each module is designed and used for a specific purpose, there is no mission

flexibility and (4) the modules are expendable and hence it has only one time use. It

is essential to prepare a new module every time and therefore it is not cost effective.

In the second option of carrying a glider to the space by an expendable launch

vehicle and using it in the reentry mission, the interfacing issues and the constraints

with respect to the launch vehicle are to be carefully worked out. Since these

vehicles are aerodynamically configured with good amount of lift, they provide a

greater amount of mission flexibility. As this system can be recovered safely by the

controlled reentry flight, it can be reused and thus becomes cost effective. However,

the designs of such gliders are more complex than modules. But with the present

day technologies, they are feasible and are being used.

For the case of third option, wherein the same STS is used for ascent and reentry

missions, the subsystems designs have to meet the requirements of both phases.

Even though system requirements are same; the functional and design requirements

for ascent and reentry missions are entirely different and conflicting. Configuring

such vehicles with aerodynamic lifting and control surfaces to meet the mission

flexibility further complicates the design process. Considering the efficiency, cost

effectiveness, reliability, reusability, the need to have frequent access to space, the

higher performance and emerging space tourism, the design of such advanced STS

systems has become quite attractive. Therefore this design is pursued by all major

space-faring nations. However, certain critical technologies particularly in the area

of material, thermal protection systems and advanced propulsion systems pose

serious problems and they have to be mastered to realize and operationalize such

vehicles.

In case of the interplanetary mission where it has to carry out in situ space

science experiments, the experimental probes need to enter into the planetary

atmosphere and land precisely at the designated location on the planetary surface.

Such mission has to be planned by utilizing the aero assisted orbital transfers to

reduce the propulsion requirements and by using the planetary atmosphere as aero

braking device to reduce the orbit size. In all such missions, the design of space

probes has to be robust to encounter the planetary atmospheric entry missions.

In summary, all the reentry space transportation systems are having a wide range

of flight regimes with large dispersions in flight parameters, severe flight environ-

ments and different functional requirements. All of them have to be simultaneously

satisfied to achieve the successful reentry missions. Unlike the expendable ascent

STS, the reentry STS are not generic in nature. Even though complex and harsh, the
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operating flight environments for various ascent missions are similar. Therefore,

once a vehicle is designed for a mission, the same can be used for other missions

also, depending on its capabilities to meet the mission objectives. For the case of

reentry missions, the aerothermal operating environment is entirely different for

different missions and strongly depends on the trajectory of a particular reentry

mission which makes the vehicle design as unique for the specified reentry mission.

The reentry systems are truly interdisciplinary with strong coupling between

various vehicle systems viz., aerodynamic configuration, thermal protection sys-

tems, structure and vehicle trajectory. Therefore, integrated systems approach is

essential for the optimum reentry systems design.

The process of designing reentry missions, complexity of the reentry flight

environment and design guidelines of reentry systems is explained in the next

section. The reentry dynamics and reentry vehicle configuration aspects are given

in Sect. 15.3. The aerothermodynamics aspects which involve aerodynamic design,

structural design, thermal environment and thermal protection system design of

reentry vehicles are described in Sect. 15.4. Trajectory design and mission man-

agement play a major role in the reentry systems design and controlled reentry of

the vehicle. These details are included in Sect. 15.5.

15.2 Operating Environment and Reentry System
Design Guidelines

At the beginning of reentry mission, the vehicle possesses both kinetic and potential

energies which are imparted to the vehicle by ascent phase propulsion systems. To

bring the vehicle back to Earth at the designated location, the energy acquired by

the vehicle during its ascent mission need to be completely dissipated. The ideal

method of dissipating the energy would be to use braking rockets. In this case,

theoretically, the braking rockets required have to be of the same size as that used

during launch; i.e., this procedure, in essence, is nothing but a re-run of ascent

mission, but in reverse direction and is prohibitively expensive. Instead, atmo-

spheric drag encountered by the vehicle during its reentry mission is effectively

utilized to dissipate the energy and bringing the vehicle back to a complete halt.

This is simple, efficient and cost effective process of dissipating the energy of the

reentry vehicle. The use of atmospheric drag force to dissipate the energy of reentry

vehicles introduces two major challenges for the vehicle design as detailed below:

1. As the vehicle approaches Earth’s atmosphere, its velocity is maximum and

atmospheric density is minimum. Therefore, the initial drag force is not suffi-

cient to dissipate the energy at the higher altitude and the vehicle penetrates the

atmosphere very fast and reaches the dense atmosphere with velocity almost

equal to the large magnitude reentry velocity. This causes a sharp increase in the

aerodynamic loads including the drag force acting on the vehicle structure.
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2. Vehicle reenters the atmosphere with very high kinetic energy due to speed

almost equal to the orbital speed. During the process of energy dissipation, the

kinetic energy of the vehicle is converted into thermal energy. As an example,

for a return mission from low Earth orbit (LEO), the vehicle reenters the

atmosphere with the velocity of about 8 km/s whereas for the return from

lunar and interplanetary missions, the vehicle reenters the Earth atmosphere

with the velocities of about 11 km/s and 16.4 km/s respectively. From aero

thermodynamic point of view, these are the free stream hypersonic velocities of

air particles with respect to the vehicle when it reenters the atmosphere. The

strong normal shock generated by the hypersonic flow, standing in front of the

vehicle, compresses and slows down the air particles and in this process, the

internal energy of the air particles increases. In this energy conversion process,

the aerodynamic drag force reduces the speed of the vehicle. Further the kinetic

energy of air particles is dissipated and in turn the internal energy is increased.

For the case of perfect gas, the internal energy increase is in the form of

increasing the temperature of air particles i.e., the entire energy is converted

into temperature rise of air particles between shock wave and front portion of the

vehicle. This hot air baths over the entire body of the vehicle behind the shock

wave and through heat transfer mechanisms viz. convective and radiative trans-

fer process, the thermal energy is transferred to the vehicle body. For the reentry

from LEO, the heat transfer through convection of hot air flow process is crucial.

For the case of reentry with higher velocity as in the case of lunar or

interplanetary return missions, the temperature of hot air is sufficiently high, in

addition to the convective heating process; the heat transfer to body through

radiative process is also higher.

To emphasize the severity of thermal environment of the reentry vehicle, it may

be noted that the water and carbon vaporize at the specific energy levels of about

2325 J/kg and at about 60,000 kJ/kg respectively, whereas the specific kinetic

energy of reentry vehicles from LEO, lunar and interplanetary return missions at

the time of reentry into atmosphere are about 30,000 kJ/kg, 60,000 kJ/kg and

136,000 kJ/kg, respectively. Therefore, if the entire kinetic energy is converted

into thermal energy as in the case of perfect gas, the reentry vehicles would

vaporize in the atmosphere itself. In reality, during atmospheric reentry, in addition

to the temperature increase, the internal energy increase excites the vibration

energy of the diatomic particles, dissociating the air molecules and converting

into ions. Therefore, considerable amount of internal energy increase of air particles

in the process of dissipation of kinetic energy is absorbed for the chemical reaction

process which in turn limits the temperature increase of the air particles. As the

temperature of the air particles increases, along with the heat transfer to the vehicle,

some amount of heat is radiated to the atmosphere also. Therefore, in reality, while

dissipating the kinetic energy of the vehicle, some portion of it only is transferred as

thermal energy to the vehicle. However, as small fraction of a large quantity itself is

quite substantial, the thermal environment to the vehicle during reentry is severe,

and the vehicle needs to be protected against such a harsh environment.
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An atmospheric reentry mission is successful only when the reentry vehicle

survives the aerodynamic and heating loads. Therefore the overall objective of a

reentry mission can be stated as “to bring safely the space vehicle from orbit to

Earth and land precisely at a specified location”. To achieve this objective, it is

essential to dissipate the kinetic energy in a controlled fashion so that this conver-

sion along with the sharp increase in the structural loads is not disastrous to the

vehicle. This complex task is carried out as follows:

1. Shaping of the reentry vehicle to reduce the thermal environment while meeting

the mission requirements under the dispersed flight conditions.

2. Suitable thermal protection to reduce the severity of thermal environment to the

vehicle structure.

3. Careful design of reentry mission trajectory so as to reduce the adverse

environment during the entire mission. During actual mission, the feasible

trajectory is to be designed within the reentry corridor, defined by heating,

structural and controllability limits of the vehicle. It is also essential that it is

planned in real time.

4. A precision guidance and control system has to steer the vehicle on the feasible

trajectory to achieve the specified target conditions safely within the defined

error margin.

The first three refer to the robust design of reentry vehicle systems while the

fourth one is to ensure successful execution of the reentry mission.

Complete in-depth analysis of hypersonic aero thermodynamic environment and

design aspects of reentry systems are beyond the scope of this book. However, the

complexity of hypersonic aero thermodynamic environment of a reentry mission,

uniqueness of reentry system for a specified mission and the design and execution

process are briefly given in this section. Highlights of design and reentry mission

management aspects are given in subsequent sections.

15.2.1 Reentry Flight Environment

The most important input for the design of reentry vehicle is aero thermodynamic

environment which defines the aerodynamic forces, moments and thermal loads on

the vehicle during its hypersonic flight regime. This data is needed in addition to the

conventional inputs used for designing other aerospace vehicles. Hypersonic envi-

ronment experienced by the reentry vehicle is not just the extension of supersonic

flows experienced by conventional ascent launch vehicle or other aerospace vehi-

cles. The importance and criticality of hypersonic aero thermodynamic environ-

ment on a reentry vehicle as against that of ascent phase can be explained through

the Space Shuttle Columbia (OV-102) disaster on February 1, 2003 [1]. During

ascent phase flight of STS-107, a broken piece of foam protecting the external tank

struck the left wing of the Columbia and caused a hair-line crack at its reinforced

carbon-carbon leading edge. The aero thermodynamic environment of ascent phase
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didn’t cause any problem and STS-107 reached the orbit safely. However, during

the reentry flight phase of OV-102, through this minor gap, the hot gases of

hypersonic aero thermodynamic environment reached the inner part of the left

wing, which finally led to the disaster of Columbia, OV-102.

The ascent phase trajectory of a typical space transportation system to a LEO

mission of 300 km orbit and the return trajectory of a module with L/D of 0.2 from

the same orbit to the surface of Earth are given in Fig. 15.1. The ascent vehicle

quickly crosses the dense atmosphere in about 2 minutes and the vehicle velocity is

of the order of only 2 km/s when it crosses the atmosphere. However, in case of

return missions, the reentry vehicles fly with hypersonic velocities in the dense

atmosphere regime almost for the entire duration of flight. The aero thermodynamic

environments of ascent as well as reentry trajectories are compared in Fig. 15.2. The

thermal environments for the ascent vehicles are not severe and the main design

environment for the ascent phase vehicle is the high dynamic pressure regime

which includes the transonic regime of flight also. In case of reentry vehicle, the

entire flight duration happens only in the dense atmosphere and the kinetic energy

dissipation causes severe thermal environment to the vehicle, viz. high heating rate

and large total heat load to the vehicle. In addition to the severe thermal environ-

ment, reentry vehicles experience very complex flow phenomena as explained in

Fig. 15.2 [2–4]. Depending on the various features, the reentry aero thermodynamic

environment can be categorized into different flow fields, real gas effects with

chemically reacting flows, as well as varying flow pattern over vehicles.

The regimes of the entire reentry flight from higher altitudes till the surface of

the Earth can be divided based on the different flow characteristics. For a typical

reentry vehicle, the flow regimes are given below [2–4]:

1. Free molecular flow regime (beyond altitude of 130 km)

2. Slip flow regime (altitude: 130–120 km)

3. Transition flow regime (altitude: 120–110 km)

4. Viscous merged flow regime (altitude: 110–75 km)

5. Continuum flow regime (altitude: 75–0 km)

Fig. 15.1 Ascent and

reentry trajectories
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In the continuum flow regime, wherein the vehicle flies from 75 km till reaching

surface of Earth, the flows are divided into hypersonic, supersonic, transonic and

subsonic phases.

High temperature generated by the presence of strong shock waves during

reentry causes chemical reactions. Therefore, the reentry vehicle encounters the

characteristics of real gas effects with chemically reacting flows. The flow field can

be categorized into chemically non-equilibrium flows and chemically equilibrium

flows. Generally, for a typical reentry vehicle, chemically non-equilibrium flows

occur beyond 70–60 km when Mach number is beyond 5 whereas below 40 km, it is

considered as chemically equilibrium flows.

Another major feature of reentry environment is the boundary layer transition

over the vehicle body. For a typical reentry vehicle, initially the flow over reentry

vehicle is laminar upto the altitude of about 50 km, completely turbulent below

40 km whereas boundary layer transition occurs between 50 and 40 km.

In addition, the phenomenon such as viscous and inviscous interactions, sepa-

rated flow, effects of surface catalycity and ablation on the aerodynamic parameters

and thermal load distribution are also the characteristics of hypersonic reentry aero

thermodynamic environment.

High temperature gas effects of aero thermodynamic environment change the

flow field characteristics of a hypersonic reentry vehicle and strongly influence the

aerodynamic pressure and shear forces acting on the surface of the vehicle as well

as heat transfer rate to the vehicle. The unique feature of hypersonic aero thermo-

dynamic environment for a reentry vehicle is that its characteristics depend mainly

on the vehicle characteristics viz. size, shape, mass as well as the reentry trajectory

of the vehicle. However, the distribution of pressure and thermal loads used for the

vehicle design in terms of size, shape and mass depend on aero thermodynamic

environment.

Fig. 15.2 Comparison of ascent and complex reentry flight environment
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All these characteristics depend on many factors like surface shape, size, surface

roughness, chemical characteristics of vehicle surface material, local Reynold’s
number, Mach number, wall temperatures, air properties and its dispersions on a

particular altitude. To predict these parameters at ground before flight is very

difficult. It is also not feasible to characterize them in the test facilities due to the

difficulty in simulating the real flight environment with detailed surface level

characteristics of the vehicle used for reentry flight.

Reentry trajectories of typical return missions are given in Fig. 15.3. It can be

seen that reentry trajectories of different missions are different and also for the same

mission, different reentry vehicles follow different reentry trajectories. Once the

reentry trajectories are different, aerothermal environments will also be different as

explained in Fig. 15.2. Therefore, aero thermodynamic environment of each reentry

mission is unique, and the relevant parameters evaluated from earlier reentry mis-

sions are not directly applicable for a new reentry vehicle/mission design process.

In addition, due to the large variations in the flow regimes from reentry till

touchdown (hypersonic speed to zero), the aerodynamic coefficients vary to a large

extent over the entire trajectory. These, along with variation of several orders of

magnitudes of density, produce a very high level of nonlinearities in the aerody-

namic characteristics of the vehicle.

In summary, during hypersonic aero thermodynamic environment, the thermal

energy of the flow field around the vehicle influences the properties of air, which in

turn affects the aerodynamic forces and moments as well as thermal environment to

the vehicle. The vehicle configuration change due to the thermal energy passed on

to the vehicle, alters the aerodynamic forces and moments. These forces and

moments affect the vehicle trajectory, which in turn alter the aero thermodynamic

environment. Therefore, there is very strong coupling between thermal and pressure

Fig. 15.3 Reentry trajectories of various return missions
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distributions, vehicle configuration and reentry trajectory. In addition prediction of

these parameters a priori is not feasible, and variations of these parameters during

flight with respect to prediction are invariably large. The strong coupling, the large

variations in parameters during the entire flight regime and the large levels of

uncertainties make the reentry vehicle design tasks very complex.

15.2.2 Reentry System Design Process

Each reentry mission is unique in nature and has strong coupling as explained

earlier. It is to be noted that the aero thermodynamic environment is the major input

for the reentry vehicle design and the environment depends on the vehicle charac-

teristics as well as on the reentry trajectory. Thus the vehicle configuration,

subsystem and trajectory designs cannot be decoupled and the integrated reentry

system as given in Fig. 15.4 has to be considered to arrive at an optimum and robust

reentry system design.

In general, typical reentry system requirement is to design a vehicle to bring a

specified payload mass with specified volume safely from space and to precisely

land at a specified location on the surface of the Earth. Typical reentry mission

objectives are either reentry mission from LEO or return mission from lunar/

interplanetary mission. Requirements of entry to planetary atmosphere and aero-

assisted orbital transfers are similar to that of reentry missions from space to the

Earth. The major requirements for reentry systems are: (1) maximum safety,

(2) minimum thermal environment, (3) minimum structural loads, (4) maximum

performance, (5) minimum structural mass, thermal protection system mass and

(6) minimum cost. In order to achieve the mission objectives under nominal as well

as dispersed flight environments, the reentry system has to be configured and

designed to provide mission flexibility, versatility, operability, reliability and

Fig. 15.4 Interactions of

subsystems of reentry

systems
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compatibility with the flight environment. In addition, the system must be suitable

for handling the emergent situations. In order to reduce the cost of multiple

operations and maintainability, complete reusability is also another requirement.

Reentry system design involves

1. Reentry trajectory to meet the mission requirements while meeting the vehicle

limitations

2. Aerodynamic configuration of the reentry vehicle, to meet the payload require-

ments while reducing the severity of aero thermodynamic environment

3. Structural design of reentry vehicle to ensure structural integrity during reentry

flight

4. Thermal protection system design (TPS) to protect the primary load carrying

vehicle structure

5. Usage of suitable materials for TPS

6. Intelligent mission management to successfully execute the reentry mission

Reentry trajectory has influence on the vehicle load and heat transfer rate to the

vehicle. Shaping of the reentry trajectories with reduced reentry flight path angle at

the instant of reentry interface ensures larger velocity reduction at higher altitude;

thereby the vehicle enters the dense atmosphere with lower velocity. This process

reduces the peak drag load acting on the vehicle along with reduced heat transfer

rate to the vehicle. But, due to the lower flight path angle, the flight duration is

more, which in turn increases the total heat load on the vehicle and therefore, design

trade-off is required.

Aerodynamic configuration defines the drag coefficient and L/D of the vehicle.

Blunt body with higher drag coefficient ensures the larger velocity reduction at

higher altitude, thereby the peak drag load and heat rate are less. Another advantage

is that the blunt body at the hypersonic flight produces very strong normal shock in

front of the body. This process ensures that most of the thermal energy is used for

heating, dissociating and ionizing the air particles downstream of the shock wave,

thereby reducing the heat transferred to the vehicle.

The aerodynamic configuration of the vehicle, especially with higher L/D has

the major influence on reducing the convective heat transfer to the vehicle as it

ensures: (a) large velocity reduction at higher altitudes, (b) higher cross range

capability of the vehicle, (c) ability to control the trajectory and (d) to meet the

mission requirements even under dispersed flight environment.

To ensure the safety of the vehicle during reentry mission, the vehicle structure

should be robust to withstand the aerothermal loads till it achieves the mission

objectives. Generally, vehicle structural system is designed for the inertial, pressure

and skin friction force distribution integrated loads due to the flow fields, whereas

the thermal protection systems (TPS) are designed for protecting the primary load

carrying structures. Protecting the reentry vehicle against aerothermal environment

is a major task for the reentry system design. The aerothermal environment restricts

the vehicle operating envelope and affects the TPS design which in turn affects the

mass. The peak heat transfer rate and total heating load, which is the integral of heat

rate over time, mapped over the vehicle surface are used for the design of TPS.
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Three strategies viz. heat sink, ablative TPS and radiative TPS are being utilized for

protecting the structures against harsh reentry aerothermal environment. The max-

imum heat transfer rate to the vehicle surface decides the TPS material selection

whereas the total heat load decides thickness of the selected TPS material. There-

fore, judicious choice of material along with integrated design process is required to

reduce the mass of TPS and the mass of the vehicle structure.

As the reentry environment restricts the flight operating envelope, intelligent

flight management system has to be designed to ensure benign aero thermodynamic

environment to the vehicle while meeting the mission requirements. The flight path

angle at reentry interface has to be an optimum one. During the initial phase of

reentry mission, the vehicle has to be flown at high angle of attack to create the

maximum blunt body effects. In this case, most of the energy is used for heating the

air in the shock layer and not the vehicle. At high angle of attack, flow is dominated

by shocks and larger subsonic regime covers the windward side of the vehicle

whereas large separated flow for the leeward side. After crossing the severe thermal

environment, the vehicle has to be flown at an angle of attack which ensures that

flow around the vehicle is supersonic excepting a small portion at the nose tip which

experiences the subsonic flow. This strategy generally ensures an optimum aero

thermodynamic flight environment to the reentry vehicle.

15.2.3 Reentry System Mission Management

In a reentry system design, it is essential to design a feasible trajectory and execute

the same successfully through an intelligent reentry mission management during

flight. At any instant of the flight, the thermal load, structural load, control system

limitation, etc. define the lower limit on the vehicle operating altitude whereas the

feasibility of achieving successful reentry defines the highest altitude limit. These

limits can be mapped into the convenient work space viz. drag acceleration versus

Mach number, altitude versus velocity etc. and the flyable reentry corridor is

defined. Reentry corridor is unique for a reentry system and a typical one is given

in Fig. 15.5.

In order to achieve the mission objectives successfully without violating any of

the safety limits, the vehicle needs to fly within the specified reentry corridor under

nominal and dispersed flight environments. Therefore, it is essential to design

carefully the best possible trajectory within the reentry corridor which meets the

above constraints even under the dispersed flight environments and still meet the

mission objectives of reaching the defined target. During flight, an intelligent flight

management system has to be employed in terms of commanding the vehicle to

follow the defined trajectory even under the dispersed flight environment by

modulating the necessary vehicle and trajectory system parameters. This ensures

controlled dissipation of kinetic and potential energies, thus satisfying the thermal

and structural loads within the limits and achieves the mission requirement.
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15.3 Reentry Dynamics and Reentry Vehicle
Configurations

In order to bring the vehicle from orbit to Earth, initially a retro velocity of the order

of 100 m/s is added to the vehicle. This reverse velocity reduces the orbital velocity

of the vehicle, thus making the vehicle trajectory to become suborbital and vehicle

travel towards Earth in an elliptic trajectory. The reentry mission from orbit to Earth

consists of two major flight phases as shown in Fig. 15.6.

The first one is a Keplerian trajectory from orbit to reentry interface. The reentry

interface is the atmospheric boundary, at which the drag force and deceleration are

significant (0.01–0.1 g). This boundary depends on the reentry vehicle and types of

initial orbits. However, for all practical purposes, the altitude of about 120 km can

be considered as the reentry interface. For a typical reentry from 300 km LEO, the

vehicle velocity at entry interface is about 8 km/s. The second phase is the

atmospheric reentry phase, which extends from the reentry interface to the surface

of Earth. This phase is the most crucial part of the mission and during the energy

dissipation process, vehicle encounters high deceleration and thermal loads. Once

all the energies are dissipated, vehicle follows approach and landing maneuver

phase to land precisely at the designated location. From the atmospheric density

variations with respect to altitude as given in Fig. 15.7, it is seen that atmospheric

density is sufficiently large below the altitude of about 40 km. Therefore, if the

vehicle with higher velocity penetrates deeper into the atmosphere below 40 km, it

Fig. 15.5 Reentry corridor

and feasible trajectory of a

typical reentry system
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causes the deceleration and heat flux to be higher. Therefore, the reentry trajectory

and vehicle configurations have to be designed such that maximum velocity is

dissipated during the higher altitude itself.

15.3.1 Reentry Dynamics

To understand the atmospheric reentry dynamics from the reentry interface till

reaching the surface of the Earth and associated problems, a simplified reentry

Fig. 15.6 Reentry

trajectory phases

Fig. 15.7 Atmospheric

density variation with

respect to altitude
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dynamics with respect to the non-rotating spherical Earth is explained through two

dimensional equations of motion in wind axes (Fig. 15.8) as given below:

dV

dt
¼ �D

m
þ gsin γ ð15:1Þ

V
dγ
dt

¼ � L

m
þ g� V2

r

� �
cos γ ð15:2Þ

dr

dt
¼ � dh

dt
¼ �Vsin γ ð15:3Þ

ds

dt
¼ R

r

� �
Vcos γ ð15:4Þ

L ¼ 1

2
ρV2SCL ð15:5Þ

D ¼ 1

2
ρV2SCD ð15:6Þ

g ¼ g0
R

r

� �2

ð15:7Þ

where

V¼Magnitude of relative velocity of the reentry vehicle

γ¼ Flight pathangle of relative velocity, measured positive below local horizontal

r¼Radial distance of the vehicle from the centre of Earth

s¼Down range distance

R¼Radius of Earth

CL¼Lift force coefficient

CD¼Drag force coefficient

Fig. 15.8 Reentry

trajectory dynamics

parameters
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S¼Reference area

L¼Vehicle lift force

D¼Vehicle drag force

g¼Acceleration due to gravity at the instantaneous altitude

g0¼Acceleration due to gravity at the surface of Earth

h¼Altitude

m¼Vehicle mass

ρ¼Atmospheric density at the instantaneous altitude

The initial conditions for this reentry dynamics are:

γ ¼ γe, r ¼ re, V ¼ Ve ð15:8Þ

Where γe, re, Ve are the values of γ, r, V at the reentry interface.

Although there is no closed form solution for these equations, use of appropriate

assumptions can give analytical solutions which provide insight into the reentry

dynamics.

15.3.2 Ballistic Bodies Reentry

Ballistic bodies are blunt bodies with zero lift, while having drag. Characteristics of

these bodies are: (a) L ¼ 0 and (b) L/D ¼ 0. Analytical solutions for the ballistic

bodies reentry trajectories can be obtained with the following assumptions:

1. Neglect the combined effects of gravity and centrifugal forces compared to the

drag force

2. Flat Earth

3. γ ¼ constant ¼ γe
4. Exponential model for atmospheric density as given below:

Density ratio, σ is given by

σ ¼ ρ
ρ0

ffi e�βh ð15:9Þ

Where 1/β is the scale height and ρ0 density of atmosphere at sea level.

1. Defining ballistic coefficient, (BC),

BC ¼ W

CD S
¼ mgo

CD S
ð15:10Þ

Then, from Eqs. (15.1), (15.2), (15.3), (15.4), (15.5), (15.6) and (15.7), the velocity

of ballistic reentry trajectory is given as [5].
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V ¼ Vee
½Beð�βhÞ� ð15:11Þ

where

B ¼ ρ0go
2ðBCÞβsin γe

ð15:12Þ

Using the Eq. (15.11), non-dimensionalized velocity as a function of altitude (h) for

different ballistic coefficients for a typical reentry flight path angle is given in

Fig. 15.9. It can be observed that as BC increases, the vehicle penetrates faster into

the lower atmosphere with higher velocity. An increased reentry angle is also

expected to have the same effect. Therefore, from this analysis, it can be concluded

that the deceleration loads and heat loads on the vehicle will be more for the cases of:

1. Higher reentry interface flight path angle of reentry trajectory

2. Ballistic vehicles with higher ballistic coefficients

To assess the above parameters, the vehicle deceleration (D/m) and stagnation

point heat flux (as given in Sect. 15.4) have been evaluated as parametric studies as

given below:

The altitude profiles, deceleration and heat rate for reentry vehicles with differ-

ent ballistic coefficients for a typical reentry angle are given in Fig. 15.10. It is seen

that reduction in ballistic coefficient has a major impact on the heat rate and has a

smaller effect on the deceleration loads. Therefore, vehicle configuration with

reduced ballistic coefficient is preferable.

Reduced ballistic coefficient is achieved by the following methods:

1. Reduce the reentry vehicle mass

2. Increased drag coefficient with blunt bodies (CD is more, S is more)

Therefore, blunt body designs with lower mass are preferable for reentry

mission.

Fig. 15.9 Altitude vs

velocity for ballistic entry
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It may be noted that successfully flown reentry vehicles such as Gemini, Apollo,

Soyuz, Shenzou and Space Recovery Experiment (SRE) are having blunt body

configuration with reduced ballistic coefficients.

15.3.3 Influence of Reentry Flight Path Angle

For a typical reentry vehicle with the ballistic coefficient of 3600 kg/m2, reentry

trajectory profiles, deceleration loads and heat rate values for different reentry

angles have been evaluated and shown in Fig. 15.11.

It is seen that reduced flight path angle at reentry interface produces lower heat

rate and less deceleration load on the vehicle. It is to be noted that, even though the

reduced reentry flight path angle at reentry interface reduces the deceleration load

and heat rate to a large extent, this shallow reentry flight trajectory duration

increases considerably as given in Fig. 15.12. This increases the total heat load

on the vehicle compared to the short and steeper reentry trajectory. Also, using the

Eq. (15.4), it can be concluded that for the case of shallow reentry trajectory

missions with uncontrolled trajectory management, the landing point dispersions

Fig. 15.10 Reentry trajectories and flight parameters for ballistic bodies with different ballistic

coefficients for a typical flight path angle
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Fig. 15.11 Entry trajectories and flight parameters for various entry flight path angle for a typical

ballistic body (BC ¼ 3600)

Fig. 15.12 Comparison between steeper and shallow reentry trajectories
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are more compared to that of the sharp reentry trajectories. The characteristics of

shallow and steep reentry trajectories are compared as given below:

Reentry

trajectories

Deceleration

load

Heat

rate

Flight

duration

Total

heat load

Landing point dispersion of

uncontrolled trajectories

Steep

trajectory

More More Less Less Less

Shallow

trajectory

Less Less More More More

From the table, it can be concluded that there has to be a design trade-off

between various design and mission parameters. Therefore, depending on the

mission requirement, proper reentry body shape, TPS material and thickness the

reentry trajectory have to be judiciously selected.

15.3.4 Influence of Vehicle Lift on the Reentry System

Reentry missions executed by vehicles having lift are called lifting reentry trajec-

tories. An important lifting reentry trajectory is the equilibrium glide, which is a

shallow trajectory in which the gravitational force is balanced by the combination

of lift and centrifugal forces, and therefore, dγ/dt ¼ 0 as per the Eq. (15.2). The

small angle assumption for (sin γ ffi 0, cos γ ffi 1), and the equilibrium glide

trajectory gives closed form solution for the lifting reentry trajectory. In actual

case, there will be some dγ/dt and hence these trajectories are called as pseudo

equilibrium glide. Using the Eqs. (15.1, 15.2, 15.3, 15.4, 15.5, 15.6, and 15.7), the

velocity along the lifting reentry trajectory is given as [5]

V2

g0 R
¼ 1

1þ R
2

	 
ðL=DÞ CD S
W

	 

goρ0 e�βh

ð15:13Þ

The non-dimensionalized velocity as a function of altitude for different lifting

ballistic coefficients (LBC) as defined below

LBC ¼ m

CDS ðL=DÞ ¼
BC

ðL=DÞ ð15:14Þ

is given in Fig. 15.13. It can be seen that adding lift, LBC is further reduced from

BC.

Adding a lift to the reentry body ensures the body to be in upper atmosphere for

more time and results into a gradual descent. More time spent in upper atmosphere

dissipates more energy, while entering the dense atmosphere at lower altitude, the

vehicle velocity reduces considerably, thereby reducing deceleration load as well as

heat rate.
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The deceleration in terms of ‘g’ and the maximum deceleration are given by

a

g0
¼ dV

dt

� �
1

g0

� �
¼ �

1� V2

g0R

h i
ðL=DÞ ð15:15Þ

a

g0

� �
max

ffi �1

ðL=DÞ ð15:16Þ

The trajectories, deceleration load and heat rate profiles of a typical ballistic body

(BC of 360 kg/m2) and with the addition of small (L/D) of 0.2 to the above body are

given in Fig. 15.14. It is seen that the addition of small lift to a ballistic body

considerably reduces the deceleration loads, while the improvement is seen in the

heat rate also.

Because of this large reduction in the deceleration, generally the reentry vehicles

are configured with lift. The trajectory control requirements, as explained in

subsequent section, to achieve precise landing also require lifting entry.

At the same time, it is to be noted that blunt body with low ballistic coefficient is

preferable from reentry dynamics point of view. The above ballistic body is

generally configured with a small lateral center of gravity off-set to produce the

required lift as shown in Fig. 15.15. Such bodies are called semi ballistic bodies.

The addition of lift imposes further constraint. As the vehicle stays in atmosphere

for more time, even though heat rate is less, the total heat load on the vehicle is

large; therefore suitable thermal protection system has to be implemented.

15.3.5 Skipping Trajectory Reentry System

Although the equilibrium glide reentry trajectories are the most flat trajectory with

the lowest deceleration load and heat rate, such glide trajectories are not possible

Fig. 15.13 Altitude vs

velocity for lifting entry
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always. If the flight path angle at reentry interface is less than a specified value and

the vehicle has sufficient lift, after reaching certain level of dense atmosphere, the

lift force will be more than the combination of gravity and centrifugal forces. In

such cases, the flight path angle is above local horizontal and the vehicle altitude

starts increasing. In this process, the vehicle skips out of atmosphere with reduced

velocity. Once the altitude increases and the lift reduces, then the trajectory starts

dipping. This process continues till the velocity reduces below certain value and

then positive reentry takes place. This is called skipping reentry trajectories. In

certain cases, after initial pull out, there may be velocity gain which is sufficient to

make the vehicle skip out of the reentry process.

Reentry trajectories of a typical lifting reentry vehicle with different reentry

interface flight path angles are given in Fig. 15.16. It is to be noted that for the

specified reentry vehicle, a specified reentry interface flight path angle ensures

Fig. 15.14 Effect of adding lift to ballistic body on trajectory, deceleration load and heat rate

Fig. 15.15 Addition of lift

through cg offset for

ballistic body
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positive reentry. Under such conditions, the increase in structural and thermal loads

has to be considered suitably in the reentry vehicle design process.

In other words, the skipping trajectory process can be efficiently utilized for the

case of reentry with super circular velocity (as in the case of lunar return mission,

wherein the reentry velocity is about 11 km/s) [4]. For such missions, kinetic energy

to be dissipated is twice that of reentry from LEO missions, which poses a major

task of thermal management of the reentry vehicle. Instead, the flight path angle is

designed such that, with higher velocity along with sufficient lift, the vehicle skips

out of atmosphere with reduced velocity. In the second phase, vehicle reenters the

atmosphere with reduced velocity and encounters the reentry mission till reaching

the surface of Earth. This process is explained in Fig. 15.17. Since the velocity at

reentry during the second phase is less, the kinetic energy to be dissipated in the

atmospheric flight is less and therefore, thermal control of the vehicle is easily

manageable.

Skipping reentry trajectory is also useful to land at a faraway location than the

capability of the vehicle in the single reentry mode.

Fig. 15.16 Steep, shallow

and skip reentry trajectory

Fig. 15.17 Skipping

reentry trajectories
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15.3.6 Range Capabilities and Reentry Foot-Print

It is essential to design the reentry system with down range and cross range

capabilities to provide mission flexibility. To achieve the above objectives, the

reentry vehicle must be capable of starting from a specified reentry interface

location and land at various locations on the surface of Earth as per requirements.

Under emergency situations, it should be able to start from different reentry

locations with capability to land at the specified location on the Earth. To achieve

these mission options, the reentry system has to be designed with maximum landing

envelope of down range and cross range. Based on the capability of the reentry

system, once specified point within the envelope is fixed, a trajectory control system

has to be designed to meet the landing point even under dispersed flight environ-

ment and vehicle system parameters. The ranging capability of the reentry system is

given in this section whereas the implication of this system on vehicle is explained

in Sect. 15.5.

Integrating Eq. (15.15), the down range from reentry interface (velocity, Ve) to

the touch down point for equilibrium glide trajectory can be written as [5]

s ¼ � R

2

� �
L

D

� �
ln 1� Ve

2

g0R

� �
ð15:17Þ

This is the total range in the direction of reentry velocity along the plane of motion

(orbital plane). It can be seen that maximum down range can be achieved when the

reentry vehicle flies with maximum L=Dð Þ in the plane of motion. If the reentry

vehicle is flying with a bank angle, σ with respect to the plane of motion, then there

will be lateral force as given in Fig. 15.18.

Fig. 15.18 Bank angle (σ) of reentry vehicle
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The component of ðL=DÞ along the orbital plane is given by

L

D

� �
0

¼ L

D

� �
cos σ ð15:18Þ

whereas the component of ðL=DÞ along the lateral direction is given by

L

D

� �
c

¼ L

D

� �
sin σ ð15:19Þ

The lateral force due to bank angle generates a cross range with respect to the

orbital plane. However, due to the bank angle, the vertical component of ðL=DÞ
reduces, thereby reducing the down range, while there is an increase in the cross

range as given in Fig. 15.19.

Maximum cross range achieved when the vehicle flies with an optimum bank

angle in terms of (L/D) of the reentry vehicle is given by [4]

σopt ffi cot�1 1þ 0:106
L

D

� �2
" #0:5

ð15:20Þ

and the maximum cross range is given by

Ymax ffi R

5:2

� �
L

D

� �2
1

f1þ 0:106ðL=DÞ2g0:5
" #

ð15:21Þ

Fig. 15.19 Down and cross

ranges
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To achieve the cross range of�π/2, (i.e., 90� in both directions of the orbital plane),
the (L/D) required is 3.5; however designing a vehicle to achieve hypersonic (L/D)

of 3.5 is a difficult task.

The possible vehicle landing point boundary with down range and cross range

from a specified reentry interface is called the ‘reentry foot-print’, which depends

on the (L/D) of the vehicle, reentry interface velocity and flight path angle. Reentry

foot-print of a typical lifting body reentry system is given in Fig. 15.20. In order to

achieve maximum reentry mission flexibility, the foot-print of a reentry system has

to be made as large as feasible.

15.3.7 Winged-Reentry Vehicles

As seen in the earlier sections, (L/D) plays a major role in the reentry system design,

performance, mission flexibility and trajectory maneuverability. Increased (L/D) of

a reentry vehicle significantly reduces the deceleration loads and heat rate; but of

course with increased flight duration, which in turn increases the total heat load on

the vehicle. Also, the increased (L/D) enlarges the foot-print capability with large

down range and cross range which is a major mission flexibility. In addition, this

provides better trajectory control features for the reentry vehicle. To achieve the

reusability, the vehicle has to land precisely at a specified location like an aircraft.

All these requirements need a higher (L/D) reentry vehicle. But semi-ballistic

reentry bodies cannot provide a larger (L/D). Therefore, advanced reentry vehicles,

especially Reusable Launch Vehicles (RLV), are configured with wings to provide

the necessary (L/D). These vehicles land like an aircraft and are used for the next

mission without much maintenance and refurbishing activities. Generally, the

reentry vehicles fly with average flight path angle of about 1� during critical energy
dissipation phase and cover the range of about 8000 km for the flight duration of

about 30 minutes, whereas conventional aircraft takes about 9 h to cover this

Fig. 15.20 Typical reentry foot-print
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distance. At the end of reentry flight phase, when vehicle enters into approach and

landing phase, vehicle has to land with steeper glide slope of about 12� that too

without power. This requires large (L/D) during supersonic to subsonic speed

range. Designing a winged-reentry vehicle which meets all the (L/D) requirements

for hypersonic to subsonic flight range is a difficult task. Reentry trajectory of a

typical winged-body reentry vehicle is given in Fig. 15.21.

Fig. 15.21 Reentry

Trajectory of a Typical

winged reentry vehicle.

(a) Trajectory during

reentry. (b) Angle of
attack l/D. (c) Altitude
history during approach

and landing
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Also, it is to be noted that the blunt body reentry is favorable from deceleration

and heat rate point of view. Therefore, the winged-body vehicle design and mission

execution are carried out as follows:

1. At the time of reentry, vehicle attitude is kept at a large angle of attack, to

produce blunt body effects and at the same time have (L/D) of 0.8–1.2. This

attitude is maintained during major energy dissipation phase.

2. After crossing the severe thermal environment, vehicle angle of attack is reduced

to a lower value, which gives (L/D) of 1.5–2 at hypersonic speed and 2–5 at

supersonic and subsonic speeds.

Implementation and execution aspects of the reentry mission management are

explained in Sect. 15.5.

15.4 Aero Thermodynamic Environment and Reentry
Vehicle Design Aspects

Aero thermodynamic environment is the major input for a reentry vehicle system

design. Detailed analysis of the environment and vehicle design are beyond the

scope of this book. However, the complexity of aero thermodynamic environment

mentioned in Sect. 15.2 is briefly explained in this section, without getting into

much detail. Also, the impact of these environments on the reentry vehicle design is

also briefly outlined in this section.

15.4.1 Reentry Hypersonic Flow Environment

Different regimes of flow mentioned Sect. 15.2 are explained below [3]:

At the time of reentry, vehicle is in the free molecular flow regime, wherein the

mean free path of the air molecules is more than characteristic length of the vehicle.

In this regime of flight, the air molecules collide with the vehicle boundary and

achieve the momentum of the vehicle after a single collision, i.e. the particles

achieve the state of the vehicle boundary in the single collision. Subsequent to that,

vehicle enters into the slip flow regime wherein the air molecules achieve the

momentum of the vehicle after several collisions.

After coming out of the slip flow regime, before entering into viscous region, the

vehicle passes through transition flow regime, wherein it is extremely difficult to

characterize the aero thermodynamic aspects of the vehicle analytically. Subse-

quent to transition flow regime, vehicle enters into the viscous merged layer regime,

wherein the viscous effects viz. formation of shock wave and boundary layer need

to be considered as a single entity and not as a separated discontinuous phenome-

non. This is due to the fact that in this regime, there is a strong coupling between
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boundary layer and shock wave; boundary layer affects the boundary conditions of

the shock wave while simultaneously the shock wave affects the boundary layer.

Further to this, the vehicle enters into the continuum flow regime, which extends

till the vehicle reaches the surface of Earth. In this regime, shock wave and

boundary layer can be considered as separate discontinuities. The continuum flow

regime is further subdivided into hypersonic, supersonic, transonic and subsonic

incompressible flow regimes, possibly defined in terms of Mach numbers.

Hypersonic flow can be defined in terms of free stream Mach number

M1  V1
a1

� 1 ð15:22Þ

where

V1 ¼ free stream velocity

a1 ¼ speed of sound in free stream

wherein the kinetic energy of free stream air particles is very large compared to

its internal energy. Also, for the hypersonic flows, the density ratios across the

normal shock wave is very small,

2  ρ1
ρ

� 1 ð15:23Þ

where

ρ1 ¼ free stream density

ρ ¼ density downstream of shock wave

For the case of very small density ratios, the shock wave is very close to the body

and therefore shock layer remains very thin. This is a characteristic of hypersonic

flow. AsM1 ! 1, for a perfect gas, the density ratio as given in Eq. (15.23) can be

written as

2 ¼ γ � 1

γþ 1
ð15:24Þ

where γ is the ratio of specific heats

Thus, assuming perfect gas for air during reentry, the density ratio works out to

be2 ¼ 1=6. But with real gas effects, the density ratio can go as low as 1/20, which

is realistically measured value. This is due to real gas effects. It is very difficult to

simulate such a small dynamic ratios in ground wind tunnels to get reentry

conditions to characterize the vehicle before flight. Therefore reentry vehicle design

gets evolved only during flight. However, efforts are being made in the wind tunnels

with different gases to simulate small density ratios.

Hypersonic flow cannot be considered as the extension of supersonic Mach

numbers, and it has the following specific characteristics:
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1. The shock waves of hypersonic flows lie very close to the vehicle body, causing

very strong boundary layer-shock interactions.

2. Boundary layer thickness of hypersonic flight is about 10–100 times more than

that of lower speeds. Therefore, in hypersonic flow, the effective body size is

much bigger than that of lower speeds. This alters the effective shape of the

body, which in turn affects the aerodynamic characteristics of the body.

3. High temperature effects on the flow field are predominant in the hypersonic

flow, which alter the aerodynamic characteristics of the body.

4. The aerodynamic forces and moments are highly nonlinear.

15.4.2 Hypersonic Flow Over a Typical Reentry Vehicle

The features of flow field of a typical reentry vehicle during its hypersonic flight are

given in Fig. 15.22 [3, 4]. The important feature of hypersonic flow field is the

formation of a strong shock wave in front of the vehicle, of which significant

portion, facing the flow experiences the characteristics of a normal shock. The

free stream conditions of the flow are ρ1 (density), P1 (pressure), T1 (temperature)

andV1 (velocity). As the flow passes through the normal shock in front of the body,

the pressure (P), density (ρ) and temperature (T) of flow field downstream of the

shock increase whereas the velocity (V) decreases. The flow then passes over the

vehicle with different regions of flow field with varying speeds viz. subsonic, sonic

and supersonic speeds. While the flow near the vehicle is within the boundary layer,

wherein viscous effects are predominant, the remaining part is having the inviscid

shock layer. At the corner point of the vehicle, the flow gets turned through Prandtl-

Meyer expansion fan. Through the expansion fan, the flow expands to a lower value

Fig. 15.22 Hypersonic flow features of a typical reentry blunt body
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but still more than the free stream conditions. The flow leaving the body is called

shear layer, which is mainly composed of boundary layer detached from the body.

Between the shear layer and base of the vehicle, there is recirculation region. The

shear layer converged at a point called rear stagnation point. At the convergence

point, there is a trailing oblique shock and downstream of the shock, the shear layer

develops into wake. The shear layer portion of the wake is called inner viscous core

whereas the remaining portion up to oblique shock is called inviscid wake.

Boundary layer transition is an important feature in return mission. During

orbital phase of reentry mission, the flow over the vehicle is laminar. During

continuum flow regime, the viscous effects viz. skin friction and heat transfer are

caused by the boundary layer. For the cases of shear stress of fluid motion which is

comparable to the pressure responsible for fluid motion, the flow within the

boundary layer is laminar, in which the particle motions are orderly. For the

cases wherein the shear stresses are much less compared to that of pressure, then

the flow within the boundary layer is turbulent (random). Effects of boundary layer

are important irrespective of whether the flow within the layer is laminar or

turbulent. But aerodynamics as well as thermal characteristics of the vehicle for

these flows is different and it is difficult to predict and characterize these parameters

during the transition zone.

15.4.3 Hypersonic Aerothermodynamics

One of the main features of reentry hypersonic aero thermodynamics is the real gas

effect. In order to appreciate the real gas effects of aero thermodynamic environ-

ment of hypersonic flow [4], it is essential to know the following definitions:

A thermally perfect gas is the one that obeys the ideal gas equation,

P ¼ ρRT ð15:25Þ

where

P is pressure

ρ is density

R is gas constant

T is temperature

According to compressible flow theory, this equation shows that internal energy

and enthalpy depend only on temperature. A calorically perfect gas has constant

values of specific heats, Cp and Cv, independent of temperature.

A perfect or ideal gas is the one which is both thermally and calorically perfect

gas. Consider a blunt body as shown in Fig. 15.23. Due to hypersonic flow, there is a

strong shock in front of the vehicle, and most portion of which is like a normal

shock and there is temperature increase in the downstream of the normal shock. The

high temperature gas effects are explained below:
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15.4.3.1 Caloric and Chemical Effects

Assuming perfect gas, [2]

T2

T1

¼ 2γM1
2 � γ� 1ð Þ� �

γ� 1ð ÞM1
2 þ 2

� �
γþ 1ð Þ2M1

2
ð15:26Þ

If one assumes that the flow deceleration is entropically downstream to the stagna-

tion point outside the thermal boundary layer point (point t2), then

Tt2

T1

¼ 1þ γ� 1

2
M1

2

� �
ð15:27Þ

Assume a reentry vehicle enters the atmosphere with M ¼ 25 at the altitude of

80 km, wherein the free stream temperature is about 166 K, then the stagnation

temperature behind the shock is about 21,000 K, whereas the surface temperature of

Sun itself is about 5800 K. But the temperatures measured by reentry vehicles are

less, which obviously indicate there are real gas effects.

The composition of air downstream of normal shock differs greatly compared to

the free stream air composition. This is due to the fact that, during kinetic energy

dissipation process, the diatomic particles behind shock wave get vibrationally

excited. They get dissociated and the resulting atoms and remaining molecules

are partially ionized. Therefore, the remaining molecules downstream of normal

shock cannot be assumed as calorically perfect gas. Within the boundary layer there

is sufficient viscous dissipation, which also affects the stream chemistry and finally

Fig. 15.23 Nomenclature

for definition of state
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leads to chemically reacting boundary layer. In such situation, the specific heats Cp

and Cv are not constant due to the chemical reaction, and therefore, γ ¼ Cp=Cv is

also not constant and depends on temperature.

At elevated temperature, γ reduces and this phenomenon for air starts from

temperature about 800 K. The reduction of γ at elevated temperature reduces the

temperature of shock layer and the reduction depends on the amount of chemical

reactions. As an example, shock layer temperature of a typical vehicle as a function

of reentry velocity at a typical altitude is given in Fig. 15.24.

15.4.3.2 Aerodynamic Forces and Moments

As the ratio of specific heat is the isentropic exponent, change in γ significantly

affects the rate of expansion or compression of the flow. Therefore, the pressure

distribution over the vehicle changes significantly which in turn affects the aero-

dynamic forces and moments significantly.

15.4.3.3 Plasma Effects

At higher temperature, effect of ionization is important. Dissociation of oxygen in

air at 1 atm pressure begins and ends at about temperature of 2000 K and 4000 K

respectively and nitrogen between about 4000 K and 9000 K respectively. In the

ionized flows, the free electrons absorb and reflect electromagnetic radiation espe-

cially in the radio frequency range of the communication system, which affects the

link between ground and vehicle system during flight.

Fig. 15.24 Post shock

temperature of a reentry

vehicle at h ¼ 52 km and

1 atm
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Aerodynamically also, partial-ionized flow characteristics are different from that

of neutral flow, which in turn have impact on vehicle aerodynamic characteristics.

15.4.3.4 Viscous and Rarefaction Effects

The vehicle encounters both rarefaction and viscous flows and their impacts are also

different.

15.4.3.5 Chemically Non-equilibrium and Equilibrium Effects

In chemically reacting flow also, there are two types. At higher altitudes, wherein

the density is lower, the collision between the air molecules is less and hence the

dissociation process is also less. Therefore the flows are generally non-equilibrium.

At lower altitudes, wherein the density of air is more, there are sufficient collisions

between the air particles and the chemical phenomenon tends to achieve the

equilibrium state. This lowers the ratio of specific heat than the free stream value.

In actual environment, the thermodynamic state is in between frozen and complete

equilibrium state.

All the above effects have significant impact on the aerodynamic characteristics

of the reentry vehicle. Contribution of compressibility, real gas and viscous inter-

action effects on moment coefficient of a typical lifting reentry vehicle is given in

Fig. 15.25. As the reentry vehicle flies through different regimes of flight, these

effects also continually vary. It is to be noted that these effects cannot be accurately

predicted at ground as it depend mainly on the real characteristics of the vehicle as

well as the flight environment with dispersions in flight parameters. Therefore, it is

essential to consider these aspects carefully in the reentry vehicle design process.

Fig. 15.25 Pitching

moments contribution for a

typical lifting reentry

vehicle
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15.4.4 Reentry Heating

The previous section explains the impact of aero thermodynamic environment on

the aerodynamic forces and pressure loads on the vehicle. One of the most impor-

tant aspects of the reentry vehicle design is the management of thermal loads acting

on the vehicle. In hypersonic reentry flight environment, the normal shock in front

of the vehicle compresses the air and temperature of air downstream of the shock

and ahead of vehicle front portion increases considerably. Therefore, heat is

transferred from high temperature air to vehicle through two heat transfer mecha-

nisms as given below:

1. The hot air downstream of the shock flows over vehicle body and heat is

transferred through convection.

2. If the temperature of air is sufficiently high, heat is transferred through radiation.

Normally radiation heat transfer is important for reentry with speeds more than

10 km/s and may be significant at the lower speeds also.

The heat transfer rate at the vehicle surface depends on the free stream condi-

tions, configuration of the vehicle and its orientation to the flow, difference between

the hot air and vehicle surface and surface catalycity. Normally turbulent flow

increases the heat rate in the aft body and delayed onset of turbulent flow reduces

the heat rate.

Two types of thermal loads act on the vehicle: total heat load and heat rate. Both

these loads are important for the vehicle design. Due to the total heat load,

temperature of the vehicle structural material increases. On higher temperature,

mechanical properties of structural material reduce, which in turn limits the load

carrying capacity of the structure. Regarding heat rate, either local or body average

heat rate is important. For the cases of materials with non-zero coefficients of

thermal expansion, the thermal gradient due to heat rate causes differential expan-

sion, which in turn introduces mechanical stresses, in addition to the stress due to

mechanical loads such as inertia and pressure loads.

Therefore, it is essential to design a suitable thermal protection system for

reentry vehicles which transfers only a small percentage of the total thermal load

to the vehicle structure.

15.4.4.1 Reentry Heat Loads [5]

Due to the real gas effects and vehicle configuration, only a fraction of thermal load

is transferred to the vehicle. At high altitudes, in the free-molecular flow regime,

almost entire thermal energy is transferred to the vehicle and the factor goes very

close to 1. As the vehicle enters into continuum flow regime, the factor reduces as

the flow over vehicle is laminar and the value reduces to as low as 0.01 around the

altitude of 40–20 km. When the flow becomes turbulent, again the factor increases.

Subsequent to that, in absence of radiative heat transfer, the factor again reduces.

For the cases of radiative heat transfer at lower velocities, the factor further
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increases. This factor depends on the vehicle characteristics, reentry trajectory and

flow characteristics. The above factors for a typical reentry system are given in

Fig. 15.26 [5].

The actual heat rate transferred to the vehicle surface depends on this factor and

on the rate of kinetic energy loss. The total heat load depends on the heat rate and

duration of the heating.

The rate of change of kinetic energy into thermal energy is the product of drag

and velocity. Assume total heat load is Q and instantaneous heat transfer rate to the

surface is _q , where

_q ¼ dQ

dt
ð15:28Þ

Then,

_q dQ

dt
¼ f DV ¼ f

ρ0σCDSV13

2
ð15:29Þ

_q eσV13 ð15:30Þ

where

σ is the density ratio, given by

σ ¼ ρ1
ρ0

ð15:31Þ

And ρ1 ¼ free stream density

ρ0 ¼ density at sea level

The total heat load is,

Fig. 15.26 Variation of

energy conversion factor for

a typical entry vehicle
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Q ¼
ð
_q dt ¼ _q aveΔt ð15:32Þ

where

_q ave ¼ body average heat rate

Δt ¼ reentry duration

Heat Loads on Ballistic Bodies

With the substitution of velocity profile expression given in Eq. (15.11) and with

suitable substitution for the conversion factor, in terms of skin friction and heat

transfer coefficients, integration of Eq. (15.29) gives the total heat [5]

QeVe
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m

CDS

1

sin γe

� �s
ð15:33Þ

i.e.,

QeVe
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BCð Þ 1

sin γe

� �s
ð15:34Þ

The above equations show that the total heat load of a ballistic body increases with

reentry velocity and ballistic coefficient. Increasing the flight path angle steepens

the trajectory, reduces the flight duration, thereby qualitatively reducing the total

load. Similarly, the maximum heat rate is given by [5]

_q maxeV3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BC sin γe

p
ð15:35Þ

The above equation shows that maximum heat rate increases with velocity, ballistic

coefficient and reentry flight path angle.

Heat Loads on Lifting Reentry Bodies

The total heat load and maximum heat rate for lifting vehicles are given by [5]:

QeVe
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L

D

� �
BCð Þ 1

sin γe

� �s
ð15:36Þ

and
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_q maxeV3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BCð Þ sin γe
L=Dð Þ

s
ð15:37Þ

From the above expressions, one can make the following observations:

1. The thermal loads are more for vehicle reentering the atmosphere with higher

velocity

2. Reduction in ballistic coefficient of the vehicle is preferable from heat load point

of view

3. The reduction in the reentry interface flight path angle causes the reduction in the

heat rate; but due to the extended duration of reentry flight, the total heat load is

more

4. Adding lift to the vehicle reduces the heat rate, whereas the total heat load

increases

Therefore, it is necessary to have trade-off to get optimum values for the total

heat load, maximum heat rate, the optimum vehicle configuration and design.

15.4.4.2 Stagnation Point Heat Rate

The total heat load and body average heat rate are important for the reentry vehicle

design process. The maximum local heat rate encountered by a vehicle is also very

important input as that location needs maximum thermal protection. If the local

after body hot spots due to the turbulence flow and shock-boundary layer interac-

tions are removed, the maximum heat rate occurs at the stagnation point of a reentry

vehicle. Generally the vehicle reenters the atmosphere as a blunt body and has a

region of stagnation flow [2]. The detailed discussion on this topic is beyond the

scope of this book and they can be referred through the relevant text books and

technical papers. The relevant expressions being used are given here for reference.

Scott et al. [6, 2] model on engineering relation for the convective heat transfer

rate to the stagnation point _qt of a sphere is given by

_qt ¼
18300ðρ1Þ0:5ffiffiffiffiffiffi

RN

p V1
104

� �3:05
ð15:38Þ

where

q1¼ Free stream density in kg/m3

V1 ¼ Free stream velocity in m/s

RN ¼ Nose radius in m

Heat transfer rate, _qt is in W/cm2. Since all reentry vehicles are flying as blunt

bodies during maximum heating regime, the sphere assumption may not violate the

reality. This model gives fairly good prediction as established through real flight
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data. Also, it is established that this model consistently gives higher than measured

values.

Delta et al. [7, 2] have developed another model for convective heat rate for

flight application and is given by

_qt ¼
11030ffiffiffiffiffiffi

RN

p ρ1
ρ0

� �0:5
V1
V0

� �3:15

ð15:39Þ

where

ρ0 is sea level density in kg/m3

V0 is circular orbital velocity at sea level (¼ 7950 m/s)

and _qt is in W/cm2

When the vehicle flies at very high velocity, Martin [8, 2] model gives gas-to-

surface radiation heat rate for reentry vehicles, given by

_qr ¼ 100RN

V1
104

� �8:5 ρ1
ρ0

� �1:6

ð15:40Þ

Suitable TPS system has to be implemented to protect the vehicle systems as

against the severe stagnation point thermal load.

15.4.4.3 Thermal Protection Systems

Even though the minimum heat load of the total reentry heat environment is

transferred to the vehicle, it is still higher with respect to the existing material

capabilities. Therefore, the vehicle structure and various elements of the reentry

vehicle must be protected during atmospheric reentry. Minimum mass of the

vehicle is an important consideration while designing a suitable thermal protection

system (TPS). Currently, three types of TPSs are being employed.

Heat Sink

This is a heat absorption method. In this method, the thermal energy transferred to

the vehicle is absorbed in high thermal capacity material. The temperature of the

heat sink material increases, whereas there is no transfer of the heat to the primary

structure. The energy balance equation for this technique [5] is

Q ¼ mCvΔT ð15:41Þ

where Q is the total heat load transferred to the vehicle, Cv is the specific heat at

constant volume for the selected TPS,ΔT is the allowable temperature of heat sink,
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which must be below its melting point and m is the mass of the heat sink material.

The choice of the material is important as it increases the mass of TPS. Copper and

beryllium with a high thermal diffusivity, high thermal capacity and high density

are the candidate materials. The main disadvantage of this method is the increased

TPS mass.

Ablation TPS

This is also an absorption technique. The thermal energy transferred to the vehicle

is used to sublime the ablative material and swept away in the flow field. The energy

balance equation is

Q ¼ hvΔm ð15:42Þ

where hv is heat of vaporization and Δm is the ablative mass loss by vaporization.

The vaporization process of ablative material absorbs the heat at the surface. The

gaseous products at the surface change the velocity and temperature profiles in the

boundary layer which in turn reduces the incoming heat transfer (reduces conver-

sion factor f). Here also the choice of material is important. Generally material with

large heat of vaporization is required to reduce the mass of TPS. Graphite and

phenolic compounds are typical materials for ablative TPS.

Ablation TPS is a most efficient system, but the disadvantages are: (1) change of

vehicle shape during flight and associated aerodynamic characteristic change, and

(2) reusability of the vehicle is limited.

Radiative TPS

This is a heat radiation technique. In this case, due to the incoming temperature, the

surface of the TPS is allowed to become red hot which in turn radiates the heat back

to the atmosphere. The increase in temperature of the TPS surface is allowed to a

level such that radiative heat rate is equal to the incoming convective heat rate. The

equilibrium equation is

_qout ¼ _qin ffi2 σTw
4 ð15:43Þ

where

2 ¼ emissivity of the TPS surface

σ ¼ Stefan-Boltzmann constant

Tw ¼ TPS surface temperature, which is much larger than the gas temperature

Radiative TPS requires insulation between TPS and surface of vehicle primary

structure. This can be overcome by usage of proper TPS materials. Refractive
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(ceramic) materials with a high melting temperature, coated with a high emissivity

substance are the choice.

Material selection and TPS design have to be such that while minimizing the

TPS mass, the temperature transferred to the vehicle structure is within allowable

limits of the vehicle primary structure and other associated elements.

15.5 Reentry Mission Management

15.5.1 System Requirement

Reentry system requirement is to bring back an identified payload from a specified

location in space to Earth at a designated location within the specified accuracy.

The requirements on the vehicle, design aspects of the vehicle and reentry trajectory

are discussed in the previous sections. Once the vehicle and trajectory systems are

designed and realized, to execute the mission successfully, an intelligent mission

management system is required. Function of this system is to fly the vehicle safely

through the harsh aerothermal environment and still meet the mission objectives.

To carry out the task flawlessly under such adverse conditions, the mission man-

agement system has to provide ‘controlled dissipation’ of the combined kinetic and

potential energy, the vehicle has at the time of reentry. The ‘controlled dissipation’
process ensures the restriction of both dynamic and heat loads on the vehicle, within

the acceptable limits of vehicle design capability.

The ‘controlled dissipation’ requires a carefully designed trajectory, which is

feasible within the reentry corridor, defined by heating loads, deceleration, dynamic

pressure and controllability limits of the vehicle. The reentry mission management

system has to ensure that the vehicle follows the feasible trajectory. Further, even

though the trajectory is designed for nominal environment, the uncertainties in

vehicle aerodynamics, mass characteristics, atmosphere variations, imperfect exe-

cutions of deorbit maneuver and steering control commands during flight could

deviate the trajectory. These deviations can violate the vehicle safety limits and also

can affect the landing at the designated location. Therefore, a precision guidance

and control system is needed to steer the vehicle on the trajectory, to achieve the

specified terminal conditions within the specified error margin.

For a guidance and control system to be effective and to achieve the objective, it

is necessary to get more accurate and realistic estimate of the trajectory and the

missing critical parameters onboard in real time. This demands real time onboard

estimation system, which contains navigation, guidance and control subsystems.

Guidance is the only active element which acts as driver. The navigation provides

input data to the guidance subsystem and the control subsystem executes the desired

attitude generated by the guidance subsystem. It is the guidance element that

processes the sensor information, generates the feasible trajectory, satisfying vehi-

cle related constraints and decides appropriate attitudes to the control system to
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follow the feasible trajectory. Therefore the design of a suitable guidance needs

careful attention. Navigation and attitude control systems are generic in nature and

similar to the ones followed for the aerospace vehicle. However, reentry guidance

systems to execute orbital reentry trajectories are different from that of other

systems.

15.5.2 Reentry Trajectory Guidance Strategy

Reentry trajectory of a typical winged-body reentry vehicle is given in Fig. 15.27.

Depending on the trajectory characteristics, flight environment and the complexity

of the guidance systems requirement, the reentry mission profile is broadly divided

into four distinct flight phases: (1) Keplerian phase, (2) Reentry phase, (3) Terminal

Area Energy Management (TAEM) phase and (4) Approach and landing phase.

When the vehicle leaves its orbit, it enters into Keplerian phase, in which the

altitude decreases and the atmospheric density increases. The reentry phase of flight

starts when the atmospheric density crosses a pre-determined threshold value.

During reentry phase of the vehicle, almost all the energy is dissipated through

aerodynamic drag and this phase extends from very high hypersonic Mach numbers

to supersonic Mach numbers. The third phase is the TAEM phase, in which the

trajectory dispersions accumulated in the previous phases are corrected, the energy

level of the vehicle is decreased and the vehicle is placed at the approach/landing

interface. Final phase is the approach/landing phase, wherein the vehicle is pre-

pared and executed for automatic landing.

Fig. 15.27 Reentry trajectory phases of a typical winged reentry vehicle

704 15 Re-entry Missions



During the Keplerian phase guidance, the deorbiting is carried out such that the

perigee of the transferred orbit is just below the reentry interface. The magnitude

and direction of the reverse velocity required for deorbiting the vehicle depend on

the required reentry interface conditions viz. Ve and γe which ensures the vehicle

reentry trajectory within the vehicle capability and reaches the landing site as given

in Fig. 15.28. Guidance in this phase determines the time of initiation of the

deorbiting maneuvers and the orientation and duration of the deorbiting maneuver.

The guidance in this phase is similar to the ascent missions.

In comparison to the other three phases, the reentry phase guidance is more

complex due to the following reasons:

The atmospheric flight of ascent phase of a typical space transportation system is

only for a short duration of about 2 min. There is no trajectory control and no closed

loop guidance system. The deviation created by the predefined trajectory of this

phase is corrected in the long duration vacuum flight of the vehicle. The main force

used in ascent phase to achieve the required energy is by the main propulsive

systems, and the system function, performance and magnitude of propulsive forces

are independent of vehicle state (except for a very weak interaction during about

1950s of flight during atmospheric flight phase). The vehicle attitude control during

ascent phase is through a separate control system. Even in the case of achieving the

control through gimballing the main propulsion system, the impact of the same in

terms of velocity reduction is minimal, which in anyway will be corrected by

utilizing part of the guidance margin provided in the vehicle.

In contrast to the above features of ascent mission, the entire reentry flight phase

is in the atmosphere that too very complex and harsh environment compared to the

ascent phase atmospheric flight. The reentry atmospheric flight phase has wide

range of parameters like environmental conditions, dynamic pressure, atmospheric

parameters, Mach numbers (varying from 25 to 0) and angle of attack (varying from

Fig. 15.28 Keplerian and reentry projection phases
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50� to 0�) which introduce highly nonlinear aerodynamic characteristics. The main

forces used to dissipate the energy of the vehicle are aerodynamic drag and lift, and

these forces are dependent on the vehicle’s current state of altitude and velocity.

The direction of this force cannot be controlled without affecting its magnitude.

Since the aerodynamic forces are used to dissipate the vehicle energy, modulat-

ing these forces to control the trajectory violates the vehicle safety limits. There-

fore, there is strong nonlinear coupling between trajectory control, energy

dissipation process and the vehicle safety limits. Finally, due to the limitation on

a priori prediction of the aerodynamic characteristics of the vehicle, the uncer-

tainties of aerodynamic characteristics in flight are very large along with uncer-

tainties of mass properties and environmental parameters. In addition, the situation

is further aggravated by the narrow operating envelope, limited by the very narrow

allowable reentry corridor.

The steering of the vehicle from the reentry interface state (defined by altitude,

velocity, flight path angle, heading, latitude and longitude) to the specified terminal

conditions at TAEM interface without violating path constraints under the severe

environment is a complex task.

Before the reentry mission management, it is essential to define the control

variables for carrying out the guidance function and the strategy of mission

management (trajectory control) through these control variables.

15.5.2.1 Control Variables Selection

The energy dissipation during reentry flight is achieved through aerodynamic drag

force and the trajectory depends mainly on the drag acceleration. Therefore, the

trajectory modulation also has to be essentially achieved through drag force

modulations.

One easy way is modulating drag force through angle of attack,α. For a specified
vehicle, reentry is planned with a lower ballistic coefficient to reduce the thermal

environment. This is achieved by increasingCD and frontal area through large α. By
modulating α, CD characteristics change, ballistic coefficient changes, thereby

violating the heat load constraint of the vehicle. Therefore, drag force modulation

throughα is not acceptable. Also, it is to be noted that in order to achieve the landing
point within the required accuracy, it is essential that the reentry systems have both

down range and cross range modulation capabilities. To achieve the above require-

ments as well as to widen the foot-print capability of the vehicle, the reentry system

is provided with lifting feature. Therefore, L=Dð Þ feature of reentry vehicle can also
be used for trajectory regulation/control of the reentry vehicle.

The trajectory modulation using L=Dð Þ, any major modulation on α, alters the
aerodynamic characteristics of the vehicle, which in turn violates many of the

design limits of the vehicle. To get better control on the thermal loads, generally

the vehicle follows a defined α profile. The α profile for a typical reentry vehicle

mission is shown in Fig. 15.29. Therefore, a small modulation inαwithin a specified
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band is only permitted. Considering the above aspects, the main control parameter

used for trajectory modulation is the vehicle bank angle, σ.
By modulating σ, the component of L=Dð Þ in the plane of motion of the vehicle

(along the down range plane) gets modulated as given in Fig. 15.30. This in turn

modulates the altitude of the vehicle thereby modulating density, ρ. The change of ρ
finally changes the drag force which in turn modulates the vehicle trajectory to meet

the desired down range. In summary, it can be concluded that, even though α
modulation has direct modulation effect on drag, to ensure vehicle safety limits,

drag modulation is achieved through σ modulation. As this is achieved through

altitude modulation, the response of the trajectory control system is very slow.

Implication of this strategy is that it causes a lateral force as in Fig. 15.30 which in

turn creates a cross range. The direction of bank angle can be reversed to nullify the

undesired cross range. However, if the cross range is part of requirement, same

would be achieved through the proper selection of σ.
As an example, consider a reentry flight with L=Dð Þ more than the ground

predicted value. The increase in L=Dð Þ can be due to increased L or decreased D or

Fig. 15.29 α-Profile
pattern of a typical winged

body reentry vehicle

Fig. 15.30 Bank angle

modulation for trajectory

control of reentry vehicle
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both. Under such environments, the down range is more than the target as given in

Fig. 15.31. The parameters in this figure are explained below: Reentry interface

point is A and target point is T corresponding to the predicted L=Dð Þ. Due to the

increased L=Dð Þ, vehicle reaches the point C with an overshoot of TC. Under those

conditions, the guidance strategy finds a ‘σ’, which is function of violation ‘TC’.
Due to increased σ, vertical component of L=Dð Þ decreases which in turn reduces

altitude. Subsequently density increases, and therefore drag force increases which

causes the reduction of the down range. When the vehicle flies halfway through,

instead of reaching the down range at B, with bank angle σ, the vehicle reaches the
point E. This reduces the down range at that instant by BD and creates in addition a

cross range DE. This cross range is not desirable. Therefore, at E, the guidance

system generates the vehicle bank angle in the opposite direction, which at the end

of mission, reaches the point T as shown in Fig. 15.31.

It is to be noted that the maximum down range possible by a reentry mission is by

flying the vehicle with maximum L=Dð Þ. This is feasible by flying with σ ¼ 0

throughout the reentry flight. Therefore, to have the ranging capabilities in both

the directions, the nominal vehicle trajectory is generally designed with a nominal

bank angle profile as given in Fig. 15.32 to meet a specified down range without any

cross range.

During initial phase of reentry flight, the magnitude of lift/drag forces are less

along with higherα.This in turn demands large value ofσ to really effect a change in

Fig. 15.31 Bank angle

modulation to compensate

trajectory over shoot in

down range
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the trajectory. As the vehicle descents through the atmosphere the dynamic pressure

is large and aerodynamic force levels are also larger. This along with reduced angle

of attack flight makes larger sensitivity for σ to make the trajectory change.

But unlike the α profile, σ profile doesn’t contain any constraint. Whatever is the

guidance system demand it can be used for trajectory control, but within the

capability of vehicle control and structural systems.

15.5.2.2 Guidance Functional Schematic and Guidance Strategy

The reentry guidance functional schematic is given in Fig. 15.33. In general, the

reentry guidance strategy contains two components: (1) trajectory planning system

Fig. 15.32 Typical

nominal bank angle profile

Fig. 15.33 Reentry guidance strategy
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and (2) profile tracking guidance law. The trajectory planning system (outer loop)

designs a feasible reference trajectory from a given state at reentry interface to a

specified state at TAEM interface, satisfying path constraints. The profile tracking

guidance law (inner loop) computes the angle of desired attack αcð Þ and bank angle
σcð Þ during reentry flight phase, in order to follow the reference trajectory. In most

of the planning algorithms available in literature, the profile tracking algorithms

compute αc and magnitudes of σc to follow the longitudinal trajectory parameters

viz. altitude, velocity, flight path angle and the corresponding down range. The

lateral trajectory parameters viz. velocity heading and downrange are controlled by

a series of bank angle reversals. The lateral trajectory guidance law computes the

heading miss, which is defined as the angle between the current plane of motion and

the plane formed by the current position vector and target vector. If the heading

miss is beyond a defined dead band, the bank angle sign is reversed. Different

values of dead bands are used at different phases of flight, thus the velocity heading

and cross range dispersions are controlled within the specified values.

15.5.3 Reentry Guidance system

The flight proven classic Space Shuttle reentry guidance design [9, 10] is a

benchmark for most of the advanced reentry guidance algorithms that are currently

being reported in literatures. The summary of Space Shuttle reentry guidance

algorithm and the advanced reentry guidance algorithm developments are briefly

explained in the following subsections.

15.5.3.1 Summary of Reentry Guidance Concept

During most of the reentry flight phase, the vehicle flies in very low flight path

angle. Assuming small angle approximation for γ ( cos γ ffi 1, sin γ ffi 0), and the

vehicle altitude during atmospheric flight phase is very small compared to radius of

Earth, R=re1, then using the Eqs. (15.1) and (15.4), the down range can be written

as

s ¼ �
ð

VdV

D=mð Þ ð15:44Þ

Therefore, the range to be flown during reentry is a unique function of the drag

acceleration profile maintained throughout the reentry flight. This reentry range is

predictable using analytic techniques for simple geometric drag acceleration with

respect to Earth-relative speed, provided flight path angle is near to zero. When the

vehicle flies towards the end of reentry phase, where the flight path angle is not near

zero, range predictions can be analytically computed for simple geometric drag
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acceleration functions if the independent variable is changed from Earth – relative

speed to energy.

Specific energy at any instant of flight is given as

E ¼ ghþ V2=2 ð15:45Þ

Where g is the gravity acceleration at the altitude h, and the down range is given

by [11]

s ¼ �
ð
dE

D
ð15:46Þ

Therefore, flight throughout the reentry corridor can be achieved by linking these

geometric functions together in a series. The reentry guidance is designed on the

principle of analytically defining a desired drag acceleration profile and generating

desired attitude profile of the vehicle to achieve the desired drag acceleration

profile. Thus the reentry guidance contains two main components: (1) planning of

reference drag acceleration profile on ground before mission and (2) onboard

computations which involve updating of reference profile to meet the range

requirements and tracking control law which computes attitude commands to

achieve the desired profile.

The drag acceleration profile is designed offline for the vehicle data to have a

form that best fits within the reentry corridor. This also meets the mission require-

ment of achieving the range from the specified reentry point. During flight, the

reentry range from the present position as given by the navigation system to the

termination of reentry flight is predicted through the suitable analytical expressions

using the stored drag acceleration profile. The magnitude of the stored drag

acceleration profile is adjusted onboard, while retaining the basic profile shape,

such that the predicted range and the range to the target are the same values. The

updated drag acceleration profile is defined as the reference drag acceleration

profile. A profile tracking control law computes guidance commands to fly the

vehicle on this updated drag acceleration profile. This control law was developed

using linearized analysis of the flight dynamics.

15.5.3.2 Reentry Corridor and Offline Computed Drag

Acceleration Profile

To ensure safety of the vehicle and vehicle control capability during reentry flight,

the reentry trajectory to be flown by the vehicle has to ensure that the heat rate,

structural load acting on the vehicle and the hinge moment acting on the actuator

are less than the corresponding allowable limits. To ensure maneuverability in

terms of capability to change the trajectory slope, the vehicle should have the

capability of flying in a trajectory below the limit specified by the equilibrium

glide trajectory (rate of change of flight path angle ¼ 0). These form path
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constraints on the reentry trajectory generated by guidance system. The thermal

constraint is generally expressed in terms of heat rate at stagnation point. The

structural limit is defined in terms of structural load factor. In order to ensure that

the required hinge moments of the actuators remain within the specified limit, the

dynamic pressure level needs to be limited. These path constraints are expressed

through the following inequality relations [11].

L

m

� �
cos σ 
 g� V2

r

� �� �
cos γ ð15:47Þ

_qt ¼
11030ffiffiffiffiffiffi

RN

p
� �

ρ
ρ0

� �0:5
V

Vcir

� �3:15


 _qtmax ð15:48Þ

nz ¼ D

m

� �
1þ L

D

� �2
" #0:5


 nmax ð15:49Þ

q ¼ 1

2
ρV2 
 qmax ð15:50Þ

where _qt is heat rate, nz is aerodynamic normal acceleration, q is dynamic pressure

and qtmax, nmax and qmax are their maximum allowable values respectively. The other

parameters used in the above expressions are: g is gravity acceleration, RN is

reference nose radius, ρ0 is sea level density and Vcir is 7905 m/s. To achieve the

mission objectives successfully under the complex reentry flight phase with dis-

persed conditions, the vehicle needs to fly within the reentry corridor defined by the

above path constraints. At each velocity level, the upper limit of the vehicle altitude

is decided by the equilibrium glide trajectory and lower limit of the altitude is

decided by the thermal, structural and dynamic pressure constraints. The reentry

corridor generated for a typical reentry vehicle is given in Fig. 15.34. The

Fig. 15.34 Reentry

corridor altitude vs velocity
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aerodynamic characteristics of typical vehicle are used for generating the reentry

corridor. The constraints used for the generation of the reentry corridor are qt ¼
60 W/cm2, nmax ¼ 2.5 g, qmax ¼ 10 kPa, which are typical of most reentry missions

of a typical winged vehicle currently being flown. The reentry trajectory profile is

mainly dictated by the drag acceleration. Therefore, it is convenient to represent the

constraints, reentry corridor and allowable flight profile, in terms of drag acceler-

ation with respect to the relative velocity. The reentry corridor given in Fig. 15.34 is

represented in terms of drag acceleration – relative velocity in Fig. 15.35.

It is essential to define a drag acceleration profile within this reentry corridor

which generates a feasible reentry trajectory. To obtain analytical solution onboard,

the basic reference drag acceleration profile is converted into smaller and simple

segments as given in Fig. 15.35

15.5.3.3 Adjustment of Drag Acceleration Profile Onboard to Achieve
the Required Range

Using the initial conditions as estimated by the navigation system, the range is

computed analytically by integrating the nominal stored drag acceleration profile.

From the range-to-target computed using navigation data and the range predicted

along the nominal profile to the termination of reentry flight, range errors are

computed. The range errors are nulled by adjusting the magnitude of the stored

Fig. 15.35 Reentry corridor drag acceleration vs velocity
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reference profile while retaining fundamental profile shape. Typical adjustments of

magnitude of the profile during different flight regimes are shown in Fig. 15.36. The

effect of this arrangement is to drive the trajectory back to nominal at the start of the

next phase. Readers may refer [9, 10] to get more details.

15.5.3.4 Tracking Control Law [11]

Once desired drag acceleration profile is determined, a control law is required to

compute vehicle attitude commands to control the vehicle to the desired accelera-

tion profile. A control law based on linearized analysis of flight dynamics, which

ensures damping of oscillatory type trajectory motion, is needed. Assuming bank

angle modulation for trajectory control δCD, δ _CD, δ€CD

	 
 ¼ 0, a linear feedback

function of the following form is needed to provide a means for achieving desirable

dynamic response in controlling the vehicle to the reference profile.

δ
L

D

� �
¼ k1δDþ k2δ _D þ k3δV ð15:51Þ

where

δD ¼ D� D0; δ _D ¼ _D � _D0; δV ¼ V� V0 ð15:52Þ

δ
L

D

� �
¼ L

D

� �
c

� L

D

� �
0

ð15:53Þ

andD0, _D 0, V0, L=Dð Þ0 are the desired values of drag acceleration, its rate, relative
velocity and L=Dð Þ, D, _D , V are the corresponding flight measured values and k1,

k2, k3 are gains. To avoid noisy data resulting from numerical differentiation to

Fig. 15.36 Ranging
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obtain δ _D ; this feedback term is to be replaced with δ _h ; which can be determined

from navigation data without differentiation. The errors in determining altitude rate

induce a steady state drag acceleration standoff from the reference profile that is

proportional to the error in the navigated altitude rate. Therefore, a feedback term

proportional to the integral of δD is introduced to eliminate this steady state error.

The resulting control law is given by

L

D

� �
c

¼ L

D

� �
0

þ f1 D� D0ð Þ þ f2 _h � _h 0

	 
þ f3

ð
D� D0ð Þdt ð15:54Þ

where L=Dð Þc ¼ commanded component of L=D in the plane formed by position

and relative velocity vectors and f1, f2, f3 are gains. L=Dð Þ0 from the desired drag

acceleration profile D0 and the gains are computed analytically. For details, readers

may refer the expressions given in Ref. [10].

The commanded L=Dð Þ can be achieved by angle of attack (αc) or bank angle (σc)
modulations or by combinations of the two. Generally, bank angle is chosen as the

primary trajectory control parameter because the angle of attack is selected to

minimize the aerodynamic heating environment while achieving the required

cross range. This also minimizes the changes in the aerodynamic heating distribu-

tions over the vehicle because of the changes in the angle of attack. Therefore, bank

angle is used to control both the total reentry range and cross range component of

reentry range. The magnitude of the bank angle controls total range and the

direction of the bank angle controls the vehicle heading relative to the path.

When the vehicle heading relative to the desired path exceeds a predefined value,

the bank angle direction is reversed to reduce the heading deviation. The trajectory

response to σc modulation is relatively slow since this changes the flight path and

thus achieves drag modulation capability through a long period change in atmo-

spheric density. To minimize: (a) the effect of the bank reversal, (b) the resultant

phugoid motion and (c) other transient effects such as density gradients, a short

period drag control is essential. This is accomplished by modulating αc, which
changes the drag at much faster rate by changing the drag coefficient. At the same

time, to maintain a desired angle of attack profile, the modulated angle of attack is

driven back to the referenceαc schedule on a long-term basis. The trajectory control

law to accomplish all these functions is given by commanded bank angle and angle

of attack as given below:

σc ¼ cos�1 L=Dð Þc
L=Dð Þ

� �
þ f4 α� α0ð Þ ð15:55Þ

αc ¼ α0 þ CD D0 � Dð Þ= f5 ð15:56Þ

where

L
D

¼ in-flight estimated L=Dð Þ from navigation acceleration data

α0 ¼ desired angle of attack profile (predefined)

α ¼ measured value of angle of attack

CD¼ vehicle aerodynamic drag coefficient, measured onboard f4, f5¼ gains
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In the above computations, onboard measured values of drag acceleration and

L=Dð Þ are required. These parameters are estimated from the onboard measure-

ments as given below [11]:

D ¼ �as : ivel ð15:57Þ
L ¼ as :as � D½ �0:5 ð15:58Þ

where

as ¼ acceleration vector measured onboard through inertial system

ivel ¼ relative velocity vector

And D, L are the onboard measured drag and lift accelerations and L=Dð Þ;
respectively. Measured L=Dð Þ is computed using measured L and D.

15.5.3.5 Lateral Control Logic

Cross range is controlled by a series of bank reversals determined by an azimuth

dead band error. The azimuth error is the angle between the plane formed by the

vehicle position and velocity vector and the plane formed by vehicle position vector

and a vector from the vehicle to the target point as given in Fig. 15.37 and explained

below [11]:

Δmiss ¼ sin�1 ði per:iTEFÞ=sin
Xh i

ð15:59Þ

Fig. 15.37 Heading angle

definition
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where the arc length
P

along the great circle containing instantaneous position and

target vector is computed as X
¼ cos�1½ðiEFiTEFÞ� ð15:60Þ

where

iper ¼ Unit vector normal to the plane of motion

iTEF ¼ Unit vector along target

iEF ¼ Unit vector along vehicle’s instantaneous position

If the azimuth error is beyond the specified dead band, the bank angle sign is

reversed. Depending upon the requirement and criticality of the phases, a profile of

error band can be defined as given in Fig. 15.38.

In order to avoid populated area, reentry heading alignment cylinder (HAC) is

used as given in Fig. 15.39. The HAC is an imaginary cylinder with the required

radius fixed at required location. The reentry phase guidance target is on the HAC.

Once the plane formed by position and velocity vectors touches the cylinder,

vehicle will fly along the surface of the cylinder till the required conditions are

met and exit the cylinder surface tangentially.

Fig. 15.38 Allowable

tolerance for heading miss

Fig. 15.39 Concept of

reentry HAC
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15.5.3.6 Advances in Reentry Guidance Law

To meet the requirements of new generation reentry vehicles, considering the new

and emerging missions and the advancement in computing power, recent research is

focused towards developing efficient and more advanced guidance algorithms

particularly in the following specific areas.

Nonlinear control laws for tracking the reference trajectory parameters.

Advanced linear control system to track the reference profile, which is less

sensitive to the reference mission.

Better schemes for updating the reference profiles onboard.

Generation of reference trajectory through onboard planning.

15.5.4 Terminal Area Energy Management (TAEM) Phase

As the vehicle flight safety is of prime importance, due to severe constraints, it is

difficult to control the flight path to the required accuracy during the most disturbed

reentry flight phase. The TAEM phase is used (a) to knock out the range errors

during the reentry phase, (b) to manage the vehicle energy, (c) to place the vehicle

with the specified targeted energy and (d) to position the vehicle for approach and

landing. The role of guidance here is to generate steering commands to control total

energy, dynamic pressure and altitude of the vehicle with respect to range. In

addition, lateral position of the vehicle at the end of this phase should be aligned

with the extension of the runway centerline.

The energy management phase consists of four flight phases as shown in

Fig. 15.40 [12]. The S- turn range modulation phase aims at dissipating excessive

energy that is carried over from the reentry phase. The whole trajectory length to

approach and landing interface can be modulated by renewing the shape of lateral

trajectory that consists of two circular arcs. On the HAC, the vehicle makes its

heading alignment maneuver to the runway direction. The longitudinal acceleration

command and speed brake deflection command are generated by using altitude,

altitude rate, total energy and dynamic pressure. It is to reach and follow reference

Fig. 15.40 Lateral flight trajectory of TEAM phase
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altitude with respect to range to runway under the restriction of maximum and

minimum dynamic pressure. The guidance algorithm in this phase is called direct

energy feedback method. Reentry is over by this time.

As this phase is only to manage the dispersions of crucial reentry phase and also

the guidance algorithm involved is generic in nature, the details are not included

here and the relevant literatures may be referred for details.

15.5.5 Approach and Landing Phase

The guidance during this phase has to ensure the vehicle at the specified landing

location within the allowable dispersion bands with the specified vertical velocity.

The minimum vertical velocity is required to avoid bouncing. A natural trajectory

to reach the nominal landing point is a straight line, corresponding to a constant

flight path angle. The final velocity constraints require a flare before touchdown

demanding a new flight path angle. Accordingly, four flight phases are defined as

given in Fig. 15.41 [13–16].

The steep glide slope with flight path angle of about 20�, corresponds to a quasi

equilibrium situation (aerodynamic force � gravity force). This phase is used for

removing dispersions at transition, for maintaining a constant flight path angle and

depends mainly on vehicle (L/D). A flare reduces the vertical velocity by linearly

reducing the flight path angle from steep to shallow glide slope. If direct transfer

from circular flare to shallow glide slope is done, acceleration discontinuity can

occur. Hence an exponential flare segment is needed to dynamically smooth the

transition to shallow glide slope. Shallow glide slope (~1.5�) flies with relatively

small vertical velocity.

The guidance defines best trajectory to meet all the constraints and landing

location and also to steer the vehicle along the trajectory. The commands α and

σ are generated by h, _h , V lateral position to reduce the longitudinal and lateral

Fig. 15.41 Autolanding geometry and phases
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errors with respect to reference trajectory. The speed brake deflection command is

also used to reduce equivalent airspeed error. For further details, it is suggested to

refer the suitable references given in this book.
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Annexure A: Mathematical Modeling Aspects
of Vehicle Dynamics

A.1 Propulsion Model

The detailed modeling aspects of propulsion discussed in Sect. 8.6.1 of Chap. 8 are

presented here. Once the orientation of rocket motor with respect to body frame, cant

angle, attachment misalignment and thrust misalignment angles are specified, the

thrust and moment due to thrust along the body axes are computed as given below.

Let,

λEi
¼ Azimuthal location of the ith motor with respect to the body frame (includes

the azimuthal angle error also)

δE1I ¼ Attachment misalignment of ith motor (normal to the core surface)

δE2i ¼ Attachment misalignment of ith motor (tangential to the core surface)

δE3i ¼Attachment misalignment of ith motor (rotation about the longitudinal axis of

the ith motor)

ΛEi
¼ Nozzle cant angle of ith motor with respect to the longitudinal axis of the ith

motor (includes cant angle error also)

EE1I ¼ Nozzle misalignment of ith motor (normal to the nozzle cant plane)

EE2I ¼ Nozzle misalignment of ith motor (rotation about nozzle axis)

ηEi
¼ Azimuthal angle of ith motor thrust with respect to the nozzle reference

ξEi
¼ Thrust misalignment angle of ith motor with respect to the nozzle center line

ηEi
and ξEi

combinedly define thrust misalignment plane and thrust misalignment

angle. They are defined with respect to nozzle. The sign convention for these angles

is given in Figs. A.1, A.2 and A.3.

Let the location of the ith motor thrust with respect to the body frame is defined

as follows:

lti ¼ Distance of ith motor thrust location with respect to the vehicle nose along

longitudinal axis (ZB – axis)

rti ¼ Radial distance between ith motor thrust location and vehicle longitudinal axis
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Fig. A.1 Orientation of ith

motor with respect to the

body frame

Fig. A.2 Orientation of ith

motor nozzle with respect to

its motor



Fig. A.3 Thrust

misalignment of ith motor

with respect to its nozzle
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The unit vector along the thrust direction can be expressed in body frame using

the transformation matrix generated from the following sequence of Euler angle

rotations:

λEi
⇾δE1i⇾δE2i⇾δE3i⇾ΛEi

⇾EE1i⇾EE2i⇾ηEi
⇾ξEi

i.e.,

XB YB ZB

ZB # λEi
X1 Y1 Z1

X1 # δE1i
X2 Y2 Z2

Y2 # δE2i
X3 Y3 Z3

Z3 # δE3i
X4 Y4 Z4

X4 # ΛEi

X5 Y5 Z5

Y5 # εE1i
X6 Y6 Z6

Z6 # εE2i
X7 Y7 Z7

Z7 # ηEi

X8 Y8 Z8

X8 # ξEi

XT YT ZT

Hence,

r1 ¼ ½BT1�rB; r2 ¼ ½T1T2�r1
r3 ¼ ½T2T3�r2; r4 ¼ ½T3T4�r3
r5 ¼ ½T4T5�r4; r6 ¼ ½T5T6�r5
r7 ¼ ½T6T7�r6; r8 ¼ ½T7T8�r7
rTi

¼ ½T8T�r8

ðA:1Þ

where,
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BT1½ � ¼
CλEi SλEi 0

�SλEi CλEi 0

0 0 1

24 35
T1T2½ � ¼

1 0 0

0 CδE1i SδE1i
0 �SδE1i CδE1i

24 35
T2T3½ � ¼

CδE2i 0 �SδE2i
0 1 0

SδE2i 0 CδE2i

24 35
T3T4½ � ¼

CδE3i SδE3i 0

�SδE3i CδE3i 0

0 0 1

24 35
T4T5½ � ¼

1 0 0

0 CΛEi
SΛEi

0 �SΛEi
CΛEi

24 35
T5T6½ � ¼

CEE1i
0 �SEE1i

0 1 0

SEE1i 0 CEE1i

24 35
T6T7½ � ¼

CEE2i
SEE2i 0

�SEE2i CEE2i
0

0 0 1

24 35
T7T8½ � ¼

CηEi
SηEi

0

�SηEi
CηEi

0

0 0 1

24 35
T8T½ � ¼

1 0 0

0 CξEi
SξEi

0 �SξEi
CξEi

24 35 ðA:2Þ

and

rB ¼ A vector in body frame

r1 ¼ rB expressed in X1, Y1, Z1 frame

r2 ¼ r1 expressed in X2, Y2, Z2 frame
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r3 ¼ r2 expressed in X3, Y3, Z3 frame

r4 ¼ r3 expressed in X4, Y4, Z4 frame

r5 ¼ r4 expressed in X5, Y5, Z5 frame

r6 ¼ r5 expressed in X6, Y6, Z6 frame

r7 ¼ r6 expressed in X7, Y7, Z7 frame

r8 ¼ r7 expressed in X8, Y8, Z8 frame

rTi
¼ r8 expressed in XT, YT, ZT frame

From (A.1), rB expressed in XT, YT, ZT frame is given as

rTi
¼ TT8½ � T7T8½ � T6T7½ � T5T6½ � T4T5½ � T3T4½ � T2T3½ � T1T2½ � BT1½ �rB ðA:3Þ

i.e.,

rTi
¼ BT½ �rB

Therefore,

rB ¼ BT½ ��1rTi
ðA:4Þ

The unit vector along the ith motor thrust direction is expressed in XT YTZT frame

as

uTi
¼

0:
0:
1:

24 35

uTi
is expressed in body frame as

ui ¼ BT½ ��1uTi

ui ¼
BT31

BT32

BT33

24 35 ðA:5Þ

Hence, the net thrust of ith motor along the body axes is given by

FTBi
¼ Tiui ðA:6Þ

Let,

rTBi
¼ vector representing ith motor thrust location with respect to body axes.

rTBi
¼

�rti SλEi � Xcg

rti CλEi � Ycg

� lti � Zcg

	 

24 35 ðA:7Þ
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where, Xcg, Ycg are the c.g. location with respect to body frame. Zcg is longitudinal

location of c.g. measured from vehicle nose and points towards base.

The moment due to thrust of the ith motor about the body axes is given by

MTBi
¼ rTBi

� FTBi
ðA:8Þ

A.2 Aerodynamic Model

The components of the aerodynamic force and moment vectors are estimated in the

body axis system. The aerodynamic force and moment coefficients Cλ, required for

the computation of the force or moment are expressed in the form;

Cλ¼Cλ0 þCλα þCλββþCλ _α

_αd
2VA

þCλ _β

_βd
2VA

þCλp
pd

2VA

þCλq
qd

2VA

þCλr
rd

2VA

þ CλδδþCλαβαβ
	 
þ . . . ðA:9Þ

where

λ stands for X for the force along XB axis

Y for the force along YB axis

Z for the force along ZB axis

n for the moment about XB axis

m for the moment about YB axis

l for the moment about ZB axis

α ¼ Angle of attack in pitch plane

β ¼ Angle of attack in yaw plane

p, q, r ¼ Vehicle rotational rates expressed in body frame

δ¼Attachment misalignment of the strap-on motors (for definition, refer Sect. A.1)

Cλα ¼ Represents the values of Cλ when α ¼ β ¼ 0.

Cλα
∂Cλ

∂α

etc.

Cλ _α 
∂Cλ

∂ _α d
2VA

� �
etc.

The angles of attack in pitch plane and in yaw plane as defined in Fig. A.4 are

computed as follows:
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The atmospheric relative velocity of the vehicle with respect to ECI frame, VAI

is expressed in body frame as

VAB ¼
uA
vA
wA

24 35 ¼ IB½ �VAI ðA:10Þ

Then, the pitch angle of attack is given as

α ¼ tan�1 �uA=wAð Þ ðA:11Þ

and the yaw angle of attack is given as

β ¼ tan�1 vA=wAð Þ ðA:12Þ

Fig. A.4 Definition for

Aerodynamic angle of

attack
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and the total angle of attack is

αT ¼ cos�1 wA=VAð Þ ðA:13Þ

Using the general form of aerodynamic coefficients given by the Eq. (A.9), any

order of aerodynamic model (simple or complex, including nonlinear and cross

coupling term) may be incorporated depending on the requirements. Of the coef-

ficients appearing in the general expression for Cλ, many vanish for the

axi-symmetry of vehicle. Also, for large launch vehicles having little or no lifting

surfaces, the damping derivatives are negligible.

By considering the sign convention for the body axes, body rates and the angles

of attack, the aerodynamic force and moment coefficients as defined in Fig. A.5 is

given below.

CX ¼ �CX0
� CXαα� CX _α

_αd
2VA

þ CXq

qd

2VA

ðA:14Þ

CY ¼ CYββþ CY _β

_βd
2VA

þ CYp

pd

2VA

� CYr

rd

2VA

ðA:15Þ

CZ ¼ �CZ0
� CZαα� CZα

αd
2VA

þ CZq

qd

2VA

ðA:16Þ

Cn ¼ �Cnββ� Cn _β

_βd
2VA

� Cnp

pd

2VA

þ Cnr

rd

2VA

ðA:17Þ

Cm ¼ �Cm0
� Cmαα� Cm _α

_αd
2VA

þ Cmq

qd

2VA

ðA:18Þ

Cl ¼ Clββþ Clβ

βd
2VA

þ Clp

pd

2VA

� Clr

rd

2VA

� Clδδþ Clαβαβ ðA:19Þ

Fig. A.5 Aerodynamic

force and moment
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Also, Cmα and Cnβ can be computed as

Cmα ¼ CZα

Zcg � Zcp

	 

d

ðA:20Þ

Cnβ ¼ CYβ

Zcg � Zcy

	 

d

ðA:21Þ

where,

Zcp ¼ Center of pressure location in pitch plane on the longitudinal axis from

vehicle nose

Zcy¼ Center of pressure location in yaw plane on the longitudinal axis from vehicle

nose (Fig. A.4)

The total aerodynamic force along the vehicle body axes (Fig. A.5) is given by

FAB ¼
FAX
FAY
FAZ

24 35 ¼ QS

CX

CY

CZ

24 35 ðA:22Þ

and the aerodynamic moment about the body axes is given by

MAB ¼
MAX

MAY

MAZ

24 35 ¼ QSd

Cn

Cm

Cl

24 35 ðA:23Þ

Where, the dynamic pressure Q is given by

Q ¼ 1

2
ρV2

A ðA:24Þ

S ¼ Reference area

ρ ¼ Atmospheric density

VA ¼ Atmospheric relative velocity

A.3 Jet Damping Model

For computing jet damping forces and moments, the nozzle axis of each motor is

assumed to be parallel to the longitudinal axis of the vehicle (parallel to ZB axis.)

Let,

lei ¼ Distance of ith motor nozzle exit from vehicle nose (along the longitudinal

axis)

rei ¼ Radial distance between ith motor nozzle exit and vehicle longitudinal axis

Location of ith motor nozzle exit with respect to body frame, rEBi is given by
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rEBi ¼
�rei SΛEi

� Xcg

rei CΛEi
� Ycg

� lei � Zcg

	 

24 35 ðA:25Þ

Let

_mi ¼ Mass flow rate of ith motor

ω ¼ Vehicle rotational velocity vector expressed in body frame

The jet damping force of ith motor along the body axes is

FJBi
¼ � _miω� rEBi

ðA:26Þ

The moment due to jet damping force of ith motor along bout the body axes is given

by

MJBi
¼ rEBi

� FJBi
ðA:27Þ

A.4 Slosh Model

In this model, spring mass analogy has been used for simulating the liquid propel-

lant sloshing in the tanks. Separate model is needed for pitch and yaw plane. Slosh

masses in each tank are to be considered, and for each slosh mass sloshing in pitch

and yaw planes are to be modeled separately. The forcing functions model for the

slosh dynamics is the lateral acceleration at the slosh location, which comprises of

translational and rotational acceleration. Since the lateral acceleration includes all

the contributing factors including slosh effects, the system is totally coupled.

Spring mass analogy in pitch and yaw planes of ith slosh mass is given in

Fig. A.6. The slosh related data for ith slosh mass are given as

msi ¼ ith slosh mass

fsi ¼ Frequency parameter for the ith slosh mass normalized with respect to

longitudinal acceleration

Fig. A.6 Sloshing in pitch

and yaw planes
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Xsi

Ysi

Zsi

9=; ¼ Location of the ith slosh mass with respect to body reference frame

ζsbi ¼ Viscous damping for ith slosh mass

ζsverti ¼ Vertical baffle damping for ith slosh mass

ζsbi ¼ Ring baffle damping for ith slosh mass, for unit pendulum angle (depends on

the free surface motion)

Vehicle related data are given as

Xcg

Ycg

Zcg

9=; ¼ Vehicle c.g. location of the with respect to body reference frame

ω ¼
r

q

p

24 35 ¼ Vehicle body rate (yaw, pitch, roll) with respect to body frame

_ω ¼
_r
_q
_p

24 35 ¼ Vehicle angular acceleration (yaw, pitch, roll)

Some derived parameters are given as

Lsi ¼ Equivalent slosh pendulum length

ms ¼ Total slosh mass

Lsi ¼ 1= f
2

si

� �
ðA:28Þ

ms ¼
Xnm
i¼1

msi ðA:29Þ

where nm is number of slosh masses.

The ith slosh mass location with respect to body frame is

Xsli ¼ Xsi � Xcg ðA:30Þ
Ysli ¼ Ysi � Ycg ðA:31Þ
Zsli ¼ Zcg � Zsi ðA:32Þ

The lateral acceleration at the ith slosh mass location is given by

asi ¼ aþ _ω � rsi þ ω� ω� rsið Þ ðA:33Þ
where

asi ¼
axsi
aysi
azsi

24 35 ¼ Acceleration at ith slosh mass location in body frame
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a ¼
ax
ay
az

24 35 ¼ Acceleration of vehicle c.g. in body frame

rsi ¼
Xsli

Ysli

Zsli

24 35 ¼ Slosh mass location

From the Eq. A.33, the longitudinal component of acceleration can be derived as

azsi ¼ az þ _r Ysli � _qXslið Þ þ p rXsli þ qYslið Þ � r2 þ q2
	 


Zsli ðA:34Þ

Hence, the ith slosh mode undamped natural frequency can be expressed as

ωsi ¼ 2π fsi
ffiffiffiffiffiffiffi
azsi

p ðA:35Þ

Let Xspi and Xsyi are ith slosh mass movement in pitch and yaw planes respectively

(the positive movements are given in Fig. A.6).

Then equivalent slosh pendulum angles in pitch and yaw planes are given as

Γpi ¼ tan�1Xspi

Lsi

ðA:36Þ

Γyi ¼ tan�1Yspi

Lsi

ðA:37Þ

The slosh damping in pitch and yaw planes for ith slosh mass is given below:

ςspi ¼ ςsvisi þ ςsverti þ ςbi
ffiffiffiffiffiffi
Γpi

p ðA:38Þ
ςspi ¼ ςsvisi þ ςsverti þ ςbi

ffiffiffiffiffiffi
Γyi

p ðA:39Þ

The dynamics of ith slosh mass in pitch and yaw planes are given by

€X spi þ 2ςspiωs
_X spi þ ω2

si
Xspi ¼ �axsi ðA:40Þ

€X syi þ 2ςsyiωs
_X syi þ ω2

si
Xsyi ¼ �aysi ðA:41Þ

The forcing function in pitch and yaw plane are derived from the Eq. (A.33) as

given below:

axsi ¼ ax þ _qZsli � _pYslið Þ þ q rYsli � qXslið Þ � pXsli � rXslið Þ½ � ðA:42Þ
aysi ¼ ay þ _pXsli � _r Zslið Þ þ p qZsli � pYslið Þ � r rYsli � qXslið Þ½ � ðA:43Þ

The forces and moments due to ith slosh mass in body coordinate system are given

by
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FSXi
¼ KsiXspi ðA:44Þ

FSYi
¼ KsiXsyi ðA:45Þ

FSZi
¼ 0 ðA:46Þ

MSXi
¼ � KsiZsli þ Csið ÞXsyi ðA:47Þ

MSYi
¼ KsiZsli þ Csið ÞXspi ðA:48Þ

MSZi
¼ KsiXsyiXsli � KsiXspiYsli ðA:49Þ

where

Ksi ¼ Spring constant for ith slosh mass

Csi ¼ Moment coefficient for ith slosh mass and these are given by the following

expressions

Ksi ¼ ω2
si
msi ðA:50Þ

Csi ¼ KsiLsi ðA:51Þ

A.5 Mass Properties

1. Mass

Mass of the vehicle at any instant of flight is always computed from the remaining

propellant mass and the remaining non-propulsive mass and mass of stage motors,

heat shield, satellite, etc. as per the details given below:

ns ¼ Number of stages

nmi
¼ Number of motors of the ith stage

msat ¼ Satellite mass

mhs ¼ Heat shield mass

mpij ¼ Propellant mass of jth motor of ith stage

msij ¼ Structural mass of jth motor of ith stage

mcij ¼ Consumable mass of jth motor of ith stage

mei ¼ Consumable mass of ith stage

The remaining propellant mass, consumed propellant mass, etc. of the motors of

the burning stage areas given below:

mrpj ¼ Remaining propellant mass of jth motor

mcpj ¼ Consumed propellant of jth motor

mrcj ¼ Remaining portion of consumable mass of jth motor

mccj ¼ Consumed portion of the consumable mass of jth motor

mr ¼ Remaining portion of the consumable mass of the stage

mc ¼ Remaining portion of the consumable mass of the stage
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Let ith stage be the operating stage. Then the mass of the upper stage is

computed as:

mus ¼ msat þ
Xns
l¼iþ1

Xnml

j¼1

	
mplj þmslj

(
þmclj


þmel

)
ðA:52Þ

The mass of the vehicle during the burning of ith stage is given as:

m ¼ mus þ
Xnmi

j¼1

mrpj þmrcj

� �
þmr þ

Xnmi

j¼1

msij

	 
þmhs ðA:53Þ

The Eq. (A.53) is the general expression for the computation of mass. However,

after the separation of the stage motors and heat shield, the Eq. (A.53) may have to

be suitably modified. The remaining propellant mass, consumed propellant mass

and mass flow rate of a stage are computed in different ways as given below:

(i) Propellant Consumption History

(a) Input is consumed propellant mass history

In this option, propellant consumption history of each motor is given as an input

table. The propellant mass consumed by the jth motor at any instant, mcpj ; is

calculated by table interpolation.

The remaining propellant mass of jth motor is given as

mrpj ¼ mpij �mcpj ðA:54Þ

The mass flow rate of jth motor is given as

_mj ¼ mrpj

� �
0
� mrpj

� �
1

h i
=Δt ðA:55Þ

where ðmrpjÞ0 and ðmrpjÞ1 are the remaining propellant mass at the beginning and

end of the cycle time Δt.

(b) Input is remaining propellant mass

In this case, remaining propellant mass history of each motor is to be given as an

input table. The remaining propellant mass of jth motor at any instant, mcpj , is

calculated by table interpolation. The consumed propellant mass of jth motor is

calculated as

mcpj ¼ mpij �mrpj ðA:56Þ

and the mass flow rate is calculated using the Eq. (A.55).
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(c) Input is the propellant flow rate

In this option, propellant mass flow rate history of each motor is also given as an

input table. The flow rate of jth motor _mj at any instant is computed from the input

table. The remaining propellant mass of the jth motor is calculated as

mrpj ¼ ðmrpjÞ0 � _mj∗Δt ðA:57Þ

where

ðmrpjÞ0 is the previous cycle remaining propellant mass of jth motor.

The consumed propellant mass of jth motor is calculated using the Eq. (A.56).

(d) Propellant flow rate from vacuum thrust and specific impulse

In this case, propellant flow rate of jth motor at any instant is computed as below

_m1 ¼ Tvj = Ispj ðA:58Þ

Let _m0 be the value of _m1, at the previous cycle, then the flow rate of jth motor is

given as

_mj ¼ _m0 þ _m1ð Þ=2 ðA:59Þ

The computations for mrpj and mcpj are same as given in the previous section.

(ii) Non-propulsive Mass Consumption Model

(a) Remaining part of consumable mass of motors

This option is useful to simulate the consumable mass history of non-propulsive

elements of the motors apart from the propellant consumption. Consumable mass

history of each motor is to be given as an input table. The consumed part of the

consumable mass of the jth motor at any instantmccj is calculated by interpolation.

The remaining part of consumable mass of jth motor is given by

_mrcj ¼ mcij �mccj ðA:60Þ

The mass flow rate of jth motor consumable mass is given by

_mcj ¼ ½ðmrcjÞ0 � ðmrcjÞ1�=Δt ðA:61Þ

where ð _mrcjÞ0 and ðmrcjÞ1 are the remaining part of consumable mass at the

beginning and end of cycle time Δt.
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(b) Remaining part of consumable mass of the stage

This option is useful to simulate the consumable mass history of the com-

plete stage. For example, the secondary injection thrust vector control (SITVC)

system fluid consumption can be simulated by this option. The consumption

can be computed either from the input table or from the SITVC flow rate

computed as part of subsystem dynamics. In case, the consumable mass history

is given as an input table, the consumed part of the consumed mass of the stage

at any instant, mc; is calculated by interpolation. The remaining consumable

mass of the stage is computed as

mr ¼ mei �mc ðA:62Þ

The flow rate of the consumable mass of the stage is given as

_mei ¼ mrð Þ0 � mrð Þ1
� �

=Δt ðA:63Þ

where mrð Þ0 and mrð Þ1 are the remaining consumable mass at the beginning and

end of cycle time Δt.

2. Center of Gravity

The location of the center of gravity of the vehicle is given with respect to the

body reference frame as shown in Fig. A.7.

Xcg ¼ Center of gravity location along XBR direction (Along positive yaw axis)

Ycg ¼ Center of gravity location along YBR direction (Along positive pitch axis)

Zcg ¼ Center of gravity location along ZBR direction (Along longitudinal axis from

nose)

The center of gravity location can be computed by the methods given below:

(i) Xcg, YcgZcg values computed by interpolation from the input tables. In order to

get realistic modeling, the input may be given as functions of remaining

propellant mass in each tank.

(ii) Alternatively, vehicle c.g. location computed from the c. g. locations of the

components (structural mass, propellant mass, heat shield, payload etc.).

3. Moments and Products of Inertia

The moments and products of inertia about the body axes (B-frame) are defined

as integrals.

IXX ¼
ð

y2 þ z2
	 


dm; IXY ¼
ð
xydm
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IYY ¼
ð

x2 þ z2
	 


dm; IYZ ¼
ð
yzdm

IZZ ¼
ð

x2 þ y2
	 


dm; IZX ¼
ð
zxdm

where x y z½ �T is location of the mass dm with respect to body frame.

The inertia matrix is given as

Fig. A.7 C.G and MI in

body axis
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I½ � ¼
IXX �IXY �IZX
�IXY IYY �IYZ
�IZX �IYZ IZZ

24 35 ðA:64Þ

The rate of change of the inertia matrix is given as

_I
� � ¼ _IXX � _IXY � _IZX � _IXY _IYY � _IYZ � _IZX � _IYZ _IZZ

� � ðA:65Þ

where

_IXX ¼ IXX0
� IXX½ �=Δt

_IYY ¼ IYY0
� IYY½ �=Δt

_IZZ ¼ IZZ0
� IZZ½ �=Δt

_IXY ¼ IXY0
� IXY½ �=Δt

_IYZ ¼ IYZ0
� IYZ½ �=Δt

_IZX ¼ IZX0
� IZX½ �=Δt ðA:66Þ

IXX0
, IYY0

, IZZ0
, IXY0

, IYZ0
, IZX0

are the moments and products of inertia at the

previous cycle of integration.

In general, for launch vehicles, the products of inertia are small compared to the

moments of inertia. Assuming IXY, IYZ, IZX are very small compared to IXX, IYY, IZZ,

then the inverse of inertia matrix is computed as

I½ ��1 ¼ 1

Δ

IYYIZZ �IXYIZZ �IZXIYY
�IXYIZZ IXXIZZ �IYZIXX
�IZXIYY �IYZIXX IXXIYY

24 35 ðA:67Þ

where

Δ ¼ IXXIYYIZZ � IXXI
2
YZ þ IYYI

2
ZX þ IZZI

2
XY

	 
 ðA:68Þ

If the body axes are assumed to be the principal axes of inertia, then

IXY ¼ IYZ ¼ IZX ¼ 0. In this case,

I½ � ¼
IXX 0 0

0 IYY 0

0 0 IZZ

24 35 ðA:69Þ

_I
� � ¼ _IXX 000_IYY000_IZZ

� � ðA:70Þ

and
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I½ ��1 ¼
1=IXX 0 0

0 1=IYY 0

0 0 1=IZZ

24 35 ðA:71Þ

The moments and products of inertia can be computed in two ways.

1. IXX, IYY, IZZ, IXY, IYZ, IZX values are computed from input tables by interpolation.

In order to get the realistic variations of these parameters, the input table may be

given as function of remaining propellant mass in each motor.

2. Alternatively, the moments and products of inertia of the complete vehicle can

be computed from the moments and products of inertia of the components

(structural mass, propellant mass, ullage, heat shield, satellite, etc.).

A.6 Control Power Plant Model

Based on the control commands, the control system hardware generates the

required control forces. Two typical systems are explained.

1. Secondary Injection Thrust Vector Control (SITVC)

In this system, injectant fluid is stored in separate tank at high pressure. As per

the requirement, these fluids are injected at the appropriate location in the nozzle.

The fluids are vaporized and form a normal shock in the exhaust flow of the nozzle.

This normal shock deflects the exhaust flow through nozzle which in turn generates

a side force and this side force is used to control the vehicle. Typical system is given

in Fig. A.8.

The side force varies based on the quantity of fluid injected into the nozzle

depending on the valve opening, which is controlled by the pintle movement.

Typical modeling of this system is given in Fig. A.9.

The force generated by this system is given by

FCB ¼
FPC
FYC
0

24 35 ðA:72Þ

and the location of the control force with respect to the body frame is given as

rc ¼
xc � Xcg

yc � Ycg

Zcg � zc

24 35 ðA:73Þ

Hence, the control moment generated is given as
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MCB ¼ rc � FCB ðA:74Þ

2. Engine Gimbal Control System

In this system, control command is issued to gimbal the total engine system and the

deflected engine configuration is represented in Fig. A.10.

Fig. A.8 SITVC system

Fig. A.9 Typical modeling of SITVC system
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If the thrust of engine is T then the side force generated is given as

FCB ¼
�T sin δp
T sin δy

0

24 35 ðA:75Þ

where δp, δy are the output of control power plant dynamics. The control moment

generated is given by the Eq. (A.74).

Another important factor to be simulated is the engine inertia. When the engine

is moving, its inertia along with lateral acceleration produces lateral force. The

lateral acceleration acting on the engine is from vehicle lateral translational accel-

eration and lateral acceleration due to rotational acceleration of the vehicle along

with the rotational acceleration of the engine about its gimbal point. The side force

depends on thrust. During ignition and tail-off transients, for the same amount of

engine deflection, the available control force reduces whereas the force coming

Fig. A.10 Engine gimbal

control system
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from inertia term remains same. At a particular level, inertia force becomes more

than control and acts as disturbance. This phenomenon is called “Tail-wag-dog”

(TWD) effect, which is of importance for engine gimbal control system, when the

thrust levels are less. To simulate the vehicle response under this condition, the

engine inertia contribution has to be simulated accordingly.

The engine inertia force is given by

FEB ¼
�mr ax � lr þ lcð Þ€θ þ lr€δp

� 
�mr ay þ lr þ lcð Þ€Ψ � lr€δy

� 
0

24 35 ðA:76Þ

The engine inertia moment is given by

MEB ¼
Ir€δy� Ir þmrlrlcð Þ€Ψ �mrlray
Ir€δp� Ir þmrlrlcð Þ€θ þmrlrax

0

24 35 ðA:77Þ

wheremr is mass of the engine; lr, distance from engine c.g. to gimbal point; lc is the

distance between gimbal point and vehicle c.g.; ax, ay are lateral acceleration at the

vehicle c.g.; €θ, €Ψ are rotational acceleration; €δP, €δY are the engine rotational

acceleration.
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Annexure B: Inertial Sensors

Chapter 14 discusses in detail the functional requirements, integrated design

aspects using systems engineering approach and details of navigation system

design. The inertial navigation system makes use of the property of inertial sensors

mounted onboard the vehicle to carry out the navigation function. The measure-

ments in this system are using gyros and accelerometers. While a gyroscope

measures angular rates, the accelerometer measures the specific force and both

the measurements are without any external references. Different types of gyros and

accelerometers sensors used in launch vehicle navigation system are explained in

the following sections.

B.1 Gyroscopes

The spinning mass gyroscope basically consists of a spinning wheel with inertia

J. The wheel spinning at an angular rate of ω produces high angular momentum.

Because of the higher angular momentum generated by the spinning inertia it

increases its resistance to external disturbance torques. Due to this, the gyro tends

to retain its spin axis orientation fixed in inertial space. The angular momentum of

the wheel is H ¼ jw. The gyroscopic principle of a spinning body is given in

Fig. B.1.

If a torque T is applied along an axis which is perpendicular to spin axis, the spin

axis precess about an axis which is perpendicular to both spin and torque axes. If the

angle of precession is taken as dθ then change in angular momentum can be given

as

dH ¼ Hdθ ðB:1Þ

As per Newton’s law, the rate of change of angular momentum is
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T ¼ dH

dt
¼ H

dθ
dt

ðB:2Þ

Assume Ω is the precession rate of spin axis, (dθ/dt)¼Ω, then

T ¼ Ω�H ðB:3Þ

From this equation, it is clear that in a gyro in which a spinning wheel with angular

momentum H experiences an external angular rate Ω (input axis), it produces a

torque T (output axis) perpendicular to both spin and input axis. This torque is

known as gyroscopic torque and is proportional to angular rateΩ on the instrument.

H is a known constant. Therefore, measurement of the torque by suitable system

gives the angular rate acting on gyros (in turn vehicle). This principle is used in

gyros to measure the angular rate of the vehicle.

B.2 Different Types of Gyros

Rate gyro, rate integrating gyro, dry tuned gyro and free gyro functions are based on

spinning rotor concept. The working principle and construction details of these

gyros are beyond the scope of this book. The working principle of ring laser gyro

and vibrating gyro are briefly given below.

1. Ring Laser Gyro

Ring laser gyro (RLG) which works on the principle of sagnac effect has been

under development since 1960s. Since it has no moving parts, RLG is expected to

have better reliability than that of spinning wheel gyros. The simple representation

of classic Sagnac effect gyro is given in Fig. B.2.

Fig. B.1 Gyroscopic

principles of spinning body
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In a devise with a closed circular path as shown in Fig. B.2, if two oppositely

directed beams enter at A in inertial space, they travel in opposite directions and

take same time to reach ‘A’ in the absence of angular rate Ω. However if the devise
is subjected to angular rate Ω in clockwise direction then the travel time for

clockwise (cw) and counter clockwise (ccw) beams are different. The beam in cw

takes longer time compared to that of ccw. Thus the angular rate on the devise

causes the path difference between oppositely directed beams. This effect is termed

as Sagnac effect. Since the velocity of light, c is constant, the transit time for the

light travelling in two opposite directions can be given as:

Transit time of cw beam is

tþ ¼ 2πr
ðc� RΩÞ ðB:4Þ

And that of ccw beam is

t� ¼ 2πr
ðc� RΩÞ ðB:5Þ

This shows that there is path length difference, ΔL between cw, ccw beams due to

the rotation of the device. The difference in transit time can be approximated as

Δt ¼ 4πR2

c2
Ω ¼ 4A

c2
Ω ðB:6Þ

where

A ¼ Enclosed area traversed by beams ¼ πR2

c ¼ Velocity of light

Ω ¼ Input angular rate

Fig. B.2 Simple

representation of classic

Sagnac effect gyro

Annexure B: Inertial Sensors 747



From the above, it can be seen that the measurement of Δt by suitable system

provides the input rate (vehicle rate) as given below:

The path length difference ΔL is given as

ΔL ¼ cΔt ¼ 4AΩ
c

ðB:7Þ

In laser gyro, the closed optical cavity consists of an integral number of wave-

lengths around the path length L. The closed path is used as a resonator (feedback

path) for a self-tunable optical oscillator. When the cavity is of a ring laser oscillator

configuration, the two oppositely directed waves have different frequencies. Clock-

wise travelling wave be of lower frequency f2 with respect to nominal frequency f

and the counter propagating wave have higher frequency f1. They interfere and

form a standing wave of frequency, Δf ¼ f1�f2. Therefore,

ΔL
L

¼ Δ f

f
ðB:8Þ

where

L ¼ mλ; corresponds to normal frequency, f

L ¼ total length of closed path

λ ¼ beam wavelength

m ¼ integer

Combining (B.7) with (B.8) one gets the fundamental RLG equation.

Δ f ¼ 4AΩ
λL

ðB:9Þ

This frequency difference gives the measure of the angular rate of devise (vehicle).

For further technical details of RLG, reader may go through appropriate references

listed in the end.

2. Vibratory Gyros

The vibratory gyro’s development started in 1980s. All MEMs gyros are based

on vibratory principle. The basic principle of operation of a vibratory structure

gyroscope is an understanding of the coriolis force. Vibrating cylinder and hemi-

spherical resonating gyroscopes have the potential to use as inertial grade gyro-

scopes. The operating principle of a vibrating gyroscope is explained in Fig. B.3.

In all vibrating gyroscopes, a vibrating mechanical element suspended by

springs to a frame is used to sense the angular rate. The proof mass is subjected

to vibrating modes with prescribed amplitude and this mode is termed as primary

mode. When the frame is subjected to rotation about an axis normal to the plane
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containing drive and sense axis, the resulting coriolis force causes the proof mass to

move in a direction orthogonal to both drive and rotation axes. The corolis accel-

eration so generated is proportional to the product of drive velocity and the angular

rate. This vibrating mode is referred as sense mode.

If the drive axis vibration is expressed as

Xd ¼ Xdo cos ωdtð Þ ðB:10Þ

where

Xdo ¼ amplitude

ωd ¼ frequency

The Coriolis force Fc acting on the mass is

Fc ¼ 2mΩ _Xd ðB:11Þ

The sensing motion has to be along the direction of Coriolis force and measure of

the input rate. Hemispherical resonant gyro (HRG) is one of the coriolis vibration

sensors which has achieved the inertial quality performance. In this gyro, the

vibrating member is a thin-walled axi-symmetric shell made from fused quartz.

This shell is made to vibrate at flexing mode of resonance at constant amplitude.

When the vibrating shell is rotated about its sensitive axis, the coriolis force precess

standing stress wave pattern and it is the measure of rotation rate.

Fig. B.3 Operating principle of a vibratory gyroscope
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B.3 Accelerometers

Figure B.4 demonstrates the principles of a simple accelerometer. When a vehicle

accelerates, an accelerating force along the sensitive axis is applied to the body.

The proof mass when subjected to external force compresses the spring until the

acceleration of the mass matches the acceleration of the body. The displacement of

the mass with respect to the body is proportional to the acceleration applied to the

body. It may be noted that the motion of the proof mass is in the opposite direction

of the accelerating force and this is due to the inertia force which is equal and

opposite of the accelerating force. With proper measurement of this displacement

by a suitable pick-off, the acceleration can be obtained. It is to be noted that

gravitational force acts on the proof mass directly and there is no relative motion

of the mass with respect to the case. Hence the accelerometer senses only specific

force, the non-gravitational acceleration and not the total acceleration. To get the

true acceleration, the acceleration due to gravity which is a function of altitude must

be calculated and gravity corrections are to be applied to the measured thrust

acceleration.

The force balance equation for the open loop accelerometer given in Fig. B.4 can

be written as

M
d2y

dt2
þ C

dy

dt
þ ky ¼ Ma ðB:12Þ

where

y is displacement of proof mass

M is the proof mass

C is damping coefficient

k is the spring constant

a is the acceleration of the proof mass

Under steady state condition, the derivatives become zero, therefore

Fig. B.4 Principles of a simple accelerometer
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Ma ¼ ky ðB:13Þ

This gives

a ¼ k

M
y ðB:14Þ

One can deduce the damping ratio and natural frequency for this sensor as follows

ωn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
k=Mð Þ

p
ðB:15Þ

ζ ¼ c

2
ffiffiffiffiffiffiffi
kM

p ðB:16Þ

Practical accelerometers used in navigation systems are either pendulous or vibrat-

ing beam design. Pendulous designs have been there since a long time where as the

vibrating beam design was initiated in mid 1980s.

1. Pendulous Accelerometer

Precision accelerometers use closed loop force feedback pendulous accelerom-

eter as shown in Fig. B.5. In this accelerometer, a proof mass is fixed to the body

through a pendulous arm and a hinge. A torque used in the accelerometer maintains

the pendulous arm at a constant position irrespective of the specific force applied to

the body. The pick-off provided in the end always senses the displacement from the

equilibrium and torque always adjusts the pendulum position to return to null. The

force exerted by the torque is proportional to the applied specific force. This type of

accelerometer is also called as torque to balance pendulous accelerometer and

Fig. B.5 Force feedback pendulum accelerometer
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needs a rebalance servo loop. In such accelerometers, the pick-off output is

amplified, demodulated and used to generate the torque which brings back the

mass to the null position.

2. Vibrating Beam Accelerometer

In a vibrating beam accelerometer, the proof mass and the pendulous arm are

retained similar to pendulous accelerometer. Additionally a vibrating beam sup-

ports the proof mass along the sensitive axis as shown in Fig. B.6a. This vibrating

beam known as resonating beam vibrates at its natural frequency when it is

subjected to external force.

When a force is applied to the accelerometer along its sensitive axis, the beam is

subjected to tension or compression depending on the direction of the force. The

necessary electronics of the accelerometer drives the beam to vibrate at its resonant

frequency. While the frequency of the beam increases when it is tensioned, it

decreases when it is subjected to compression. Therefore direct measurement of

the frequency of the vibrating beam gives the specific force applied along the

sensitive axis. The piezoelectric crystalline quartz, which has high resonator Q

factor, is the preferred material for the vibrating beam.

The performance of the accelerometer can be improved further by using a pair of

vibrating beams arranged in push pull configuration as shown in Fig. B.6b. In this

scheme, one resonator will be under tension while the other is under compression.

The proof mass remains when and there is no change in the sensitive axis. If the

accelerometer is subjected to acceleration fixed along the sensitive axis, the two

beams will have different frequencies due to change in loading pattern for the

beams. Therefore the specific force will be directly proportional to the differences

of the two resonated frequencies. This mechanization supports to have either a

single proof mass or two separate masses. While single proof mass offers the ease of

fabrication and size reduction, the dual proof mass has the advantage of providing

the mechanical isolation between the two resonators.

Fig. B.6 Vibratory meam accelerometer
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There are several types of accelerometers which are presently used in the inertial

navigation systems and a few advanced sensors are being developed for aerospace

applications. The discussion on these sensors is beyond the scope of this book.
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Nomenclature

A

a Semi-major axis of ellipse, Acceleration of the vehicle

aT Acceleration vector

A Sectional area of the vent hole

Ac Chamber area at inlet to nozzle

Ae Nozzle exit area

As Frontal cross sectional area

AWH Wind speed in horizontal plane

Azl Launch azimuth

AZW Wind azimuth

AZWB Wind azimuth bias

B

b Semi-minor axis of ellipse

C

C Effective exhaust velocity

C* Characteristic exhaust velocity

Cl Rolling moment coefficient

Cm Pitching moment coefficient

Cn Yawing moment coefficient

C p Pressure distribution on the surface of the vehicle

Cs Speed of sound

CA Axial force coefficient acting along X-axis of vehicle

CD Coefficient of drag, Discharge coefficient of the vent holes

CF Force coefficient
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CL Coefficient of Lift

CN Normal force coefficient acting along Z-axis of vehicle

CS Side force coefficient acting along Y-axis of vehicle

CA0 Axial force coefficient for zero angle of attack

Clδ Rolling moment coefficient slope due to the misalignment of strap-on

motors and fins attachments, etc.

Cl0 Rolling moment coefficient for zero angle of attack

CNα Normal force coefficient in pitch plane

CSβ Normal force coefficient in yaw plane

Cθ0 Aerodynamic coefficient for zero angle of attack

Cθα Variation of aerodynamic coefficient with respect to pitch angle of attack

Cθβ Variation of aerodynamic coefficient with respect to yaw angle of attack

D

D Atmospheric drag force

Dref Reference diameter

E

e Eccentricity of conic section

e Quaternion parameter vector

ė Quaternion parameter rates

ξ Specific mechanical energy (energy per unit mass of the spacecraft)

E Total energy of the vehicle during coasting phase

F

f Specific force vector

f Frequency of the wave

F Force acting on body

FA Aerodynamic force vector

FAB Aerodynamic force vector in body frame

FAUB Auxiliary force vector in body frame

FAF Aerodynamic force with fin

FANF
Aerodynamic force without fin

FB Total external force vector in ECI-frame

FCB Control force vector in body frame

FEB Engine inertia force vector along the body axis

FJB Jet damping force vector in body frame

FSB Slosh force vector in body frame

FTB Thrust force vector in body frame

ΔF Incremental aerodynamic force

ΔFF Incremental aerodynamic force due to fin
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G

g Acceleration due to gravity

G Universal Gravitational constant

GI Acceleration due to gravity vector in ECI frame

H

h Instantaneous altitude of the vehicle

H Angular momentum vector of satellite orbit

I

i Orbital inclination

i0 Orbital inclination as achieved by the launch vehicle

if Inclination of the final orbit

ir Orbital inclination as demanded by the satellite

I Total impulse of the motor

Isp Specific impulse of propellant

IXX
IYY
IZZ

9=; Components of moments of inertia about the body axes

IXY
IYZ
IZX

9=; Components of products of inertia about the body axes

J

J1, J2, J3, J4 Gravitational harmonics of the earth

K

Kn Knudson number

L

lr Distance from engine CG to nozzle gimbal location

lc Distance between vehicle CG and gimbal location

L Lift force
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Ln Length of the nozzle

Lref Reference length

M

m Instantaneous mass of the vehicle

_m Mass flow rate

mi Initial mass

mp Propellant mass

ms Final mass of the spacecraft in the satellite specified orbit

M0 Molecular weight

MAB Moment vector due to aerodynamic force

MB Total moment vector about body axes

MCB Moment vector due to control force

MEB Moment vector due to engine inertia force

MJB Moment vector due to jet damping force

Ms Aerodynamic moment vector due to shear force

MSB Moment vector due to slosh force

MTB Moment vector due to thrust force

N

n Polytropic index

P

p , q, r Roll, Pitch, Yaw rates about XB, YB, ZB axes, respectively

pc Period of a circular orbit

ps Local pressure at the surface

p1 Free stream pressure

P Axial load

Pa Atmospheric pressure

Pc Chamber pressure

Pe Exit pressure at nozzle end

Pl Local aerodynamic pressure

Pref Reference pressure of sound which human ear can hear

Psteady Steady pressure component

Ptotal Total pressure

Pt Pressure at throat
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Q

Q Dynamic pressure

q xð Þ Dynamic pressure at station location x
q1 Free stream dynamic pressure

QR Ratio of wind tunnel dynamic pressure and flight dynamic pressure

R

r Position vector of vehicle

_r Velocity of vehicle

€r Acceleration of vehicle

r0 Radial distance from the center of the Earth

ra Radial distance of apogee

rc Radial distance of the circular orbit
_rI Velocity vector

rp Radial distance of perigee

rSL Radius of earth at launch site

R Nose bluntness of PLF

Re Reynold’s number

Rs Radius of Earth at specified latitude

Δr Change in altitude

S

S Surface area

Sref Reference area

T

T Trajectory time

tb Burn time of the stage

ts Shell thickness

T Vehicle thrust

T0 Initial time

Tc Temperature in combustion chamber

Tgo Remaining burn time for the flight of a stage to meet target condition

Ti Atmospheric thrust of ith motor

Tvi Vacuum thrust of ith motor

U

u rð Þ Potential energy per unit mass of the vehicle

u Unit vector

uI Inertial velocity vector of the vehicle in ECI-frame
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uw, vw, ww Vertical, zonal and meridional components of wind velocity in

G-frame

U Gravitational potential

V

v Velocity vector of satellite

_v Acceleration of satellite

va Velocity vector of satellite at apoapsis

vc Velocity of the spacecraft in a circular orbit (circular velocity)

vesc Escape velocity of spacecraft

vp Velocity vector of satellite at periapsis

V Vehicle velocity

Va Apogee velocity of the launch vehicle orbit

VAI Atmospheric relative velocity of the vehicle in ECI-frame

VB Inertial velocity vector in body frame

Ve Exhaust velocity

Vf Velocity of final orbit

Vi Velocity vector of the vehicle in ECI frame

Vid Ideal velocity needed from the vehicle

VL Linear velocity at launch site

V0 Initial velocity of vehicle

Vi Initial velocity of vehicle

Vrot Rotational velocity component of Earth

Vr Velocity of the vehicle with respect to rotational frame

VR Required velocity

VG Derivative of vector for velocity to be gained

VWG Wind velocity vector in G-frame

VWI Wind velocity vector in ECI-frame

V xð Þ Wind velocity at station location x
Vθ Present horizontal velocity

V1 Free stream velocity

ΔV Total velocity imparted by the satellite to transfer from launch vehicle

orbit to satellite specified orbit

ΔVdrag Velocity loss due to drag

Vgravity Velocity loss due to gravity

ΔVloss Total velocity loss during the flight

ΔVthrust Velocity due to thrust

X

XCG Center of gravity location along XBR direction

XCP Distance from the center of pressure in pitch plane

XCPF Center of pressure location with fin
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XCPNF Center of pressure location without fin

XCY Distance from the center of pressure in yaw plane

Z

Zcg Center of gravity location along ZBR axis

Special characters

α Angle of attack in pitch plane

αl Local angle of attack due to the elastic deformation of the vehicle

αt Cone angle (total angle of attack)

β Angle of attack in yaw plane

γ Flight path angle (Angle measured from the local horizontal to the

velocity vector)

δp, δy Control deflections in pitch and yaw planes

ω Rotational velocity vector in body frame
_ω Rotational acceleration in body frame

ϕGCL
Geocentric latitude of launch point

ϕGDL
Geodetic latitude of launch point

θ,ψ, ϕ Vehicle pitch, yaw and roll Euler angles with respect to LPI frame
_θ , _ψ , _ϕ Vehicle pitch, yaw and roll Euler angle rates with respect to LPI frame

θc, ψc Steering commands

ϕt Clock angle (aerodynamic roll angle)

μ Earth’s gravitational constant
μ1 Free stream viscosity

λ Longitude

λL Launch point longitude

Ω Right ascension of ascending node

Ωe Earth rotation rate

υ True anomaly of the spacecraft

ρ Atmospheric density

ρsl Atmospheric density at sea level

ρc Compartment inside density

ρ0 Sea-level density

ρ1 Free stream density

ξ Damping ratio

σ Ratio of densities
_Ω Angular rate of spinning

2 Area ratio
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