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Preface

This volume contains 76 papers presented at the 2nd International Conference on
Computer & Communication Technologies held during 24-26 July 2015 at
Hyderabad, hosted by CMR Technical Campus in association with Division-V
(Education and Research) CSI. It proved to be a great platform for researchers from
across the world to report, deliberate, and review the latest progress in the
cutting-edge research pertaining to intelligent computing and its applications to
various engineering fields. The response to IC3T 2015 was overwhelming. It
received a good number of submissions from different areas relating to intelligent
computing and its applications in main tracks and three special sessions and after a
rigorous peer-review process with the help of our program committee members and
external reviewers, we finally accepted quality papers with an acceptance ratio of
0.35. We received submissions from seven overseas countries.

Dr. Vipin Tyagi, Jaypee University of Engineering & Technology, Guna, MP,
conducted a Special Session on “Cyber Security and Digital Forensics,” Dr.
K. Ashoka Reddy Principal, Kakatiya Institute of Technology & Science,
Warangal, and Prof. Tara Sai Kumar, CMR Technical Campus, Hyderabad, con-
ducted a Special Session on “Applications for Fuzzy Systems in Engineering” and
Dr. Suma V. Dean, Research and Industry Incubation Centre (Recognized by
Ministry of Science and Technology, Government of India), Dayananda Sagar
Institutions, Bangalore, conducted a Special Session on “Software Engineering and
Applications.”

We take this opportunity to thank all keynote speakers and special session chairs
for their excellent support to make IC3T 2015 a grand success.

The quality of a referred volume depends mainly on the expertise and dedication
of the reviewers. We are indebted to the program committee members and external
reviewers who not only produced excellent reviews but also did them in short time
frames. We would also like to thank CSI Hyderabad, CMR Group of Institutions,
DRDO and JNTUH for coming forward to support us to organize this mega
convention.

We express our heartfelt thanks to Mr. Ch. Gopal Reddy, Chairman of CMR
Technical Campus, Smt. C. Vasanthalatha, Secretary of CMR Technical Campus,
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and Dr. A. Raji Reddy Director of CMR Technical Campus, faculty and admin-
istrative staff for their continuous support during the course of the convention.

We would also like to thank the authors and participants of this convention, who
have considered the convention above all hardships. Finally, we would like to thank
all the volunteers who spent tireless efforts in meeting the deadlines and arranging
every detail to make sure that the convention runs smoothly. All the efforts are
worth and would please us all, if the readers of this proceedings and participants of
this convention found the papers and event inspiring and enjoyable. We place our
sincere thanks to the press, print, and electronic media for their excellent coverage
of this convention.

July 2015 Suresh Chandra Satapathy
K. Srujan Raju

Jyotsna Kumar Mandal

Vikrant Bhateja
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Medical Image Fusion in Curvelet
Domain Employing PCA and Maximum
Selection Rule

Himanshi, Vikrant Bhateja, Abhinav Krishn and Akanksha Sahu

Abstract Curvelet transform achieves a compact representation of edges and
curved shapes in the image, which other techniques like wavelets and ridgelets are
not able to represent. This property of curvelet transform facilitates the retrieval of
complementary information from medical images for precise and efficient clinical
diagnosis. This paper presents a combination of curvelet transform along with
principal component analysis (PCA) and maximum selection rule as an improved
fusion approach for MRI and CT-scan. The proposed fusion approach involves
image decomposition using curvelet transform followed by application of PCA for
dimensionality reduction and the selection of maximum matrix to select only the
relevant information in the images. Fusion factor (FF) and structural similarity
index (SSIM) are used for performance evaluation of the proposed approach.
Simulation results demonstrate an improvement in visual quality of the fused image
supported by higher values of fusion metrics.
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1 Introduction

‘Medical image fusion’ is the process of combining and merging complementary
information into a single image from two or more source images to maximize the
information content of images and minimize the distortion and artifacts in the
resulting image [1]. The complementary nature of medical imaging sensors of
different modalities, (X-ray, magnetic resonance imaging (MRI), and computed
tomography (CT)) has brought a great need of image fusion for the retrieval of
relevant information from medical images. The significance of fusion process is
important for multimodal images as images obtained from single modalities provide
only specific information; thus it is not feasible to get all the requisite information
from image generated by single modality [2, 3]. This highlights the need toward the
development of multimodality medical imaging sensors for extracting clinical
information to explore the possibility of data reduction along with better visual
representation. In the past decades, several fusion algorithms varying from the
traditional fusion algorithms like simple averaging and weighted averaging, max-
imum and minimum selection rule [4] have been proposed. With the advancement
of research in this field, algorithms such as intensity—hue—saturation (IHS) [5] and
Brovey transform (BT) [6] have been used to fuse medical images. In the recent
years multiresolution approaches using Mallat [7], the a trous [8] transforms, la-
placian pyramids [9], wavelet [10], complex wavelet [11], contourlet [12], and
non-subsampled contourlet [13] have been proposed for image fusion. Luo et al.
[14] used a combination of PCA with a trous wavelet transforms which focused on
the spatial and spectral resolutions. But, the technique did not lay emphasis on edge
or shape detection, which are fundamental structures in natural images and par-
ticularly relevant from a visual point of view. Petrovic et al. [15] proposed a ‘fuse
then decompose’ technique which represented input image in the form of gradient
maps at each resolution level. It has been observed that the said approach by authors
did not yield satisfactory performance but in turn increased the computational
complexity due to the involvement of gradient maps. Sadhasivam in their work [16]
applied PCA along with the selection of maximum pixel intensity to perform
fusion. The said combination produced an image which had less structural simi-
larity with the source images along with low contrast and luminescence. Singh and
Khare [4] proposed Daubechies complex wavelet transform for multimodal image
fusion using maximum selection rule. DCxWT conquered the drawback of complex
wavelet by eliminating shift sensitive property and also provided the phase infor-
mation of the source images. But the resultant image lacked contrast and failed to
detect the shapes and contours from the source images. Further, these fused images
are also processed with denoising [17, 18], contrast, and edge enhancement [19-24]
techniques to improve upon the visualization of diagnostic information. The pro-
posed work in this paper presents a combination of curvelet transform and PCA as
an improvement to the aforementioned limitations. The obtained results have been
evaluated using FF and SSIM as fusion metrics; yielding satisfactory performance.
The rest of the paper is organized as follows: The proposed fusion approach is
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discussed in Sect. 2. Section 3 presents experimental results and finally the con-
clusions are drawn in Sect. 4.

2 Proposed Fusion Approach

2.1 Motivation

Digital images are generally described via orthogonal, non-redundant transforms
like wavelet [10] or discrete cosine transform (DCT) for the purpose of multi-scale
analysis. The wavelet transform portrays more emphasis on catching
zero-dimensional singularities; however, the performance of wavelets in
mono-dimensional domain is lost when they are applied to images using 2D sep-
arable basis. While ridgelet transform [25] poses to be a powerful instrument in
catching and representing mono-dimensional singularities (in bidimensional space),
t is unable to detect curved shapes in an image [26]. Therefore, an advanced version
of ridgelet transform, i.e., curvelet transform has been used. Moreover, curvelet
transform achieves very compact representation of linear singularities in images.
Instrumental in the implementation of the curvelets is the Radon transform, which is
preferred as a tool to extract lines in edge dominated images [27]. Thus, reliable
detection and representation of edges as well as curved shapes in an image using
curvelets forms the motivation to apply fusion process in this domain.

2.2 Proposed Fusion Algorithm

The first step in the proposed fusion approach involves the preprocessing of the
MRI and CT-scan images, i.e., the conversion of image from RGB scale to gray-
scale (RGB components of the image are converted into grayscale components).
The next step is to decompose the source images using curvelet transform [32].
Two-dimensional curvelet transform can be viewed as a wavelet analysis in Radon
domain; which itself is a tool of shape detection [28]. The curvelet coefficients of an
image f(x;, x,) are obtained by following steps [29, 30]:

e Sub-band Decomposition: The image f(x;, x,) is filtered into sub-bands.

= (Pof, Auf, Aof ) (1)

e Smooth Partitioning: Sub-bands are smoothly windowed into squares.
Af — (WoAS)Q € O 2)

e Renormalization: Normalization of each resulting square to unit scale.
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g0 =2"(Tp) " (WAS) Q€0 (3)

e Ridgelet Analysis: Analysis of each square in Ridgelet domain [34, 35].
o, = (g0, P1) u=1(0,%) (4)

where «, represents the curvelet coefficients. The decomposition process stated
above can be understood more clearly from Fig. 1.

Once the source images are decomposed using curvelet transform and curvelet
coefficients are obtained; PCA is applied as a fusion rule to selectively combine the
appropriate curvelet coefficients of input images [31]. PCA serves to
transform/project the features from the original domain to a new domain (PCA
domain) where they are arranged in their order of variance. Fusion process is
achieved in PCA domain by retaining only those features that contain a significant
amount of information. This can be achieved by retaining only those components
that have a larger variance. The steps involved in the proposed PCA algorithm are
outlined in Fig. 2. The next step involves the reconstruction of the processed
coefficients (after PCA fusion rule) using inverse curvelet transform. This step is
followed by the selection of maximum matrix from the reconstructed images using
maximum selection rule to yield the fused image.

The final step in the proposed approach is its objective evaluation, which
requires usage of HVS-based image quality assessment (IQA) approaches. In the
present work, performance evaluation is carried out with metrics such as fusion

Detail bands

Z -
Discrete Ridgelet Transform
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7 FFT2D oot
AW b
FFFY
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Image d | _wrip
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8
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Fig. 1 Curvelet transform flowgraph showing all the steps required to obtain the curvelet
coefficients [29, 30]
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BEGIN
Stepl :  Input: Curvelet coefficients (of both MRI & CT).
Step2 :  Compute: Column vectors from curvelet coefficients.
Step3 :  Compute: Covariance matrix using these vectors.
Step4 :  Process: Diagonal elements of the covariance vector.
Step5 :  Compute: Eigen vectors and Eigen values of covariance matrix.
Step6 :  Process: Column vector corresponding to large Eigen value (by dividing each
element with the mean of Eigen vector).
Step7 : Compute: Multiplication of normalized Eigen vector values by each term of
curvelet coefficient matrix.
Step8 :  Process: Inverse curvelet transform of two scaled matrices calculated in Step
7.
Step9 : Compute: Maximum matrix from the images calculated in Step 8.
Stepl0 :  Output: Fused image.
END

Fig. 2 PCA algorithm in curvelet domain

factor (FF) [4] and structural similarity index (SSIM) [32, 33]. Higher values of
fusion metrics indicate better fusion performance.

3 Experimental Results and Discussions

Simulations in the present work have been performed on images of two different
modalities (CT and MRI). This section deals with the qualitative and quantitative
analysis of the fused image obtained from the proposed approach. The results of
fused images obtained using the proposed approach are given in Fig. 3; while the
quantitative analysis of the same is shown in Table 1.

Fusion results in Fig. 3 for Sets 1 and 2 show that the fused image has a better
visual characteristic from the diagnostic point of view. CT-scan images give
information about the shape of the tumor which is helpful in determining the extent
of disease, whereas MRI image gives soft tissue details. It can be clearly seen that
fused image contains complementary information about both the images; i.e., soft
tissue details as well as the shape of the tumor. This is further supported by high
values of fusion metrics (FF and SSIM). Values of SSIM above 0.8 demonstrate a
good structural, contrast, as well as luminance restoration in the fused image. In
addition, high values of fusion factor show the effectiveness of the proposed fusion
approach.
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MR-T1

SET 2

CT Image Fused Image

(a) (b) (c)

Fig. 3 Image fusion results for different sets of MRI and CT-scan images with the proposed
approach. a Input CT image. b Input MRI image. ¢ Fused image

Table 1 Quantitative Set no. FF SSIM
analysis of proposed fusion 57501 0.8188
approach : :

2 5.6738 0.8390

3.1 Comparison with Other Fusion Approaches

The present approach has been compared with the DWT-based fusion approach
proposed by Zheng et al. [34] and sparse representation approaches like simulta-
neous orthogonal matching pursuit (SOMP) and orthogonal matching pursuit
(OMP) [35] for medical image fusion. The obtained result shows the effectiveness
of the proposed approach in visual representation compared to DWT, SOMP, and
OMP approaches. The fused image obtained from the proposed approach represents
edges and curved shapes more effectively, as the image has better sharpness
compared to images obtained from other approaches. Moreover, the higher values
of the fusion metric shown in Table 2 validate that the proposed fusion approach
has better diagnostic utility than the other approaches.
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Table 2 Performanc.e Fusion approach SSIM

comparison of fused images DWT [34] 0.58
OMP [35] 0.67
SOMP [35] 0.68
Proposed approach 0.85

4 Conclusion

An image fusion approach employing PCA and maximum selection rule in curvelet
domain is presented in the paper. This approach is more appropriate for image
fusion as it combines the feature enhancement property of PCA and edge detection
property of curvelet. Moreover, the involvement of maximum selection rule facil-
itates the representation of only relevant information from the input images. The
proposed fusion approach yielded a fused image that represented shapes and soft
tissue details of tumor. Thus, it provides the details of two different modalities in
one single image, justifying the purpose of medical image fusion. Significant results
relevant from a visual point of view, as well as high values of the fusion metrics
(FF/SSIM), have been obtained from the proposed fusion approach. Comparison
results indicate improvement in restoration of structural, contrast, and luminance
features in the obtained fused image, as depicted by high value of SSIM, in
comparison to other fused images. Hence, the proposed fusion approach is more
precise and can be used more effectively for medical diagnosis than other methods
of fusion.
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Gigabit Network Intrusion Detection
System Using Extended Bloom Filter
in Reconfigurable Hardware

Akshay Eldho Jose and T. Gireeshkumar

Abstract Network intrusion detection system collects information from network
and identifies all the possible existing network security threats. Software based
detection systems are common but are not good enough for the current network
security requirements. Present day network intrusion detection needs wire-level
data transfer to avoid the inefficiency in pattern matching process. Hardware based
solutions like field programmable gate array which is known for its high processing
capability can easily solve these issues. This paper implements a hardware based
gigabit intrusion detection system using extended Bloom filter concepts. The paper
presents a solution to reduce the high error rate of Bloom Filter by introducing a
Reference Vector to the work and evaluates its performance. The reference vector
verifies the Bloom filter output for any possible false positive results and reduces
the error rate in the system.

Keywords Network intrusion detection - Field programmable gate array
Extended bloom filter - Reference vector

1 Introduction

Network security refers to the protection of various resources from all kind of
malicious activities and ensures safety to network and data. It implements the
security policies and analyzes various threats and stops it from entering the net-
work. Network security consist of many layers such as firewall and network
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intrusion detection systems. Firewalls are used to block the access between the
networks but it does not study the traffic nor alert the administrator. An intrusion
detection system is capable of studying the traffic patterns and compares it against
the known attack patterns. It has the capability to inspect the packet contents deeply
and protects against network threats.

Software based network intrusion detections are common which can be imple-
mented easily. Snort is an example of open source light weight intrusion detection
system [1] which uses signatures to compare thousands of attack patterns. But if the
network falls in gigabit speed, it will be difficult for the software to support the
system. Hardware solutions solve these issues by converting the rules into
Hardware description language. Field programmable gate array is one such hard-
ware which is designed to be configured by a Hardware description language. It
consists of many high speed logic blocks capable of parallel processing to produce
high performance gain. The general functional model consists of three sections:
buffering, packet analyzer and rule matching section. The gigabit network is con-
nected to hardware through Ethernet interfaces. The packets are queued in buffer
section to balance between hardware and network. Packets are forwarded to the
packet analyzer where it extracts the information from packet. These information
are then compared against a set of rules in rule matcher. The alerting and logging
mechanism works according to the output of rule matcher.

In this paper, a gigabit network intrusion detection system is designed based on
Bloom Filter, to identify the attack patterns in the network. The paper efficiently
designs Bloom filter algorithm for string matching engine (SME). Bloom filter test
the participation of an element from a group of elements. In this approach, the
elements in a group are hashed with multiple hash functions and are stored in the
memory. This stored information can be used to check whether a given element
belongs to the group or not. The major advantage in Bloom filter is the constant
amount of memory needed to store the hashed values irrespective of length of the
input element. Also, the amount of computation needed for hash functions and
memory lookups are constant thereby making process faster. The designs are based
on the concepts of spectral Bloom filters [2] which is an extended version of naive
Bloom filter [3] and optimized version of counting Bloom filter [4]. They solve
some of the problems such as multi-set query, insertion and deletion to Bloom in
real-time which are not possible with original Bloom Filters. In spectral Bloom
Filter [2], instead of bit vectors, an array of counters was implemented and is
incremented or decremented according to corresponding insertions or deletions.

The rest of the paper is organized as follows: In Sect. 2 the background and
related works are given; In Sect. 3, the design implementation of the work and
description of the design; In Sect. 4, results and discussions of the experiment and
Sect. 5 concludes the paper.
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2 Related Works

The high speed Intrusion Detection System is an area of high opportunity, espe-
cially in hardware based NIDS. The increase in data speed has led to the require-
ment of dedicated hardware components and its improvement is necessary for a
near perfect product. Roesch [1], developed a tool in 1999 called Snort, that can
rapidly find the possible holes in network security. Sidhu and Prasanna [5] focused
on methods that could convert the regular expression faster to hardware circuitry.
They skipped the conversion to deterministic finite automaton (DFA), directly
compiled regular expression to nondeterministic finite automaton (NFA). This
implementation was extended in the works of Hutchings, Brad and Franklin [6] in
2002 which proposed a high speed Network Intrusion Detection system. The sys-
tem extracted regular expression from snort with the help of java code which was
then processed by the Xilinx software to create the FPGA input. They proposed an
automated compiler that could convert regular expression automatically.

Bloom Filter from Bloom [3] was mainly used for checking the string and
database applications. Broder and Mitzenmacher [7] uncovered the various appli-
cations of Bloom filters in networking, its modern variants, and the mathematical
basis behind them. The main advantage of Bloom filter is that it takes only constant
amount of memory to hash each of the elements irrespective of its length and also
the computation involved in detecting an element is constant. Dharmapurikar and
Krishnamurthy [8] in 2003 proposed a technique with Bloom filter to verify the
membership of the queries. The focus was to implement the fast string matching in
hardware based Intrusion Detection System. The design consist of bloom filters
corresponding to each string length which ranges from a minimum value to size of
window. In 2004 [9] they analyzed its performance against the finite automata
solutions. Universal Hash function known as H3, is found to be suitable for
implementation of hash table in hardware from the study conducted by
Ramakrishna et al. [10].

Song and Lockwood [11] in 2005 suggested a method for long string matching
to reduce the supported signature length. Three bit extended Bloom filter were
chosen because of its scalability and fast incremental updating ability. Fan et al. [4]
proposed an extension to bloom filter that could insert and delete from Bloom
vector in real time. Cohen and Matias [2] optimized the work for multiset query and
introduced two new algorithms. Pontarelli and Bianchi [12] proposed a system
where instead of purely distributing the packets across the modules they grouped
similar traffic packets and dispatched it to differently capable blocks. The design
mainly used the header information to classify it into different categories and each
module of hardware processes the disjoint rule sets. They followed a shift and
compare architecture which was presented by Baker and Prasanna [13].
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3 Design and Implementations

Let a string be processed by some multiple hash functions and they result in some
values less than the size of the vector to which hash function map the string. Those
values are set as bit positions in vectors. The query procedure is same as pro-
gramming where the strings are checked for membership. The bit in corresponding
values of vector is compared against the hash values of the queried string and if at
least one value is found different then it is declared as a non member. The false
positive probability fis given by [4]

1 nk\ Lk
f= (1—(1—Z) >z(1—e )

where m is the size of the vector with n members and & hash functions. In optimal
case, for a given value of m and n, we get number of hash functions with minimum

false positivity,
k= (=m2).
n

The extended Bloom filter replaces the vector with array of counters. The
counter corresponding to hash value increases when strings are inserted and
decreased when deleted. When an item is queried or deleted it checks only the
minimum counter value which should be greater than one if it existed in Bloom.
When an item is inserted to Bloom filter, minimum counter is increased which is
equivalent to increasing all the counters. The hash function implemented in this
paper is the universal hash function, H3. This class of function are found suitable
for hardware implementations [14] since they are bound to the limited memory
resources. For any bit string X with bits represented as

X = <X1,X0,X3,...,Xp>
the ith hash function over X is calculated as,

hi=dn x1@©dp-x2®dn-x3® - Ddip - xp
where ‘.’ is a bitwise AND operator and ‘@’ is a bitwise XOR operator. dj; is a
predetermined random number in the range [0 ... m — 1].

A second bloom vector of same size known as the reference vector is introduced
in this paper. The resultant hash values of multiple hash functions from previous
vector are hashed together to get a single value and is set in the reference bloom
vector. The reference vector is considered only when there is a chance of false
positivity. The reference vector is ignored when the first vector finds the item as a
non member. This can further reduce the false positivity. The hash function uses
simple XOR of previous hash function values to increase the lookup speed.
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Fig. 1 Reference vector ;’_;{‘I’;’;"ﬁmcﬁa” bit vector
o 1]olojo 1]o o]1]o]

hi(xi) ha(xi) hs(xi

reference
vector

0o/0/ojofo of1 oo]o]

The Fig. 1 shows the implementation of reference vector in Bloom filter and the
hash function is given as

h=hx)®h(x) - - & hx)

where x is the string and k is the number of hash functions in first vector.

3.1 Architectural Model

The architectural model of network intrusion detection based on reference Bloom
Vector is shown in Fig. 2. It consists of an ethernet interface to which the network is
connected. The queue manager record the packets and puts it in order. It allows
synchronization between hardware and network. The packet classifier consists of
header classifier and payload extractor. The header classifier extracts the header
through the layers of protocol and the control is passed to the payload extractor. The
information from payload extractor is given to the dispatcher unit which decides the
distribution of the packet. It distributes the payload to one of the multiple bloom
engines in such a way that the load is uniformly distributed. A Bloom engine
consist of many Bloom filters, each having a different input window size. At each
clock cycle, one byte is shifted in the window. The Bloom filter compares the
resultant hash values of the input with the values stored in the hash table. The
number of parallel bloom filters depends on the maximum length of the string to be
compared and so window size is set from minimum to maximum length.
Multiple such Bloom engines are considered in order to increase the throughput
of the system. These Bloom engines are connected to hash tables stored in the
memory. Hash tables consist of stored hashes of attack patterns which are compared
with hashed inputs in bloom filters. If the item is found to be a member, then the
hash values are forwarded to False Positive Verifier. The reference vector is similar
to a Bloom vector, except that the function intakes the Bloom filter hash values. The
reference vector is already set with values corresponding to each string. If the
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Fig. 2 Architectural model
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comparison with the bloom vector gives a positive result with a certain error
probability, the reference vector confirms the result, reducing the error rate. The
alerting and logging systems are activated incase the output of reference vector is
positive. The alerting mechanism notifies the administrator for the event and log-
ging system saves the collected information to a file.

4 Results and Discussions

FPGA is the most feasible solution for wire-speed implementations. The design
mainly focused on the minimum resource utilization in hardware. Different hard-
ware implementable string matching algorithms were selected and analyzed, based
on their complexities and features. Table 1 shows a brief comparison between

Table 1 Study of different String matching algorithms

Algorithm Search method Pre-processing Search-time complexity
Brute force Linear No O((n —m+ 1)m)
Rabin—-Karp Hash Yes O((n—m+ 1)m)
Morris Pratt Heuristics based Yes O(m+n)
Aho—Corasick Automaton-based Yes O(m+7z)

Bloom filter Hash Yes O(k)
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different hardware string matching algorithms. Bloom filter found to be the most
compatible algorithm among them. It remembers only the flipping of bits in bit
array and do not store any hashed keys. The selection of hash function, thus directly
impacts the performance of the hardware. Five different non cryptographic hash
functions were chosen for investigation. Universal Hash function, CRC 32, Pearson
hash, Bit extraction hashing, XOR hashing were tested with uniformity test and
avalanche test. Uniformity test analyze the distribution of hash values. Avalanche
test checks whether a small change in input produce a large change in output.
Considering the results from tests, H3 class of universal hash function was found
better than the rest for hardware implementation.

The design is implemented in Xilinx Virtex II Pro with 4,176 Kbit block RAM
[15]. Hash table were stored in SRAM with a total capacity of 4.5 Mbytes. Multiple
engines with 20 distinct lengths can be scanned at a time. Despite the fact that the
rate is kept at the same level as in other comparable works, the error rate is
decreased to a small value. The system is designed in such a way that, the reference
vector is inquired only after a positive outcome in bloom filter. The value %' gives
the ratio between vector size and number of elements. The proper selection of m,
n and k values can reduce the error probability.

The relationship between them clearly shows the size of bit vector (m) to be
greater than the number of elements (n) and larger k values could reduce the errors.
The Fig. 3 shows the comparison of false positive probability between old and new
proposed system for different values of k with ' = 15. The graph shows an enor-
mous reduction in error probability making the system highly efficient.

8- min=15 (old) = min=15 (new)
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5 Conclusion

The paper proposed a network intrusion detection system in hardware platform to
meet the current network requirements. The system adopted Bloom filter algorithm
along with H3 hash function for the generation of bit vector. This paper presents an
architecture for fast string matching with the help of multiple bloom engines.
Further the design consists of a reference vector, which is meant to reduce the error
rate in the system. An analysis of the trade-offs between number of hash functions
and false positive probability has been presented. The FPGA based implementation
is performed with the help of Xilinx Virtex Pro II FPGA board to support gigabit
speed.
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Hash-Based Rule Mining Algorithm
in Data-Intensive Homogeneous Cloud
Environment

Raghvendra Kumar, Prasant Kumar Pattnaik and Yogesh Sharma

Abstract Today Innovative Technology is used to analyze and manipulate huge
amount of data in the cloud computing environment. It is very challenging task
because the privacy and security are the main issue. Because the scenario of the
cloud environment is given, then the distributed database comes in the picture as
well as privacy. In this paper, we used the concept of pseudo random number, and
for finding the strong Association rule in the database, we used the Inverted hashing
and pruning as well as distributing the database into the different number of cloud
nodes, and finding the global result, we used Distributed secure sum protocol in the
homogenous cloud environments, where the number of attributes will be same, the
number of transactions wearies from node to node.

1 Introduction

Data mining technology [1-3] is playing a very important role in analyzing the data in
cloud environments [4—6] because the last few years cloud computing has received
significant investments in the industry. And many cloud providers are participating in
the market, forming competitive environments which are referred to as multiuser and
multiproviders cloud market. Cloud computing (Internet) [7-9] is very emerging
technology in today scenario. Because cloud computing reduces the both
hardware and software cost, this provides the facility to the client as per their use.
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In simple word, if we say that the cloud computing is simply pay per use “if you
want milk then you buy cow” no because if we want milk, then we simply purchase
the milk and use it. So same way, we also define the cloud computing. Cloud
computing Model divided into two types of models: deployment model and service
model. Deployment model again divided into three models: public cloud, private
cloud, and hybrid cloud. Cloud computing provides three main services: software as a
service (SaaS), platform as a service (PaaS), and infrastructure as a service (IaaS), and
in the distributed cloud computing environment, every node contains the resources
that are physically distributed and logically connected with other resources to mining
the result from the database; data mining has many different techniques like classi-
fication, association rule mining, clustering, etc. In this paper, we used one of the data
mining techniques is association rule mining to find that the item is frequent or not.
Association rule mining [10-12] is an important class of regularities within data
which has been studied by the data mining experts. The problem of association rule
[13—15] arises when we want to calculate the support and confidence of that particular
item set in the distributed cloud computing environment, so in the proposed,
we proposed an algorithm to solve that kind of problem and calculate the global
support and confidence of the item or rule.

2 Proposed Work

In this proposed work, we assume that the data is distributed in the different
numbers of cloud center, and every cloud center has more than one cloud node, and
every cloud node has their own database that is horizontally partitioned database,
and every cloud node wants to calculate their global result without revealing their
private information to all the other cloud nodes that presents in the cloud center, and
same for the cloud center, and for managing the high privacy to the distributed
database used the concept of hash value and pseudo random number. Algorithm 1
shows the steps to how to work in this cloud environment, Fig. 1 shows the
distribution of the cloud nodes and cloud center in the cloud environments, in
which data is physically distributed but it is logically connected to all the other
cloud center or cloud nodes present in the environments, and in this paper, RGPV
University database is distributed in the different distributed database, the number
of cloud center is three, and every cloud center contains only a single cloud node
and the online database has been taken for cloud center 1 in cloud center 1, cloud
node 2 in cloud center 2 and cloud node 3 in cloud center 3 with their hash value. In
this paper, we consider that the threshold of support and support count are 40 % and
9 separately for all the cloud nodes presented in the distributed environments.

Algorithm 1

Input: Horizontal-Partitioned database {P;, P,, ... P,}, Pseudo Random
Number {R;, Ry, ... R,} for all nodes presented in cloud computing
environments when the number of nodes (N > 3)
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Fig. 1 The distribution of the cloud nodes and cloud center in the cloud environments
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Step 1:

Step 2:
Step 3:
Step 4:

Step 5:

Step 6:
Step 7:

Step 8:

Step 9:
Step 10:

Step 11:

Secure Global Support value for each frequent item sets

Partitioned the centralized database into the distributed database in cloud
environment.

Now the each cloud center is again divided into the distributed database
as cloud nodes.

Each cloud node contains the horizontally partitioned database {Pj,
P,, ... Py}

Each cloud node and cloud center select their own pseudo random
number R,;, R, ... R,

Arrange the entire cloud center in physically distributed but logically
connected distributed database into the cloud distributed database
environments.

Each cloud center has more than two cloud nodes (used the concept of
secure multiparty computation).

Now the each cloud node contains the horizontally partitioned distributed
database.

Select one of the cloud centers as the cloud head, that contains all the
information of the rest of the cloud center and cloud nodes present in the
cloud environment.

Now the cloud head sends the hello massage to the rest of the cloud
center presented.

After receiving the hello massage, the cloud center sends the hello
massage to the cloud nodes presented in every cloud center.

Now all the cloud nodes send the reply massage to their cloud center
after adding the own pseudo random. Reply massage + Pseudo Random
Number (Cloud Nodes)
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Step 12:

Step 13:
Step 14:
Step 15:
Step 16:

Step 17:

Step 18:
Step 19:

Step 20:

Step 21:

Step 22:

Step 23:

Step 24:
Step 25:

Step 26:
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After that all the cloud centers send the activation massage to cloud head
after adding the own pseudo random. Reply massage + Pseudo Random
Number (Cloud Nodes) + Pseudo Random Number (Cloud Center)
Every Cloud node will calculate their hash value (Hash Value = M mod
N) to convert Transaction table into the Hash table.

Now the converted hash table will calculate their own attribute value by
considering their hash value.

Now consider only those attributes that have value greater than the
minimum support.

Now the every cloud node will calculate their frequent item sets by using
the Apriori Algorithm from their original horizontally partitioned database.
Every cloud node will calculate their own Partial Support (PS) by using
PS;; = X. Support — Threshold Support * |DB|

forI=1ton
{
for/J=1ton
{

Each cloud node selects own pseudo random number.

After calculating partial support, all the cloud nodes will send the Partial
support

PS;; = X. Support — Threshold Support * [DB| + Pseudo random number
Now the entire cloud center receives the partial support from their dif-
ferent cloud nodes and adds their own pseudo random number by using
the following formula, PS;; = X. Support — Minimum Support * |Size of
the database| + Pseudo random number (Cloud Nodes) + Pseudo random
number (Cloud Center)

The cloud head receives the encrypted partial support values from all
other cloud center.

Then the cloud head decrypted

PS;; = X. Support — Threshold Support * [DB| + Pseudo random number
(Cloud Nodes) + Pseudo random number (Cloud Center) — Pseudo
random number (Cloud Center)

Now again decrypted

PS;; = X. Support-Threshold Support * |DB| + Pseudo random number
(Cloud Nodes) — Pseudo random number (Cloud Nodes)

Now cloud head calculates the global support count (GSC) by using the
following formula

GSC = Sum of all the PS — Threshold Support * [DB|

Cloud head broadcasts the global support count value to the other entire
cloud center present in the cloud environments.

Now every cloud center broadcasts the global support value to all the
cloud nodes present under in the cloud center. } }

End of Process



Hash-Based Rule Mining Algorithm in Data-Intensive ... 25

Now calculate the frequent item sets in cloud node 1 for cloud center 1 = { Attrl,
Attr2, Attr3}

Consider that the item is {Attrl} for calculating their global support values from
all the cloud environments that may be frequent locally or globally Partial support
that is calculated for cloud node 1 PS; = X. Support — Threshold Support * [DB| =
12-4*16=5.6

Calculate the number of frequent item sets in cloud node 2 for cloud center 2 =
{Attrl, Attr2, Attr3, Attrd}, for cloud node 2 PS, = 11 — 0.4 * 17 = 4.2, Frequent
item sets at cloud node 3 = {Attrl, Attr2, Attr3, Attrd}, PS;=11 — 04 * 14 =54,
PS; =56,PS,=42,PS; =54

If consider the first number for generation of pseudo random is 50, then square it,
get a number is 2500, select two middle numbers from the squared number, the next
value is again 50, then again square it, and select the two middle number after
squaring it. Like that find the all pseudo random number depending upon the user
requirements. So the R; = 50 for node 1, R, = 50 for node 2, R; = 50 for node 3.
And every cloud center contains number of different cloud nodes but in this paper,
we have consider that every cloud center contains only a single cloud node. After
calculating the local or partial support valve, every cloud node adds their own
private secure pseudo random number to send the cloud center for encrypting the
data values, by using the above formula for cloud node 1: the value of partial
support PS; = 12 — 0.4 * 16 + 50 = 55.6 For cloud node 2, the value of partial
support PS, = 11 — 0.4 * 17 + 50 = 54.2 For cloud node 3, the value of partial
support PS3; =11 — 0.4 * 14 + 50 = 55.4.

When the cloud nodes receive the encrypted partial support value from their
different cloud nodes, the cloud center added their own value to encrypt the data
again, so reduce the data leakage to other cloud center presents in the environment.
Consider the pseudo random number is 60 for cloud center 1, 2, and 3. Now the
partial support value for the cloud center 1 PS;(Cloud Center 1) = 12 — 0.4 *
16 + 50 + 60 = 115.6. For cloud center 2, PS, = 11 —4 * 17 + 50 + 60 = 114.2. For
cloud center 3, PS; = 11 — 0.4 * 14 + 50 + 60 = 115.4. Now all the cloud center
sends their encrypted partial support value to the cloud head, when the cloud head
received that encrypted value from their different cloud center, the cloud center now
decrypted that value by using the following formula PS;; = X. Support — Minimum
Support * |Size of the database| + Pseudo random number (Cloud Nodes) + Pseudo
random number(Cloud Center) — Pseudo random number(Cloud Center) — Pseudo
random number (Cloud Nodes)

Now the partial support value for the cloud center 1 in cloud head PS; (Cloud
Center 1) = 12 — 0.4 * 16 — 50 — 60 = 5.6, for cloud center 2, decrypted values
PS, =11 — 04 * 17 — 50 — 60 = 4.2, and for cloud center 3, decrypted values
PS;=11-04*14-50-60=5.4

After decrypting the partial support value, then the cloud head calculating total
PS = PS; + PS, + PS; — Threshold Support * |DB| = 5.6 + 42 +
54-04*(16+17+14) =152 - 18.8 =-3.6

Global support count value is —3.6 that is less than zero so it is globally
infrequent item sets; it may be frequent in the local cloud center or cloud center.
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After calculating the global support value, the head node broadcasts that value to all
other cloud centers present in the cloud environments, like that the entire cloud
centers broadcast the global value to all other cloud nodes present in the cloud
environments.

3 Conclusion

Most of the people preserve the privacy in the original dataset in the cloud envi-
ronment using the concept of pseudo random number that is nonreproducible that is
very difficult to machine to produce that number again for decrypting the original
datasets. But in this paper, we used the concept of the pseudo random number that is
reproducible and also for providing the highest privacy that the middle node never
knows the result of the neighbor node so we changed the position of every node by
using the distributed secure sum protocol. This paper implements the new algorithm
and implementation to overcome the privacy to the data in the cloud computing
environment. And this paper is also to reduce the complexity of finding association
rule in the huge amount of data because we used the multi-path inverted hashing and
pruning concept; the complexity of this algorithm is very less as compare to the
well-recognized Apriori algorithm, and also the data leakage is zero percent.
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Privacy Preservation in Distributed
Environment Using RSA-CRT

Raghvendra Kumar, Prasant Kumar Pattnaik and Yogesh Sharma

Abstract Most data mining applications are based on information sharing and
additional challenges, when we are dealing with data that are containing sensitive or
private information. There is no common data mining technique available that deals
with private information without any leakage. Therefore, the knowledge extracted
from such data may disclose the pattern with sensitive/private information. This may
put privacy on the individual/group of parties. In the past few years, privacy pre-
serving data mining has attracted the research interest and potential for a wide area of
applications. There are many techniques for privacy preservation like cryptography,
anonymity, and randomization, etc., experimented for privacy preservation in data
mining. In this paper, information system-based approach is considered, so some of
the attributes required higher privacy compared to the other attributes. This paper
explores the use of cryptography techniques, namely RSA with Chinese remainder
theorem (CRT) to encrypt and decrypt the database, when all the parties are trying to
find their global result in presence of trusted third party or absence of trusted third
party, without disclosing their private information to each other.

1 Introduction

Due to the tremendous growth of data and Internet, [1, 2], collection and analysis of
huge amount of data is a big question in today’s era because data is used every-
where like business strategy, scientific calculation, and research in the field of
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medical [3], etc. However, when data is distributed in the distributed environment
then the main problem is privacy and security. Some useful information such as
customer buying habits, electronical records, medical record, research records, and
bank details, etc., are leaked due to a centralized database. So, the main problem is
privacy in the distributed database; some of the methods are described below are
divided into four different types

1. Privacy preservation in the centralized database [4]
2. Rule hiding algorithm [5]

3. Privacy preservation in the distributed database [6, 7]
4. Privacy preservation in the rule mining algorithm [8]

In this paper, we used the combination of RSA [7-9], CRT [10, 11], and SMC
[6] to provide high privacy in the distributed data without disclosing their private
information to the other party present in the environment.

2 Proposed Work

In this paper, an honest and semi-honest model for adversary is used where each party
follows correctly the protocol for secure computing, but they do not want to disclose
their personal information to all the parties presented. The proposed algorithms
presented a method for privately computing data mining process from distributed
data sources disclosing any information about the data sources or their data except
those that revealed final global results [6, 12, 13]. In this paper, we proposed four
algorithms for considering the two different scenarios. Algorithm 1 gives the concept
when the absence of trusted third party and number of parties is two, but they try to
find the common function or common result for both of them without disclosing their
private information to each other. Algorithm 2 gives the concept when the trusted
third party is presented and the number of parties is two, but they try to find the
common function or common result for both of them without disclosing their private
information to each other, so that trusted third party calculates their common result or
global result and sends to both the parties. Algorithm 3 gives the concept when the
absence of trusted third party and number of parties is more than three, but they try to
find the common function or common result for both without disclosing their private
information to each other, so in this scenario party P1 is considered as a trusted party
for calculating the global result or global information. Algorithm 4 gives the concept
when the presence of trusted third party and number of parties is more than three, but
they try to find the common function or common result for both without disclosing
their private information to each other, so in this scenario, trusted third party is
considered as trusted party for calculating the global result or global information.

Algorithm 1: Absence of trusted third party (TTP)
Input: M = 2 Parties, y; class values, L attribute values, x,, query instance {x;, x5 ...
X}
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Step 1:
Step 2:

Step 3:
Step 4:

Step 5:

Step 6:
Step 7:
Step 8:
Step 9:

Step 10:

Let us consider the scenario when the number of parties is two and the
parties (P, and P,) have their own database DB, and DB,, respectively.
Now parties Py and P, consider two large prime number P; and Q,,
respectively, and calculate N; = P; x Q;

{e;, d;} keys of RSA algorithm that are generated by EDMS [10].
Now parties, Py and P, calculate the number of frequent and infrequent
item sets [5] from their datasets with considering the threshold value.
After that parties P, and P, deliberate the PS

fori=1to 2 do

PS; = X;. Support — Minimum Support * [DB||

Encrypt PS; to get homo orphic encryption E; (PS;) (RSA-CRT Key
generation) for parties P and P,

RSA encrypts P; to C; = E; (PS;) and transport C; to the EDMS

Now party P, sends C; to party P,

When party P; received the encrypted result from party P,, party P,
Decrypt E; (PS;) (RSA-CRT Decryption)

After that, calculate the common result from both parties P; and P,,
which is represented as global result. (Global Result/Support = Sum of
original values/N = Total number of parties)

Algorithm 2: Presence of trusted third party (TTP)

Input: M = 2 parties, y; class values, L attribute values, x, {x;, x, ... x,} query

instance

Step 1:
Step 2:
Step 3:
Step 4:
Step 5:
Step 6:

Step 7:

Step 8:

Step 9:
Step 10:

Let us consider the scenario when the number of parties is two and the
parties (P, and P,) have their own database DB, and DB,, respectively.
Now parties P; and P, consider two large prime numbers P; and Q;,
respectively, and calculate N; = P; x Q;

{e;, d;} keys of RSA algorithm that are generated by EDMS [10].
Now the parties P, and P, calculated the number of frequent and
infrequent item sets [5] from their datasets with considering the threshold
value.

Trusted third party sends hello message to all the parties presented in the
environment.

When all the parties receive the hello message they send the reply
message to the third party.

After that party, P, and P, calculate the PS,

fori=1to2do

PS; = X;. Support — Minimum Support * |DB,|

Encrypt PS; to get homo orphic encryption E; (PS;) (RSA-CRT Key
generation) for parties P; and P,

RSA encrypts P; to C; = Ei(PS;) and transport C; to the EDMS

Now parties P, and P, send the C; to TTP
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Step 11:

Step 12:
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When the TTP is received, the encrypted value from P; and P, the
trusted third party decrypt E; (PS;) (RSA-CRT Decryption)

After that, trusted third party calculates the global result from both
parties P and P,, broadcast the results to both the parties presented in
the environment. (Global Result/Support = Sum of original values/
N = Total number of parties)

Algorithm 3: Absence of trusted third party (TTP) and number of parties is more

than three

Input: M Parties, y; Class values, L Attribute values, x, {x;, x» ... x,} query

instance
Step 1:
Step 2:

Step 3:
Step 4:

Step 5:

Step 6:
Step 7:

Step 8:
Step 9:

Step 10:

Let us consider the scenario when the number of parties m = 3 (P,
________ P, have their own database DB; for I = 1 to m.

P; and Q; are large security prime numbers and calculate N; = P; x Q;
{e;, d;} keys of RSA algorithm that are generated by EDMS [10].
Now the parties (P, P, ... P,,) calculated the number of frequent and
infrequent item sets [S] from their datasets considering the threshold
value and consider P, as protocol initiator party.

After the parties (Py, P, ... P,,) calculate PS value

fori = 1to mdo

PS; = X;. Support-Minimum Support * |DB,|

Encrypt PS; to get homo orphic encryption E; (PS;) (RSA-CRT Key
generation) for the parties (P, P, ... P,,)

RSA encrypts P; to C; = E; (PS;) and transport C; to the EDMS, for i =1
to m do

Now all the parties for i = 2 to m send the PS; to the P,

When the party P, received the encrypted result from the parties (P,, P3
.. P,), Py decrypt E; (PS;) (RSA-CRT Decryption) for i = 2 to m do
After that, party P, calculates the global support value and broadcast
global support value to all the parties presented. These values are locally
frequent for some parties and infrequent for some other parties. (Global
Result/Support = Sum of original values/N = Total number of parties)

Algorithm 4: Presence of trusted third party and number of parties is more than

three

Require: M parties, y; Class values, L Attribute values, x, {x;, x> ... x,} query

instance

Step 1:

Step 2:
Step 3:

Let us consider the scenario when the number of parties m = 3 (P, P, ...
P,,) have their own database DB; for I = 1 to m.

P; and Q; are large security prime numbers and calculate N; = P; X Q;
{e;, d;} keys of RSA algorithm that are generated by EDMS [10].
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Step 4:

Step 5:
Step 6:

Step 7:

Step 8:
Step 9:

Step 10:
Step 11:

Step 12:

Now the Parties {P,, P, ... P,,} calculated the number of frequent and
infrequent item sets [S] from their datasets considering the threshold
value and consider trusted third party as protocol initiator party.
Trusted third party sends the hello message to all the parties present in
the environment.

When all the parties receive the hello message they send the reply
message to the third party.

After the parties {Py, P, ... P,,} calculate PS,

fori=1tomdo

PS; = X;. Support — Minimum Support * [DB||

Encrypt PS; to get homo orphic encryption E; (PS;) (RSA-CRT Key
generation) for the parties {Py, P, ... P,,}

RSA encrypts P; to C; = E; (PS;) and transport C; to the EDMS, for i = 1
to m do

Now all the parties for i = 1 to m send the PS; to the trusted third party
When the TTP received the encrypted result from parties {Py, P, ... P,,},
trusted third party decrypt E; (PS;) (RSA-CRT Decryption) fori= 1 tom do
After that, trusted third party calculates the global support value and
broadcasts global support value to all the parties presented. These values
are locally frequent for some parties and infrequent for some other
parties. (Global Result/Support = Sum of original values/N = Total
number of parties)

3 Conclusion

The use of the RSA and CRT algorithms preprocess the required privacy preser-
vation proposed and discussed in this paper. The data are encrypted before being
communicated to the trusted third party or protocol initiator party that applies the
data mining function/global results. This paper proposes novel algorithms to secure
the sensitive and private information in distributed database environments when the
number of parties is two or more than two. In the future, this work will be modified
using the different privacy preservation algorithms in distributed database
environment.
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Priority-Based Classification:
An Automated Traffic Approach

Somasree Bhadra and Anirban Kundu

Abstract In this paper, an advanced methodology is proposed to automate the
traffic system by categorizing the incoming vehicles. Vehicles are classified as
‘Public’ and ‘Private’ transport. ‘Public’ transport is considered to carry large
number of people. It is considered in this paper that avoidance of traffic congestion
and man power wastage are achieved by releasing public vehicles with highest
priority. Lanes are categorized as high priority lane (Lp), normal lane (Ly), and idle
lane (Ly). Probability of waiting in the queue for an incoming vehicle is measured
based on the Erlang distribution method. Avoidance of traffic congestion and
manpower wastage due to indefinite waiting time in traffic is handled efficiently by
our proposed approach. It is presumed that efficiency and productivity of human
resource are increased by providing efficient and smooth congestion-free transport
system. Minimum production time is expected from the human resources; hence
usage time of electronic resource is minimized. Power and energy consumption are
minimized as an indirect effect of efficient traffic system.
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1 Introduction

It is observed that manpower wastage is increased day by day due to the ever
increasing traffic. Lanes are controlled and released by predefined algorithm irre-
spective of the lane status. A dynamic lane release algorithm is required to control
the lanes based on the run time data. Maximum usage of man power is achieved
minimizing the transport time. It is evident that pollution rate and number of
vehicles on the road are directly proportional. Hence, pollution rate is decreased by
minimizing the number of active vehicle on the road. People are encouraged to use
public transport by offering minimum traffic for public vehicle.

Vehicular ad hoc network is considered as one of the most prospective fields of
research in recent times due to its obvious impact in transportation system [1]. An
efficient, opportunistic strategy is introduced in [2] to enhance reliable
vehicle-to-vehicle communication by exploiting the infrastructure through access
points [2]. In [3], an efficient approach is proposed to collect and disseminate
real-time congestion information through GPS to identify vehicles’ location and
speed [3]. Feasibility of information dissemination in vehicular networks is studied
in [4].

Erlang distribution method is widely used in telecommunication sector to avoid
call waiting. Number of available attainder, incoming call rate, and other parameters
are considered to calculate the probabilistic value of call waiting. Incoming calls are
diverted accordingly to achieve maximum resource utilization.

The proposed approach is considered as power and energy saving by imple-
menting Erlang method due to the simple operational activity and optimum time
complexity. In this paper, minimum number of parameters is considered and simple
method is used to automate the traffic system. Time complexity is made optimum as
the number of operand is optimum.

The rest of the paper is organized as follows: related works have been discussed
in Sect. 2; proposed system framework is discussed in Sect. 3. Experimental results
have been described in Sect. 4; conclusion is depicted in Sect. 5.

2 Related Works

Traffic congestion is increased and the traffic control efficiency is reduced by the
ever increasing traffic in recent years. Many approaches are introduced by the
researchers to enhance the performance of traffic controlling system. Intelligent
traffic system using multi-agent technology is proposed in [5]. Lanes are catego-
rized dynamically by implementing fuzzy set theory [5]. Image processing concept
is implemented to monitor and evaluate the real-time traffic system in [6]. Instead of
tracking entire vehicles, sub-features are tracked to increase the robustness of the
system [7]. Fuzzy logic is used to determine continuous and six discrete levels of
congestion, respectively [8, 9].
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Different automated road traffic systems are proposed by researchers in recent
times. In [10], five traffic statuses are estimated from video images using hidden
Markov models. Different versions of Erlang method are widely used to distribute,
analyze, and calibrate the traffic system [11-13]. Different energy saving methods
are implemented to reduce energy consumption in domestic environment [14—16].
Different green services in corporate environment are proposed in [17].

An automatic road traffic control and monitoring system for day time sequences
is presented in [18]. Mean speed, dimension, and vehicles counting are considered
as the decisive parameters. These features are collected through computerized
vision detection method. A frame-differencing algorithm and texture information
based on gray scale intensity are used to extract data from moving objects [18].
Inductive loops are placed in a roadbed to examine vehicles. Speed, length, and
weight of vehicles and the distance between them are inspected in more sophisti-
cated approaches [19, 20]. In [21], researchers have introduced a new method to
monitor congested freeways. A feature-based tracking approach is constructed for
the task of tracking vehicles under congestion. Instead of tracking entire vehicles,
vehicle sub-features are tracked to make the system robust to partial occlusion [21].
A new framework is designed in [22] toward a real-time automated recognition of
traffic accident based on the Histogram of Flow Gradient (HFG) and statistical
logistic regression analysis [22].

In [23], traffic management is controlled by implementing video monitoring and
surveillance system. Required information is gathered through surveillance and
required measure is taken to provide better traffic flow. Traffic density of the lanes is
measured by this approach. Priority-based signaling system is implemented on the
particular lane to avoid traffic congestion. Release sequence of the lanes is also
controlled by this approach.

A Web-based traffic management system is proposed in [24]. Master—Slave
architecture is used to implement remote-controlled traffic automation system.
Slave nodes are placed in different geographical locations. Entire data are controlled
and analyzed by the Master node. Traffic system is controlled through the
Internet [24].

Automated traffic management system is proposed in [25] to prioritize
Ambulance services. The proposed system consists of an “Intelligent Transport
System (ITS).” Ambulance location is tracked by intelligent sensor system. Nearest
hospital location and shortest path to reach the hospital are calculated by the central
unit. Traffic signals are controlled accordingly to provide fastest and
congestion-free traffic to the Ambulance [25].

Automated vehicle detection in traffic is important in many aspects. Tracking a
specific vehicle automatically is important in traffic surveillance. Vehicle detection
is typically used to track vehicle, analyze road traffic situation, and security purpose
[26]. Vehicle tracking is implemented by using differential morphological closing
profile [27].
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3 Proposed Work

Different automated traffic management systems are proposed by the researchers to
provide better traffic flow. Traffic congestion and vehicle density are considered in
existing approaches. In our paper, man power wastage is considered as the major
constraint. Hence, an intelligent traffic system approach is proposed to minimize the
man power and energy wastage.

Lanes are categorized based on some predefined assumption in typical auto-
mated traffic system. Ever increasing traffic is not controlled efficiently by this
predefined method. A dynamic energy saving traffic automation method is intro-
duced in this paper. Lanes are classified as high priority lane (Lp), normal lane (Ly),
and idle lane (L;) based on “Car Density” and “Waiting Time.” “Car Density” is
defined as the number of cars passing per unit time. Lane status is measured as a
combination of “Car Density” and “Waiting Time” as shown in Table 1.

High priority lane (Lp) is released first at any time instance, and then followed by
normal lane (Ly) and idle lane (L;). A lane is designated as Lp based on the
importance of that lane at that time instance.

It is assumed that a lane designated as ‘Ly’ has the high probability to be
transformed into ‘Lp’ lane. Hence incoming vehicles on ‘Ly’ are classified and sent
to by lanes to avoid probable traffic congestion.

Incoming vehicles are selected based on the probability that the vehicle has to
wait in the lane. The probability is calculated by existing Erlang C formula as
shown in Eq. (1) [28].

A_A:L
PW — N_IN.iN—AN , (1)
Yino T TR

where

P,, Probability that a vehicle has to wait on the lane;
A Total traffic offered in the units of Erlangs; and
N Stoppage time on the lane.

In our paper, total offered traffic in Erlang [28] is defined as follows:

N
A=>"T (2)

i=0

Table 1 Lane status measurement table
Low car density Moderate car density High car density

Minimum waiting time Ly L; Lp
Medium waiting time Ly Ln Lp
Maximum waiting time Ly Ly Lp
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where
N Number of cars waiting on the lane; and
T; Waiting time of a car on the particular lane.

It is presumed that lanes are subdivided as ‘Public Lane (Lpy)’ and ‘Private Lane
(Lpr).” Incoming vehicles are categorized as ‘Public’ and ‘Private.” Categorized
vehicles are sent to appropriate lane as shown in Table 2.

Incoming vehicles on ‘Ly’ are categorized and sent to the newly created by lanes
to avoid heavy traffic. Hence, status of the lane remains unchanged.

High traffic congestion on Lp lane is avoided by implementing similar catego-
rization process on incoming vehicles on this lane as depicted in Algorithm 1.
A threshold value (T}) is considered to measure the frequency of incoming vehicles
(FRr). Ty is calculated based on Eq. (3).

Number of vehicles arriving on the lane

=

3
Time 3)
Algorithm 1: Busy_Lane_incoming_vehicles_classification
Input: Frequency of incoming vehicles (Fg).

Output: Categorization and diversion of incoming vehicles.

Table 2. Vehicle Probabilistic value | Vehicle type | By Lane
categorization table - -
<=30 % Public Lane remains unchanged
Private
>30 % Public Lpy
Private Lpr

8
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Fig. 1 Traffic data of busy crossings of Kolkata, West Bengal
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Step 1: Start.

Step 2: If Ty <= Fg, then go to Step 6.
Otherwise, go to Step 3.

Step 3: If Ty > Fg, then, go to Step 4.

Step 4: Divide the lane as Lpy and Lpg.

Step 5: If the vehicle is ‘Public,” then send it to Lpy.
Otherwise, send it to Lpg.

Step 6: Repeat Step 2 to Step 5 for next incoming vehicle.

S. Bhadra and A. Kundu

It is presumed that maximum people is accumulated in ‘Public’ vehicle. Hence, a
huge man power is wasted by the typical release algorithm. It is considered that
importance of ‘Public’ vehicle in terms of man power wastage is very high. Hence,
more efficient and feasible outcome is achieved by introducing priority-based
release concept. ‘Public’ vehicles are considered as the highest priority vehicle to be

released.

It is also considered that if a lane is not released for a long-time starvation
problem may arise. Hence, each lane is checked in every time interval and the lane
that is not released for a long time is prioritized and released. It is presumed that

Table 3 Real-time traffic data for selected points

Location

Number of intersecting lanes

Number of cars passing per day

PTS crossing

4

75,000

Golpark more 4 45,000
Ruby more 5 50,000
Shyambazar 5 points 5 45,000

|

Q

g

Fig. 2 Lane release scenario in typical traffic system
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total waiting time in traffic is directly proportional to the wastage of human
resources in terms of time. Hence wastage of human resource is minimized by our
proposed automated road traffic system.

4 Experimental Results

Real-time traffic data from different busy crossings have been collected and are
shown in Fig. 1. Four busiest lanes are marked in Fig. 1.

Detailed traffic data of four lanes are shown in Table 3.

It is observed that traffic of these important road crossings are controlled by
predefined automated traffic system. Vehicle release algorithms are predefined.
Specific lanes are released in a cyclic manner as shown in Fig. 2. Real-time traffic
scenario at “PTS Crossing” is shown in Table 4.

Consider, total ‘n’ numbers of cars are waiting for ‘m’ minutes on lane ‘x’ at
time ‘71°. Then, total waiting time on lane ‘x’ at time ‘¢1’ is calculated as “m * n”.

Energy wastage in terms of human resource in existing traffic approach is
depicted in Fig. 3.

Lane 3 is designated as ‘Lp’ implementing our proposed approach based on
inputs “Car Density” and “Waiting Time.” Lane 2 and Lane 4 are designated as
‘LN’ by our proposed approach. Vehicles in Lane 3 are categorized and sent to
appropriate by lanes. Probability that incoming vehicles towards Lane 2 and Lane 4
have to wait is examined using Erlang C formula and required action as depicted in
this paper is executed to avoid traffic congestion. Traffic scenario of “PTS
Crossing” after implementing our proposed approach on same data is shown in
Table 5.

40 / \
35 /

5 A

25 /

20

human resource)

15

10

Energy Wastage (in terms of waiting

6.00 pm 6.02 pm 6.04 pm 6.06 pm
Clock Time

Fig. 3 Energy wastage in existing traffic approach
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Fig. 4 Energy wastage by our proposed traffic approach

Table 6 Experimental result from ruby more, park circus 7 points, shyambazar 5 points at a
particular time

Intersection (crossing) | Total waiting time using Total waiting time using
points typical method proposed method
Golpark more 6 h 27 min 54 h 13 min
Ruby more 5 h 46 min 44 h 27 min
Shyambazar 5 points 4 h 35 min 34 h 12 min
80 4

-

° |

w 70T

E wf

£ ? 50 1

2,1 @Existing System

s B Proposed System

S E 30+
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=% 5l

> .

o 10 +

o | L
High Priority Lane Normal Lane Idle Lane
ne Status

Fig. 5 Comparative energy wastage analysis between existing system and proposed system
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Energy wastage in terms of human resource by our proposed approach is
depicted in Fig. 4.

Experimental data are also being collected from other three intersections
(crossings) implementing our approach as shown in Table 6.

It is observed from the above experimental data that more efficient and energy
saving automated traffic system is achieved by implementing our proposed
approach. Comparative efficiency analysis between existing approach and our
proposed approach is shown in Fig. 5.

5 Conclusion

An advanced energy saving automated traffic system is proposed in this paper.
Lanes are categorized as ‘Lp,” ‘Ly,” and L; based on “Car Density” and “Waiting
Time.” Waiting vehicles in ‘Lp’ are classified as ‘Public’ and ‘Private’ and sent to
appropriate by lanes. Similarly treatment is implemented on incoming vehicles
towards ‘Ly’ lane to avoid traffic congestion based on the probabilistic value cal-
culated using Erlang C formula. Traffic congestion is minimized by adopting this
approach. Wastage of human resource in terms of time is also reduced. System
productivity is increased due to minimum transport time. Hence power and energy
usage is decreased.
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A Taxonomy of Software’s Non-functional
Requirements

Nida Afreen, Asma Khatoon and Mohd. Sadiq

Abstract Software requirements are divided into two parts, FRs and NFRs. FRs
determine the functionality, while, NFRs determine how a system is supposed to be.
In the literature, we have identified that most of the work is related to FRs. NFRs
have received less attention by goal-oriented requirements engineering community.
The aim of this paper is to present taxonomy of non-functional requirements so that
the requirements analyst can easily identify different types of NFRs according to
their needs in the early phase of requirements engineering.

Keywords Non-functional requirements - Types of non-functional requirements -
Classification

1 Introduction

Non-functional requirements (NFRs) are accepted as exceptionally imperative
features in the accomplishment of software development [1-3]. NFRs are signifi-
cant as they deal with the critical concern of software quality [4]. In spite of their
significance, NFRs have received less attention by the requirements engineering
community [5]. In the software architecture literature, NFRs are considered as
quality attribute. The IEEE standard [6] defines quality as “amount to which
software possesses following attributes like “trustworthiness”, “interoperability”
etc.”. Glinz [7] defined NFR as: (i) “a property, or quality that the product must
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have following attributes such as (a) appearance, (b) speed (d) accuracy” and
(i1) “the behavioural aspect of a system which have following quality functions
(a) performance, and (b) usability etc.”

Paying no attention to NFRs is a severe crisis. For example, the London
ambulance system failed because of the lack of NFRs [8, 9]. Classification of NFRs
plays an important role to present the detailed picture of different types of NFRs in
front of requirements analysts and customers. In the literature, we identify different
classification schemes of NFRs. For example, Boehm [10] in 1978 defined software
quality tree which tries to explain the key type of NFRs and relationship between
them. They classify NFRs on the basis of general utility. General utility is further
subdivided into portability, as-is-utility, and maintainability. In another classifica-
tion scheme, proposed by Roman [11] in 1985, NFRs were divided into six sub-
categories like (i) “interface requirements”, (ii) “performance requirements”,
(iii) “operating requirements”, (iv) “lifecycle requirements”, (v) “economic
requirements”, and (vi) “political requirements”. In 1987, Grady [12] presents
software quality attributes as FURPS model, i.e. (i) “functionality”, (ii) “usability”,
(iii) “reliability”, (iv) “performance”, and (v) “supportability”. ISO/IEC 9126 [13]
also presents the classification schemes on the basis of different quality levels, i.e.
(1) “quality in use”, (ii) “external quality”, (iii) “internal quality” and (iv) “process
quality”. On the basis of our literature review, we identify that these classification
schemes do not classify NFRs “on the basis of commonly used NFRs, on the basis
of definition and attributes of NFRs, and on the basis of conflicted NFRs”.
Therefore, it motivates us to present the taxonomy for NFRs on the basis of the
above criteria.

This paper is organized as follows: Section 2 presents the proposed classification
scheme of NFRs. In Sect. 3, we explain how the proposed classification is helpful
for requirements analysts at the time of requirements elicitation process.
Conclusions and the future work are given in Sect. 4.

2 Proposed Classification

In this section, we present our classification scheme of NFRs. In our scheme, we
classify NFRs into three parts: classification on the basis of commonly used NFRs,
on the basis of meaning and attributes of NFRs, and on the basis of conflicted NFRs
(see Fig. 1).

(A) Commonly used NFRs
In this criteria, we have considered those NFRs that are useful for the successful
development of different types of systems like information system, web based
system, etc. On the basis of our literature review, we identified the following NFRs
employed in different systems [4] like “performance”, “reliability”, “usability”,
“security”, and “maintainability”.

Brief descriptions of these NFRs are given below:
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Types of Requirements

| }

Functional Requirements | | Non-Functional Requirements |

Commonly used NFR [ NERs Definition and atributes | | Conflicted NFR |

l

Performance Rcliuhllily” Usability || Security || ML\inmlm\hiIl(y|
With meaning With meaning: With no Absolute Relative Never
and attribute: meaning and Conflict: Conflict: Conflict:
attributes
Example: Example: Example: Example: Example: Example:
accessibility, accuracy, accountability, Accuracy Reliability Security and
adaptability, analyzability, additivity, and and Accuracy
g i ity performance | | performance
efficiency etc. changeability affordability
etc. etc.

Fig. 1 Classification of non-functional requirements

Performance requirement describe the ability of software artefact “to make
suitable performance comparative to the quantity of resources required to imple-
ment complete functionality in fixed condition [14]”. Some of the following attri-
butes of performance requirement are: (i) “response time”, (i) “capacity”,
(iii) “latency”, (iv) “throughput”, (v) “computation”, (vi) “execution speed”,
(viil) “transit delay”, (viii) “workload”, (ix) “resource utilisation”, (X) “memory
usage”, and (xi) “accuracy” [4, 14].

Reliability requirements define the capacity of software artifact to operate with
no failure and retain a specified phase of performance when used in particular
normal circumstances during a certain time period [4]. Some of the attributes of
reliability requirements are : (i) “completeness”, (ii) “accuracy”, (iii) “consistency”,
(iv) “availability”, (v) “integrity”, (vi) “correctness”, (vii) “maturity”, (viii) “fault
tolerance”, (ix) “recoverability”, (x) “reliability compliance”, and (xi) “failure rate
critical” [15,16].

Usability requirements specify ability of the user communication with the sys-
tem; also the attempt required to study, operate, form input, and understand the
output of the system [4]. Some of the attributes of usability requirements are:
(1) “learnability”, (ii) “understandability”, (iii) “operability”, (iv) “attractiveness”,
(v) “usability compliance”, (vi) “ease of use”, (vii) “human engineering”, (viii)
“user friendliness”, (ix) “memorability”, (x) “efficiency”, (xi) “user productivity”,
(xii) “usefulness”, (xiii) “likeability”, and (xiv) “user reaction time” [4, 14].

Security requirements specify the concern to avoid illegal access to the system,
program, and information [4]. It includes the following attributes like: (i) “confi-
dentiality”, (ii) “integrity”, (iii) “availability”, (iv) “access control”, and
(v) “authentication” [4, 14].

Maintainability requirements explain the ability of the software artifact to be
tailored that may contain correcting a defect or change in the software [4]. Some of the
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following attributes of maintainability requirements are: (i) “testability”, (ii) “under-
standability”, (iii) “modifiability”, (iv) “analyzability”, (v) “changeability”,
(vi) “stability”, and (vii) “maintainability compliance” [14].

(B) NFRs on the basis of Definition and Attributes

In this section, we classify NFR on the basis of definition and attribute. The
objective of these criteria is to identify those requirements that are clearly defined in
the literature, like performance, security, usability, etc., and also identify those
requirements that are supported by their attributes like accessibility, adaptability,
availability, efficiency, etc. Therefore, as a result, we have identified that there are
252 types of NFRs but only 114 types of NFRs have been clearly defined in [4, 14].
In our work, we classify NFRs on the basis of the following: (i) With meaning and
attributes, (ii)) With meaning, (iii) With no meaning and attributes. A brief
description of these classifications is given below:

With meaning and Attributes

These types of NFRs specify that each NFR has meaning and the attributes associated
with them [4]. In these criteria only 23 types of NFRs have definitions, for example
accessibility, adaptability, availability, efficiency, etc. Accessibility defines the
quality of being at hand when needed. Adaptability defines ability to change (or be
changed) to fit changed circumstances. Availability defines the quality of being in
hand when needed. Efficiency defines the ratio of the output to the input of any system.

With Meaning

In this criterion, 30 types of NFRs have meaning but have no attributes, for example
accuracy, analyzability, attractiveness, affordability, etc. [4, 14]. A brief description
of these NFRs is given below: Accuracy defines the ability of a measurement to
match the actual value of the quantity being measured. Analyzability defines to
examine carefully and in detail so as to identify causes, key factors, possible result,
etc. Attractiveness refers to a quality that causes an interest or desire in something
or someone. Changeability defines liable to change or to be changed.

With No Meaning and Attributes

In this criterion, we identify 63 types of NFRs, for which there is no meaning and
attributes [4, 14]. For example, accountability, additivity, adjustability, affordabil-
ity, etc. A brief description of the NFRs is given below: Accountability is the
answerability to blameworthiness, liability, and the expectation of account-giving
or the ability to determine the responsible source for activity. Additivity is the
property to add in small amounts to something else to improve, strengthen, or
otherwise alter it. Adjustability defines to settle or arrange; to free from differences
or discrepancies. Affordability refers the ability of software to maintain its entire
cost within the range of affordability of an organization or customer. It is essentially
about the capability to ‘pay as you grow’ and it has many scope to it [15]”.

(C) Conflicted NFRs
At the time of requirements elicitation process [16-25] there are some NFRs that
may conflict with other NFRs [4, 14], for example, “accuracy” and “performance”
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[4, 14]. Conflicted NFRs further classify into three parts, i.e. absolute conflicted
NFRs, relative conflicted NFRs and NFRs that are never conflicted. NFRs that may
conflict with other NFRs known as absolute NFRs; example of absolute NFR is
“performance” due to its conflict with others it is the most conflicted NFR in the
literature, and it is conflicted with “accuracy”, “availability”, “confidentiality” etc.
The second type of conflicted NFRs is relative conflicts that are conflicted some-
times. This type of relative conflicted NFR are declared to be in conflict in some
definite cases, but they are not conflicted in some other cases [4, 14], for example,
“reliability” and “performance”. The third type of NFR is never conflicted NFR.
These types of NFRs show that it will never conflict with any other NFRs, for
example, “security” and “accuracy”.

3 Case Study

In this section, we have shown how to identify NFRs from the proposed classifi-
cation. We considered an example of an “institute automation system (IAS)”. While
developing a system, the first thing that comes to our mind is who the end-users are,
and what are the FR and NFRs of these end-users? In this case study, we emphasize
only on NFRs. The student will login the IAS by using their login ID and password.
In order to verify that only the enrolled students are using IAS, there must be some
security requirements in the system. So, the login ID is the security NFR. How the
students access and use the IAS is another type of NFR, i.e. accessibility and
usability. In our classification, we considered security NFRs as “Commonly used
NFRs” (see Fig. 1). The faculty uses the Login Id to access the IAS; therefore, there
is a need for security NFRs again. How much IAS is reliable is also an NFR. If
salary is transferred to the account then there must be some privacy. Therefore,
privacy is also another NFR. In the literature, we identified some NFRs that have
meaning and attributes, with no meaning and attributes. This classification criterion
will help requirements analysts to identify the NFR along with their attributes, with
meaning and attributes, and with meaning, with no meaning and attributes. Suppose
we want accuracy in our system, then this NFR has meaning and there is no
attribute for this NFR. Therefore, at the time of decomposing and refining this NFR,
requirements analysts will not further decompose it because it cannot be further
divided into sub-NFRs.

It should be kept in mind while developing the system that conflicted NFRs
should never come together, and it should be avoided (see Fig. 1). In our classi-
fication, we have another criterion for NFR, i.e. “Conflicted NFRs”. Confliction
among NFRs may be of three types, i.e. absolute conflict, relative conflict, and
never conflict. For example, a customer wants to develop a system that should be
accurate; and at the same time their performance should be good. Therefore, these
two NFRs, i.e. accuracy and performance are conflicted requirements. These two
NFRs cannot be implemented simultaneously at the same time.
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Conclusion

the requirement elicitation process, NFRs are considered as the criteria for

selection and prioritization of requirements. Despite its importance, it is least
considered and understood by the requirements engineering community. In the
literature, there is no understanding among the requirements engineering commu-
nity about the classification of NFRs. In this paper, we have classified NFRs on the
basis of commonly used NFRs, NFRs having definitions and attributes, and
conflicted NFRs. Such type of classification would be useful to elicit the NFRs at
the time of requirements elicitation process. In the future, we will try to work on the
following issues:

1. To apply the proposed classification for the elicitation of NFR of Institute
Examination System.

2. Study of softgoal interdependency graph (SIG) tool.
3. Analysis of NFRs using SIG.
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Segmentation of the Human Corpus
Callosum Variability from T1
Weighted MRI of Brain
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Abstract Corpus Callosum is an important part of the brain which works as major
neural pathway that connects homologous cortical areas of the two cerebral
hemispheres. The size of Corpus Callosum is affected by age, sex, neurodegener-
ative diseases and various lateralized behaviour in people. Here T1 weighted
Magnetic Resonance Imaging (MRI) of brain, usually the sagittal sections is taken
which is then followed by the automated segmentation of the MRI slide. This
segmentation has an important application in neurology as the shape as the thick-
ness, size and orientation of Corpus Callosum depends on the various character-
istics of the person. Lobar connectivity based percolations of the corpus callosum
can be computed by our proposed method which is very accurate segmentation.
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1 Introduction

The human nervous system is spread throughout the human body. This system
controls all the voluntary and involuntary actions in the body. It transmits signals to
and from the different organs present in the body. The human brain is one of the
complex structures present in the body which is responsible for the normal working
of the body. If we consider the anatomy of the brain we see that the brain is majorly
divided into two parts namely left and right lobes of cerebrum. These two parts are
joined by Corpus Callosum (CC) through which two hemispheres communicate
with each other. CC also known as the colossal commeasure is a part of the brain
located in mid sagittal region. It is the largest neural pathway which connects the
two hemispheres of the brain. It consists of between 200 and 800 axon fibres
beneath the cortex in the ethereal brain at the longitudinal fissure. In some cases CC
might be partially or completely absent in a person. This condition is known as
agenesis of the CC. The nature and function of CC has been a long interest to
researchers as its alteration in structure has resulted in psychiatric and develop-
mental disorders. Magnetic Resonance Imaging (MRI) of brain is a painless test
where radio waves and magnetic field is used for getting a detailed picture of brain
and its associated structure. The MRI scan does not use radiation which differen-
tiates it from CAT scan, also called a CT scan or a computed axial tomography
scan. The MRI scans rather than from giving us a clearer picture also gives us the
advantage of easier identification of different abnormalities of brain. In
neuro-imaging, the segmentation of different parts of brain is considered to play an
important role in several medical applications. This field of study has attracted
much interest from the medical community and gives us crucial information that
might significantly impact clinical management and practice. In the process of
manual segmentation of brain like using photo editing software’s is still considered
the most accurate, but more time-consuming method for segmentation which
includes much laborious work including detection and then extracting those parts. It
is traditionally time-consuming and dependent rather than an experience. The
designs of algorithms for automatic segmentation of brain are being developed to
ease this task of manual segmentation. But it is usually hard to segment some parts
such as the ones located at sub-cortical level. In this work, the automated seg-
mentation was achieved by image processing algorithms and the processed images
are the more refined and then compared with the manually segmented image to get
accuracy using different metric algorithms. Also rather than using standard algo-
rithms we have used morphological operation on the images to get a more refined
picture of the obtained segmentation. The proposed method includes improved
detection and measurement of area of CC. The proposed method includes the
following phases: (1) Input of T1 weighted image and refining of the image to
reduce noise. (2) Segmentation of CC using area selection and binary conversion of
image. (3) Colouring of detected part in original image. (4) Detection of mid-point
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and end points of segmented CC. (5) Measurement of bending angle of CC. The
verification of proposed method’s accuracy, reliability, robustness, and multisite
consistency has been done by making comparisons with manual segmented image
using randomly selected slides from the database. This proposed method has been
tested on 10 data sets selected in random and has been seen that automatic seg-
mentation gives us the most approximate result with minimum error percentage.

The preference for automated segmentation is the increasing popularization in
the neuro-anatomical research area. Some of the volumetric measurements which
are acquired from MRI are used to examine and quantify the impact of some brain
diseases and disorders on the human central nervous system [1, 2]. In the nor-
malization approach using voxel-based morphometry (VBM) allows us to compare
different brain MRI slides on a voxel-by-voxel basis [3]. In accordance to Marchetti
et al. [4], it has been seen that the time spent on manual segmentation of the
hippocampus might be taking the time of 75 min. per patient for each exam. This
takes up a lot of time in producing the segmented image. In [5] it was seen that
using T1 slides of MRI of brain, the CC was extracted from mid sagittal section of
brain. Then the threshold was used in segmentation of CC. The goal of this work is
to use image-processing and using statistical models of automated segmented MRI
slides as ground truth image to produce accurate segmented image with respect to
ground truth image.The normalization approach used voxel-based morphometry
(VBM). The VBM technique allows us to compare dissimilar brain composition
stand on voxel-by-voxel examination once deformation fields have been employed
to spatially standardize the images [6]. The CC is a well-known white matter bundle
which is simply identifiable on MR imaging which is linking between two cerebral
hemispheres in a homotopic group with orientation to the cortex illustration [7].
Besides the CC plays significant role on instructive processes of inter-hemispheric
messages and specialization [8], it is of enormous significant due to its limitation to
ecological poisons, white matter diseases (such as multiple sclerosis) and schizo-
phrenia [9, 10]. The size of the CC was also investigated by neuro-biologists
working in many specialized fields, including handedness [11], musical ability [12],
schizophrenia [13], autism [14] and Alzheimer’s disease [15]. The rest of this article
is organized in three more sections. Section 2 describes the process of automatic
segmentation of brain tissue. Section 3 tells us about our practical experiments and
presents the CC surface area using our proposed method, and finally in Sect. 4 we
conclude our methods.

2 Proposed Method

In the event of segmentation of corpus callosum we use 10 datasets each containing
around 12—-15 mid sagittal MRI slices of the brain [16, 17]. The images are entered
in a bundle so as to get a 3D representation of the obtained segmented corpus
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Collect all the segmented CC to produce a 3D projection

Fig. 1 Workflow of the proposed methodology

callosum. While considering each dataset we get individual result as parameters
from each slice which is then plotted to analyse the result variation in each indi-
vidual dataset. The work flow of our proposed methodology can be represented by
Fig. 1.

2.1 Pre-processing of Slices

The T1 weighted MRI slices are chosen as input as soft tissues are clearly visible in
T1 weighted MRI images. After taking the input the slices might contain many
distorted element such as artefact, indistinct intensity values and uneven intensity
distortion. In order to correct these defects in the slice the slice is processed through
artefact removal [6] and image correction algorithm where intensity variation and
other distortions are corrected. This pre-processing counts as an important step as
these defects in the image gravely affects the segmentation part of our proposed
methodology. The obtained image is usually a RGB image which can be repre-
sented as a 3D matrix where each 2D matrix represents Red, Green and Blue
portion of the image. We convert it into gray-scale using the standard RGB to
gray-scale conversion formula in which each pixel represent the intensity of images
within the scale 0-255 which can be represented 8 bits of binary digit.

2.2 Segmentation of the Corpus Callosum (CC)

The segmentation of CC takes place through a series of steps. After the input and
pre- processing step, we get a gray-scale image which can be represented as a 2D
matrix where the image is made of intensity function done by variation of intensity
in each pixel. Let us take that intensity function is X for the image / where each
pixel can be given by I[m, n] in which 1 <m < maximum number of rows (M) and
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1 <n < maximum number of columns (N). We need to find the threshold intensity
of the grayscale image for its binary conversion. This is done by determining the
threshold intensity and then putting all the pixels below the level as “0” and above it
as “1”. For the conversion this calculation of threshold intensity has become an
important step as a slight change might even put the region of CC as “0” which is
unexpected. This is done by calculating the expectation intensity E(I/) and then
taking the expectation value in our region of interest. This expectation value is
calculated by considering the principles of discrete random variable whew E(I) can
be given by: (I) = I[m, n] x P(I[m, n]), where P(X) is the probability of value
X appearing in a corresponding pixel. This expectation gives us the most optimum
threshold intensity to be selected and in this calculation the region of skull is not
considered. Now after obtaining the threshold intensity the image is now to be
sectioned to get a portion where probability of availability of CC is high. This
probability is now calculated using feature extraction of CC which is present in our
region of interest so that other region does not affect our extraction. Let us take
rectangular distribution of probability of detection of CC in the image as it is
confined in certain regions of the image. Let us divide the image into N equal
divisions of rows and columns. So total number of divisions = N * N = N
Therefore the distribution can be given as:

1
P(I(m,n)) = f(x) :b—,wherelga,bSN2

This probability is used to determine the region of interest. The image is then
resized to our findings. After resizing, the extracted part is then converts into binary
matrix in accordance to our previously found threshold intensity. After binary
conversion of the slide, it is then detected for maximum connected component. For
calculation of maximum connected component the whole slice is broken up into
different component where each component is connected. This means that each
component is a bunch “1” grouped together. Now each of the components is tested
for its area. This can be given by the formula

M

A=Y 1)),

i=m j=n

where the component I ranges from [m:M, n:N]. This summation gives us the effective
area in pixel. Using this data we find out the maximum area present in the slice
and extract only the component with maximum area. CC has been seen to be a
connected component with maximum area which naturally segments out from slice,
thus maximum area giving us only the CC in the slice. This image might contain noise
as a result of previous operation on the image. This noise is corrected using
morphological operation on this image. Thus we get our required segmented part.
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After this the segmented part is brought back to the original size so that they can be
compared with the original MRI slide to colour the detected part.

2.3 Detection of Mid-Point and Two End Points
for Calculating Bending Angle

The segmented binary image after being brought back to original size is taken as
input in this step. This image is then cropped to such a size such that it satisfies the
following conditions:

a. The image should contain only the segmented CC.
b. Atleast one pixel value in leftmost, rightmost, topmost and bottommost extreme
pixel should compulsorily contain “1”.

The input binary image is brought to the specified condition as stated by running
nested loops by detecting all the pixels in the image and finding the extreme
positions of the segmented CC. Using this figure we find the topmost which is
considered as mid-point and two extreme end point of CC by running nested loops.
After obtaining the end-points we use this to calculate the bending angle. Let us
assume that (a;, b,) is the position of the pixel considered as mid-point, (a,, b,) as
the bottom leftmost position of the pixel and (a3, b3) as the bottom rightmost
position of the pixel which is demonstrated in Fig. 2. Then the bending angle B can
be calculated as

by — by bz — by
= ,and my =
a; —aj as — aj

my

degl = tan~!(m;), and deg2 = tan™" (m,)
B = abs(deg2 — degl),

where abs(x) gives us the absolute value of x. This formula of derived from the
concept of the equation of a line where the slope is calculated and inverse tangent if
the slope gives us the angle of inclination. Using this angle of inclination we find
the difference between the two slopes which gives us the bending angle. The
bending angle obtained by the stated methodology gives us an error as we had

(@, by) mid-point—___

(@z, by)leftend

Rightend (a3, b3)

Fig. 2 Detection of mid-point and end point of CC
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Fig. 3 Calculation of actual (a, by)
bending angle

Lok Saction Right Section

(asz, b3)
(az, b2)

aimed towards calculating bending angle between the two end points of CC. This is
done by dividing the image into two parts and finding the bottom most points by
applying reverse loops.

As illustrated in Fig. 3 this segmented part is divided into two parts namely left
and the right section. Reverse loops are executed to find the positions of the tips
from each sections. These reverse loops are useful in finding the tips using the
reverse direction from the mid-point.

2.4 3D Projection of Corpus Callosum (CC)

After the segmentation and calculation of bending angle all the original size binary
segmented image, the segmented image is collected. Each of the images is a 2D
image with pixel containing values either “0” or “1”. The images containing the CC
are only considered. The 3D figure is derived considering the features of stack data
structure. This structure is useful in adding another dimension for a n-D structure
into (n + 1)-D structure. Let us consider an n-D structure. If this is pushed into the
stack the total structure considering the stack becomes (n + 1)-D structure as stack
inserts length or size of the stack as another dimension. Thus we can get a 3D figure
from a 2D image using the stated proposition. We know that in MRI scan the slices
are taken in an interval of some distance in millimetre. So the slides in between two
consecutive slides are not taken. So the absent slides are calculated and then stored.
The number of absent slice = sep x 3.779527559, where “N” is the number of
absent slides and “sep” is the separation between two slides in mm. The nearest
whole number is taken as the number of missing slides. The absent slides are
calculated by modifying the size of an image generated by combining two con-
secutive slides. This modification is done by getting the values of linear interpo-
lation of area of images. The variation is done with respect to the two areas of the
consecutive slides. After getting all the sets of images the images are pushed to a
top-down stack which gives us the correct orientation of the figure. This stack is
then projected to give us the corresponding 3D figure of CC.
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3 Results and Discussion

A number of theories have been proposed about detection and segmentation of CC
such as using tensor imaging and watershed-based segmentation. But the proposed
methodology uses a different approach to this problem by using statistics and
feature extraction. The collected datasets each consisting sagittal plane MRI slides
on which the proposed methodology has been tested obtaining different variations
of output. Now as input of the algorithm we use T1 weighted MRI image as shown
in Fig. 4a. Then the resizing of the image is done by the extraction algorithm to get
the image as in Fig. 4b. Then the image is converted into binary image using
threshold intensity as the reference intensity level as in Fig. 4c. Then extraction of
maximum component executed on the resized figure to get the detected portion as
in Fig. 4d. Then the extracted CC is then brought back to the original size which is
the actual output as in Fig. 4e. Then this obtained output is compared with original
MRI slide to get colouring on the output image showing detected CC.

The accuracy measures used to evaluate the performance [18, 19] of the pro-
posed methods are the Relative area Error (RE) [18, 19], Kappa Index (Ki), Jacard
Index (Ji), correct detection ratio (Cd) and false detection ration (Fd) has been
described below. An important difficulty we have to face in developing segmen-
tation methods is the requirement of a good benchmark for their evaluation.
Although physical or digital phantasm can afford a level of known “reference or
ground truth image”, they are still not capable to reproduce the full range of
imaging characteristics, normal and abnormal anatomical inconsistency observed in
medical data. Let AV and MV denote [17, 20] the region of by design and by hand
segmented region, and TP is the joint section between AV and MV. The FP can be
calculated by subtracting TP from AV and FN can be calculated by subtracting TP
from MV, FP and FN denote to the “true positive” and “false negative” respec-
tively. The kappa index is determine by two multiplied by intersection of MV and
AV divided by sum of AV and MV. Jacard index can be found from intersection of
MYV and AV divided by sum of TP, FN and FP. This metric is more susceptible to
differences since both denominator and numerator varies with rising or falling
overlap. Correct detection ratio or sensitivity is defined by the intersection of AV
and MV divided by MV. The Relative Error [21] (RE) can be calculated by AV
subtracted by MV divided by MV (Table 1).

(a) () _ (c) (d) (e) ()

Fig. 4 a Original image, b resized image, ¢ resized binary image, d detected CC, e expanding to
original form, f actual result
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Table 1 Quantification and accuracy estimation

Image |AV |MV |RE TP FP |FN | AV Kappa (TP Jacard
name in % +MV |index (%) |+FN index (%)
+FP)

068 868 | 850 |2.11 845 |23 |05 |1738 |97.23 873 96.79
069 920 | 910 |1.09 901 (19 |09 | 1830 |98.46 929 96.98
070 853 | 877 [2.50 850 |03 |27 | 1730 |98.26 880 96.59
071 920 | 893 [2.93 887 |33 |06 |1813 [97.84 926 95.78
072 859 | 841 |2.14 834 |25 |07 |1700 |98.11 866 96.30
073 868 | 853 |1.75 848 |20 |05 |1721 |98.54 873 97.13
074 1570 | 1592 |1.38 | 1563 |17 |29 |3162 |98.86 1609 97.14
075 920 | 908 |1.32 901 (19 |07 |1828 |98.57 927 97.19
076 2418 | 2453 | 1.42 [2406 |12 |47 |2871 |97.94 2465 97.60
077 2723 2749 |0.945 |2715 |08 |34 |[5472 |99.23 2757 98.47

The above table illustrates the result of 10 T1 weighted MRI images taken as
input from image database of a same person. In this table we have observed that the
relative area error RE is having a mean of 1.7585 which is relatively low. The RE
increases if it is difficult to distinguish between CC and its surrounding tissues. This
possesses a threat to the given method as AV might differ greatly compared to MV
as in image 071 with RE = 2.93 which is relatively high compared to other images.
After the testing of segmentation of CC we get a set of binary images which is
tested for bending angle as given by the plot in Fig. 5.

In Fig. 5 we have shown the variation of the bending angle in a dataset with 6
slides where CC has been correctly detected. As we see in the figure the variation
observed is £0.5°=20° in the taken Fig. 5 and generally stays within this range for
all the tested datasets. The calculated angle gives us the correct variation. In the
event if 3D representation of CC it have been observed that there is a little variation

Fig. 5 Plot of the bending 140 : . : : . .
angle of 6 CC detected slides
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@ 10 1 100 80

Fig. 6 Different views of the 3D figure

to consecutive slices, so the figure formed (Fig. 5) appears as a solid figure with
smooth surface.

Figure 6a—c gives us the different views of the CC viewed at different angles.
Using this figure we can view the actual shape of CC present in the brain. This 3D
projection is observed by projecting the 3D stack of 2D images. The cracks and
fissures present in the figure can be observed clearly by varying the output image.

4 Conclusion

The proposed algorithm usually works on MRI slides taken from mid sagittal
section of brain. In this algorithm it is sometimes difficult to identify CC in some
slides. To remove artefact we need morphological operation on binary images for
correction of the result. This proposed methodology gives us the most suitable
result as per T1 weighted MRI images are involved. In this proposed methodology
we just highlight the detected portion of CC and keeping rest of the image
untouched. This ensures us to detect other tissues in the slide with respect to CC. In
the above proposed algorithm we see that the results obtained so far is promising
but we need to improve on the removal of surrounding tissues which sometimes
interfere with detection and extraction part of the algorithm.
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Analysis of Organic Molecular
Single-Electron Transistor Using C;H¢B,
with Different Metal Electrodes

E. Meher Abhinav, M. Chandra Mohan, A. Suresh Reddy,
Vemana Chary and Maragani Thirupathi

Abstract An organic molecule-based single-electron transistor (SET) is analysed
by ab initio method using Density Functional Theory (DFT). Initially, benzene
molecule is taken; two carbon atoms from benzene are replaced by boron atoms,
and the structure of the molecule is optimized. The optimized structure C4HgB, is
kept above the gate dielectric in the island for weak coupling. The charge energies
of device are calculated in both isolated and SET environment. We have done
analysis by using different electrodes with gold (work function = 5.28 eV), osmium
(work function = 5.93 eV) and caesium (work function = 2.14 eV) in SET envi-
ronment. By charge stability diagrams, the conductance dependence of SET on gate
voltage and bias potential are verified.

Keywords Single-electron transistor (SET) - C4H¢B, < Ab initio - Density
functional theory (DFT) - Non-equilibrium greens function (NEGF) - Coulomb
blockage

1 Introduction

The number of transistors integrated on chip doubles approximately in every two
years. Scaling cannot last for ever because below gate length of 10 nm many
parasitics and second-order effects create problem. For continuation of Moore’s
law, different methods came to existence like spintronics and tunnel junctions.
When transistors enter the nanometer regime, they suffer from many second-order
effects and leakage current issues. Limitations of transistor scalings such as drain
leakage have reached peak level, and hence different approaches depending on
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electron spin transfer, tunnel junction, and confinement of channel material are
used.

Enormous attention is given by industries and academic researchers on active
electronic unit in single molecules. Single molecules have several unique properties
which can be used in electronic unit. Fabricating such small scale devices will be
advantageous because of self-assembly and their diversity and functionality.

For smaller and faster switches, single-electron transistors (SETs) have become
an alternative. SET allows more number of transistors to be integrated on chip. In
present years, the main focus is on using organic molecules as island in SET [1-5].

2 Single-Electron Transistor

SET involves adding a gate control to a coulomb blockade structure as shown in
Fig. 1. SET exploits quantum effect of tunnelling to control and measure the
movement of single electron. In SET, charge passes through the island in quantized
manner. For electron to tunnel from source to island the energy must be equal to
¢*/2¢ (coulomb energy) as shown in Fig. 2, where C is self-capacitance of island.

C = *AE, (1)
where AE is the separation between the energy levels of island.
If the energy is below coulomb energy, electron does not hop and current does
not flow.

Fig. 1 Single-electron transistor

Fig. 2 Electron tunnelling Source Island Drain
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META configuration PARA configuration

Fig. 3 Meta configuration and para configuration

When the bias voltage between drain and source is increased, the electron is
passed through island when energy reaches coulomb energy.

In Meta configuration contact atoms are next nearest neighbours, and in Para
configuration the atoms on opposite ends of molecule are coupled to leads, as
shown in Fig. 3 [6-10].

3 Theoretical Approaches

There are different experimental techniques and many theoretical approaches to
describe transport in molecular devices. Combination of Density Functional Theory
(DFT) with non-equilibrium greens function (NEGF) method is a standard way to
study transport in nano-scale. The molecular energy spectrum consists of molecular
energy levels as shown in Fig. 4, where Highest Occupied Molecular Orbital
(HOMO) and Lowest Unoccupied Molecular Orbital (LUMO).

Basically Fermi-level can be seen as the energy level that lies between occupied
and unoccupied states. It can be anywhere in HOMO-LUMO gap.

We define the ionization energy (E') as the energy required for removal of single
electron from the molecule. It is equal to —Egomo-

Fig. 4 Molecular energy EleV Molecular Energy Spectrum
spectrum of C4HgB, with para
configuration
80 |- 1
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The affinity energy (E”) is defined to be the energy gained by adding a single
electron to the molecule and it is equal to —E ymo-

In weak coupling regime, the transport is described by sequential tunnelling.

For movement of electron from source to island, island must have lower energy
compared to source.

Esource(M) + Elsland(N) > Esource(M_ 1) 4 Elsland(N+ 1) (2)

For movement of electron from island to drain, the drain must have lower energy
compared to island.

Edrain(K) + Elsland(N + 1) > Edrain(K + 1) 4 EISland(N). (3)
Charging energy of island is
AEIsland(N) _ EIsland(N 4 1) _ EIsland(N). (4)

Form the Egs. (2, 3 and 4), the following variables are given as follows:
is the number of initial electrons on island;
is the number of initial electrons on source electrode;
is the number of initial electrons on drain electrode
E™'™(N) 1t gives energy of island as function of number of electrons on island;
E*"°(N) Tt gives energy of source as function of number of electrons on source;
and
E“™™(N) 1t gives energy of drain as function of number of electrons on drain.

Nz =

4 Computational Procedure

By using electrostatic gate, the charging energy of the molecule is modified. Tuning
the gate voltage, the energy levels can be moved inside and outside of bias window.
Dependency of SET conductance on gate voltage and bias potential is emphasized
by charge stability diagram. We also analysed total energy as function of gate
voltage in SET environment.

We analysed the total energy by changing the electrodes (work function of gold
is 5.28 eV, osmium is 5.93 eV and caesium is 2.14 eV) and plotted the graphs.
Total energies and charging energies of molecule for various charge states (2, 1, 0,
—1, —2) are calculated using ATK 12.8 Tool kit. These are based on
non-equilibrium greens function and density functional theory (DFT).

C4HgB, molecule is used as an island in SET placed between metallic drain and
source electrodes above dielectric slab with Para configuration. The dielectric slab
of dielectric constant 10, and 3.8 A thickness lies on metallic back gate. In order to
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keep the perpendicular component of electric field zero at boundaries, we used
Newman boundary condition. Energy zero is kept at absolute zero [11-17].

5 Results and Discussion

Initially, benzene molecule is taken and the charging energies and total energy are
calculated. Figure 5 shows the charge stability diagram of benzene. Then the
benzene molecule is taken and two carbon atoms are replaced by boron, and
structure is optimized and placed in SET environment and even top view of set
environment is seen in Fig. 6. Charging energy of C4H¢B, in Para configuration is

? D 4

20

Source-Drain bias (Volt)

sl A

-15 =10 =5 0 5 10 15
Gate voltage (Volt)

Fig. 5 Charge stability diagram of benzene, the colours represent: (0) blue, (1) light blue,
(2) green, (3) orange and (4) red (Color figure online)

(a) (b)
o=l L L
- Gl e

Fig. 6 a C4H¢B, molecule in SET Environment. b Top view of C4H¢B, molecule in SET



72 E.M. Abhinav et al.

computed by the total energies of island for different charge states of molecule (—2,
—1, 0, 1, 2) in both SET and isolated phases.

The Total Energy of Benzene molecule we obtained is —1040 eV.

The Total Energy of C4HgB, molecule is —880.41 eV.

As the Total Energy of C4H¢B, is negative and more compared to Benzene, the
coupling of C4HgB, molecule with the source and drain will be weak. Due to weak
coupling of C4HeB, molecule with the source and drain, when the electron hops
from source to island the electron gets more time to localize. So electron loses all
information about its original state in the source electrode and it operates in
incoherent transport regime.

Highest Occupied Molecular Orbital (HOMO), Eyomo = —5.94 eV.

Lowest Unoccupied Molecular Orbital (LUMO) E; ymo = —0.747 eV.

Table 1 defines the charging energies of C4H¢B, molecule in both isolated and
SET environments with different charge states. We obtain E' — E* = —10.49 eV in
the isolated phase and E' — E* = —10.74 eV in SET environment.

The affinity energy (E™) and the ionization energy (E') of C4HgB, are 1.001 eV
and —9.05 eV in isolated phase and E, and E; of C4HgB, is obtained as 3.46 eV and
—9.05 eV in SET environment, respectively. In isolated condition, charging energy
of C4H¢B; at zero state has highest charging energy of 1.001 eV and at —2 charge
state it has lowest charging energy of —24.1 eV. In SET environment, at —1 state it
has highest charging energy, where at negative potential the positive charges are
stabilized and at —2 charge state it has highest charging energy of —17.14 eV.
In SET environment, positive charges are stabilized.

We calculated total energy of different charge states of isolated and SET envi-
ronment as function of gate potential. From Figs. 7 and 8, we can see the results of
Total energy versus gate voltage.

Charging energy in SET phase is reduced due to stabilization of charge on island
by electrostatic surrounding. Stabilization occurred since the C4;H¢B, molecule was

Table 1 Energies of C4;H¢B, molecule in isolated and SET environments

Environment Energy State Charging energy (eV)
Energies of C4;HgB, molecule in isolated E1 2 —24.1
condition E 1 -9.05
E* 0 1.001
EM! -1 -3.35
Energies of C,HgB,» molecule in SET E™1 2 -17.14
environment E 1 -708
EA 0 3.46
EA! -1 5.53
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Fig. 7 a Total energy as the function of gate voltage of C4;HgB, molecule with different electrodes
[Gold (W = 5.28 eV) and caesium (w = 2.14 eV)]. Curve represents the charge state: violet [2],
turquoise [1], red [0], green [—1] and blue [—2]. b Charge stability diagram of C4;H¢B, molecule
with different electrodes. Gold (W = 5.28eV) and caesium (w = 2.14eV). The colours represent:
(0) blue, (1) light blue, (2) green, (3) orange and (4) red (Colour figure online)

kept flat on dielectric. By tuning the gate voltage in SET, the charging energy of
island can be modified. It moves the energy levels of SET in and out of the bias
window. As it can be illustrated with charge stability diagram, number of energy
levels in bias window is shown by colour [codes (0) blue, (1) light blue, (2) green,
(3) orange and (4) red]. The work function of electrodes is changed and simulated
total energies versus gate voltage are plotted as shown in Figs. 7 and 8.

Number of energy levels in bias window is directly related to conductance. With
different electrodes (caesium, gold and osmium) separately in SET environment, the
charge stability diagrams are plotted. It is seen in Figs. 7 and 8.
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Fig. 8 a Total energy as the function of gate voltage of C4;H¢B, molecule in para configuration
with osmium electrodes (w = 5.93 eV). Curve represents the charge state: violet [2], turquoise [1],
red [0], green [—1] and blue [—2]. b Charge stability diagram of C4H¢B, molecule with osmium
electrodes (w = 5.93 eV). The colours represent: (0) blue, (1) light blue, (2) green, (3) orange and
(4) red (Colour figure online)

6 Conclusions

In this work, we have taken benzene molecule and replaced the two carbon atoms
with boron and optimized the structure. We used that molecule as island, and with
different charge states we have calculated the Charging Energy, Total Energy,
HOMO and LUMO. By this organic molecule, we got highest negative total
energy, so it causes weak coupling of molecule with the source and drain. When the
electron hops from source to island, the electron gets more time to localize and
hence the electron loses all information about its original state in the source elec-
trode and it operates in incoherent transport regime.
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Analysis of Molecular Single-Electron
Transistors Using Silicene, Graphene
and Germanene

E. Meher Abhinav, Sai Naveen Kavuri, Thota Sandeep Kumar,
Maragani Thirupathi, M. Chandra Mohan and A. Suresh Reddy

Abstract By using Ab initio approach, we have analysed Silicene-, Germanene-
and Graphene-based molecular single-electron transistors. It is based on
non-equilibrium greens function (NGEF) and density functional theory (DFT).
Three different fullerene molecules are taken and optimization is done. In Coulomb
blockade regime, silicene, germanene and graphene are kept above gate dielectric
between drain and source for weak coupling. We have taken gold electrodes for
SET environment. Gold is widely used as metal electrode in nanoscale devices. We
have calculated the HOMO and LUMO values and total energy versus gate voltage.
Charge stability diagrams are obtained by calculating charging energy as function
of external gate potential. By these calculations, the analysis of three different
molecular single-electron transistors is done. The total energies of these molecules
are highly negative (very low) compared to other molecules.

Keywords Single-electron transistor (SET) - Graphene - Silicene - Germanene -
Ab initio - Density functional theory (DFT) - Non-equilibrium greens function
(NEGF) and GGA-PBE

1 Introduction

Transistor is considered to be one of the greatest inventions of twentieth century [1].
Modern digital IC, computer chips and logic gates are based on CMOS transistor
technology.
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Moore’s Law states that the number of transistors on a single silicon chip
doubles about every two years [2]. As technology is scaled down to nanometres,
second-order effects and parasitics are added. Hence tunnel junctions, SET and
negative resistance devices are being used as alternative to CMOS.

The negative differential resistance concept has been demonstrated by quantum
well structures. By using negative differential resistance, circuit applications like
Analogue—digital converters, high frequency oscillators, logic gates and memories
can be manufactured [3-5].

By using scanning tunnelling microscope, researchers studied self-assembled
silicene sheets and nanoribbons deposited onto silver crystal. Synthesis of the first
2D material graphene was done by K.S. Novoselov and Andre Geim in 2004 [6].
Development of the emerging field of nanotechnology and nanoscience has been
boosted by invention of scanning tunnelling microscope by Ch. Gerber, H. Rohrer
and E. Weibel in 1981 [7] and atomic friction force microscopes [8].

Carbon has central focus both in physical science and in life due to small core
and four valence electrons. Carbon can form different types of bonding and so it
results in materials with different bondings. By sp® hybridization, carbon atoms
form fullerene, nanotubes, graphite and many organic molecules. By sp® hybrid-
ization, carbon atom forms the tetrahedral bonds which build diamond structure.
Despite the presence of fullerene (0D), nanotubes (1D) and diamond (3D) struc-
tures, 2D counterparts of carbon were absent till 2004 [9]. Till then, no 2D material
was synthesized and many serious doubts were there on the stability of 2D material.

Graphene has unusual electronic properties with its honeycomb structure. The
charge carriers are massless (Dirac fermions) [10]. The synthesis of graphene has
demonstrated its stability. Novel properties of graphene have been elucidated in
[11-14]. Besides size and fundamental properties of graphene, geometry-dependent
magnetic and electronic properties of 1D quasi nanoribbon have been revealed [15—
18]. While research interest on graphene ribbons is increasing rapidly, the question
is whether other group IV elements such as Ge and Si have stable 2D structures.

Graphene is one of the highly investigated materials in past decade because of its
huge advantages compared to conventional materials in semiconductor industry.

Ab initio based minimization of the total energy shows that honeycomb Si and
Ge can have stable buckled structure [19-21]. Based on optimized atomic structure,
the low-buckled honey comb structures of Ge and Si are found to be stable. Faster,
novel devices with graphene have been proposed to replace their silicon counter
parts. Major problems include band gap incompatibility with silicon-based tech-
nology. Recent discovery of silicene promises to be the solution to above problems.
Silicene and germanene share same important electronic properties and it is easily
incorporated in present technology with huge advantage and better natural band
gap. So silicene and germanene can replace graphene.
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2 Modelling of Silicene and Germanene

Initially, graphene molecule is taken and two atoms are replaced with silicon and
germanium. Graphene has different lattice constants compared to silicene and
germanene. The lattice constant of silicene is 3.8 A and for germanene it is 4.03 A.
Lattice constant of silicene is kept 20 and 40 A for germanene. Rattle tool is used
for adding small perturbation to co-ordinates. For good accuracy 21 x 21 x 1 k
points and double zeta polarized basic set are used along with GGA-PBE in
exchange correlation. While optimizing, the low force tolerance is set to 0.01 eV/A
and lower stress tolerance is set to 0.0005 eV/A. Unconstrained X and Y directions
and structure are optimized. After optimization, we find buckling of 0.5 A for
silicene and 0.7 A for germanene. After optimization, silicene and germanene
molecules are formed. Optimized structure is seen in Fig. 1.

3 Computational Procedure

In this work, we have calculated charging energies of graphene, silicene and ger-
manene for plotting charge stability diagram both in isolated and SET environ-
ments. We analysed total energy as function of gate voltage. For different charge
states, total energy and charging energies are calculated using ATK 13.8.0 Tool Kit
[22]. It is based on DFT and NGEF.

In computation, we used graphene, silicene and germanene molecule as island in
SET. The island is placed between the source and drain electrode above gate
dielectric. We have taken gate dielectric to be 3.8 A thick and the dielectric is kept

Fig. 1 a Unit cell of silicene (a)
molecule and b unit cell of Y
germanene molecule
|
I\x
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Fig. 2 a Graphene molecule in SET environment, b silicene molecule in SET environment,
¢ germanene molecule in SET environment, d top view of silicene molecule in SET

on metallic back gate with dielectric constant of 10 &,. These molecules are placed
above the dielectric. Figure 2 shows the graphene, silicene and germanene mole-
cules in SET environments. We have taken gold electrode and its work function is
5.28 eV [23, 24]. Figure 2d shows the top view of SET environment of silicene
molecular single-electron transistor. For calculating total energies of the molecule
in isolated condition, we used DFT and LDA as exchange correlation function. We
have taken Neumann boundary condition to keep the perpendicular component of
electric field zero at boundaries.

4 Results and Discussion

Initially, for graphene, silicene and germanene molecules, total energies and
charging energies are calculated in isolated condition (gas phase). Tables 1, 2, and 3
define the charging energies of the graphene, silicene and germanene for different
charge states of the molecule (=2, —1, 0, 1, 2) in both SET and isolated (gas phase)
environments.

The Total Energy of graphene in isolated condition with zero charge state is
—304.11 eV.
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Table 1 Charging energies of graphene in isolated and SET environment

Environment Energy |State | Charging energy (eV)
Energies of graphene molecule in isolated condition | E™*' 2 —34.17

E' 1 |-11.89

E* 0 +2.21

EA -1 —4.76
Energies of graphene molecule in SET environment | E™*' 2 —26.96

E' 1 -9.60

E* 0 +4.52

EA -1 +4.04

Table 2 Charging Energies of silicene in Isolated and SET environment

Environment Energy | State | Charging energy (eV)
Energies of silicene molecule in isolated condition | E™" 2 |-2223

E' 1 ~7.88

E* 0 +1.24

EAT -1 -3.64
Energies of silicene molecule in SET environment | E™' 2 —13.57

E' 1 —5.46

E* 0 +3.37

EATT -1 +4.52

Table 3 Charging Energies of germanene in Isolated and SET Environment

Environment Energy | State | Charging energy (eV)
Energies of germanene molecule in isolated condition | E™! 2 -22.01

E' 1 -7.62

E* 0 +1.23

EA -1 -3.61
Energies of germanene molecule in SET environment | E™! 2 -13.29

E' 1 -5.42

E* 0 +4.50

EA -1 +3.35

The Total Energy of silicene in isolated condition with zero charge state is

—349.79 eV.

The Total Energy of germanene in isolated condition with zero charge state is

—554 eV.

The total energy of these molecules is very low so the coupling of molecule with
the source and drain electrodes will be low, so when the electron hops from source
to island the localization time increases. On increasing the localization time, the
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electron loses the previous information. For electron to hop from source to island,
the energy level of island must be low compared to source. When energy level of
drain is low compared to island, the electron hops from island to drain.

Highest Occupied Molecular Orbital (HOMO) of graphene, Eyonmo = —6.91 eV,

Lowest Unoccupied Molecular Orbital (LUMO) of graphene, E; ypvo =—0.14 eV.

Highest Occupied Molecular Orbital (HOMO) of silicene, Egomo = —4.43 eV.

Lowest Unoccupied Molecular Orbital (LUMO) of silicene, E; yvo = —0.19 eV.

Highest Occupied Molecular Orbital (HOMO) of germanene, Egonmo = —4.38 eV.

Lowest Unoccupied Molecular Orbital (LUMO) of germanene, Ejymo =
—0.18 eV.

Normally Fermi-level lies between occupied and unoccupied states and it can be
anywhere in the HOMO-LUMO gap. From Tables 1, 2, and 3, we can see the
charging energies of graphene, silicene and germanene for different charge states.
From simulations, we got lower charging energy of —34.17 eV for graphene at charge
state 2 in isolated condition and in SET environment at same charge state graphene
has —26.96 eV. Here positive charges are stabilized in SET environment. At zero

Total Energy (eV)

Source-Drain bias (Volt)

-8 -6 -4 -2 o 2 4 L 8 :
Gate voltage (Volt) Gate voltage (Volt)

Total energy vs Gate voltage of Graphene Charge stability diagram of Graphene

=315

-350 e -—

Total Energy (eV)
\
Source-Drain bias (Volt)

-355

s -6 -4 -z o 2 5 5 ] 10 5 ) 5 10
Gate voltage (Volt) Gate voltage (Volt)

Total energy vs Gate voltage of Silicene Charge stability diagram of Silicene

Fig. 3 a Total energy as the function of gate voltage for graphene and silicene molecules. Curve
represents the charge state: violet [2], turquoise [1], red [0], green [—1] and blue [-2]. b Charge
stability diagram of graphene and silicene. The colours represent: (0) blue, (1) light blue, (2) green,
(3) orange and (4) red
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(a) (b)

-53% 15

540 1w
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Source-Drain bias (Volt)

-560 | -10

=565
-8 -6 -4 -2 o 2 4 6 8 =10 -5 o 3 10

Gate voltage (Volt) Gate voltage (Volt)
Total energy vs Gate voltage of Germanene Charge stability diagram of Germanene

Fig. 4 a Total energy as the function of gate voltage for germanene molecule. Curve represents
the charge state: violet [2], turquoise [1], red [0], green [—1] and blue [-2]. b Charge stability
diagram of germanene. The colours represent: (0) blue, (1) light blue, (2) green, (3) orange and
4) red

state, graphene has high charging energy in both isolated and SET environments.
From Table 2, the charging energy of silicene is high at state 1 in SET environment
compared to state zero, and at state 2 it has lowest charging energy —22.23 eV. As in
graphene, germanene has highest charging energy at state zero in SET environment
as shown in Table 3. In SET environment, the positive charges are stabilized.

We calculated total energy of the different charge states of gas phase (isolated)
and in SET environment as function of the gate potential. From Figs. 3 and 4, we
can see the plots of the Total energy versus Gate voltages of graphene, silicene and
germanene. Energy levels in the bias window are directly related with conductance.
By using gold electrode in SET environment, the charge stability diagrams of
graphene, silicene and germanene are plotted as shown in Figs. 3 and 4.

5 Conclusions

We have exploited the use of graphene, silicene and germanene molecule for the
single-electron transistor. We used Ab initio framework for calculating the charging
energies of graphene, silicene and germanene in metallic environment. We had
calculated the charging energies as function of gate potential. The present study
demonstrates the use of the first-principles to gain new properties of single-electron
transistors operating in Coulomb blockade regime. We calculated the Total Energy,
Charging Energy, HOMO and LUMO. Performance analysis of these molecules
was done and we got highest negative total energies by using these molecules.
Hence it causes weak coupling of molecule with source and drain. Therefore, the
localization time increases and the electron loses the previous information and
operates in the incoherent transport regime.
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Total energies of silicene and germanene are nearly equal to graphene, so we can

replace graphene with silicene and germanene. Silicene and germanene share
important electronic properties and are easily incorporated in present technology
with huge advantage. Hence, silicene and germanene can replace graphene and can
be used for broad range of applications.
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References

L.

2.
3.

4.

e}

10.
11.
12.
13.

14.
15.

16.

17.
18.
19.
20.
21.
22.
23.
24.

1965—“Moore’s Law” predicts the future of integrated circuits. In: Computer History
Museum. 2007. Retrieved 2009-03-19

Mollick, E.: Establishing Moore’s law. IEEE Ann. Hist. Comput. 28(3), 62-75 (2006)
Brown, E.R., Soéderstrom, J.R., Parker, C.D., Mahoney, L.J., Molvar, K.M., McGill, T.C.:
Appl. Phys. Lett. 58, 2291 (1991)

Broekaert, T.P.E., Brar, B., van der Wagt, J.P.A., Seabaugh, A.C., Morris, F.J., Moise, T.S.,
Beam III, E.A., Frazier, G.A.: IEEE J. Solid State Circuits 22, 1342 (1998)

. Mathews, R.H., Sage, J.P., Sollner, T.C.L.G., Calawa, S.D., Chen, C.L., Mahoney, L.J., Maki,

P.A., Molvar, K.M.: Proc. IEEE 87, 596 (1999)

. Novoselov, K.S., Geim, A.K., Morozov, S.V., Jiang, D., Zhang, Y., Dubonos, S.V.,

Grigorieva, 1.V., Firsov, A.A.: Science 306, 666 (2004)

. Binnig, G., Rohrer, H., Gerber, Ch., Weibel, E.: Phys. Rev. Lett. 49, 57 (1982)
. Binnig, G., Quate, C.F., Gerber, Ch.: Phys. Rev. Lett. 56, 930 (1986)
. Novoselov, K.S., Geim, A.K., Morozov, S.V., Jiang, D., Katsnelson, M.I., Grigorieva, 1.V.,

Dubonos, S.V., Firsov, A.A.: Nature 438, 197 (2005)

Fock, V.: Z. Phys. 61, 126 (1930)

Katsnelson, M.I., Novoselov, K.S., Geim, A.K.: Nat. Phys. 2, 620 (2006)

Zhang, Y., Tan, Y.-W., Stormer, H.L., Kim, P.: Nature 438, 201 (2005)

Berger, C., Song, Z., Li, X., Wu, X., Brown, N., Naud, C., Mayou, D., Li, T., Hass, J.,
Marchenkov, A.N., Conrad, E.H., First, P.N., de Heer, W.A.: Science 312, 1191 (2006)
Geim, A.K., Novoselov, K.S.: Nat. Mater. 6, 183 (2007)

Abhinav, E.-M., Chary, D.V.: Strain-induced on germanene monolayer 6 nm short channel
FET from first-principle study. In: Circuits, Communication, Control and Computing (14C),
2014 International Conference on, pp. 1, 4, 21-22 Nov 2014. doi:10.1109/CIMCA.2014.
7057743

Wang, X., Ouyang, Y., Li, X., Wang, H., Guo, J., Dai, H.: Phys. Rev. Lett. 100, 206803
(2008)

Son, Y.-W., Cohen, M.L., Louie, S.G.: Nature 444, 347 (20006)

Son, Y.-W., Cohen, M.L., Louie, S.G.: Phys. Rev. Lett. 97, 216803 (2006)

Takeda, K., Shiraishi, K.: Phys. Rev. B 50, 14916 (1994)

Zhang, M., Kan, Y.H., Zang, Q.J., Su, Z.M., Wang, R.S.: Chem. Phys. Lett. 379, 81 (2003)
Durgun, E., Tongay, S., Ciraci, S.: Phys. Rev. B 72, 075420 (2005)

Atomistix Toolkit Version 13.8.0 Quantum wise A/S: http://quantumwise.com

Riviere, J.C.: The work function of gold. Appl Phys Lett 8, 172 (1966)

Seldenthuis, J.S., van der Zant, H.S.J., Ratner, M.A., Thijssen, J.M.: Phys. Rev. B 81, 205430
(2010)


http://dx.doi.org/10.1109/CIMCA.2014.7057743
http://dx.doi.org/10.1109/CIMCA.2014.7057743
http://quantumwise.com

Identification of the Plants Based on Leaf
Shape Descriptors

Pradip Salve, Milind Sardesai, Ramesh Manza and Pravin Yannawar

Abstract Plants are living organisms belonging to the vegetal kingdom that can
live on land and in water. Plants form the critical base of food chains in nearly all
ecosystems. Plants are vitally important for environmental protection and contribute
to maintain biodiversity. Plant taxonomy has attracted many researchers to study
the bio-diversities based on plants. Automated identification of plant species using
leaf shape descriptor addresses the automatic classification of plants and simplifies
taxonomic classification process. In this research work, we used Zernike moments
(ZM) and Histogram of Oriented Gradient (HOG) method as a shape descriptor
resulting 84.66 and 92.67 % accuracy for ZM and HOG, respectively, on ‘VISLeaf’
database.

Keywords Plant recognition - Zernike moments - Histogram of oriented
gradients - Leaf shape
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1 Introduction

Most of the plants carry significant information and are considered as an essential
resource for the well-being of humans. Scientifically, the discrimination among
entities are based on their unique characteristics. In plants, leaves retain such unique
and discriminative characteristics by means of venation architecture, geometric
representation (size and shape). This complexity has generated curiosity in the
minds of researchers from Plant Sciences, Computer Sciences, Medicine,
Pharmaceutical sciences, Mathematician etc. Leaf patterns of different species
exhibit a large variety of structures. Leaf shape has been investigated for its possible
use in the systematic determination of species, by extracting its shape and size
features, more precisely morphological and geometric features. This approach
helped in characterizing the shape of leaf using machines.

Several attempts were made in order to classify these patterns; it was initiated by
Von Ettinghausen [1]; his classification was refined and completed by Hickey [2].
However, the only color and margin of the leaf have not been considered as the safe
criteria for the systematic classification and identification of plants because of its
observed variability [3]. Plant identification can be performed using many organs
namely flowers, seeds, fruits, leaves, and woody parts. Among these, leaves are the
most appropriate for our experimental work targeted under this research work.
Unlike other organs, leaves are easily available and they are generally observed
throughout the year. Moreover, they contain a lot of information that are generally
used for plant metadata formation and it becomes first possible method for plant
identity and description.

Leaf images can be recognized either by color, texture, shape, or by an appro-
priate combination of these characteristics. Particularly for the plant recognition
task, shape descriptors are mostly preserved. There are many methods reported by
researchers in the literature for shape representation like Chain code, Fourier
descriptors, moments, and curvature scale space which are just few of them.
Two-dimensional shapes can be described either by encapsulating the information
provided or by object’s boundary, its features by description of the region occupied
by the object on the image plane. An appropriate shape descriptor should be
invariant to several geometrical transformations such as, rotation, reflection, scal-
ing, and translation. Shape descriptor is a highly informative characteristic, since it
is utilized in this research work for automatic recognition of plants based on leaf
descriptor. This paper is organized in five section: Sect. 1 deals introduction; Sect. 2
deals with related work; the methodology adapted in this research work was dis-
cussed in Sect. 3; the obtained results were presented in Sect. 4 and conclusion in
Sect. 5.
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2 Related Work

Many researchers have contributed in this area; some of most promising works
were discussed here; Singh et al. [4] proposed three techniques of plants classifi-
cation based on leaf shape; they are as Probabilistic Neural Network with Principal
Component Analysis (PCA), Support Vector Machine (SVM) utilizing Binary
Decision Tree and Fourier Moment. These methods were helped in solving mul-
ticlass classification problems. The SVM-based Binary Decision Tree architecture
has improved in both, that is the stable and efficient decision tree architecture
resulting high classification accuracy of Support Vector Machine. Krishna Singh
et al. observed that SVM-BDT is efficient than Fourier Moment and PNN tech-
niques [4]. Bama et al. [5] used shape, color, and texture features. These features
were used in HSV color space to extract the features. Texture feature extraction was
carried out using Log-Gabor wavelet on the input image. All feature points were
extracted using the Scale Invariant Feature Transform (SIFT). B. Sathya Bama et al.
extended their work by incorporating HU’s moments for shape feature extraction,
and these computed features were matched using Euclidean distance classifier [5].
Jyotismita et al. [6] proposed Moments-Invariant (M-I) and the Centroid-Radii
(C-R) modeling techniques. Jyotismita et al utilized M-I model and normalized
central moments, and its combinations were considered for generation of optimal
result. The C-R model was used as an edge detector for identification of leaf
boundary generating its shape. The feature vector for all samples with criteria of 36
radii at 10° angular separation for marking leaf boundary was applied and passed to
Neural Networks for recognition purpose [6]. Kadir et al. [7] incorporated shape,
vein, color, and texture features to classify a leaf using Probabilistic Neural
Network (PNN). Fourier Descriptors, Slimness Ratio, Roundness Ratio, and dis-
persion were also used for representing shape features [7]. Wang et al. [8] proposed
the method to improve leaf image classification by using global features and local
features of the leaves. Shape context was used as global feature, and SIFT (Scale
Invariant Feature Transform) descriptors were also utilized for local features.
Weighted K-NN algorithm was utilized for classification purpose [8]. Wijesingha
et al. [9] used leaf length, width, area and perimeter and other morphological
features to achieve automatic leaves image identification. Extracted features were
fed to Probabilistic Neural Network (PNN) for classification [9]. Kadir et al. [10]
used the combination of three geometric features that are Zernike Moments (ZM),
Color Moments (CM), and Gray-Level Co-Occurrence Matrix (GLCM) for prep-
aration of feature vector. For implementation purpose, two approaches have been
investigated. In first approach, distance measures were used and in second
Probabilistic Neural Networks (PNN) was implemented. The results show that the
Zernike Moments have more clear features supporting for leaf identification [10].

Aptoula et al. [11] investigated performance of descriptors based on mathe-
matical morphology. The first descriptor consists of the computation of morpho-
logical covariance on the leaf contour profile and the second descriptor was Circular
Covariance Histogram for capturing leaf venation characteristics. These descriptors
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were compared with Contour Morphological Covariance (CC) and Extended
Circular Covariance Histogram (ECCH) against standard Morphological
Covariance (MCOV), Angle Code Histogram (ACH), Contour Point Distribution
Histogram (CPDH), Rotation Invariant LBP, and the standard Circular Covariance
Histogram (CCH) descriptors. Classification was done with the help of nearest
neighbor classifier [11]. Bhardwaj et al. [12] used the Nearest Neighborhood
Classifier in their study. Work presented the use of Hu’s moment, that gives seven
features descriptor of different plant leaves and different morphological feature
extraction and parametric calculations such as smooth factor, aspect ratio, leaf area,
rectangularity, circularity, eccentricity, etc., and area convexity was computed for
recognition purpose [12]. Bong et al. [13] suggested the Centroid Contour Gradient
(CCQ) feature extraction method calculates the gradient between pairs of boundary
points corresponding to interval angle. It was observed that the CCG had better
efficiency compared to Centroid Contours Distance (CCD), because it captures the
curvature of the tip and base of leaf. Mei Fern Bong et al. used the Feed-forward
Back-Propagation Neural Network as a classifier [13]. Satti et al. [14] adopted a
combination of color, shape, tooth features as well as morphological features of the
leaves. The classification was performed using Neural Networks and Euclidean
classifier [14]. Mouin et al. [15] classify the plants based on the visual information
provided by the plant leaves. They considered two sources of information which are
leaf margin and the leaf salient points. Sofiene Mouin et al. have introduced two
shape context-based desc