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Preface

The present volume Recent Trends in Intelligent and Emerging System Design to be
published in the Signals and Communication Technology Series of Springer is a
compilation of the recent trends in research and development in the related areas.

The book attempts to cover trends in intelligent and emerging system design
using a range of tools, including soft-computation. The book intends to include
discussion and experimental work in the areas of communication, computation,
vision sciences, device design, fabrication, upcoming materials and related process
design, etc. Its objective is to provide a glimpse to the reader of the recent trends in
research in the areas of intelligent and emerging system design and related areas.
The book shall be a valuable compilation of recent research works in these areas.
The contents are likely to encourage young science and engineering pass-outs to
consider research a viable career option.

The audience of this book is students and researchers who deal with intelligent
and emerging system design through mathematical and computational modeling
and experimental designs. Specifically, audiences that are broadly involved in the
domains of electronics and communication, electrical engineering, mathematics,
computer science, other applied informatics domains, and related areas.

The work included in the book broadly covers all areas of Electronics and
Communication Engineering and Technology, Soft-computational applications,
Human Computer Interaction (HCI) Designs, and Social and Economic Dynamics.
Certain works included in the work reflect the current trends in design and
development. The works included in the volume has been grouped into Intelligent
Applications in Communication, Selected Issues in Biomedical and Social Science,
HCI and Bio-inspired System Design, Soft Computing and Hybrid System-based
Speech Processing Applications, and Review Chapters on Selected Areas. These
groupings constitute five different segments. In Part I, five works covering trends in
communication system design have been included. Two works constitute Part II,
where contributions related to HCI and bio-inspired designs have been included. In
the next part, there are works related to biomedical and social science domains.
Here, three works are included. In Part IV, works related to speech processing,
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especially that of recognition and synthesis are included. The final part is based on
three review papers.

The works of Basab Bijoy Purkayastha et al., Hemashree Bordoloi et al., etc.,
reflect innovative applications of already known approaches of system design.
Works by Jumi Kalita et al. and Deepak Goswami et al. represent applications of
soft computing tools for social issues and related dynamics. Some of the familiar
human–computer interaction applications are highlighted using speech and gesture
recognition-based designs by Pallabi Talukdar et al. and Dharani Mazumdar et al.
All papers have been passed through multiple rounds of review, modification, and
correction in order to ensure quality in the finally compiled form. The editors expect
the compilation will be interesting to read.

The editors are thankful to the contributors, reviewers, Springer, and the series
editor for making the compilation possible.

Guwahati, Assam, India Kandarpa Kumar Sarma
February 2015 Manash Pratim Sarma

Mousmita Sarma
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Acronyms

AANN Autoassociative Neural Network: Autoassociative Neural Networks
are feedforward nets trained to produce an approximation of the
identity mapping between network inputs and outputs using
backpropagation or similar learning procedures.

AD Alzheimer’s Disease: Alzheimer’s Disease is the most common
form of dementia, a general term for memory loss and other
intellectual abilities serious enough to interfere with daily life.

ADC Analog to Digital Converter: Analog to Digital Converter is a device
that converts a continuous physical quantity to a digital number

ANFCE Adaptive Neural Fuzzy Channel Equalizer: Adaptive Neural Fuzzy
Channel Equalizer is form of channel equalizer designed using
ANFIS.

ANFIS Adaptive Neuro Fuzzy Inference System: Adaptive Neuro Fuzzy
Inference System is a kind of fuzzy and artificial neural network that
is based on Takagi-Sugeno fuzzy inference system.

ANN Artificial Neural Network: Artificial Neural Networks are non-
parametric models inspired by animal central nervous systems.
These are particularly the brain that are capable of machine learning
and pattern recognition and usually presented as systems of
interconnected “neurons” that can compute values from inputs by
feeding information through the network.

AP Amyloid Proteins: Amyloid Proteins are insoluble fibrous protein
aggregates sharing specific structural traits.

ARPA Advanced Research Projects Agency: Advanced Research Projects
Agency is an agency of the United States Department of Defense
responsible for the development of new technologies for use by the
military.

ASK Amplitude-Shift Keying: Amplitude-Shift Keying is a form of
modulation where a digital data stream modulates the amplitude of a
continuous wave.
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ASR Automatic Speech Recognition: Automatic Speech Recognition is a
technology by which a computer or a machine is made to recognize
the speech of a human being.

ATM Asynchronous Transfer Mode: Asynchronous Transfer Mode is
defined for carriage of a complete range of user traffic, including
voice, data, and video signals developed to meet the needs of the
Broadband Integrated Services Digital Network, which was
designed for a network that must handle both traditional high-
throughput data traffic (and real-time, low-latency content).

AWGN Additive White Gaussian Noise: Additive White Gaussian Noise is a
channel impairment to communication which is additive and shows
a constant spectral density and a Gaussian distribution of amplitude.

BER Bit Error Rate: Bit Error Rate is the number of received bits of a data
stream over a communication channel that have been altered due to
noise, interference, distortion or bit synchronization errors.

BIST Built-in Self Test: Built-in Self Test or built-in test is a mechanism
that permits a machine to test itself mends for high reliability and
lower cycle times.

BMI Body Mass Index: Body Mass Index or Quetelet index, is a measure
for human body shape based on an individual’s mass and height.

BPA Back Propagation Algorithm: Back Propagation Algorithm is a
common supervised method of training ANN where from a desired
output, the network learns from many inputs.

BPSK Binary Phase Shift Keying: Binary Phase Shift Keying is a type of
phase modulation using two distinct carrier phases to signal ones
and zeros which is the simplest form of PSK.

BPTT Back Propagation Through Time: Back Propagation Through Time
is a gradient-based technique for training certain types of Recurrent
Neural Network (RNN)s.

CBLRNN Complex Bilinear Recurrent Neural Network: Complex Bilinear
Recurrent Neural Network is form of Recurrent Neural Network
(RNN).

CCI Co Channel Interference: Co Channel Interference is crosstalk from
two different radio transmitters using the same frequency.

CCS Code Composer Studio: Code Composer Studio is an integrated
development environment (IDE) for Texas Instruments (TI) embed-
ded processor families.

CDMA Code Division Multiple Access: Code Division Multiple Access is a
code based channel access method used by various radio commu-
nication technologies where an user can access the whole bandwidth
can be used by the user all the time.
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CMN Cepstral Mean Normalization: In ASR technology Cepstral Mean
Normalization is a method used to minimise the effect of channel
characteristics differences which may vary from one session to the
next. It involves subtracting the cepstral mean, calculated across the
utterance, from each frame.

CMOS Complementary Metal Oxide Semiconductor: Complementary
Metal Oxide Semiconductor refers to the fact that the typical digital
design style with CMOS uses complementary and symmetrical pairs
of p-type and n-type metal oxide semiconductor field effect
transistors (MOSFETs) for logic functions.

CNR Carrier-to-Noise Ratio: Carrier-to-Noise Ratio is the ratio of the
received modulated carrier signal power to the received noise power
in a specific bandwidth.

CSI Channel State Information: Channel State Information refers to
known channel properties of a communication link.

CTDFRNN Complex Time Delay Fully Recurrent Neural Network: Complex
Time Delay Fully Recurrent Neural Network is a special form of
Recurrent Neural Network (RNN).

DAC Digital to Analog Converter: Digital to Analog Converter is a device
that converts a digital (usually binary) code to an analog signal.

DEKF Decoupled Extended Kalman Filter: Decoupled Extended Kalman
Filter is a technique used to train Recurrent Neural Network (RNN)
with separated blocks of Kalman filter.

DEPSO Differential Evolution PSO: Differential Evolution PSO is an
optimization technique.

DIBL Drain Induced Barrier Lowering: Drain Induced Barrier Lowering is
a short-channel effect in MOSFETs referring originally to a
reduction of threshold voltage of the transistor at higher drain
voltages.

DLL Delay Locked Loop: Delay Locked Loop is a digital circuit similar
to a phase-locked loop (PLL), with the main difference being the
absence of an internal voltage-controlled oscillator, replaced by a
delay line.

DPLL Digital Phase Locked Loop: A Digital phase-locked loop is a digital
control system that generates an output signal whose phase is related
to the phase of an input signal.

DPSK Differential Phase Shift Keying: Differential Phase Shift Keying or
dual-polarization QPSK involves the polarization multiplexing of
two different QPSK signals for improving the spectral efficiency.

DSK Digital Signal Processing Kit: Digital Signal Processing Kit is an
electronic board with Digital Signal Processor used for experiments,
evaluation and development.

DSP Digital Signal Processing: Digital Signal Processing is the mathe-
matical manipulation of an information signal to modify or improve
it in some way.
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DS-UWB Direct Sequence-Ultra Wideband: Direct Sequence-Ultra Wideband
is often referred to as an impulse, baseband or zero carrier
technology which operates by sending low power Gaussian shaped
pulses which are coherently received at the receiver.

DVS Dynamic Voltage Scaling: Dynamic Voltage Scaling is a power
management technique in computer architecture, where the voltage
used in a component is increased or decreased, depending upon
circumstances.

EA Evolutionary Algorithm is a subset of evolutionary computation, a
generic population-based metaheuristic optimization algorithm.

ECC Elliptic Curve Cryptosystem is an approach to public-key cryptog-
raphy based on the algebraic structure of elliptic curves over finite
fields.

EEA Extended Euclidean Algorithm is an extension to the Euclidean
algorithm. Besides finding the greatest common divisor of two
integers, as the Euclidean algorithm does, it also finds other two
integers (one of which is typically negative) that satisfy Bézout’s
identity.

EGC Equal Gain Combining: Equal Gain Combining is a form of
diversity.

EM Expectation-Maximization: Expectation-Maximization is an itera-
tive method for finding maximum likelihood or maximum a
posteriori (MAP) estimates of parameters in statistical models,
where the model depends on unobserved latent variables.

FCM Fuzzy C-means: Fuzzy C-means is a form of clustering technique
based on fuzzy logic.

FCRNNs Fully Connected RNNs is a network of RNNs, each with a directed
connection to every other unit.

FD Factorial Design: Factorial Design is the most common way to study
the effect of two or more independent variables, although we will
focus on designs that have only two independent variables for
simplicity.

FEOL Front-End of Line is the first portion of IC fabrication where the
individual devices (transistors, capacitors, resistors, etc.) are
patterned in the semiconductor.

FIS Fuzzy Inference System: Fuzzy Inference System is a system that
uses fuzzy set theory to map inputs (features in the case of fuzzy
classification) to outputs (classes in the case of fuzzy classification).

FL Fuzzy Logic: Fuzzy Logic is a form of many-valued logic which
deals with reasoning that is approximate rather than fixed and exact.

FN Fuzzy Neural: Fuzzy Neural refers to combinations of ANNs and
fuzzy logic.
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FNS Fuzzy Neural System: Fuzzy Neural System is a learning machine
that finds the parameters of a fuzzy system (i.e., fuzzy sets, fuzzy
rules) by exploiting approximation techniques from neural
networks.

GDALMBP Gradient Descent with Adaptive Learning Rate and Momentum
Back Propagation.

GDALRBP Gradient Descent with Adaptive Learning Rate Back Propagation.
GDBP Gradient Descent Back Propagation: Gradient Descent Back

Propagation is form of ANN training method.
GDLMBP Gradient Descent with Levenberg-Marquardt Backpropagation.
GDMBP Gradient Descent with Momentum Back Propagation.
GEKF Global Extended Kalman Filter: Global Extended Kalman Filter is

an extension of Kalman filter.
GIDL Gate Induced Drain Leakage: Gate Induced Drain Leakage is the

effect for which current arises in the high electric field under the
Gate-Drain overlap region of a MOSFET causing deep depletion.

GMM Gaussian Mixture Model: Gaussian Mixture Model is a probabilistic
model for representing the presence of subpopulations within an
overall population, without requiring that an observed data-set
should identify the sub-population to which an individual observa-
tion belongs where mixture distribution is Gaussian.

GPPC General-purpose Personal Computer: General-purpose Personal
Computers ia a computer built around a microprocessor for use by
an individual having capabilities to perform wide range of tasks.

HCI Human Computer Interface: Human Computer Interface involves
the study, planning, and design of the interaction between people
(users) and computers.

HMM Hidden Markov Models: Hidden Markov Models is a statistical
Markov model in which the system being modeled is assumed to be
a Markov process with unobserved or hidden states. It can be
considered to be the simplest dynamic Bayesian network.

IC Integrated Circuit: Integrated Circuit is a set of electronic circuits
embedded on one small chip of semiconductor material, normally
silicon.

IEEE Institute of Electronics and Electrical Engineering: Institute of
Electronics and Electrical Engineering is a professional association
headquartered in New York City that is dedicated to advancing
technological innovation and excellence.

IS Incipient Sickness: Incipient Sickness is a condition of industrial
health.

ISI Inter Symbol Interference: Inter Symbol Interference is a form of
distortion of a signal in which one symbol interferes with
subsequent symbols. It arises in high data rate wireless system.

ITA Itoh-Tsujii algorithm: Itoh-Tsujii algorithm is a generic algorithm
used to invert elements in a finite field.
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ITU International Telecommunication Union: International
Telecommunication Union originally founded as the International
Telegraph Union is a specialized agency of the United Nations that
is responsible for issues that concern information and communica-
tion technologies.

JSL Japanese Sign Language: Japanese Sign Language is the dominant
sign language in Japan.

KMC K-means clustering: K-means clustering is a method of vector
quantization originally from signal processing, that is popular for
cluster analysis in data mining.

LCR Level Crossing Rates: The LCR for a specific threshold is the
expected rate at which the normalized envelop of a signal passes the
threshold with a positive slope.

LMS Least Mean Square algorithms: Least Mean Square algorithms are a
class of adaptive filter used to mimic a desired filter by finding the
filter coefficients that relate to producing the least mean squares
of the error signal.

LOS Line of Sight: Line of Sight refers the straight path from the
transmitter to the receiver in wireless communication.

LPC Linear Prediction Coding: Linear Prediction Coding is a tool used
mostly in audio signal processing and speech processing for
representing the spectral envelope of digital signal of speech in
compressed form, using the information of a linear predictive model.

LPCC Linear Prediction Cepstral Coefficients: Linear Prediction Cepstral
Coefficients are the coefficients that can be found by converting the
Linear Prediction coefficients into cepstral coefficients.

LS Least Square: The method of least squares is a standard approach to
the approximate solution of overdetermined systems.

LSDPFF Least Square Digital Polynomial Fitting Filters: A digital filter
which follows least square polynomial.

LSPF Least Square Polynomial Fitting: Least Square Polynomial Fitting is
a polynomial based fitting that optimizes in least square term.

LTI Linear Time Invariant: Linear Time Invariant refers to the behavior
of a system whose response varies linearly with time.

LVQ Learning Vector Quantization: Learning Vector Quantization is a
prototype-based supervised classification algorithm and is the
supervised counterpart of vector quantization systems.

MAP Maximum Aposteriori Probability: Maximum Aposteriori
Probability is a mode of the posterior distribution in Bayesian
statistics which can be used to obtain a point estimate of an
unobserved quantity on the basis of empirical data.

MCS Monte Carlo Simulation: Monte Carlo Simulations is a computer-
ized mathematical technique that performs risk analysis by building
models of possible results by substituting a range of values-a
probability distribution in quantitative analysis and decision making.
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MEMM Maximum Entropy Markov Model: Maximum Entropy Markov
Models maximum-entropy Markov model or conditional Markov
model, is a graphical model for sequence labelling that combines
features of hidden Markov models (HMMs) and maximum entropy
models.

MFCC Mel Frequency Cepstral Coefficient: Mel Frequency Cepstral
Coefficients are coefficients that collectively make up an Mel
Frequency Cepstrum which is a representation of the short-term
power spectrum of a sound, based on a linear cosine transform of a
log power spectrum on a nonlinear mel scale of frequency.

MIMO Multiple-Input Multiple-Output: Multiple-Input Multiple-Output is
the use of multiple antennas at both the transmitter and receiver to
improve communication performance.

MLP Multi Layer Perceptron: Multi Layer Perceptron is a feedforward
artificial neural network model that maps sets of input data onto a set
of appropriate outputs.

MLSD Maximum Likelihood Sequence Detector: Maximum Likelihood
Sequence Detector is a device which uses a mathematical algorithm
to extract useful data out of a noisy data stream.

MMSE Minimum Mean Square Error: Minimum Mean Square Error is an
estimation method in statistics and signal processing which
minimizes the mean square error (MSE) of the fitted values of a
dependent variable, which is a common measure of estimator quality

MPEG Moving Pictures Experts Group: Moving Pictures Experts Group is
a working group of ISO/IEC with the mission to develop standards
for coded representation of digital audio and video and related data.

MRA Multiple Regression Analysis: Multiple Regression Analysis regres-
sion analysis is a statistical process for estimating the relationships
among variables.

MRC Maximal Ratio Combining: Maximal Ratio Combining is a method
of optimum diversity combining for independent AWGN channels
which can restore a signal to its original shape.

MSB Most Significant Bit: Most Significant Bit is the bit position in a
binary number having the greatest value.

MSE Mean Square Error: Mean Square Error is one of many ways to
quantify the difference between values implied by an estimator and
the true values of the quantity being estimated.

MSE Mean Square Equalizer: Mean Square Equalizer is an equalization
method that works in the least square sense.

MSI Multi Stream Interference: Multi Stream Interference is a phenom-
enon where the different transmitted streams from each antenna in a
multiple input case interfere at the receiver.

NCO Numerically Controlled Oscillator: Numerically Controlled
Oscillator is a digital signal generator which creates a synchronous,
discrete-time, discrete-valued representation of a waveform.
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NF Neuro Fuzzy: Neuro Fuzzy refers to combinations of artificial neural
networks and fuzzy logic.

NFS Neuro Fuzzy System: Neuro Fuzzy System is a learning machine
that finds the parameters of a fuzzy system (i.e., fuzzy sets, fuzzy
rules) by exploiting approximation techniques from neural
networks.

NIPCCD National Institute of Public Cooperation and Child Development:
National Institute of Public Cooperation and Child Development is
an Indian government agency in New Delhi under the Ministry of
Women and Children Development tasked with promotion of
voluntary action research, training and documentation in the overall
domain of women empowerment and child development in India.

NLMS Non Least Mean Square: Non Least Mean Square is a special form
of LMS algorithm.

N-LOS Non-Line of Sight: Non-Line of Sight is radio transmission across a
path that is partially obstructed, usually by a physical object in the
innermost Fresnel zone.

NOC Network on Chip: Network on Chip is a communication subsystem
on an integrated circuit (commonly called a “chip”), typically
between IP cores in a system on a chip (SoC).

OFDM Orthogonal Frequency Division Multiplexing: Orthogonal
Frequency Division Multiplexing is a method of encoding digital
data on multiple carrier frequencies where a large number of closely
spaced orthogonal sub-carrier signals are used to carry data.

OTA Operational Transconductance Amplifier: Operational
Transconductance Amplifier is an amplifier whose differential input
voltage produces an output current.

PFD Phase Frequency Detector: Phase Frequency Detector is an
electronic circuit that compares phases of two signals.

PLL Phase Locked Loop: Phase Locked Loop is a control system that
generates an output signal whose phase is related to the phase of an
input signal.

PLP Perceptual Linear Predictive Analysis
PNN Probabilistic Neural Network: Probabilistic Neural Network is a

feedforward neural network, which was derived from the Bayesian
network and a statistical algorithm called Kernel Fisher discriminant
analysis.

PSK Phase-Shift Keying: Phase-Shift Keying is a digital modulation
scheme that conveys data by changing, or modulating, the phase of a
reference signal.

PSO Particle Swarm Optimization: Particle Swarm Optimization is a
computational method that optimizes a problem by iteratively trying
to improve a candidate solution with regard to a given measure of
quality.
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QAM Quadrature Amplitude Modulation: Quadrature Amplitude
Modulation is both an analog and a digital modulation scheme
which conveys two analog message signals, or two digital bit
streams, by changing the amplitudes of two carrier waves, using the
amplitude-shift keying (ASK) digital modulation scheme orampli-
tude modulation (AM) analog modulation scheme.

QoS Quality of Service: Quality of Service refers to several related
aspects of telephony and computer networks that allow the transport
of traffic with special requirements.

QPSK Quadrate Phase Shift Keying Quadrature: Quadrate Phase Shift
Keying Quadrature is a form of Phase Shift Keying in which two
bits are modulated at once, selecting one of four possible carrier
phase shifts (0, 90, 180, or 270 degrees).

RBI Reserve Bank of India: Reserve Bank of India is India’s central
banking institution, which controls the monetary policy of the
Indian rupee.

RLS Recursive Least Square is an algorithm used in adaptive filter which
recursively finds the filter coefficients that minimize a weighted
linear least squares cost function relating to the input signals.

RMSE Root Mean Square Error: Root Mean Square Error is a frequently
used measure of the differences between values predicted by a
model or an estimator and the values actually observed.

RNN Recurrent Neural Network: Recurrent Neural Network is a class of
neural network where connections between units form a directed
cycle which creates an internal state of the network which allows it
to exhibit dynamic temporal behavior.

ROI Region of Interest: Region of Interest is a selected subset of samples
within a dataset identified for a particular purpose.

RTRL Real-Time Recurrent Learning: Real-Time Recurrent Learning is a
training method with RNN.

RTS Reactive Tabu Search: Reactive Tabu Search is a Metaheuristic and
a Global Optimization algorithm and is an extension of Tabu Search
and the basis for a field of reactive techniques called Reactive Local
Search and more broadly the field of Reactive Search Optimization.

SBP Systolic Blood Pressure: Systolic Blood Pressure is peak pressure in
the arteries, which occurs near the end of the cardiac cycle when the
ventricles are contracting.

SC Selection Combining: Selection Combining is a form of diversity
method.

SIMO Single-Inductor Multiple-Output: Single-Inductor Multiple-Output
is the use of multiple antennas at the transmitter and single antenna
at the receiver.

SINR Signal to Interference and Noise Ratio: Signal to Interference and
Noise Ratio is the ratio of signal power to noise power plus
interference power.
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SISO Single-Input-Single-Output: Single-Input-Single-Output is the use
of single antenna at both the transmitter and receiver.

SNR Signal to Noise Ratio: Signal to Noise Ratio is the ratio of received
signal power to the noise power.

SOC System on Chip: System on Chip is an integrated circuit (IC) that
integrates all components of a computer or other electronic system
into a single chip.

SOI Silicon on Insulator: Silicon on Insulator technology refers to the
use of a layered silicon-insulator-silicon substrate in place of
conventional silicon substrates in semiconductor manufacturing,
especially microelectronics, to reduce parasitic device capacitance,
thereby improving performance.

SOM Self-Organizing Map: Self-Organizing Map is a type of ANN that is
trained using unsupervised learning to produce a low-dimensional
(typically two-dimensional), discretized representation of the input
space of the training samples, called a map.

SRAM Static Random Access Memory: Static Random Access Memory is a
type of semiconductor memory that uses bistable latching circuitry
to store each bit.

SSE Sum of Squares of Errors: Sum of Squares of Error is the sum of the
squared differences between each observation and its group’s mean.

STBC Space Time Block Code: Space Time Block Code is a technique
used in wireless communications to transmit multiple copies of a
data stream across a number of antennas and to exploit the various
received versions of the data to improve the reliability of data-
transfer.

STC Space Time Codes: Space Time Codes is a method employed to
improve the reliability of data transmission in wireless communi-
cation systems using multiple transmit antennas.

STTC Space Time Trellis Code: Space Time Trellis Codes are a type of
space-time code used in multiple-antenna wireless communications.
This scheme transmits multiple, redundant copies of a trellis (or
convolutional) code distributed over time and a number of antennas
(‘space’).

STTuC Space Time Turbo Code: Space Time Turbo Code is a special form
of STTC.

SUR Speech Understanding Research: Speech Understanding Research is
a program founded by Advanced Research Projects Agency (ARPA)
of the U.S. Department of Defense during 1970s.

S-V Saleh-Valenzuela: Saleh-Valenzuela is a statistical model whose
basic assumption is that multipath components (MPCs) arrive in
clusters, formed by the multiple reflections from the objects in the
vicinity of receiver and transmitter.
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SVD Singular Value Decomposition: Singular Value Decomposition is a
factorization of a real or complex matrix, with many useful
applications in signal processing and statistics.

SVM Support Vector Machine: Support Vector Machine are supervised
learning models with associated learning algorithms that analyze
data and recognize patterns, used for classification and regression
analysis.

TDNN Time Delay Neural Network: Time Delay Neural Network is an
ANN architecture whose primary purpose is to work on continuous
data.

TI Texas Instrument: Texas Instruments is an American company that
designs and makes semiconductors, which it sells to electronics
designers and manufacturers globally.

TS Takagi Sugeno: Takagi Sugeno is a type of fuzzy inference system.
TSK Takagi Sugeno Kang: Takagi Sugeno Kang is a modification of LS

fuzzy inference system.
UWB Ultra Wide Band: Ultra Wide Band is a radio technology pioneered

by Robert A. Scholtz and others which may be used at a very low
energy level for short-range, high-bandwidth communications using
a large portion of the radio spectrum.

VLIW Very Long Instruction Word: Very Long Instruction Word refers to
a processor architecture designed to take advantage of instruction
level parallelism.

VLSI Very Large Scale Integration: Very Large Scale Integration is the
process of creating integrated circuits by combining thousands of
transistors into a single chip.

WPD Wavelet Packet Decomposition: Wavelet Packet Decomposition is a
wavelet transform where the discrete-time (sampled) signal is passed
through more filters than the discrete wavelet transform (DWT).

WT Wavelet Transform: Wavelet Transform is a form of spectral
transformation method used for analysis of signals with time and
frequency content.
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Part I
Intelligent Applications

in Communication

This section includes five contributions which represent recent advances in
intelligent application in communication and related areas. The work, ANFIS-based
Symbol Recovery in Multi-Antenna Stochastic Channels, by Das et al. describes the
application of fuzzy-based systems for symbol recovery in stochastic wireless
channels. In the next chapter by Saikia et al., a method of ANN-based STBC
decoding has been described. Purkayastha et al. describes the recovery of carrier
phase in wireless channel using DPLL, which is described in the third chapter.
Other works in this section include works by Choudhury et al. and Thakuria et al.



Chapter 1
ANFIS-Based Symbol Recovery
in Multi-antenna Stochastic Channels

Banti Das, Manasjyoti Bhuyan and Kandarpa Kumar Sarma

Abstract Since stochasticwireless channels are highly random, fuzzy-based system
are suitable options to deal with such uncertainty. This is because of the fact that
the fuzzy system provides expert-level decision while tracking microscopic changes.
Fuzzy system, however, requires support from artificial neural network (ANN)s for
implementing inference rules. When fuzzy and ANN systems are combined, either
neuro-fuzzy (NF) or fuzzy-neural (FN) frameworks are derived. Here, we propose an
NF-based model for data recovery in multi-antenna setups when transmitted through
stochastic wireless channels. Experimental results show that the proposed approach
is computationally efficient.

Keywords Adaptiveneuro-fuzzy inference systems (ANFIS) ·Neuro-fuzzy systems
(NFS) · Multiple-input multiple-output (MIMO) technology · Symbol recovery ·
Stochastic wireless channel

1.1 Introduction

The demand for greater data rate and higher bandwidth have necessitated the design
and development of innovative solutions for ever-expanding mobile networks. One
of the primary challenges in high data rate transmissions are due to the fading
effects generated by the randomness present in the propagation medium. Further,
the performance of such frameworks are limited by phenomena like co-channel
interference (CCI) and severe fading due to vehicular movements and fast changing
transmit–receive conditions. Channel fading and CCI contribute toward performance
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degradation and renders reliable high data transmissions ineffective. The most
effective technique to deal with fading is the exploitation of diversity [1].

Spatial diversity, also referred to as transmit and/or receive antenna diversity,
represents a powerful means for combating the deleterious effects of fading [1].
Multiple-input multiple-output (MIMO) technology has received attention in wire-
less communication to increase data throughputs, link range, and transmission reli-
ability without additional bandwidth or transmit power because it combines the
benefits of transmit and receiver diversity. However, a very common form of uncer-
tainty and stochastic behavior is observed in case of MIMO wireless channels. The
associated time-dependent statistical variation in the channel properties coupled with
high-speed transmission and CCImakesMIMO channel modeling an area filled with
complexity and uncertainty. Soft-computing components such as fuzzy and neural
systems are applied as alternate methods of statistical techniques used to model such
uncertainties. In channel modeling, fuzzy systems are applicable where expert-level
decision making is essential while artificial neural network (ANN) is applied com-
fortably for model-free approximations [2] with available process data. Therefore,
while ANNs show numeric-quantitative capability, fuzzy systems exhibit symbolic
capacity [2, 3]. Thus, hybrid systems formed by combinations of fuzzy and ANN
methods have adaptability, parallelism, nonlinear processing, robustness, and learn-
ing in data-rich environment and excel in modeling uncertainty. The combination of
fuzzy and ANN produces neuro-fuzzy system (NFS) or fuzzy-neural system (FNS).
When fuzzy andANN systems are combined, the composite system acquires the abil-
ity to provide numeric-qualitative, expert-level decision making and demonstrates
greater adaptability and robustness while handling unknown processes or situations.
Such attributes of FNS and NFS make them suitable for modeling MIMO channels
and related applications.

With the dynamic capabilities, fuzzy-based systems have already been considered
for wireless domain starting from the use of fuzzy adaptive filters for nonlinear
channel equalization in [4] to applications in data-rich environments. In [4], adaptive
filters adoptedwere namely the recursive least square (RLS) and the leastmean square
(LMS) adaptation algorithm and used them together with fuzzy systems. Fuzzy-
based channel estimation approach is evaluated for the multipath fading CDMA
channel in [5]. A takagi-sugeno-kang (TSK) fuzzy model for channel estimation in
orthogonal frequency division multiplexing (OFDM) system is proposed in [6]. This
work is extended subsequently for MIMO-OFDM systems [7]. Most of the reported
works do not focus on the symbol recovery part of multi-antenna setups used in
stochastic MIMO wireless channels.

Here, we propose a NFS-based model for data recovery in multi-antenna setups
when transmitted through stochastic wireless channels. We specifically design a
Takagi–Sugeno (TS)-based adaptive neuro-fuzzy inference systems (ANFIS) for
symbol recovery in MIMO channel with CCI and severe fading. We design the
ANFIS to implement certain inference rules which enable satisfactory recovery of
block-sized data in MIMO channels. Experimental results show that the proposed
approach is computationally efficient and is suitable for adaptive receiver designs.
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The rest of the paper is organized as below:
Section1.2 provides a brief theoretical background. The proposed system model

is described in Sect. 1.3. Section1.4 includes the results and discussion. The work is
concluded in Sect. 1.5.

1.2 Theoretical Consideration

Here, we briefly describe about the basic theoretical notions related to the work.
Section1.2.1 discusses aboutANN.Fuzzy systems is briefly covered inSect. 1.2.2.

Some basic considerations of NFS is included in Sect. 1.2.3.

1.2.1 ANN

An ANN is a mathematical tool or computational model based on the analogy of
biological nervous systems [3] consisting of interconnected group of artificial neu-
rons and information processing using a connectionist approach. An ANN may be
single or multilayered. The knowledge gained during the training phase is stored in
the interconnecting neurons and used subsequently.

1.2.2 Fuzzy Systems

System modeling based on the conventional mathematical tools is not well suited
for dealing with ill-defined and uncertain systems. The invention or proposition of
fuzzy sets was done by Zadeh in 1965 [8] as a means to capture and represent the real
world with its fuzzy data due to its uncertainty. Fuzzy logic starts with the concept
of fuzzy set, a set without a crisp, clearly defined boundary. The idea of grade of
membership is the backbone of fuzzy set theory.

The primary components of a fuzzy-based system or fuzzy inference system are
fuzzification, rule base, inference, and defuzzification stages as shown in Fig. 1.1.
There are two types of fuzzy inference systems that can be implemented for various
applications. These are Mamdani-type and Sugeno-type.

Mamdani’s fuzzy inference method [9] is an attempt to control a steam engine
and boiler combination by synthesizing a set of linguistic control rules obtained from
experienced human operators. It is the most commonly used fuzzy methodology.
Mamdani’s inference method expects the output membership functions (MF) to be
fuzzy sets. After the aggregation process, there is a fuzzy set for each output variable
that needs defuzzification.

Sugeno method of fuzzy inference introduced in 1985 [10], is similar to the
Mamdanimethod inmany respects. The first two parts of the fuzzy inference process,
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Fig. 1.1 Components of a fuzzy system

fuzzifying the inputs, and applying the fuzzy operator, are exactly the same. Themain
difference between Mamdani and Sugeno is that the Sugeno output MFs are either
linear or constant.

1.2.3 Neuro-Fuzzy Systems (NFS)

As already described, the fuzzy systems provide expert-level decision making by
following microscopic variation. ANNs are able to work with model-free data, learn
from the environment, retain the knowledge, and use it subsequently. Thus, fuzzy
and ANN systems having the symbolic qualitative capacity and numeric-quantitative
capability, respectively, can be applied together to deal with situations where higher
precision of estimation is crucial. Though NFS and FNS combinations are available,
we have used NFS-based approach.

Anoteworthy contribution in theNFdomain is the formulationofANFIS (adaptive
neuro-fuzzy inference system)-a system developed by J. Roger Jang which has found
numerous applications in a variety of fields. Here, the fuzzy rules can either be based
on theMamdanimethod or Sugeno [11]method. However, Sugeno is amore compact
and computationally efficient representation than a Mamdani system. The Sugeno
system lends itself to the use of adaptive techniques for constructing fuzzy models.
So, here Sugeno model is used.

Let the considered fuzzy inference system (FIS) has two inputs x and y and one
output f . For a first-order Sugeno fuzzy model, a common rule set with two fuzzy
emphif–then rules is as follows:

Rule 1 : If x is A1 and y is B1, then f1 = p1x + q1y + r1
Rule 2 : If x is A2 and y is B2, then f2 = p2x + q2y + r2

For the Sugeno model, the type-3 fuzzy reasoning mechanism is given in Fig. 1.2.
The type-3 fuzzy reasoning is preferred formodeling both linear andnonlinear system
because of the linear dependence of each rule on the input variables. The correspond-
ing equivalent ANFIS architecture is shown in Fig. 1.3 [12]. Here, the node functions
in the same layer are of the same function family as described below.
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Fig. 1.2 TS type-3 fuzzy reasoning

Fig. 1.3 Equivalent ANFIS

Layer 1: Every node i in this layer is a square node with a node function

O1
i = μAi (x) (1.1)

where x is the input to node i , and Ai is the linguistic label (small, large etc.)
associated with this node function. In other words, O1

i is theMF of Ai and it specifies
the degree to which the given x satisfies the quantifier Ai . Parameters in this layer
are referred to as premise parameters.

Layer 2: Every node in this layer is a circle node labeled
∏

which multiplies the
incoming signals and sends out the product. For instance,

wi = μAi (x) × μBi (y) (1.2)

Each node output represents the firing strength of a rule. Here x and y are the inputs
to node i and Ai , Bi are the linguistic labels associated withMFsμAi (x) andμBi (y),
respectively
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Layer 3: Every node in this layer is a circle node labeled N . The i th node calculates
the ratio of the i th rules firing strength to the sum of all rules’ firing strengths:

wi = wi

w1 + w2
, i = 1, 2. (1.3)

Output of this layer, wi will be called the normalized firing strengths. Here, w1, w2
are the firing strengths to the rules 1 and 2.

Layer 4: Every node i in this layer is a square node with a node function

O4
i = wi fi = wi (pi x + qi y + ri ) (1.4)

where wi is the output of layer 3, and pi , qi , ri are the parameter set. Parameters in
this layer will be referred to as consequent parameters.

Layer 5: The single node in this layer is a circle node labeled
∑

that computes
the overall output as the summation of all incoming signals, i.e.,

O5
1 = overall output =

∑

i

wi fi =
∑

i wi fi
∑

i wi
(1.5)

Thus, ANFIS uses a hybrid learning procedure for estimation of the premise and
consequent parameters [12].

1.3 Proposed System of Symbol Recovery Using
ANFIS-Based Approach

Here, we describe the proposed ANFIS-based approach for recovery of symbols in
multi-antenna setups in stochastic wireless channels. The formulated problem may
be depicted as in Fig. 1.4. Using a QPSK-modulated signal for a 2× 2 MIMO setup
the input-output relation may be written as

yi (k + 1) = [xi (k) + xi (k − τ)]H(i, k) + n (1.6)

yi (k + n) = F[xi (k, τ ), xi (k)H(i, k)] + n (1.7)

where F(.) is amapping function representing the transformation in the transmission,
τ is the delay associated with multipath fading. In another form

y(n) = F M[y(n − 1), . . . , x(n − 1), . . . , [H ], . . . ] (1.8)

where F M is a fuzzymapping generated by the first layer ofANFIS. The requirement
is to design another fuzzy-supported ANN-based process such that its output is given
by

yG(n) = F MG[y(n − 1), . . . , x(n − 1), . . . , [H ], [W ], [V ], θ ] (1.9)
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Fig. 1.4 System block
diagram

so that yG(n) → y(n) in terms of a cost function. Here, [W ], [V ], and θ are forward
and backward connectionist weights and biases, respectively. Therefore, the training
of a fuzzy process is related to the minimization of a cost function expressed as

C F = 1

T N × V D

∑ ∑
d(ydi , yai ) (1.10)

where TN is the number of training samples, VD is the dimension of samples, d(.)
is a distance measure, ydi is the desired output and yai is the actual output [13]. The
channel matrix H represents the wireless medium through which the propagation
takes place. The channel is considered to be a time variant system with an impulse
response given by [14]:

h(t, τ ) =
Np−1∑

g=0

αg(t, τ )exp( j (2π fcτg(t) + φ(t, τ )))δ(τ − τg(t)); (1.11)

where Np is the number of multipath components, αg(t, τ ) is the amplitude
components, and τg(t) is the excess delay component caused by the gth multipath
component at time t and δ is delta function. The inverse dynamics allows a definition

[H ] = G[yi (k), xi (k), xi (k − τ)]. (1.12)

The channel matrix H can be determined from the inverse dynamics G obtained
from the following sets of data:
[yi (k), xi (k), xi (k − τ)].
The following two sections describe the experimental considerations related to

the formulation of NFS approach of symbol recovery in multi-antenna systems.



10 B. Das et al.

1.3.1 Input Conditioning

Themulti-antenna setup represented by theMIMO channel input-output relationship
is expressed as

Xn = H(n)s(n) + v(n) (1.13)

where x is an M × 1 vector with xi (n), i = 1, 2, . . . , M as the elements, s(n)

representing the signal symbols, v(n) denotes additive background noise with H(n)

being the M × N channel matrix which is normally Rayleigh multipath fading. The
respective channel sets are generated and the signals are combined following time
and frequency domain considerations where there are convolution andmultiplication
processes, respectively, between −10 and 10dB. These are normalized and confined
by the following set of norms:

f (x) = N L ,−0.66 ≤ x < −0.99;
= N M,−0.33 ≤ x < −0.66 (1.14)

= N S, 0 < x < −0.33; (1.15)

= C S, x = 0; (1.16)

= P L , 0.66 ≤ x ≤ 0.99; (1.17)

= P M, 0.33 ≤ x ≤ 0.66; (1.18)

= P S, 0 ≤ x < 0.33; (1.19)

The inputs are divided into in-phase and quadrature components to allow the NFS
to learn the individual signal segments separately. The decoupled components of the
signals allow theNFS to sustain the learning through the complete range of variations
observed in the signals while propagating through a time-varying MIMO channel.

1.3.2 Fuzzification

One of the primary blocks of our proposed approach is a fuzzy equalizer. In our
ANFIS-based channel equalizer, we have used Gaussian and Bell MFs. The bell-
shaped function can approach a nonfuzzy set if their parameters are properly tuned.
It has the advantage of being smooth and nonzero at all points. Further, the Bell MF
is invariant to Fourier transform etc. The generalized Bell function depends on three
parameters a, b, and c and is expressed as

bell(x; a, b, c) = 1

1 + | x−c
a |2b

(1.20)

where c determines the center of the curve or MF, a is the half width, and b (together
with a) controls the slopes at the crossover points (where MF value is 0.5) and the
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Fig. 1.5 Physical meanings of the parameters in the bell membership function

Fig. 1.6 Static setup for SISO and MIMO configuration

parameter b is usually positive. A desired generalized bell MF can be obtained by a
proper selection of the parameter set a, b, c. Specifically,we can adjust c and a to vary
the center and width of the MF, and then use b to control the slopes at the crossover
points.We have also considered theGaussianmembership function because it closely
approximates the randomness observed in wireless channels. A detailed set of exper-
iments are carried out. Respective performances observed derived by considering
these two MFs and their impact in ascertaining the system performance (Fig. 1.5).

1.4 Result and Discussion

The samples are accumulated as block size (as P-bit groups) for the SISO and 2× 2
MIMO cases with AWGN values between 0 and 12 dB. The basic setup for SISO
and MIMO configuration is shown in Figs. 1.6 and 1.7. Some of the parameters used
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Fig. 1.7 Real-imaginary part

Table 1.1 Parameters used
for simulating channel using
Clarke-Gans model

Sl. no. Parameter Value

1 Freq., fc 900 MHz

2 Mobile speed, V 3–100kmph

3 No. of paths 8

4 Wavelength, λ 3×108

5 Doppler shift, fm
V
λ

6 Sampling Freq., fs 8× fm
7 No. of samples, N 6400

9 Sampling
period,Ts

1
fs

10 Antenna
configuration

2× 2

to perform the experiments are summarized in Table1.1 [15]. The setup shown in
Fig. 1.6, represents a static approach where pattern and target data vectors are pre-
sented as columns to the ANFIS. It takes longer training time and is computationally
inefficient. Further, it requires more resources. With increase in the size of the data
blocks, it results in slowing down. Hence, we formulated a dynamic approach which
is shown in Fig. 1.8. This method is dynamic because depending upon the antenna
configuration, the column vectors can be arranged. The training and testing is how-
ever carried out using the approach shown in Fig. 1.6 and the process is carried out
in decoupled form.

ANFIS parameters are adjusted so as to reduce the error measure defined by the
sum of the square of the difference between the actual and desired output. The root
mean square error (RMSE) is calculated using

RMSE =
√
√
√
√ 1

N

N∑

t=1

(At − Ft )
2 (1.21)
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Fig. 1.8 Dynamic setup for SISO and MIMO configuration for training the ANFIS

Table 1.2 Number of
iterations required compared
to statistical and ANN-based
approaches [15]

Sl. no. Method Iterations

1 LS 52

2 MMSE 33

3 MLP 94

4 3L-FF 23

5 Temporal-MLP 23

6 Proposed 17

where At and Ft are actual and fitted values, respectively, and N is the number of
training or testing sample. The RMSE is used as the primary criterion to ascertain
the extent of learning acquired by the ANFIS.

ForSISOcase,ANFIS is employed for both theRayleighflat-faded and frequency-
selective channels. For SISOflat fading channel,we have used theBPSKmethod. The
convergence of RMSE and time required due to change inMF are shown in Tables1.2
and 1.3. Again, we have also considered the performance for both the Gaussian MF
and Bell-shaped MF. Here, we see that the best average RMSE is obtained for Bell-
shaped MF with 10 such functions with an average RMSE of 2 × 10−5 obtained
within 1 s. Similarly, for the SISO frequency-selective fading case, the performance
is evaluated for a range of MF values from 2 to 10. From Table1.2, it is observed
that for Gaussian MF of 8, the best performance is obtained with the average RMSE
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Fig. 1.9 SISO flat fading
and frequency-selective
fading case

Fig. 1.10 MIMO flat fading
and frequency-selective
fading case

of 0.00011 which is obtained with one epoch completed below 1.5 s consistent with
at least ten trials. Similarly, for Bell-shaped MF of 10, the best RMSE of 0.00091 is
obtained within an epoch under 1.5 s.

The bit error rate (BER) curve for SISO flat fading and SISO frequency selective
for a range of SNR between −10:10dB is shown in Fig. 1.9. For the MIMO 2× 2
channel, both the single path linkMIMO andmultiple path linkMIMO is considered.
Moreover, ITU-MIMO pedestrian and ITU-MIMO Vehicular cases are also consid-
ered. The MIMO fading channel with frequency-selective multipath link models,
each discrete path act as an independent Rayleigh fading process. CCI sources are
considered to be present as well. The BER curve forMIMO theoretical and simulated
SNR range −10:10 dB is shown in Fig. 1.10. From the Tables 1.2 and 1.3, we can
say that for the MIMO case, no definite statistical regularity is observed for both
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Fig. 1.11 RMSE convergence plots for a SISO frequency flat b SISO frequency-selective c MIMO
frequency flat d MIMO frequency selective e MIMO pedestrian f MIMO vehicular

the Gaussian and Bell-shaped MFs for all of the channel states considered. This is
perhaps due to the stochastic nature of the MIMO channel. The RMSE curves for all
the specific cases mentioned is shown in Fig. 1.11.

The situation is somewhat regular while adopting the dynamic setup shown in
Fig. 1.8.

The results obtained are compared with [13, 15, 16]. The computational com-
plexity associated with the proposed approach is summarized in Table1.4 involving
6400b blocks transmitted through severely faded MIMO channels. The ANFIS gen-
erates comparable BER values but computation speed is significantly better. The
ANFIS shows at least 50% increase in computational speed compared to least
square (LS), minimum mean square error (MMSE), multi-layer perceptron (MLP),
three-layered feedforwardANN (3L-FF), and recurrent neural network (RNN)-based
approaches reported in [15] which establishes its usefulness. Further, the RMSE con-
vergence is completed in less number of epochs in presence of severe fading and CCI
meaning better learning. Thus, the proposed approach is effective and is suitable for
the design of adaptive receivers for data-rich environments.
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Table 1.3 Calculation of average RMSE for 500 epochs for different channel conditions

Case Channel type No. of MFs Average RMSE for 500 epochs

Gaussmf Gbellmf

1 SISO flat fading 2 0.1633 0.0097

4 0.0153 0.0069

6 0.0069 0.0023

8 0.0059 0.0034

10 0.0039 0.00002

2 SISO Freq. 2 0.0132 0.0159

selective 4 0.0050 0.0035

6 0.0037 0.0021

8 0.00011 0.0370

10 0.0027 0.00091

3 MIMO flat fading 2 0.4019 0.2841

(2× 2) 4 0.2642 0.2830

6 0.3699 0.2923

8 0.3893 0.2833

10 0.4341 0.3188

4 MIMO Freq. 2 0.3939 0.4129

selective (2× 2) 4 0.3444 0.3917

6 0.4191 0.3364

8 0.3740 0.2991

10 0.4112 0.2513

5 MIMO pedestrian 2 0.4371 0.3173

(2× 2) 4 0.2568 0.3202

6 0.3700 0.2084

8 0.2409 0.3596

10 0.1315 0.2511

6 MIMO vehicular 2 0.4041 0.2542

(2× 2) 4 0.3538 0.3375

6 0.3300 0.3528

8 0.3952 0.3057

10 0.3689 0.3335
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Table 1.4 Time taken for 500 epochs for different channel conditions

Case Channel type No. of MFs Time taken for 500 epochs (in s)

Gaussmf Gbellmf

1 SISO flat fading 2 0.87 0.85

4 0.86 0.85

6 0.84 0.88

8 0.87 0.88

10 0.88 0.90

2 SISO Freq. 2 1.50 0.99

selective 4 1.52 1.57

6 1.56 1.52

8 1.58 1.53

10 1.56 1.54

3 MIMO flat fading 2 1.60 1.64

(2× 2) 4 1.59 1.64

6 1.68 1.66

8 1.68 1.70

10 1.74 1.83

4 MIMO Freq. 2 1.60 1.61

selective (2× 2) 4 1.61 1.70

6 1.63 1.75

8 1.71 1.81

10 1.66 1.72

5 MIMO pedestrian 2 1.63 1.64

(2× 2) 4 1.63 1.65

6 1.60 1.67

8 1.64 1.73

10 1.64 1.68

6 MIMO vehicular 2 1.83 1.62

(2× 2) 4 1.83 1.64

6 1.79 1.74

8 1.64 1.69

10 1.70 1.77
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1.5 Conclusion

Here,weproposed anANFIS-based symbol recovery system formulti-antenna setups
used in stochastic wireless channels. We configured the ANFIS in split form using
both Gaussian and Bell MFs for SISO and MIMO setups with flat and frequency-
selective behavior. We further performed trials using ITU-pedestrian and vehicular
channels. The experimental results show that the proposed approach is at least 50%
more efficient compared to ANN-based approaches reported earlier.
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Chapter 2
STBC Decoding with ANN in Wireless
Communication

Samar Jyoti Saikia and Kandarpa Kumar Sarma

Abstract Diversity techniques can be used to reduce the ill effects of multipath
fading observed in wireless channels. Multiple-input-multiple-output (MIMO) tech-
nology is a promising application ofmultiple antennas at both transmitter and receiver
to improve communication performance by achieving spatial diversity. The concept
of space–time coding has arisen fromdiversity techniques using smart antennas.With
the implementation of data coding and signal processing at both sides of transmit-
ter and receiver, space–time coding now is more effective than traditional diversity
techniques. Space–time block codes (STBC) were designed to achieve the maximum
diversity order for the given number of transmit and receive antennas subject to the
constraint of having a simple linear decoding algorithm. Application of ANNs for
STBC decoding is such an area which offers solutions to tackle the intricacies asso-
ciated with the fluctuations observed in multipath propagation which is always the
problem area in wireless communication.

Keywords Multi-input-multi-output (MIMO) system · Space–time block codes
(STBC) · Artificial neural network (ANN) · Multipath fading · Rayleigh fading
channels · Rician fading channels

2.1 Introduction

During the last decade, in wireless local area networks and cellular mobile systems,
the demand for capacity has grown explosively. The need for wireless Internet access
and multimedia applications requires an increase in information throughput with
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order of magnitude compared to the data rates made available by today’s technology.
The use of multiple antennas at both the transmitters and receivers in the system
makes this increase in data rate possible. Space–time wireless technology that uses
multiple antennas along with appropriate signaling and receiver techniques offers a
powerful tool for improving wireless performance. In various wireless networks and
cellular mobile standards, some aspects of this technology have already been incor-
porated. More advanced MIMO techniques are planned for future mobile networks,
wireless local area network (LANs), and wide area network (WANs). Here, we dis-
cuss the use of STBC codes in MIMO systems implemented using artificial neural
network (ANN). The primary reason behind the use of ANN for such a purpose is
the fact the ANN is a learning-based system and can use the knowledge acquired for
subsequent processing.

2.2 Background

Most work on wireless communications had focused on having an antenna array at
only one end of the wireless link, usually at the receiver. Seminal papers by Foschini
and Gans [1], Foschini [2], and Telatar [3] enlarged the scope of wireless commu-
nication possibilities by showing that when antenna arrays are used at both ends of
a link, substantial capacity gains are enabled by the highly scattering environment.
Many established communication systems use receive diversity at the base station.
For example, global system for mobile communications (GSM) [4] base station typi-
cally has two receive antennas. This receive technology is used to improve the quality
of the uplink from mobile to base station without adding any cost, size, or power
consumption to the mobile [5].

2.2.1 Multi-Input-Multi-Output (MIMO) System

Multiple-input and multiple-output system contains multiple antennas at both trans-
mitter and receiver. Figure2.1 shows a MIMO system with TxM transmits antennas
and RxN receive antennas. The received signal Y can be given by the following
matrix equation:

Y = Hx + n (2.1)

Here, x is the transmitted signal vector, n is the statistically independent complex
zero-mean Gaussian random variables with equal variance [6], H is channel between
transmitter and receiver which can be represented by matrix TxM ×RxN . The channel
matrix is formed by hMN which are gain coefficients modeling random phase shifts
and channel gains.
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Fig. 2.1 MIMO system model

2.2.2 Statistical Models for Wireless Channels

In wireless communication, the received signal is the combination of many replicas
of the original signal impinging on receiver from many different paths. The signals
on these different paths can constructively or destructively interfere with each other.
This is referred as multipath fading [7, 8].

2.2.2.1 Rayleigh Fading Channels

In Rayleigh fading [3], no line-of-sight (LOS) component is present. It is typically
encountered in land mobile channels in urban areas where there are many obstacles
which make LOS paths rare. This represents the worst fading case.

2.2.2.2 Rician Fading Channels

Wireless channels where a LOS component is present due to absence of high rise
structures is modeled by the Rician fading. If a LOS path is present (or one path
which dominates the rest), the Gaussian approximation usually preferred needs to
be reconsidered.

2.2.2.3 Space–Time Coding (STC)

Space–time coding is used in wireless communication for transmitting multiple,
redundant copies of a data stream to the receiver in the hope that at least some of
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them will survive the physical path between transmission and reception in a good
state to allow reliable decoding. STC can be divided into three types. First space–
time trellis code (STTC) which provides both coding and diversity gain [9]. The
second type of STC is space–time turbo codes (STTuC), a combination of space–
time coding and turbo coding [10]. The third type is space–time block codes (STBC)
which provides diversity gain but not coding gain [10, 11]. So it is less complex than
STTC and STTuC.

2.2.2.4 Artificial Neural Network (ANN)

An artificial neural network (ANN) is a parallel distributed processor that acquires
knowledge through a learning (training) process. An artificial neuron is a simplistic
representation that emulates the signal integration and threshold firing behavior of
biological neurons by means of mathematical equations. The advantages of ANN
are their nonlinearity, input–output mapping, adaptivity, evidential response, contex-
tual information, fault tolerance, uniformity of analysis and design, neurobiological
analogy, and diversity of types and topologies.

2.3 System Model

The proposed system model comprises of the blocks as shown in Fig. 2.2. A signal
is generated using 106 b. The signal is sent to the modulator where it is modulated
with different modulation schemes, then it is encoded with Alamouti STBC encoder
and transmitted through the multipath fading channel. After the receiver has received
the signal it is decoded in Alamouti decoder and passed to the demodulator and the
desired signal is obtained and BER is compared between the transmitted signal and
the received signal. The ANN in feedforward form trained with back propagation
(BP) algorithm is used to perform the STBC decoding in the MIMO setup.

Fig. 2.2 System model
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Table 2.1 Parameters used for simulating the Rayleigh channel

Channel type Rayleigh channel

Input sample period 1.0000e−005

Doppler spectrum [1× 1Doppler.jakes]
Max doppler shift 100 Hz

Path delays [01.500e−005 3.2000e−005]

Average path gain in dB [0 −3 −3]

Path gains [0.3814 − 0.1735i − 0.0962
− 0.4042i 0.1016 − 0.1244i]

Channel filter delay 4

Number of sample processes 100

2.3.1 Simulating the Rayleigh Channel

We have simulated a Rayleigh channel having three multipath components. Table2.1
gives the parameters for simulating the Rayleigh channel.

2.3.2 Comparison Between Three Channels

Figure2.3 shows BER versus Eb/No performance of the Alamouti scheme with one
transmitter and one receiver with coherent BPSK modulation. Here, we can see
that BER performance is poor. For −10dB we get the BER of 10−1, at 0dB we
get 10−1.5 and at 10dB the BER is 10−2.5. Next, we have considered a system of
two transmitters and one receiver in Fig. 2.4. Here theoretical and simulated BER
performance of BPSK signals in Rayleigh fading channel is observed. We can see
that the theoretical and simulated BER is almost the same and BER performance is
better than one transmitter and one receiver system. At−10dB we get BER of 10−1,
at 0dB BER of 10−2.5 is recorded, and about 10dB the BER performance is about
10−4.5.

The BER performance of BPSK modulated signal in AWGN, Rayleigh fading
channel, and in MIMO channel is compared. As expected, Fig. 2.5 shows that the
BER performance of the BPSK signal with Alamouti STBC with two transmitters
and two receivers in Rayleigh fading channel is better than the signal without STBC.
Table2.2 gives the BER comparison of the three channels.
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Fig. 2.3 BER for BPSK
modulation with one
transmitter and one receiver
(Rayleigh channel)

Fig. 2.4 BER of BPSK
modulation with Alamouti
STBC (Rayleigh channel)
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Fig. 2.5 BER of BPSK
modulation with 2Tx and
2Rx Alamouti STBC
(Rayleigh channel)

Table 2.2 BER performance at AWGN, Rayleigh, and MIMO channel

BER in dB AWGN channel Rayleigh channel MIMO channel

−10 10−0.5 10−2.5 10−0.9

5 10−1 10−0.5 10−1.5

10 10−3 10−1.5 10−4

2.3.3 Application of ANN for STBC Decoding

TheANN can be used for STBC decoding. It can also provide estimation of the chan-
nel which may help to mitigate some of the deficiencies of multi-user transmission.
In ANN based systems, the multipath fading can be minimized by training the ANN
and we can have a system with better bit error rates (BERs).

The ANN as multilayer perceptron (MLP) is trained using BP algorithm which
updates the connecting weights. This adaptive updating of the MLP is continued till
the performance goal is met. To train the ANNs, the setup we have used the received
signal as the input signal and the transmitted signal is the reference signal or target.
Tables2.3 and 2.4 give the details of ANN setup.



26 S.J. Saikia and K.K. Sarma

Table 2.3 Details of ANN setup

ANN MLP

Data set size Training—10000 Testing—10000

Training type TRAINGDX

Maximum number of epochs 1500

Variance in training data 50%

Table 2.4 Performance of ANN

Networks Data set size Epochs Time (s) MSE

Net 1 10,000 1380 90 10−7

Net 2 10,000 1456 120 10−7

Net 3 10,000 950 80 10−7

2.3.4 Result and Discussion

Here the modulated data is encoded in STBC encoder and sent through the two
transmitters. The received data is decoded using ANN-based STBC decoding. The
decoded data is demodulated and BER performance is evaluated. The ANN is trained
with 10,000 b. TheANN is given a performance goal of around 10−3 which is attained
after certain number of sessions, though the time taken is around 75s. Figures2.6 and
2.7 show the BER values of BPSK and QPSK signal using ANN for STBC decoding
in Rayleigh fading channel. The values of the SNR varies from −10 to +20dB.

Fig. 2.6 BER plot of QPSK
signals in MIMO set-up
using STBC code in
Rayleigh
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Fig. 2.7 BER plot of BPSK
signals in MIMO set-up
using STBC code in
Rayleigh

2.4 Conclusion

STBC is used to achieve the maximum diversity order for the given number of
transmit and receive antennas subject to the constraint of having a simple linear
decoding algorithm. One of the viable means of better STBC decoding is the use of
soft computing tools like the ANNs. In this work, we have analyzed and simulate
the MIMO system with different modulation schemes and STBC in Rayleigh fading
channel.We have used ANN for the decoding of STBC coded signal. The application
of ANN in Rayleigh fading channel can improve the performance in a wireless
communication system. The performance derived makes the approach a reliable
means for study and analysis of the design of reception methods of MIMO system.
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Chapter 3
Carrier Phase Detection of Faded Signals
Using Digital Phase-Locked Loop

Basab Bijoy Purkayastha and Kandarpa Kumar Sarma

Abstract In this chapter, the design of a digital receiver for carrier phase
tracking is presented. The receiver architecture includes a least square polynomial
fitting (LSPF)-based digital phase-locked loop (DPLL). Bit error rate (BER) per-
formance of the proposed system for dealing with Rayleigh and Rician fading for
different numbers of paths with coded and uncoded channel is presented here. The
performance of the DPLL for carrier phase tracking with signal using QPSK modu-
lation transmitted through Rayleigh and Rician fading channels are compared with
coded and uncoded conditions. Simulation results show that the proposed DPLL-
based approach shows significant improvement using BCH coding both in Rayleigh
and Rician fading channels. Several essential processes like noise and CCI cance-
lation, equalization, etc., that are integral to the traditional frameworks are made
redundant by the proposed DPLL-based approach. The composite outcome of these
separate processes is combined by the DPLL action making it a reliable and efficient
mechanism leading to a compact design.

Keywords Bit error rate (BER) ·Carrier phase detection ·Digital phase-locked loop
(DPLL) ·Least square polynomial fitting (LSPF) ·QPSKmodulation ·Nakagami-m
model
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3.1 Introduction

The phase-locked loop (PLL) principles have already been employed during the last
few decades for coherent detection. PLL can be described to be a receiver compo-
nent that extracts the information of the frequency and the phase of the input signal
precisely and generate a phase error signal. Based on this signal, it adjusts the fre-
quency and phase of the local oscillator. PLLs generate stable frequencies, recover
a signal from a noisy communication channel, or distribute clock timing pulses in
digital logic designs such as microprocessors. Since a single integrated circuit (IC)
can provide a complete PLL building block, the technique is widely used in modern
electronic devices, with output frequencies from a fraction of a hertz up to many
gigahertz.

It is well known that carrier recovery, which is necessary for coherent detection,
suffers from the time-variant channel conditions in a multipath fading environment.
Random frequency modulation is the main reason why traditional PLL-based struc-
tures for carrier recovery, do not operate satisfactorily. Therefore, we have proposed
the modified structure of a digital phase-locked loop (DPLL) for carrier detection,
dealing with Nakagami-m fading environment [1]. We have derived bit error rate
(BER) performance of the proposed DPLL under varied fading conditions including
Nakagami-m model using QPSK modulation and uncoded conditions. Some of the
relevant literatures are [1–18]. It is found to be comparable to the performance of the
existing systems of similar type [2–4].

The use of least square (LS) digital polynomial fitting filters (LSDPFF) to reduce
random noise in time or wavelength variant analytical data has become widespread
in the last few decades since Savitzky and Golay published the concept [5, 6]. The
polynomial fitting method eliminates the phase noise in the continuous interval. In
addition to applying these filters for increasing signal-to-noise ratio (SNR) with min-
imum signal distortion, they are also extremely useful in the numerical differentiation
of data, producing results which are relatively insensitive to high-frequency noise.
Here, we have utilized this LS digital polynomial fitting tool not only for increasing
the carrier-to-noise ratio (CNR), but also as an integral part of the proposed DPLL
to accomplish the necessary phase and frequency tracking of the incoming faded
noisy carrier. Fading is an important factor in wireless medium contributing to signal
degradation and error performance for all modulation schemes. For most practical
channels,where signal propagation takes place in the atmosphere andnear the ground,
the free-space propagation model is inadequate to describe the channel and predict
system performance. Depending on the environments of the communication system,
many channel models have been proposed for the statistical description of the ampli-
tude and phase of multipath fading signals. Out of these models, Rayleigh, Rician,
and Nakagami Fading models are most widely used [7–11]. The proposed DPLL-
based approach is designed to investigate its performance over wireless multipath
under severe to less fading conditions coupled with additive noise. The importance of
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considering channel coding for error detection is apparent in the design and analysis
of communication systems. Channel coding for error detection and correction helps
the communication system designers to minimize the effects of a noisy multipath
transmission channel [12, 13].

We present here the implementation and related results of BER performance
analysis of the DPLL-based system for dealing with Rayleigh and Rician fading for
different numbers paths using BCH(15,7)-based channel coding error detection and
correction technique. Results are also compared with the performance of the DPLL-
based system using uncoded transmission mechanism. Many process like noise and
CCI cancelation, equalization, etc., which are essential for successful data recovery
in wireless communication are combined by the DPLL action making it a reliable
and efficient mechanism leading to compact design.

This chapter is organized into the following sections: Sect. 3.2 provides the back-
ground, motivation, and governing principles that have been considered while car-
rying out the work. A brief discussion has been made on QPSK Signal, BCH(n,k)
coding, decoding, and Rayleigh and Rician fading channel modeling in the section
with all relevant details. Section3.3 of this paper briefly describes the already pro-
posed DPLL structures and functionalities. The experimental details and the results
derived constitute Sect. 3.4. The results obtained for different fading conditions and
signal-to-noise ratios (SNRs) are also given. Section3.5 concludes the description.

3.2 Background Considerations

In this section, we present briefly the related notions of QPSK, BCH(15,7) coded
channels and Rayleigh and Rician fading. The following subsections provide certain
theoretical aspects.

3.2.1 QPSK Signal Modeling

We have chosen QPSK signal modulation scheme in order to evaluate the perfor-
mance of the proposed DPLL. QPSK is the most widely used phase modulation
scheme and has applications that range from voice-band modems to high-speed
satellite transmissions. The QPSK signals are defined as follows:

si (t) = A cos(2π fct + θi ) 0 ≤ t ≤ T, i = 1, 2, 3, 4 (3.1)

where θi = (2i − 1)π/4. The four available phases are therefore π/4, 3π/4, 5π/4,
and 7π/4.
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3.2.2 BCH(15,7) Coding and Decoding

BCH codes are a large class of cyclic codes that include both binary and nonbinary
codes. Binary (n, k), with any positive integer m ≥ 3, BCH codes can be constructed
with the following parameters

n = 2m − 1, n − k ≤ mt, dmin ≥ 2t + 1 = δ (3.2)

where t is the error correcting capability and δ is called the code design distance.
It means that a BCH code with specified parameters given in Eq.3.2, guarantees
to correct t or less number of errors in the received n block bits. We have chosen
BCH(15,7) schemes, which has a code length of 15 andmessage length of 7. It can be
used to correct a maximum of 2 errors out of 15 code bits. There are many algorithms
for decoding BCH codes, which are already in circulation in open literature [12, 13].

3.2.3 Modeling Rayleigh and Rician Fading Channel

In wireless communications, signal fading is caused by multipath effect. Multipath
effect means that a signal transmitted from a transmitter may have multiple copies
traversing different paths to reach a receiver. Thus, at the receiver, the received signal
should be the sum of all these multipath signals. Because the paths traversed by these
signals are different, some are longer and some are shorter. The one at the direction of
light of signal (LOS) should be the shortest. These signals interact with each other. If
signals are in phase, they would intensify the resultant signal; otherwise, the resultant
signal is weakened due to out of phase. This phenomenon is called channel fading.

3.2.3.1 Rayleigh Fading

In Rayleigh channel, the receiver, instead of receiving the signal over one line-of-
sight path, receives a number of reflected and scattered waves with varying path
lengths, the phases are random, and as a result of which, the instantaneous received
power becomes random.

With no direct path or LOS component at the receiver, the Rayleigh channel
samples h(t) have been generated from the following expression

h(t) =
N∑

i=1

ai cos(ωct + φi ) (3.3)

where N is the number of paths. The phase θi depends on the varying path lengths, and
are uniformly distributed over [0, 2π ]. The parameterwhich affects data transmission
the most in the context of small scale fading is the Doppler frequency due to relative
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motion between the transmitter and the receiver. The Doppler frequency can be
expressed as

ωdi = ωcv

c
cosψi (3.4)

where v is the velocity of the mobile, c is the speed of light (3 × 108) m/s, and the
ψi are uniformly distributed over [0, 2π ]. To include the effects of motion induced
Doppler frequency and phase shifts the Eq.3.3 must be modified as

s(t) =
N∑

i=1

ai cos(ωct + ωdi t + φi ) (3.5)

Let, x(t) be the transmitted QPSK modulated signal sample and a(t) be the AWGN,
then the received signal r(t) can be given by

r(t) = h(t) ∗ x(t) + a(t) (3.6)

To evaluate the first-order statistics of the received signal, we have to decompose
signal to in phase and quadrature component and we can write

r(t) = I (t) cosωct − Q(t) sinωct (3.7)

The envelope of the received signal can be given by

R =
√

[I (t)]2 + [Q(t)]2 (3.8)

The probability distribution function Rayleigh distribution is given by:

f (r) = r

σ 2 exp

(

− r2

2σ 2

)

r ≥ 0 (3.9)

3.2.3.2 Rician Fading

Rician fading condition can be describe as the presence of a direct path or line-of-
sight component, in addition to the multipath components. In such a scenario, the
transmitted signal given in Eq.3.5 can be rewritten as

s(t) =
N−1∑

i=1

ai cos(ωct + ωdi t + φi ) + kd cos(ωct + ωd t) (3.10)
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where the constant kd is the strength of the LOS component, ωd is the Doppler shift
along the LOS path, and ωdi are the Doppler shifts along the indirect paths given by
Eq.3.4. The probability distribution function Rician distribution is given by:

f (r) = r

σ 2 exp

(

−r2 + kd
2

2σ 2

)

I0

(
rkd

σ 2

)

r ≥ 0 (3.11)

where I0(.) is the zero-order-modified Bessel function of the first kind. The cumu-
lative distribution of the Rician random variable is given as

F(r) = 1 − Q

(
Kd

σ
,

r

σ

)

r ≥ 0 (3.12)

where Q(, ) is the Marcumas Q function. The Rician distribution is often described
in terms of the Rician factor K , defined as the ratio between the deterministic signal
power (from the direct path) and the diffuse signal power (from the indirect paths).
K is usually expressed in decibels as

k(dB) = 10 log10

(
kd

2

2σ 2

)

(3.13)

In Eq.3.13, if kd goes to zero (or if kd
2

2σ 2 � r2

2σ 2 ), the direct path is eliminated and the

envelope distribution becomes Rayleigh, with K(dB) = ∞.

3.2.3.3 Statistical Characterization of Fading Channels Using
Nakagami-m Distribution

It is possible to describe both Rayleigh and Rician fading with the help of a single
model using the Nakagami distribution. Nakagami fading assumes that the trans-
mitted signal that has passed through the channel will fade according to Nakagami
distribution [14]. The probability distribution function of the received signal envelope
in terms of Nakagami-m distribution is given by:

p(r) = 2mmr2m−1

Γ (m)Ωm
exp

(

−mr2

Ωp

)

, r ≥ 0 (3.14)

where r is Nakagami envelope, Γ (m) is the Gamma function, and m is the shape
factor (with the constraint that m ≥ 1

2 ) given by

m = E(r2)

var(r2)
= E2

(
r2

)

E
(
[r2 − E(r2)]2

) (3.15)
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TheparameterΩ is the instantaneouspower that controls the spreadof thedistribution
and is given by

Ω = E
(

r2
)

(3.16)

The significance of this adaptive m parameter are as follows:

1. If the envelope is Nakagami distributed, the corresponding power is Gamma
distributed.

2. In the special case m = 1, Rayleigh fading is recovered, with an exponentially
distributed instantaneous power.

3. For m > 1, the fluctuations of the signal strength are reduced as compared to
Rayleigh fading.

4. For m = 0.5, it becomes one-sided Gaussian distribution.
5. For m = ∞, the distribution becomes impulse, i.e., no fading. The sum of multi-

ple independent and identically distribute Rayleigh-fading signals has Nakagami
distributed signal amplitude.

To statistically characterize fading channel, the level-crossing rates (LCRs) reflect
the scattering environment, and thus are called the second-order statistics of a fading
channel. The LCR is defined as the number of times per second that the envelope of
fading channel crosses a specified level Y0 in a positive-going direction, then average
number of positive zero crossings can be given by the expression

NY0 =
∞∫

0

(Y / p(Y0, Y /)dY / (3.17)

and it can be rewritten as

NY0 = 2σY /

√
2πΓ (m(r))

(
m

Ωp

)m

Y0
2m−1exp

(
mY0

2

Ωp

)

(3.18)

3.3 Proposed Digital Phase-Locked Loop

The modified structure of the DPLL has three major components, namely, least
square polynomial fitting (LSPF) block, roots approximator (RA), and numerically
controlled oscillator (NCO). The block diagram of the DPLL is shown in the Fig. 3.1
with dashed boundary. The system performs using uniform sampling with moderate
sampling frequency. The proposed DPLL performs in piecewise manner. It accepts
signal samples for one symbol period at a time, and executes subsequent processing.
Here, we include a brief description of the functionalities of the major components
of the DPLL.
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Fig. 3.1 DPLL-based carrier and symbol recovery system for Rayleigh and Rician channels

We replace the traditional phase frequency detector (PFD) of a DPLL with LSPF
block because, it can take care of functionalities of two major components of a
traditional DPLL, namely signal conditioning and phase frequency detection. It has
two inputs, the frequency count of local reference signal and the input signal.We have
found that the sixth-order polynomial fitting can generate an acceptable estimate of
the QPSK modulated signal under effect of additive noise and multipath path fading
channel [1, 15].

If (t1, y1), (t2, y2), . . ., (tn, yn), represents the faded signal samples then by apply-
ing LSPF, faded signal samples can be fitted to best-fit polynomial of degree six,
provided n ≥ 7 so that the sum of squared residuals S is minimized.

ŷ = a0 + a1t + a2t2 + a3t3 + a4t4 + a5t5 + a6t6 (3.19)

S =
n∑

i=1

[yi − ŷ]2 =
n∑

i=1

[yi − (a0 + a1t + · · · + a6t6]2. (3.20)

By obtaining the partial derivatives of S with respect to a0, a1, a2, . . ., a6 and equating
these derivatives to zero, the following matrix equation is defined:
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(3.21)

From this equation the set of coefficients a0, a1, a2, . . ., a6, which are the unique
solution of this system are obtained.

The coefficients of best-fit polynomial function of noisy faded signal aremeasures
of the phase and frequency associated with that signal. LSPF does three jobs. First, it
equates the coefficients of best-fit polynomial function to the incoming faded signal.
Second, with the use of the coefficients of polynomial function it generates the best-fit
signal samples free from ripples. Third, LSPF feeds the value coefficients of best-fit
polynomial function and the frequency count of local reference signal to RA for
further processing. The RA is the next major component in the proposed DPLL. It
takes the value of the coefficients of best-fit polynomial function and computes the
roots of that polynomial function. Roots of the polynomial function carry the phase
and frequency information of the fitted signal. Given any degree polynomial, the
roots can be found by finding the eigenvalues of the following matrix

⎡

⎢
⎢
⎢
⎢
⎢
⎣

−a1/a0 −a2/a0 −a3/a0 · · · −a6/a0
1 0 0 · · · 0
0 1 0 · · · 0
...

...
...

. . .
...

0 0 0 · · · 0

⎤

⎥
⎥
⎥
⎥
⎥
⎦

(3.22)

And then corresponding roots can be computed by the following expression

ri = 1

λi
(3.23)

After evaluating the roots, the RA performs three additional jobs. It arranges the roots
in ascending order and calculates the time period of fitted signal from difference
of any two alternate sorted roots values. From this time period, RA calculates the
frequency associated with fitted signal. Among the sorted roots, RA computes the
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first positive to negative zero crossing root, which signifies the phase associated with
fitted signal samples. RA feeds two information namely frequency count, phase count
toNCO for further processing. TheNCO takes phase and frequency information from
RA as input and adjust its local reference signal’s phase and frequency and outputs
a new reference signal. As the DPLL is proposed for QPSK modulation scheme,
it is expected that the frequency of the signal will not vary much, only the phase
of the carrier associated with each symbol will vary. So we propose a new type of
NCO having two outputs. The first output will be frequency corrected zero-phased
sinusoidal signal, and the second output will be frequency as well as phase corrected
signal which will be applied as demodulator input.

3.4 Experimental Considerations, Results, and Discussion

An experimental model is created integrating each block as described in Sect. 3.3,
which represents a complete communication scenario. QPSK signal is generated
by modulating a sufficient numbers of random binary bits coded with BCH(15,7)
schemes with a carrier and transmitted over Rayleigh and Rician channel separately
with varying numbers of path.The system has been simulated for counting bit errors
occurred during reception and demodulation of 75 × 106 transmitted BCH(15,7)-
coded binary bits with carrier frequency 900MHz. We have generated different sets
of Rayleigh and Rician channel with number of paths varied from 1 to 10. In case of
Rician channel, one LOS is considered in addition to the indirect paths. Then, each
of these sets is multiplied with signal samples to result-faded signal sets of different
fading figure. Now to each of the faded signal set, AWGN is added with SNR value
ranging from 0 to 30dB to produce further multiple sets of faded noisy signal sets,
each representing combination of different fading conditions and different SNRs of
received signal. The received signal samples are allowed to pass through the DPLL.
Output of DPLL is converted back to binary bits after necessary demodulation.
Bit Errors occurred are counted. Demodulated binary bits are then passed through
BCH(15,7) decoder for error detection and correction. From this decoded form,
binary bits are again compared to the modulating binary bits, to count the bit errors
after error detection and correction.

Table3.1 summarizes the variation of Nakagami fading parameter (m) and corre-
sponding mean instantaneous power (Ω) at different fading environment expressed
in terms of Rayleigh and Rician distribution with different number of multipath
components. In case of both Rayleigh and Rician channel, it can be seen that the
value of (m) increases with the increase in SNR, i.e., with the reduction in the noise
power (AWGN) the environment becomes more favorable for communication. The
tabulated data also indicates the same, e.g., for 10-path Rayleigh channel at 0 dB,
m takes a value of 1.011 and it increases to 1.251 at 30 dB, same is the case for
all other combination of channels including Rician too. Again form the Table3.1, it
can also be inferred that with an increase in the number of multipath components the
communication environment degrades. This is due to the fact that, all those multipath
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Table 3.1 Nakagami parameter (m) and mean power (Ω) for Rayleigh and Rician channel at
various SNRs

Case Nakagami (m) and mean power (Ω) at various SNRs

0 dB 5 dB 10 dB 15 dB 20 dB 25 dB 30 dB

Rayleigh m 1.202 1.423 1.573 1.621 1.632 1.656 1.651

1 Path Ω 1.30 1.00 0.91 0.88 0.87 0.87 0.87

Rayleigh m 1.201 1.363 1.517 1.554 1.563 1.571 1.574

5 Path Ω 2.94 2.26 2.04 1.99 1.96 1.95 1.95

Rayleigh m 1.011 1.053 1.122 1.154 1.193 1.237 1.251

10 Path Ω 4.03 3.01 2.68 2.59 2.56 2.55 2.55

Racian m 1.79 2.95 4.75 5.98 6.79 7.82 8.25

1 Path Ω 3.93 3.12 2.85 2.77 2.76 2.75 2.74

Racian m 1.748 2.235 4.034 5.121 6.072 7.011 7.413

5 Path Ω 3.96 3.15 2.89 2.82 2.79 2.79 2.78

Racian m 1.661 2.013 3.551 4.632 5.215 5.337 5.402

10 Path Ω 4.10 3.25 2.98 2.90 2.87 2.87 2.86

components arrived at the receiver with different time delays and path gains hence
making the resultant received signal degraded incorporating phase and magnitude
noise. The results obtained in terms Nakagami fading parameter (m) also supports
this facts. In case of Rician channel, the value of (m) is much higher than its Rayleigh
counterpart. This is due to the contribution from the LOS components among other
multipath components (Fig. 3.2).

The PDF of received signal’s envelope for Rayleigh channel with different num-
bers of multipath component (1, 5, and 10) and at different SNRs are represented by
the left-hand side plots of Fig. 3.3a, c, e. The corresponding plots of LCR are repre-
sented by the right-hand side plots of same Fig. 3.3b, d, f. It is clear from the plots that
with the increase of m, which means improvement in the propagation environment,
the LCR gradually decreases. Figure3.4 represents the same for Rician channel case.
BER performance of the DPLL is represented by a BER versus SNR.

Figure3.5a–f for plots shown in Rayleigh and Rician channel with different num-
ber of multipath components (1, 5, and 10) and various combinations of SNR both
under coded and uncoded channel situations. From the plots, we can conclude that
under BCH(15,7)-coded channel case system performance improves significantly as
compared to uncoded channel case.

In recent years, the results of BER analysis for QPSK signal in Rayleigh and
Rician Fading Channel have been reported by a few authors [16–18]. Although the
approach they have proposed for the recovery of the signal is not DPLL based, in
comparison to their works our DPLL-based approach have certainly shown superior
performance in terms of BER performance achieved for all kind channel conditions
that we have experimented. We have compared the results with work reported in
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Fig. 3.2 Rayleigh and Rician channel envelope at 10dB SNR
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Fig. 3.3 PDF and LCR for Rayleigh channel at different SNR

Ref. [17] for Rayleigh channel case and Ref. [16] for Rician channel case. These
comparisons are represented in the plots of Fig. 3.4a–f.

Tables3.2 and 3.3 summarizes the coding gain achieved upon the application
of BCH(15,7)-based coding and decoding technique for various SNRs and differ-
ent numbers of multipath components over Rayleigh and Rician channel, respec-
tively. Experimental results indicates that in case of both Rayleigh and Rician chan-
nel, at lower SNRs the coding gain increases sharply with an increase in SNR. At
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Fig. 3.4 PDF and LCR for Rician channel at different SNR

higher SNRs, the improvement is marginal. If we compare the respective coding gain
achieved over Rayleigh and Rician channel with identical multipath component, it
is found that at Rician channel the gain is much higher than its Rayleigh counterpart
at lower SNRs (0 dB, 5 dB). At higher SNRs, the improvement is again marginal.
The results obtained from the experiments also indicates that with a decrease in the
number of multipath component at the receiver there is a marginal improvement in
the coding gain in both Rayleigh and Rician channel. So, in the last row of both
the Tables3.2 and 3.3 we have provided the average coding gain achieved upon
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Table 3.2 BCH(15,7) coding gain archived in percentage (%) for Rayleigh channel at various
SNRs

Rayleigh
channel

BCH(15,7) Coding gain in percentage (%) at various SNRs

Parameter 0 dB 5 dB 10 dB 15 dB 20 dB 25 dB 30 dB

Rayleigh
1 Path

26.18 53.10 78.48 91.09 94.34 95.47 97.13

Rayleigh
5 Path

25.30 53.07 71.22 85.69 91.89 93.88 95.13

Rayleigh
10 Path

21.04 48.50 69.41 82.62 89.34 92.52 92.78

Average
gain

24.17 51.56 73.04 86.47 91.86 93.96 95.01

Table 3.3 BCH(15,7) coding gain archived in percentage (%) for Rician channel at various SNRs

Racian
channel

BCH(15,7) Coding Gain in Percentage (%) at various SNRs

Parameter 0 dB 5 dB 10 dB 15 dB 20 dB 25 dB 30 dB

Racian 1
Path

60.90 72.50 78.10 87.47 93.63 97.54 100.00

Racian 5
Path

62.30 69.03 78.68 85.95 93.02 96.62 98.08

Racian 10
Path

61.65 72.80 77.43 84.34 92.35 94.22 95.06

Average
gain

61.62 71.44 78.07 85.92 93.00 96.13 97.71

application of BCH(15,7)-based coding and decoding technique at various SNRs
ranging from 0 to 30 dB. The advantages of the proposed DPLL based approach in
combination with BCH(15,7) coding is thus obvious.

We have recorded the phase error response of the system during reception of suf-
ficient numbers of known QPSKmodulated symbols corrupted under various fading
conditions and channeling effects. Due to randomness of the channel that we have
modeled, we have repeated the simulation for atleast 100 times and data are aver-
aged accordingly. The average phase error occurred for various SNRs and different
numbers of multipath components over Rayleigh and Rician channel, respectively,
is tabulated in Table3.4. From Table3.4, it can be seen that in case of both Rayleigh
and Rician channel, phase error decreases with an increase in SNR. Again in case
of both the channels, with an increase in number of path variables, phase error
increases. This can be justified by the fact that with the increase in the number of
multipath component, co-channel interference becomes more active, incorporating
phase noise to received signal. Further, we have also found that in terms of phase
error performance, Rician channel is superior to that of the Rayleigh counterpart.
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Fig. 3.5 BER versus SNR plot for Rayleigh and Rician channel at different SNR

Obvious reasons behind is that due to the presence of LOS component signals fidelity
remains intact despite co-channel interference and channel conditions. The average
results are shown in the Fig. 3.6.
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Table 3.4 Average phase error detected from known transmitted symbol

Channel Average phase error detected for known transmitted symbol

Parameter 0 dB 5 dB 10 dB 15 dB 20 dB 25 dB 30 dB

Rayleigh
10 Path

0.6882 0.5042 0.3505 0.2501 0.1917 0.1422 0.1151

Rayleigh
5 Path

0.6240 0.4447 0.2989 0.19568 0.14010 0.0900 0.0706

Rayleigh
1 Path

0.5332 0.3666 0.2357 0.1509 0.0968 0.0515 0.0347

Racian 10
Path

0.3426 0.2573 0.1778 0.1123 0.0615 0.0335 0.0208

Racian 5
Path

0.2951 0.2142 0.1433 0.0857 0.0427 0.0198 0.0157

Racian 1
Path

0.2484 0.1760 0.1144 0.0639 0.0335 0.0121 0.0101

Fig. 3.6 Average phase error detected for known transmitted symbol

3.5 Conclusion

In this chapter, we have discussed about the implementation of a DPLL for car-
rier detection under different fading conditions using Rayleigh and Rician channel
model. The performance of the system have been evaluated by varying numbers of
multipath components for both type of channels. We have also statistically charac-
terized the received signal in terms of PDF and LCR. Performance comparison have
also been made for BCH(15,7) coded and uncoded QPSK modulated signal. It has
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been found that the systems performance improves significantly upon application of
BCH channel coding. We have also seen that the proposed DPLL-based approach
emerges to be better in terms of performance and compactness in design compared to
other traditional approaches. Because, many process like noise and CCI cancelation,
equalization, etc., which are essential for successful wireless communication are
combined by the DPLL action making it a reliable and efficient mechanism leading
to compact design.
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Chapter 4
Adaptive MRC for Stochastic
Wireless Channels

Atlanta Choudhury and Kandarpa Kumar Sarma

Abstract This work is related to design certain adaptive equalization and error
correction coding and aids to maximal-ratio combining (MRC) in faded wireless
channels. The performances derived are analyzed using semianalytic (SA) andMonte
Carlo (MC) approaches in order to achieve improvement in bit error rates (BERs)
of demodulated signals in wireless channels that have both Gaussian and multipath
fading characteristics.Modulation techniques used in thiswork are bipolar phase shift
keying (BPSK), quadrature phase shift keying (QPSK), and differential phase shift
keying (DPSK). The work though considers the use of least mean square (LMS),
adaptive filter blocks as part of a MRC setup and is tested under SNR variation
between−10 and10dB.The results generated justify the use of the adaptive equalizer
block as an aid to the MRC setup. The validity of the results is further confirmed by
comparing to those obtained via SA approach and MC simulations.

Keywords Maximal-ratio combining (MRC) · Bit error rate (BER) · Least mean
square (LMS) adaptive filter · Faded wireless channels · Bipolar phase shift keying
(BPSK) · Quadrature phase shift keying (QPSK) · Differential phase shift keying
(DPSK)

4.1 Introduction

Due to the rapid advancement of technology, wireless and mobile communications
have seen unpredicted growth. As a result, bandwidth has become scarce and quality
of service (QOS) has become amajor factor in deciding the link reliability. Themajor
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challenges faced are due to the fluctuations and fading observed in the propagation
medium. In case of fading where there is an absence of line of sight (LOS), compo-
nent Rayleigh fading comes into the picture. On the other hand, with a LOS segment,
Rician fading is observed. Diversity combining is one of the most widely employed
techniques in wireless communications receivers for mitigating the effects of mul-
tipath fading. It contributes significantly toward improving the overall system per-
formance. The most popular diversity techniques are equal-gain combining (EGC),
maximal-ratio combining (MRC), selection combining (SC), and a combination of
MRC and SC, called generalized selection combining (GSC) [1, 2]. This work is
related to the design of an MRC scheme assisted by an adaptive equalization block
so as to investigate the performance of the MRC adaptive equalization combination
in Gaussian and multipath slow fading channels. The work uses bipolar phase shift
keying (BPSK), quadrature phase shift keying (QPSK), and differential phase shift
keying (DPSK) modulation in Gaussian, Rayleigh, and Rician fading channels with
signal-to-noise ratio (SNR) variation in the range−10 to 10dB range. The objective
is to determine the appropriate combination of MRC and adaptive filters such that
better bit error rate (BER) values are obtained for the given modulation techniques
and the channel types. The work considers performance difference in terms of BER
rate obtained using both MRC and MRC-equalizer combination. Here, least mean
square (LMS), NLMS, and recursive least square (RLS) adaptive filters are taken
as part of the setup to determine the best combination for the considered experi-
mental framework. Though the work considers RLS filters, for practical purposes,
the LMS-based adaptive filters are preferred due to their overall efficiency [3]. The
performance of these approaches are evaluated using semianalytic (SA) and Monte
Carlo (MC) approach. The rest of the paper is organized as follows. In Sect. 4.2 the
related background is discussed. The experiential details are explained in Sect. 4.3.
Results are discussed in Sect. 4.4. The work is concluded in Sect. 4.5.

4.2 Background

One of the common methods preferred for mitigating fading effects is the use of
diversity. Among all diversity techniques, MRC is one of the preferred choices.
MRC (Fig. 4.5) is a method of diversity combining in which the signals from each
channel are added together, the gain of each channel is made proportional to the root
mean square (RMS) signal level and inversely proportional to the mean square noise
level in that channel different proportionality constants are used for each channel [1].

An adaptive filter self-adjusts its transfer function according to an optimization
algorithm driven by an error signal. Because of the complexity of the optimization
algorithms, most adaptive filters are digital [3]. Here LMS, NLMS, and RLS filters
are used.

Several multipath models have been suggested to explain the observed statistical
nature of a wireless channel. Clarke’s model based on scattering is one of the most
widely preferred and discussed in the literature. Clarke suggested a model which can
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be used formodeling fading channels in wireless communication [1]. A signal maybe
applied to a Rayleigh fading simulator to determine the performance in a wide range
of channel conditions. Both flat and frequency-selective fading conditions may be
simulated depending upon gain and time-delay settings. The various delayed paths
overlap and cause intersymbol interference (ISI). Different frequency components of
the transmitted signal experience different fading are known as frequency-selective
fading. Delay spread arises from broadband transmission and leads to frequency-
selective fading. When the receiver and transmitter are in relative motion with con-
stant speed, the received signal is subjected to a constant frequency shift leading
to Doppler spread and produces time-selective fading. It also creates the largest of
the frequency shifts of the various paths. Coherent time is defined as the inverse of
Doppler spread and uses as a measure of the signal duration at which time-selectivity
becomes relevant [1–4].

4.3 System Model and Experimental Considerations

The experimental work carried out can be summarized by the flow logic shown in
Fig. 4.1. Initially, the data obtained in binary form are modulated using three dif-
ferent techniques, namely QPSK, BPSK, and DPSK. The aim is to use coherent
and noncoherent modulation schemes so as to determine combinations to nullify
the effects of stochastic nature of the wireless channel. Another form of the sys-

Fig. 4.1 Flow diagram of the system



52 A. Choudhury and K.K. Sarma

Fig. 4.2 Proposed system model of coding and adaptive equalization assisted MRC

Table 4.1 Parameters used
for simulating channel using
Clarke-Gans model

Sl. no Parameter Value

1 Freq., fc 900 MHz

2 ωc 2π fc
3 Mobile speed, V 3 kmph

4 No. of paths 8

5 Wavelength, λ 3× 108
fc

6 Doppler shift, fm
V
λ

7 Sampling freq., fs 8 × fm
8 No. of samples, N 10,000

9 Paths 16

10 Sampling period,
Ts

1
fs

tem model is depicted in Fig. 4.2. The signal at the receiver is captured by several
diversity branches and passed onto the demodulation blocks. Before demodulation
and reconstruction, there is an equalizer block which is combined with the MRC
to make improvement in the SNR of the received signal. The equalizer is designed
using the LMS algorithm and is provided a mean square error (MSE) convergence
goal of 10−3. The equalizer takes around 150 iterations on an average to reach this
goal for about 50 sets of data. Four path Rayleigh and Rician channels are generated
using the considerations described above. The set of characteristics for multipath
fading generated using the parameters given in Table4.1. Similarly, the Rician chan-
nel generated using corresponding considerations yields a set of plots as shown in
Fig. 4.3. After the channels are generated, the modulated signals are convolved to
provide the transmission effect. Additive Gaussian noise is mixed with values of−3,
1, and 3 dB for three separate channel sets each of size 20. A coded form of the above
approach is also proposed. The block diagram is shown in Fig. 4.4. The data before
modulation is coded using linear block code (Hamming code) in (7, 4) format which
help to improve the quality of the received signal.
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Fig. 4.3 Rician channel path gains

Fig. 4.4 System block diagram showing use of coding

4.4 Results and Discussion

At the receiver end, the MRC process is carried out with two- and three-branch
configurations. The three-branch configuration provides better results but at the cost
of greater computational constraints. The updating process of theweights of theMRC



54 A. Choudhury and K.K. Sarma

F
ig

.4
.5

B
E
R
pl
ot

of
M
R
C
w
ith

th
re
e
br
an
ch
es

w
ith

ou
te
qu

al
iz
at
io
n



4 Adaptive MRC for Stochastic Wireless Channels 55

F
ig

.4
.6

B
E
R
pl
ot

of
M
R
C
w
ith

th
re
e
br
an
ch
es

w
ith

eq
ua
liz

at
io
n



56 A. Choudhury and K.K. Sarma

Table 4.2 Average MSE of signal inputs at four branches of MRC with coding and adaptive LMS
equalization

Sl.no SNR in dB MSE for branch MRC wireless channels

Branch-1 Branch-2 Branch-3 Branch-4

1 0 0.000071 0.000051 0.000041 0.000049

2 1 0.0000049 0.000051 0.000032 0.000039

3 2 0.000041 0.000048 0.000030 0.000038

4 3 0.000041 0.000040 0.000016 0.000038

5 4 0.000034 0.000036 0.000014 0.000033

6 5 0.000032 0.000035 0.000013 0.000031

7 6 0.000031 0.000033 0.000012 0.000014

8 7 0.000025 0.000031 0.000012 0.000010

9 8 0.000017 0.000032 0.000009 0.000006

10 9 0.000015 0.000025 0.000009 0.000005

Fig. 4.7 BER calculation by
using linear block codes
(7, 4)

system is linked to the equalizer in a way that the process continues adaptively till
the SNR crosses the fixed threshold value [5]. The use of the equalizer block with the
MRCsystem is thus justified.During training, theMRCbranches are supported by the
LMS-based adaptive training of the equalizer. Some of the MSE values are shown in
Table4.2. Experiments are carried out with and without the equalizer block. Results
are derived from the setup for SNR ranges between−10 and 10 dB. Figure4.4 shows
a BER plot generated for SNR ranges between −10 and 10 dB with three-branch
MRC for a Rayleigh multipath fading channel. Figure4.5 depicts BER of MRC
with three branches without equalization. Similarly, a BER plot of MRC with three
branches and with equalization is shown in Fig. 4.6. The use of the equalizer block
with the MRC system is thus justified. The performance of the system is improved
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Table 4.3 Coding gain generated with respect to adaptive equalizer-assisted MRC and coding
adaptive equalization with MRC

SNR range (dB) Uncoded MRC and
equalizer (BER)

Coded MRC and
equalizer (BER)

Gain

−4 10−1.5 10−1.7 0.01169

−2 10−2.1 10−2.3 0.002931

0 10−2.2 10−2.5 0.0031472

2 10−2.7 10−2.9 0.0007363

4 10−3.0 10−3.2 0.0003690

6 10−3.5 10−3.8 0.00015773

8 10−3.9 10−4.3 0.00007577

10 10−4.9 10−5.3 0.00007577

Fig. 4.8 BER calculation usingMonte Carlo approach for the three-branchMRCwith equalization

further by the use of coding. This is depicted by Fig. 4.7. The use of coding generates
certain coding gain. This is summarized in Table4.3.

The semianalytic (SA) technique works well for certain types of communication
systems, but not for others. The SA technique is applicable if a system has all of
these characteristics:

• Any effects of multipath fading, quantization, and amplifier nonlinearities must
precede the effects of noise in the actual channel being modeled [6].

• The receiver is perfectly synchronized with the carrier. Because phase noise and
timing jitter are slow processes, they reduce the applicability of the SA to a com-
munication system.

• The noiseless simulation has no errors in the received signal constellation. Dis-
tortions from sources other than noise should be mild enough to keep each signal
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Fig. 4.9 MCS of BER estimation of MRC in Rayleigh faded channel

Fig. 4.10 BER comparison graph of adaptive MRC, SA, and MCS

point in its correct decision region. If this is not the case, the calculated BER is
too low. For instance, if the modeled system has a phase rotation that places the
received signal points outside their proper decision regions, the SA is not suitable
to predict system performance.

Monte Carlo Simulation (MCS) is a class of numerical method for computer
simulations or computer experiments to generate random sample data based on some
known distribution for numerical experiments [7, 8]. A BER calculation by using
Monte Carlo approach for the three-branch MRC with equalization is shown in
Fig. 4.8. Similarly, MCS of BER estimation of MRC in Rayleigh faded channel
is shown in Fig. 4.9. A comparative depiction of adaptive MRC, SA, and MCS is
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shown in Fig. 4.10. Thus, the use of the codingwith adaptive equalization aidedMRC
improves the performance. This is verified using SA and MCS approaches.

4.5 Conclusion

MRC is an option to mitigate the differences of multipath fading in wireless commu-
nications. The work carried out shows that MRC becomes more effective when used
in combinationwith adaptive equalizer. Results shows that at around 10 dBSNRwith
three-branch MRC, a BPSK modulated signal provides a BER of around 10−3 [9].
This value reaches atleast 10−4 when the MRC is used in combination an adaptive
LMS equalizer. The improvement thus obtained is considerable. The work is further
extended to include coded signals. The coding in combination with MRC and adap-
tive equalization provides further improvement in performance [8]. An evaluation
using SA approach and MCS is carried out to obtain a comparative performance
measure of MRC adaptive equalization and codingMRC adaptive equalization com-
binations. The later combination turns out to be superior. The work can be further
extended to wireless channels showing frequency selectivity and time variations for
applications in mobile networks in rapidly varying environments.
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Chapter 5
ZF- and MMSE Based-Equalizer Design
in IEEE 802.15.4a UWB Channel

Tapashi Thakuria and Kandarpa Kumar Sarma

Abstract Ultrawide band (UWB) communication systemsoccupyhuge bandwidths
with very low power spectral densities. In a high data rate UWB indoor communi-
cation system, the delay spread due to multipath propagation results in inter symbol
interference (ISI) which can significantly increase the bit error rate (BER). The dis-
tortion and fading caused by the UWB channel and noise sources is removed by
equalization which is a signal processing technique. In this work, IEEE 802.15.4a
UWB channel model is used for both LOS and NLOS residential environment in
a frequency range 2–10 GHz. QAM modulation is used to transmit large volume
of data at a time. Equalization is carried out using zero forcing (ZF) and minimum
mean square error estimation (MMSE) algorithms. MMSE algorithm shows better
performance than the ZF algorithms by reducing BER.

Keywords Ultra wide band (UWB) · Inter symbol interference (ISI) · Bit error rate
(BER) · Zero forcing (ZF) · Minimum mean square error estimation (MMSE)

5.1 Introduction

In an ideal communication channel, the received information is identical to that trans-
mitted. However, this is not the case for real communication channels, where signal
distortions take place. A channel can interfere with the transmitted data through
three types of distorting effects: power degradation and fades, multipath time disper-
sions, and background thermal noise. Equalization is the process of recovering the
data sequence from the corrupted channel samples. Adaptive signal processing and
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equalization plays a crucial role in communication systems. It is an important tech-
nique to combat distortion and interference in communication links. The conventional
approach to communication channel equalization is based on adaptive linear system
theory. Channel equalization is a technique used to remove intersymbol interference
(ISI) produced due to the limited bandwidth of the transmission channel. When the
channel is band limited, symbols transmitted through will be dispersed. This causes
previous symbols to interfere with the next symbols, yielding the ISI. Also, multipath
reception in wireless communications causes ISI at the receiver. Thus, equalizers are
used to make the frequency response of the combined channel equalizer system flat.
The purpose of an equalizer is to reduce the ISI as much as possible to maximize the
probability of correct decisions [1].

In the near future, indoor communications of any digital data from high-speed to
low-speed signals used for timing purposes will be shared over a digital wireless net-
work. Such indoor and home networking is unique, in that it simultaneously requires
high data rates (for multiple streams of digital video), low cost (for broad consumer
adoption), and low power consumption (for embedding into battery-powered hand-
held appliances). With its enormous bandwidth, ultra wide band (UWB) provides a
promising solution to satisfy these requirements and becomes an attractive candidate
for future wireless indoor networks [1]. UWB system is a new wireless technology
capable of transmitting data over a wide spectrum of frequency bands for short dis-
tances with very low power and high data rates. The UWB technology delivers data
rates in excess of 100 Mbps up to 1 Gbps. The UWB not only has potential for car-
rying high data rate over short distances, but also it can penetrate through doors and
other obstacles. The key advantages of the UWB systems over narrowband systems
are: high data rate due to the large bandwidth, low equipment cost, low power, and
immunity to multipath [2].

UWB communication is a possible technique to achieve higher data rates and
better quality, due to its extremely large bandwidth. Performance analysis, such as
bit error rate (BER) measure, in a realistic UWB channel is important but a difficult
task. This work provides the BER analysis of binary signals under UWB channels.
The channel model we consider here is the IEEE 802.15.4a UWB channel and a
comparison is made between ZF and MMSE equalizers. In this work we describe
the system model and the equalization techniques used.

5.2 Related Works

1. The work [2] shows equalization approaches for high- data-rate transmitted ref-
erence (TR) IR-UWB systems employing an autocorrelation receiver front end.
Using a maximum likelihood (ML) sequence detector (MLSD) with decision
feedback (in the backend of the TR-receiver), a significant improvement of the
receiver performance is possible. To avoid high complexity of theMLSDdetector,
alternative equalizer structures are evaluated. If the parameters of the channel are
not known a priori, an equalizer has to be adapted during transmission of train-
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ing data. Such an adaptive equalizer is presented as a reference. A linear MMSE
equalizer is designed using linear and nonlinear channel coefficients. Then the
concept of the linear equalizer is extended to a nonlinear Volterra equalizer which
further improves the performance of the IR-UWB receiver structure.

2. A novel equalizer for UWB multiple-input multiple-output (MIMO) channels is
characterized by severe delay spreads in [3]. The proposed equalizer is based
on reactive tabu search (RTS), which is a heuristic originally designed to obtain
approximate solutions to combinatorial optimization problems. The proposed
RTS equalizer is shown to perform increasingly better for increasing number
of multipath components (MPC), and achieve near ML performance for large
number of MPCs at much less complexity than that of the ML detector. The
proposed RTS equalizer is shown to perform close to within 0.4dB of single-
input multiple-output AWGN performance.

3. The work [4] presents a new channel shortening algorithm which can shorten the
dense multipath channels, such as based on IEEE CM4 model, to just one signif-
icant tap. they compare it to maximum shortening signal to noise ratio (MSSNR)
and target impulse response (TIR)-based MMSE algorithms and analyze their
complexity, consistency, and performance on the basis of number of equalizer
taps, captured energy, BER, and signal to interference and noise ratio (SINR)
improvement in a multiuser environment. They show that the proposed algorithm
is more consistent in shortening the channel with less number of equalizer taps
and its performance is well above MSSNR and MMSE algorithms.

4. A robust adaptive MMSE Rake-equalizer receiver [5] scheme is presented with
channel estimation that has been transmitted in direct sequence-ultra wideband
(DS-UWB) system. The DS-UWB has a fine path resolution by transmitting
informationwith ultrashort pulses. The Rake receiver is known as a technique that
can effectively combine paths with different delays and obtain the path diversity
gain. Due to sub nanoseconds narrow pulse and large transmission bandwidth in
the systems, they use equalizer to overcome the resulting ISI and a long delay
spread in the characterization of the UWB channel.

5. In the work [6], a spatial multiplexing single-input multiple-output (SM-SIMO)
UWB communication system using the time-reversal (TR) technique is proposed.
The system with only one transmit antenna, using spatial multiplexing scheme,
can transmit several independent data streams to achieve very high data rate. To
copewith the long delay spread of theUWBchannel, the TR technique is adopted.
TR canmitigate not only the ISI but the multistream interference (MSI) caused by
multiplexing several data streams simultaneously as well. Pre-equalization using
the channel state information (CSI), which is already available at the transmitter
in TR systems, is proposed to further eliminate the ISI and MSI.

6. In the work [7], the authors propose a novel optimization-based pre-equalization
filter (PEF) design framework for direct-sequence ultra-wideband (DS-UWB)
systems with pre-Rake combining. The key feature in their design is that they
explicitly take into account the spectral mask constraints that are usually imposed
in practice by the telecommunications regulation and standardization bodies. This
avoids the need for an inefficient power back-off, which is necessary for the
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existing pre-Rake-based transmitter structures designed solely based on average
transmit power constraints.

7. The authors proposed a discrete-time equivalent system model for differential
and transmitted reference TR-UWB impulse radio (IR) systems, operating under
heavy ISI caused by multipath propagation [8]. In the systems discussed, data
are transmitted using differential modulation on a frame-level, i.e., among UWB
pulses.Multiple pulses (frames) are used to convey a single bit. Time hopping and
amplitude codes are applied for multiuser communications, employing a receiver
frontend that consists of a bank of pulse pair correlators.

5.3 Proposed Model for Equalization

As shown in the block diagram in Fig. 5.1, the incoming serial data is first converted
from serial to parallel and grouped into x bits each to form a complex number. The
number x determines the signal constellation of the corresponding subcarrier, such
as 16 QAM. The complex numbers are modulated in the baseband by the inverse
FFT (IFFT) and converted back to serial data for transmission. A guard interval is
inserted between symbols to avoid ISI caused by multipath distortion. The receiver
performs the inverse process of the transmitter. The equalizer is used to correct
channel distortion. Here, ZF equalizer is used in IEEE 802.15.3a UWB channel. The
performance of ZF and MMSE equalizer is compared in IEEE 802.15.4a channel.

The important blocks of the block diagram shown in Fig. 5.1 are described in the
following sections.

Fig. 5.1 System model for equalization in UWB
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5.3.1 OFDM Modulation

In OFDM, the data are divided among a large number of closely spaced carriers. This
accounts for the frequency division multiplex (FDM) part of the name. This is not a
multiple access technique, since there is no commonmedium to be shared. The entire
bandwidth is filled from a single source of data. Instead of transmitting in serial way,
data are transferred in a parallel way. Only a small amount of the data are carried
on each carrier, and by this lowering of the bit rate per carrier (not the total bitrate),
the influence of ISI is significantly reduced. In principle, many modulation schemes
could be used tomodulate the data at a low bit rate onto each carrier. Because of divid-
ing an entire channel bandwidth into many narrow subbands, the frequency response
over each individual subband is relatively flat [13]. The ‘orthogonal’ part of the
OFDM name indicates that there is a precise mathematical relationship between the
frequencies of the carriers in the system. In a normal FDM system, the many carriers
are spaced apart in suchway that the signals can be received using conventional filters
and demodulators. In such receivers, guard bands have to be introduced between the
different carriers and the introduction of these guard bands in the frequency domain
results in lowering of the spectrum efficiency. It is possible, however, to arrange the
carriers in an OFDM signal so that the sidebands of the individual carriers overlap
and the signals can still be received without adjacent carrier interference. In order to
do this the carriers must be mathematically orthogonal. The receiver acts as a bank
of demodulators, translating each carrier down to DC, the resulting signal then being
integrated over a symbol period to recover the raw data. Mathematically, suppose
we have a set of signals ψ , where ψp is the pth element in the set. The signals are
orthogonal if

∫ b

a
ψp(t)ψ

∗
q (t)dt = 0 for p �= q, (5.1)

where the * indicates the complex conjugate and interval [a,b] is a symbol period.
At the transmitter, the signal is defined in the frequency domain. It is a sampled
digital signal, and it is defined such that the discrete Fourier spectrum exists only at
discrete frequencies. Each OFDM carrier corresponds to one element of this discrete
Fourier spectrum. The amplitudes and phases of the carriers depend on the data
to be transmitted. The data transitions are synchronized at the carriers, and can be
processed together, symbol by symbol.

The use of FFT and IFFT in OFDM allows consideration of multiple orthogonal
carriers.
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5.3.2 QAM Modulation

QAM is both an analog and a digital modulation scheme. It conveys two analog
message signals, or two digital bit streams, by changing modulating the amplitudes
of two carrier waves, using the amplitude-shift keying (ASK) digital modulation
scheme or amplitude modulation (AM) analog modulation scheme. The two car-
rier waves, usually sinusoids, are out of phase with each other by 90 and are thus
called quadrature carriers or quadrature components, hence the name of the scheme.
The modulated waves are summed, and the resulting waveform is a combination of
both phase-shift keying (PSK) and amplitude-shift keying (ASK), or (in the analog
case) of phase modulation (PM) and amplitude modulation [12].

A general expression for the BER of an arbitrary M-ary QAM which is valid not
only in AWGN channel but also for any fading channels such as UWB channels is
given by the following expression:

Pb = 1

log2
√

M

log2
√

M−1∑

n=0

P(log2
√

M − 2n) (5.2)

where P(log2
√

M − 2n) denotes the bit error probability of the (log2
√

M − 2n)th
bit [28].

5.3.3 IEEE 802.15.4a Channel Model

According to measurements of broadband indoor channel, it has been found that
amplitudes ofmultipath fading follow the log-normal orNakagami distribution rather
than the Rayleigh distribution, even if they also show the same phenomenon of
clustering as in the Saleh-Valenzuela (S-V) channel model [13]. Based on these
results, SG3 aUWBmultipathmodel has been proposed bymodifying the S-Vmodel
in such away that the multi-cluster signals are subject to independent log-normal
fading while the multi-path signals in each cluster are also subject to independent
log-normal fading. The ith sample function of a discrete time impulse response in
the UWB multipath channel model is given as

hi (t) = Xi

∑ ∑
a(i)

r.mδ(t − M (i)
m − τ i

r,m) (5.3)

where Tm = mth cluster arrival time, τr,m = r th ray arrival time in mth cluster. The
UWB channel model is different from the S-V channel model in that clusters and
rays are subjected to independent log-normal fading rather than Rayleigh fading.
More specifically, a channel coefficient is given as

αr,m = pr,mξmβr,m (5.4)
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where ξm represents log-normal fading of the mth cluster with the variance of σ 2
1

while βr,m represents log-normal fading of the rth ray with the variance of σ 2
2 in the

mth cluster. The independent fading is assumed for clusters and rays. In Eq. (5.5) pr,m

is a binary discrete random variable to represent an arbitrary inversion of the pulse
subject to reflection, that is, taking a value of 1 or −1 equally likely. Compared to
the channel coefficients of the S-V channel model which has a uniformly distributed
phase over (0, 2π ), those of UWB channel model have the phase of either −π or
π making the channel coefficient always real. Furthermore, amplitude of each ray
is given by a product of the independent log-normal random variables ξm and βr,m .
Since a product of the independent log-normal random variables is also a log-normal

random variable, a distribution of the channel coefficient |ξmβr,m | = 10
μr,m + z1 + z2

20

also follows a log-normal distribution, that is, 20 log10(ξmβr,m) ∼ N (μr,mσ 2
1 + σ 2

2 ),
with its average power is given as

E[|ξmβr,m |2] = Ω0e− Tm
τ e− τr,m

γ (5.5)

where Ω0 represents the average power of the first ray in the first cluster. Besides the
same set of channel parameters as in the S-V channel model, including the cluster
arrival rate Λ, ray arrival rate λ, cluster attenuation constant τ , ray attenuation con-
stant γ , standard deviation σx of the overall multipath shadowing with a log-normal
distribution, additional channel parameters such as the standard deviations of log-
normal shadowing for the clusters and rays, denoted as σ1 and σ2, respectively, are
required for the UWB channel model. Some proper modifications such as down con-
version and filtering are required for implementing the UWB channel in simulation
studies, since its bandwidth cannot be limited due to arbitrary arrival times. All the
channel characteristics for UWB channel model, including mean excess delay, RMS
delay spread, the number of significant paths within 10dB of peak power (denoted as
NP10 dB), and PDP, must be determined so as to be consistent with the measurements
in practice [13].

It providesmodels for the following frequency ranges and environments: forUWB
channels covering the frequency range from 2 to 10 GHz, it covers indoor residential,
indoor office, industrial, outdoor, and open outdoor environments (usually with a
distinction between LOS and NLOS properties). For the frequency range from 2 to 6
GHz, it gives a model for body area networks. For the frequency range from 100 to
900MHz, it gives a model for indoor office-type environments. Finally, for a 1MHz
carrier frequency, a narrowband model is given.

The Task Group 802.15.4a has the mandate to develop an alternative physical
layer for sensor networks and similar devices, working with the IEEE 802.15.4MAC
layer. The main goals for this new standard are energy efficient data communications
with data rates between 1kb/s and several Mb/s. Additionally, the capability for
geolocation plays an important role. More details about the goals of the task group
can be found in the IEEE 802.15.4a PAR. In order to evaluate different forthcoming
proposals, channel models are required. The main goal of these channel models is a
fair comparison of different proposals. They are not intended to provide information
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about absolute performance in different environments. Though great efforts have
been made to make the models as realistic as possible, the number of available
measurements on which the model can be based, both in the 3–10 GHz range, and
in the 100–1000MHz range, is insufficient for that purpose. Furthermore, it was
acceptable to do some (over) simplifications that affect the absolute performance,
but not the relative behavior of the different proposals. A major challenge for the
channelmodeling activities is derived from the fact that the PARand call for proposals
does not mandate a specific technology, and not even a specific frequency range. The
parameters considered for 802.15.4a residential environment are

PL0: Pathloss at 1m distance.
n: Pathloss exponent.
σs: Shadowing standard deviation.
Aant: Antenna loss.
κ: Freuency dependence of pathloss.
L: Mean number of cluster.
λ: Inter cluster arrival rate.
λ1, λ2, β: Ray arrival rates (mixed poisson model parameters).
Γ : Inter cluster decay constant.
kγ , γ0: Inter cluster decay time constant parameter.
σcluster: Cluster shadowing variance.
m̂0, k̂m : Nakagami m factor variance.
m̃0: Nakagami m factor for strong component.
γrise, γ1, χ : Parameters for alternative PDP shape.

The value of the parameters considered for residential environment which is valid
upto 20m are given in Table5.1.

5.3.4 ZF and MMSE Algorithms for Equalization

Here we briefly discuss the ZF and MMSE algorithms considered for the purpose.

• Zero forcing (ZF) algorithm ZF equalizer is a linear equalization algorithm used
in communication systems, which inverts the frequency response of the channel.
This equalizer was first proposed by Robert Lucky. The ZF equalizer applies the
inverse of the channel to the received signal, to restore the signal before the channel.
The name ZF corresponds to bringing down the ISI to zero in a noise free case.
This will be useful when ISI is significant compared to noise. For a channel with
frequency response F( f ), the zero forcing equalizer C( f ) is constructed such
that C( f ) = 1/F( f ). Thus the combination of channel and equalizer gives a flat
frequency response and linear phase F( f )C( f ) = 1. If the channel response for
a particular channel is H(s) then the input signal is multiplied by the reciprocal of
impulse response of the channel. This is intended to remove the effect of channel
from the received signal, in particular the ISI [14].
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• Minimum mean square error estimator (MMSE) algorithmAnMMSEestima-
tor describes the approach which minimizes the mean square error (MSE), which
is a commonmeasure of estimator quality. The main feature ofMMSE equalizer is
that it does not usually eliminate ISI completely but minimizes the total power of
the noise and ISI components in the output. Let x be an unknown random variable,
and let y be a known random variable [14]. An estimator x̂(y) is any function of
the measurement y, and its mean square error is given by

MSE = E(X̂ − X2) (5.6)

where the expectation is taken over both x and y. The MMSE estimator is then
defined as the estimator achieving minimal MSE. In many cases, it is not possible
to determine a closed form for theMMSE estimator. In these cases, one possibility
is to seek the technique minimizing the MSE within a particular class, such as the
class of linear estimators. The linear MMSE estimator is the estimator achieving
minimum MSE among all estimators of the form AY + b. If the measurement Y
is a random vector, A is a matrix and b is a vector.

Table 5.1 UWB channel parameter for residential environment

Parameters LOS NLOS

Pathloss

PL0 (dB) 43.9 48.7

n 1.79 4.58

S (dB) 2.22 3.51

Aant 3 dB 3 dB

κ 1.120.12 1.530.32

Power decay profile

L 3 3.5

λ 0.047 0.12

λ1, λ2, β 1.54, 0.15, 0.095 1.77, 0.15, 0.045

Γ 22.61 26.27

kγ 0 0

γ0 12.53 17.50

σcluster 2.75 2.93

Small scale fading

σx 0.67 0.69

m0 (dB) 0 0

km 0.28 0.32

m0 (dB) 0.28 0.32
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Fig. 5.2 SNR versus BER in
LOS environment

Fig. 5.3 SNR versus BER in
NLOS environment

5.4 Result and Discussion

Here 16 QAMmodulation is used in OFDM scheme. ZF and MMSE algorithms are
used for equalization purpose using both LOS and NLOS residential environments.
An SNR range of 0–10 dB is used for plotting the BER curves. One comparison of
ZF and MMSE given in these plots is shown in Figs. 5.2 and 5.3. Equation (5.2) is
used to generate the theoretical BER curves in all the cases. The ZF approach pro-
vides considerable improvements compared to the unequalized case but the MMSE
approach shows ever better performance.

The improvement in BER performance obtained using ZF andMMSE approaches
is shown in Table5.2 for both LOS and NLOS cases. There is an improvement of
about 64–94% after the application of ZF and MMSE scheme compared to the
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Table 5.2 Improvement in BER in % for ZF and MMSE equalizer

SNR (dB) Improvement of BER (%)

ZF MMSE

LOS NLOS LOS NLOS

0 66 64 67 65

2 74.2 70 69 67

4 77 75.1 74 70

6 79 77 80.5 80

8 81.6 88 80 87

10 82 81 94 91

Table 5.3 Computational time for the system

Number of iteration Computational time (s)

ZF MMSE

1 14 16

2 25 26

3 39 41

4 48 50

unequalized cases. Also, from Table5.2 it is seen that the BER improvement is
between 67 and 94% in case of LOS environment in MMSE, for NLOS environment
in MMSE it is between 65 and 91%. The improvement is 66–82% in case of LOS
environment in ZF and 64–88% in case of NLOS environment. The ZF and MMSE
equalizations show improvement with increase in the number of iterations. We have
considered upto four number of iterations for both ZF and MMSE cases in LOS
and NLOS considerations. We see that for ZF the time required is 14–48s while
in case of MMSE it is between 16 and 50s. The BER plots shown are for one
iteration only which means the worst case performance but with low computational
complexity. The performance improves significantly if more number of iterations
are considered. But in such a situation the computational efficiency suffers. The
computational efficiency can be improved significantly with better hardware design
and improved algorithm optimization. Overall, the proposed approach is found to be
effective in IEEE 802.15.4a UWB channel for both LOS and NLOS consideration.

5.5 Conclusion

From the experimental results it is seen that MMSE algorithm gives better perfor-
mance than ZF algorithm in both the UWB channels. The LOS environments of the
channels give the improved BER with increasing the SNR value for its lesser com-
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plexity than the NLOS environment. The computational time required for MMSE
algorithm is slightly more than that of ZF algorithm (Table5.3).
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Part II
Selected Issues in Biomedical

and Social Science

This section contains three works most of which focus on important issues
confronting humanity. A work by Kalita et al. describes the issue of detecting the
symptoms of an important problem like child disability using traditional tools and
soft computing-based techniques. The work describes how multiple regression and
ANN can be effectively used to determine the role of baby’s birth symptoms and
mother’s pregnancy conditions on children’s disability. Similarly, the work by
Bordoloi et al. deals with the association of Alzheimer’s disease with protein
structures and the use of ANN for its prediction. In the other work of this section by
Goswami et al. the authors have described how ANN can be used for analysis of
industrial health.



Chapter 6
Role of Baby’s Birth Symptoms and Mother’s
Pregnancy Conditions on Children’s
Disability Determined Using Multiple
Regression and ANN

Jumi Kalita, Kandarpa Kumar Sarma and Pranita Sarmah

Abstract Birth-cry, birth-weight, mother’s distress during pregnancy, baby’s health
condition soon after birth, are some symptoms thatmight have some relationshipwith
disability in a child. Influence factors are determined and multiple linear regression
and backpropagation artificial neural network (ANN) are applied for modeling the
occurrence of disability in a child. Results of multiple regression show that the
factors considered have significant effects on the occurrence of disability. Also, the
largest beta value (regression coefficient) corresponds to the birth-cry factor of a
newborn. It implies the strongest and unique contribution of this variable to explain
the dependent variable, which in this case is the proportion of disabled children.
An ANN in feedforward form is also configured to perform identical regression for
the purpose. Experimental results show that the ANN is a suitable technique for the
study of such cases.
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6.1 Introduction

Disability in children and the possible factors responsible for disability is a continuing
challenge for researchers. The symptoms observed at the birth of a child along with
mother’s health condition during pregnancy seem to be very important factors that
affect disability in children. The aim of this paper is to discuss the effect of four
such factors on disability of a child through multiple regression method and artificial
neural network (ANN) and to have a comparative analysis of both the methods.

ANNs are nonparametric statistical tools designed using bioinspired approaches
[1]. It is a technology for information processing that is inspired from human brain
and nervous systems. ANNs are designed for use in many areas such as developing
models, time series analysis, pattern recognition, signal processing and control, etc.
It can learn input patterns and use this knowledge to make predictions. ANNs are
known to be adaptive, robust, and can learn process data irrespective of methods of
creation. Such an approach has been applied in this paper alongwith the conventional
statistical method of multiple linear regression to study the effect of birth cry, birth
weight, baby’s problemwithin a short period after birth, andmother’s health condition
during pregnancy on disability of a child.

6.2 Review of Literature

Several authors have compared performances of ANN and multiple regression, on
areas ranging from economics to medical science.

Moradzadehfard et al. [2] compared the predictive power of neural networks and
regression model to estimate dividend payout ratio and found neural network to be
more accurate.

ANN performed better than multiple regression analysis (MRA) in the predictive
performance of housing sales [3]. The authors used moderate to large size of data
sample.

Kim et al. [4] proposed a model in their study to estimate systolic BP (SBP) con-
veniently and indirectly using PTT and some biometric parameters such as weight,
height, body mass index (BMI), length of arm, and circumference of arm. Based on
the above data, they found that ANN had better accuracy than multiple regression in
estimating BP, and ANN’s estimation satisfied AAMI standard as a BP device.

Pugh and Ryman [5] used neural network and multiple regression in their study
for a medical diagnosis. They found that for large samples neural networks could be
useful. For small data sets they found that neural network algorithms tend to overfit
on the validation samples and displayed a relatively large degree of shrinkage upon
cross-validation. Analysis of data with a nonlinear component demonstrated the abil-
ity of the neural network to fit either a polynomial or interactive term without the
user having to mode such terms. They also found that if these effects were modeled,
the regression equation performed well.
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Subramanian et al. [6] used ANN and multiple regression analysis using 33 fac-
torial design (FD) to optimize the formulation parameters of cytarabine liposomes
and found that ANN provides more accurate prediction and is quite useful in the
optimization of pharmaceutical formulations compared with the multiple regression
analysis method.

Pao [7] used multiple linear regression and ANNmodels to analyze the important
determinants of capital structure with seven explanatory variables of corporation’s
feature and three external macro-economic control variables, of high-tech and tra-
ditional industries in Taiwan and they found that the ANN models achieve better fit
and forecast than regression models for debt ratio (based on the values of root mean
square error) and ANNs are capable of catching sophisticated nonlinear integrating
effects in both types of industries.

Chi and Wang [8] in their study of airport visibility found statistically significant
influence factors like humidity, visual hazard, temperature, and atmospheric condi-
tion as causes for low airport visibility. They used multiple regression and ANN for
this purpose. They also found backpropagation artificial neural network approach to
be superior to the conventional regression method by comparing the coefficients of
determination.

In general, the literature supports use of ANN over MRA on a broad spectrum of
problems. However, suitability of these twomethods has not been tested on disability
data. So, both these methods have been applied to predict disability in children based
on the assumed factors mentioned above.

6.3 Data Source and Methodology

A total of 283 medically verified data sets were collected from the Guwahati centre
of national institute of public cooperation and child development (NIPCCD), India
for this study.

6.3.1 Multiple Linear Regression

Multiple linear regression attempts to model the relationship between two or more
explanatory variables and a response variable by fitting a linear equation to observed
data.

For ‘k’ independent variables x1, x2, . . ., xk and n observations y1, y2, . . . , yn

each of which can be expressed by the equation

Yi = β0 + β1X1i + β2X2i + β3X3i + βk Xki + εi (6.1)

for, i =1, 2,…,n;
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where,
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and where, p = k + 1 with ε N (0, σ 2).
Then the least squares solution for estimation of β involves finding b for which the
sum of squares of errors (SSE) is minimized. This minimization process involves
solving b in the equation

δ

δb
(SSE) = 0 (6.6)

where,
SSE = (y − Xb)′(y − Xb) (6.7)

The result reduces to the solution of b in

(X ′ X)b = X ′y (6.8)
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If the matrix A is nonsingular, we can write the solution for the regression coeffi-
cients as

b = (X ′ X)−1X ′y (6.11)

The sum of squares identity is-

n∑

i=1

(yi − ȳ2 =
n∑

i=1

(ŷi − ȳ2 +
n∑

i=1

(yi − ŷ2) (6.12)

i.e., Total sum of squares (SST) = Regression sum of squares (SSR) + Error sum of
squares (SSE).
In matrix notation, this is expressed in Eq. 6.13.

y′y = b′ X ′y + (y′y − b′ X ′y) = y′ X (X X)−1X ′y + [y′y − y′ X (X ′ X)−1X ′y]
(6.13)

The analysis of variance leads to a test of

H0 : β1 = β2 = β3 = ... = βk = 0

The test for significance of regression is a test to determine if there is a linear
relationship between the response y and any of the regressor variables x1, x2, ..., xk .
The rejection of the above null hypothesis implies that at least one of regressors
contributes significantly to the model.

6.3.2 Artificial Neural Network

An ANN is a mathematical or computational model that is inspired by the structure
and/or functional aspects of biological neural networks. It consists of an intercon-
nected group of artificial neurons, and it processes information using a connectionist
approach to computation. In most cases an ANN is an adaptive system that changes
its structure based on external or internal information that flows through the network
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during the learning phase. Modern neural networks are nonlinear statistical data
modeling tools. They are usually used tomodel complex relationships between inputs
and outputs or to find patterns in data. ANNs can be trained to perform complex
functions in various fields, including pattern recognition, identification, classifica-
tion, speech, vision, and control system and to solve problems that are difficult for
conventional computers or human beings [1]. Depending on various learning rules,
the following fundamental classes of ANN architecture are defined as mentioned
below:

• Single-layer feed-forward network: In layered neural network the neurons are
organized in the form of layers. The single layer feed forward network has only
one layer.

• Multi-layer feed-forward network: It has one or more hidden layers between the
input and output layers, whose computation nodes are called hidden neurons or
hidden units. The function of neurons is to intervene between the external input and
the network output in some usefulmanner. By adding one ormore hidden layers the
network is enabled to extract higher order statistics. The ability of hidden neurons
to extract higher order statistics is particularly valuable when the size of the input
layer is large. A multi-layer perceptron (MLP) consists of multiple layers of nodes
in a directed graph, with each layer fully connected to the next one (Fig. 6.1).
Except for the input nodes, each node is a neuron (or processing element) with a
nonlinear activation function. MLP utilizes a supervised learning technique called
backpropagation for training the network [1].

Fig. 6.1 Multi-layer
feed-forward network



6 Role of Baby’s Birth Symptoms and Mother’s Pregnancy Conditions … 83

6.4 Experimental Result and Discussion

6.4.1 Multiple Regression

For this study the indicator variables X1, X2, X3 and X4 are defined as follows:

X1 =
{
0, if birth is absent;
1, otherwise.

(6.14)

X2 =
{
0, if birth weigth is less than 2.5 kg;
1, otherwise.

(6.15)

X3 =
{
0, for babies having problem soon after birth;
1, otherwise.

(6.16)

X4 =
{
0, for mothers having health problem during pregnancy;
1, otherwise.

(6.17)

There are sixteen different combinations of the indicator variable are present. The
regression of Y on X1, X2, X3 and X4 is given by

Yi = β0 + β1Xi1 + β2Xi2 + β3Xi3 + β4Xi4 + εi (6.18)

where, i = 1, 2,…,16
Equivalently,

Y = Xβ + ε (6.19)

where, Y = (Y1, Y2, . . . , Y16)
′ β = (β0, β1, β2, β3, β4)

′
and X = (Xi j )16∗4 and ε = (εi )16∗4 with ε N (0, σ 2)

In this study the null hypothesis to be tested is: H0: All the regression coefficients
are zero.

The data set has been analyzed using SPSS and the results are summarized in
Tables 6.1, 6.2 and 6.3.

R2 is 0.797 implies that themodel explains 79.7%of the variance in the dependent
variable, i.e., the proportion of disabled children.

Table 6.1 Results of multiple regressiona

Model R R2 Adjusted R2 Standard error of
the estimate

1 0.893b 0.797 0.724 0.0193712
a Dependent variable: proportion of disability
b Predictors: (constant), Mother’s problem, Baby’s problem, Birth weight, Birth cry
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Table 6.2 Results of ANOVAa

Model Sources Sum of df Mean F Significance

of variation squares square

1 Regression 0.016 4 0.004 10.820 0.001b

Residual 0.004 11 0.000

Total 0.020 15
a Dependent variable: proportion of disability
b Predictors: (constant), Mother’s problem, Baby’s problem, Birth weight, Birth cry

Table 6.3 Multiple regressions coefficientsa

Model Unstandardized Standardized t Significance Collinearity

coefficients coefficients statistics

B Standard Beta Tolerance VIF

error

1 (Constant) 0.054 0.011 4.953 0.000

Birth cry 0.052 0.010 0.733 5.400 0.000 1.000 1.000

Birth
weight

−0.023 0.010 −0.323 −2.380 0.037 1.000 1.000

Baby’s
problem

0.013 0.010 0.186 1.373 0.197 1.000 1.000

Mother’s
problem

−0.025 0.010 −0.348 −2.563 0.026 1.000 1.000

a Dependent variable: proportion of disability

The ANOVA table with significance p value 0.001 < 0.01 implies that factors
considered have significant effects on the occurrence of disability (rejecting the null
hypothesis and concluding that at least one of the regression coefficient is different
from zero).

From the standard coefficient1 (converted to the same scale) column of the coef-
ficient box above the largest beta value 0.733 corresponds to birth cry of a newborn.
It implies that this variable makes the strongest unique contribution to explain the
dependent variable.

Also, there exists no multicollinearity among predictor variables which is clear
from the column headed by tolerance of the table labelled coefficients above.

1Standard coefficients are used to compare the different variables. These values for each of the
different variables have been converted to the same scale. Unstandardized coefficient values are
used in construction of regression equation. Tolerance is calculated by 1-R2 for each variable. A
very lower tolerance value (near 0) indicates the possibility of multicollinearity.
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6.4.2 Artificial Neural Network

For this study, a coding scheme of the input sample data is developed using Boolean
logic so that the patterns fed to the ANN are sequences of 1 and 0s. Four critical
symptoms are identified and placed along the columns of a table. Next, from the
collected data a coded input data set is formed depending on the symptom observed.
If a specific symptom is present 1 is assigned to the relevant column, while a 0 is
placed if absent. After the encoding process of the complete data set is ready two
broad classes of pattern ensembles are formed. The first set is used for training the
ANN only. The other data set is used to check the level of training of the ANN
and is known as validation set. Then another set is formed to check the ability of
the ANN extensively and make inferences regarding its ability to provide prediction
with variations in input patterns. Along with these the ANN specifications given in
Table 6.4 are used for this study. The results obtained are summarized graphically in
Fig. 6.2.

Table 6.4 ANN specifications

Sl. no. Item Description

1 ANN type Multi layer perceptron

2 Number of hidden layers Two

3 Activation functions in the
hidden layers

‘Tansig’ and ‘logsig’

4 Training method Gradient descent with adaptive
learning rate

5 Epochs 20−200

6 Maximum training time 2.9s

7 Learning rate 0.1−0.5

8 Number of trials Atleast 10 for each epoch case

9 Average success rate range 50−98%

10 MSE goal 0.0001

Fig. 6.2 Average success
rate versus epoch obtained
from MLP training
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6.5 Conclusion

The collected data on children with disabilities are subjected with statistical regres-
sion method to determine the effect of some symptoms (birth-cry, birth-weight,
mother’s distress during pregnancy, baby’s health condition soon after birth) that
appear at the time of birth of a baby and during pregnancy of the mother on the
extent of disability in children. The average success rate achieved is around 80%.
The same data are analyzed using ANN in feed-forward configuration. The ANN in
multi-layer perceptron (MLP) form is trained with error backpropagation algorithm
for a number of epochs. The success rates are found to be between 51 and 98%.
Both the methods are suitable for analyzing disability data, but ANN yields higher
success rate in the prediction if number of epoch is increased.
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Chapter 7
A Soft Computational Framework to Predict
Alzheimer’s Disease (AD) from Protein
Structure

Hemashree Bordoloi and Kandarpa Kumar Sarma

Abstract Alzheimer’s disease is a common disease which is characterized by a
person losing his memory progressively. Finally, the person also loses his life. It is
often seen in the people above the age 60 but it may occur early. This disease destroys
memory cells of the brain. Till now, it is a disease without any treatment and also
there are no proper means of diagnosis. Research shows that most often it occurs
either due to the deposition of defective structure of amyloid protein or due to the
tangles in the brain. In this paper, we have proposed a system to detect the defective
Amyloid protein using two classifiers. Secondary structure of Amyloid protein is
detected and analyzed in our work which provides a way to predict the cause of
Alzheimer.

Keywords Alzheimer’s disease ·Amyloid protein ·Amino acids ·Artificial neural
network (ANN) ·Multilayer perceptron (MLP)

7.1 Introduction

Alzheimer’s disease (AD) is an illness of the human brain that progressively increase
the ill effects. Basically, memory loss and improper functioning of brain are the
two primary symptoms of AD. Since memory loss is related to AD, it is termed
as one of the most common form of dementia. It is categorized under progressive
disease category because dementia symptoms gradually worsen over a number of

H. Bordoloi (B)

Department of Electronics and Communication Engineering,
Assam Don Bosco University, Guwahati, Assam, India
e-mail: hbmaini@gmail.com

K.K. Sarma
Department of Electronics and Communication Technology,
Gauhati University, Guwahati 781014, Assam, India
e-mail: kandarpaks@gmail.com

© Springer India 2015
K.K. Sarma et al. (eds.), Recent Trends in Intelligent and Emerging Systems,
Signals and Communication Technology, DOI 10.1007/978-81-322-2407-5_7

87



88 H. Bordoloi and K.K. Sarma

years. In its early stage, memory loss occurs but in its last stage a person suffering
from this disease lost his conversation ability and they become unable to respond to
environment and finally leads to death [1].

Till now, causes of AD is not properly detected but according to medical
researchers, basically genetic, lifestyle, and environmental factors affect the brain in
AD. But the effect of AD is properly analyzed. It damages and kills brain cells. An
AD affected brain has a few numbers of connections with the surviving cells than a
healthy brain.

Under microscope, two types of abnormalities can be seen in the cells of an AD
effected brain. The first one is plaques. These are clumps of a protein called beta
amyloid. Deposition of beta amyloid on the outside of the brain cell is considered to
be a prime suspect for AD. It may damage and destroy brain cells. It can also interfere
in cell-to-cell communication. The second are the tangles. These occur due to the
abnormal twist of a protein called Tau protein. This effect in the proper functioning of
brain transport systemused to carry nutrients and other essentialmaterials throughout
their long extensions [1, 2].

Certain changes are seen in case of AD affected person. For example, steady
decline in memory and mental function, disorientation and misinterpreting of spatial
relationships, problem to identify right words and problem in conversation with other
persons, loss of reasoning and thinking capacity, etc. Here, we propose a system to
predict AD by analyzing the amyloid protein using soft computational tools.

7.2 Related Works

Alzheimer’s disease was first described by a German psychiatrist and neuropathol-
ogist Alois Alzheimer in 1906 and was named after him [1]. During the last two
decades, several works have been completed on AD which deals with detection of
different factors of AD. It is seen that most of the work done previously are related
with DNA and chromosomal disorder. But as per our knowledge, there is no such
work has been done based on the chemical structures of the proteins responsible for
AD. In our present work, we are exploring the possibility of AD based on protein
structure. Before the work, a detailed review of the related literature is required. We
include here a few relevant works reported in current literature to follow the different
steps used in the following work done.

In the Royal Perth hospital of Australia, AD is analyzed by immunocytochem-
ical methods upon few numbers of aged brains. As compared to other histological
technique, immunocytochemical technique is more sensitive and allows an easier
detection between normal and abnormal brain [2].

In Imperial college of Science, Technology and Medicine, London, a work is
done to detect AD considering different concentration of amyloid protein. Some
parametric tests are used to explore concentration differences [3].
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In another approach, plasma biomarker for AD is identified by using baseline
plasma screening technique. In this technique, 151multiplexed analysts are combined
with targeted biomarker and clinical pathology data are used [4].

A neuro imaging technique has been employed for detection of AD in one
approach. Images of affected brains are analyzed in this technique. Here, PiB PET
imaging technique is used to detect deposition of beta Amyloid protein in brain
cells [5].

7.3 Proposed Work

Till now, amyloid beta protein is considered as biomarker of Alzheimer’s disease.
Amyloid is a class of protein which share several properties. They have beta-pleated
structure with high affinity to bind congo red. In polarized light, birefringence is
produced by this protein. They can also produce an X-ray diffraction pattern. They
are insoluble protein with unrelated amino acid sequences [6].

Presence of amyloid protein shows incompatibility with normal cell function and
survival. These proteins destroy the cell function and leads to the death of cell in
which they form [6].

From the detailed literature survey, we have seen that till now researches are done
either by considering images of brain or by the concentration of Amyloid protein. But
from the literature survey, we see that nowork is reported by considering the structure
of amyloid protein. That is why, we have proposed a simulation-based model which
deals with the abnormality of the structure of amyloid protein. In our approach, we
have first considered the chemical components of the primary structure of amyloid
protein and then we analyzed secondary structure of the same.

Theprimary structure ofAmyloidprotein is given as—DAEFRHDSGYEVHHQK
LVFFAEDVGSNKGAIIGLMVGGVVIA. This is the primary structure of amyloid
protein in case of normal brain. Here, each letter signifies amino acids. For example,
D means aspartic acid, A means alanine, and so on. In case of AD effected brain,
primary structure of amyloid protein is changed. In that case, some amino acids in
the sequence are substituted by some other amino acids. The amino acid sequence
of Amyloid in case of AD affected brain is DAEFAADSGYEVAAQALVFFAED-
VGSNKGAIIGLMVGGVVIA. Substitution that occurs in AD effected brain is Ala-
nine replaces Histidine at position 6, 13, 14 Lysine at position 16 and Arginine at
position 5. In our work, we have designed a classifier which classifies secondary
structure of Amyloid protein based on the primary structure. In our work, we have
used artificial neural network (ANN) as classifier. It is a bio-inspired, simulated
distributed processor. They are made up of simple processing units called artificial
neurons that have a natural propensity for storing experimental knowledge and mak-
ing it available for use. It can acquire knowledge from its environment through a
learning process. To acquire knowledge, synaptic weights are used [7].
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7.4 Experimental Setup

The experimental setup of our proposed work consists of two ANN classifiers. First
classifier classifies primary structure of amyloid protein based on the amino acids
sequence. Then output of the first classifier is given as the input to the second classifier
which detects the secondary structure of Amyloid protein. The system model for our
proposed work is shown in Fig. 7.1. Our work follows different steps as described
below.

7.4.1 Data Set Selection

Amyloid protein is the biomarker for AD. So we have considered primary structure
of Amyloid protein as our data. Primary structure of Amyloid protein is as fol-
lows: DAEFRHDSGYEVHHQKLVFFAEDVGSNKGAIIGLMVGGVVIA, where
each letter signifies amino acid.

For AD affected brain this sequence is changed as follows: DAEFAADSGYE-
VAAQALVFFAEDVGSNKGAIIGLMVGGVVIA.

These two sequences are used as data.

7.4.2 Generation of Coding Scheme

The amino acid sequences are coded based on a coding scheme. This coding scheme
is generated based on the chemical structure of each amino acid.

7.4.3 Configuration of ANN

In our work, we have used ANN as classifier. To update the weight of the net-
work, Backpropagation algorithm is used. Two fully connectedmultilayer perceptron
(MLP), feedforward network is used to classify amino acids. In our classifier, one
hidden layer is used. First, classifier detects primary structure which is used as input

Fig. 7.1 Proposed system model
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Fig. 7.2 Proposed model showing training and testing phases of classifier

to the second classifier. Second, classifier detects secondary structure of amyloid
protein.

7.4.4 Training and Testing of ANN

The network is trained with normal and abnormal structures of amyloid protein.
With the coded data, testing is done. 1st classifier is trained with chemical struc-
ture of Amyloid protein which identifies primary structure of this protein. The 2nd
classifier is then trained with the primary structure which gives the desired result
as secondary structure of amyloid protein with AD and without AD. The proposed
model composed of two classifiers as shown in Fig. 7.2. The system is formed by
two-level classifiers. Amino acids sequences are used as inputs for the first-level
classifier which provides the identification of the primary structure. This primary
structure is then applied to the second-level classifiers that predict secondary struc-
ture of Amyloid protein.

The entire work may be summarized by the following steps:

• Extraction and coding of the primary structure based on the chemical structure
• Training and testing of the protein structure and
• Derivation of secondary structure.

7.5 Results

The ANN is trained with normal as well as abnormal primary structure of amy-
loid protein. Training is carried out using error back propagation algorithm with
Levenberg-Marquardt optimization. Training and testing of both the networks are
done in the same method. During training, 42 data are given to ANN to handle. The
required parameters are recognized with 100% accuracy. Performance goal of 10−6
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Table 7.1 Parameters of proposed ANN

ANN MLP

Data set size Training=42; Testing=35

Training type Back propagation with Levenberg-Marquardt
optimization

Maximum no. of epochs 3500

Variance in training data 50%

Table 7.2 Performance of ANN set up

Epoch Time (s) MSE Rate (%)

1200 30 10−2 92

1500 45 10−3 94

2000 67 10−5 97

2500 78 10−6 100

Fig. 7.3 Amyloid protein without AD and amyloid protein with AD respectively

is given to the ANN and it is attained in around 78s. The network is trained with 42
samples and tested with 35 samples as shown in Table7.1. Again Table7.2 clearly
indicates that the proposed ANN shows nearly 100% accuracy under best training
conditions with a MSE convergence of about 10−6. By varying the training time, we
are able to make our classifier robust enough. The 2nd network is also trained and
tested with the same method as that of the first one. Combination of both systems
gives a satisfactory result. The Fig. 7.3 represents the performance of ANN classifier
showing the secondary structure. As shown in the Fig. 7.3, in case of normal struc-
ture of Amyloid protein, it shows alpha secondary structure, while in an AD affected
amyloid protein it shows same tendency to become alpha and beta secondary struc-
ture. It means that for an AD affected amyloid protein, there is no definite secondary
structure. Our work is a simulation-based approach to design a model for the detec-
tion of some diseases that occurs due to the deformation of protein structure. During
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Table 7.3 Success rate with different training functions

Training functions Success rate (%) Average MSE attained
in 1000 epochs

TRAINGDM 92 0.08999

TRAINGDX 94 9.03826× 10−5

TRAINGDA 98 9.71243× 10−5

TRAINLM 100 9.0084236× 10−5

the extraction and training of data, some difficulty may arise which can be rectified
by using a properly configured ANN classifier. The ANN classifier with TRAINLM
function shows the highest success rate as shown in Table7.3.

7.6 Conclusion

In today’s world, AD is a very common disease seen in elderly people. Proper de-
tection of AD is necessary because till now cause and progression of AD is not well
defined. Once it is defined in a proper way, drugs for this can be prepared. This
proposed work can be taken as the framework for drug analysis and synthesis for
diseases which arises due to the deformation of protein structure.
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Chapter 8
Identification of Stages of Industrial
Sickness of Large- and Medium-Scale Units
Using Certain Soft-Computational Approach

Deepak Goswami, Kandarpa Kumar Sarma
and Padma Lochan Hazarika

Abstract Very often, industrial sickness is identified using certain traditional
techniques which rely upon a range of manual monitoring and compilation of finan-
cial records. It makes the process tedious, time consuming, and often are susceptible
to manipulation. Hence, decision makers, planners, and funding agencies of such
units are sometimes surrounded by uncertainty and unpredictable situations while
taking decisions regarding the state of industrial health and the subsequent measures
required. Therefore, certain readily available tools are required which can deal with
such uncertain situations arising out of industrial sickness. It is more significant for
a country like India where the fruits of developments are rarely equally distributed.
In this paper, we propose an approach based on certain soft-computational tools spe-
cially using Artificial neural network (ANN) to deal with industrial sickness with
specific focus on a few such units taken from a less-developed northeast (NE) Indian
state likeAssam.More specifically, we here propose, a soft-computational toolwhich
formulates certain decision support mechanism to decide upon industrial sickness
using eight different parameters which are directly related to the stages of sickness
of such units. The mechanism primarily identifies a few stages of industrial health
using various inputs provided in terms of the eight identified parameters. This deci-
sion is further compared with the results obtained from another set of ANNs where
the model uses certain signals and symptoms of industrial health to decide upon
the state of a unit. Specifically, we train multiple ANN blocks with data obtained
from a few selected units of Assam so that required decisions related to industrial
health could be taken. The system thus formulated could become an important part of
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planning and development. It can also contribute toward computerization of decision
support systems related to industrial health and help in better management.

Keywords Industrial sickness · Classification · Artificial neural network (ANN) ·
Multilayer perceptron (MLP) · Mean square error (MSE)

8.1 Introduction

Industrial sickness is one of the key areas in Indian economy which have always
threatened to lower the benefits of the economic growth currently observed. Specif-
ically, in case of government-funded industrial sectors, the proper identification
of sick industrial units play a critical role in planning and financial allocations
[1–10]. Very often, industrial sickness is identified using certain traditional tech-
niques which rely upon a range of manual monitoring and compilation of financial
records. It makes the process tedious, time consuming, and often are susceptible
to manipulation. Hence, decision makers, planners and funding agencies of such
units are sometimes surrounded by uncertainty and unpredictable situations while
taking decisions regarding the state of industrial health and the subsequent measures
required. Therefore, certain readily available tools are required which can deal with
such uncertain situations arising out of industrial sickness. It is more significant for
a country like India where the fruits of developments are rarely equally distributed.
In this paper, we propose an approach based on certain soft-computational tools
specially using artificial neural network (ANN) to deal with industrial sickness with
specific focus on a few such units taken from a less-developed northeast (NE) Indian
state likeAssam.More specifically, we here propose, a soft-computational toolwhich
formulates certain decision support mechanism to decide upon industrial sickness
using eight different parameters which are directly related to the stages of sickness
of such units. The mechanism primarily identifies a few stages of industrial health
using various inputs provided in terms of the eight identified parameters. This deci-
sion is further compared with the results obtained from another set of ANNs where
the model uses certain signals and symptoms of industrial health to decide upon the
state of a unit. Specifically, we train multiple ANN blocks with data obtained from
a few selected units of Assam so that required decisions related to industrial health
could be taken. Multiple ANN blocks are given the symptoms as inputs in codified
forms with corresponding industrial health status as reference. A nonlinear mapping
between these two domains are performed by the ANNs. These blocks, in the trained
state, are able to differentiate between the industrial health stages as response to the
inputs accumulated for three to four years for certain number of units. From these
data, the ANN blocks are also able to provide a prediction of the likely state in the
subsequent years.
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The ANN is a nonparametric tool which can learn from the surrounding
environment and use the knowledge thus acquired for subsequent decision making
similar to biological systems [1]. This ability of the ANN has made it a popular
mechanism for dealing with a range of applications in engineering, technology,
finance, management, and related disciplines. The system thus formulated could
become an important part of planning and development. It can also contribute toward
computerization of decision support systems related to industrial health and help in
better management.

The rest of the paper is organized as follows: Sect. 8.2 included the brief theoretical
background relevant for the work. Primarily, this section focuses on different stages
of industrial health (Sect. 8.2.1) and the basics of ANN (Sect. 8.2.2). Section8.3
describes the details of the proposed soft-computational framework for analyzing
industrial health. The experiments performed and the results derived are included in
Sect. 8.4. Section8.5 concludes the description.

8.2 Background

Here, we briefly discuss certain background notions relevant for the work. We focus
on the definition and types of industrial health in Sect. 8.2.1. The basic concepts of
ANN is presented in Sect. 8.2.2. The application of the multilayer perceptron (MLP),
a feedforward ANN used for this work is covered in Sect. 8.2.2.1. Certain relevant
details of the MLP and its training are covered in Sect. 8.2.2.2 which formulates
the basic configuration of the system to configure the proposed soft-computational
framework.

8.2.1 Industrial Sickness and Its Types

All the developing countries have assigned a very significant role to industrialization
in their programmes of economic development. The reason is that the industrial
sector is recognized as an indispensable tool of a stable economy. India has been
trying to accelerate the rate of economic development through industrialization ever
since the beginning of the planning era. A large number of industries have been
setup during post-independence period. Despite governmental efforts in the form of
various incentives, the rate of growth has failed to pick up [1]. Certain industries have
been plagued by sickness corroding the narrow industrial base and is threatening the
fragile industrial structure. This is more pertinent for the NE Indian state of Assam.
Therefore, it is important to identify the stages of industrial sickness and clearly
indicate its signals and symptoms. The different stages of sickness along with the
determinants which identify these stages as per the guidelines of Reserve Bank of
India (RBI) are given below [2]:
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Table 8.1 Stages of industrial sickness and associated symptoms

Sickness Production Profit Working Loss Marketing Personnel Net
worth

Net
worth

States x1 x2 Capital, x3 x4 x5 x6 Rise,
x7

Fall,
x8

Normal (N) ↑ ↑ ↑ Nil ↑ ↑ ↑ Nil

Tending to
sickness (TS)

↑ ↓ NC ↑ NC NC NC ↑

Incipient
sickness (IS)

↓ ↓ ↓ ↑ ↓ ↓ ↓ ↑

Close (C) ↓ ↓ ↓ ↑ Nil Nil Nil ↑

1. Normal Unit A normal unit is characterized by the efficient functioning of its
functional areas like production,marketing, finance andpersonnel. In otherwords,
a unit can be called healthy or in a normal state (NS) when it is earning profits,
the current ratio is more than one, net worth is positive, and debt-equity ratio is
good.

2. Tending Towards Sickness At this stage, a unit shows certain initial aberration
in any of its functional areas. In other words, the unit faces some environmental
constraints. At this time, the unit is said to be tending toward sickness (TS). The
distinctive features of this stage are decline in profit in the last year as compared
to the previous year and loss estimated in the current year.

3. Incipient Sickness The continuation of the deterioration in the functional areas
of the unit, results in the actual setting in of industrial sickness. This stage is
termed as incipient sickness (IS). At this stage, the unit incurs cash losses but
imbalance in the financial structure may not be apparent.

These industrial health stages are summarized in the Table8.1. The ↑ sign indicates
growth, ↓ means fall, NC indicates no change, and Nil denotes zero value for par-
ticular sample industrial data.

8.2.2 ANN

Accuracy of a prediction and estimation process depends to a large extent on a
higher value of proper classification. ANNs are one of the preferred classifiers for
their ability to provide optimal solution to a wide class of arbitrary classification
problems [11]. Multilayered perceptron (MLP) is a class of feedforward (FF) ANN
trained with (error) backpropagation (BP). It has found widespread acceptance in
several classification, recognition, and estimation applications [11].
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8.2.2.1 Multilayered Perceptron Based Learning

The fundamental unit of the ANN is theMcCulloch-Pitts neuron (1943). TheMLP is
the product of several researchers: Frank Rosenblatt (1958), H.D. Block (1962) and
M.L. Minsky with S.A. Papart (1988). BP, the training algorithm, was discovered
independently by several researchers (Rumelhart et al. (1986) and also McClelland
and Rumelhart (1988)) [11].

A simple perceptron is a single McCulloch-Pitts neuron trained by the perceptron
algorithm is given as:

Ox = g([w].[x] + b) (8.1)

where [x] is the input vector, [w] is the associated weight vector, b is a bias value,
and g(x) is the activation function. Such a setup, namely the perceptron is able to
classify only linearly separable data. AMLP, in contrast, consists of several layers of
neurons held together by interlinked connectionist weights which are assigned values
randomly at the beginning and updated continuously during training. These together
generate a nonlinear computing. The connectionist weights retain the learning during
training and facilitate an adaptation to reach the desired goal. The expression for
output in a MLP with one hidden layer is given as:

Ox =
N∑

i=1

βig[w]i.[x] + bi (8.2)

where βi is the weight value between the ith hidden neuron. Such a setup maybe
depicted as in Fig. 8.1. The process of adjusting the weights and biases of a percep-
tron or MLP is known as training. The perceptron algorithm (for training simple
perceptrons) consists of comparing the output of the perceptron with an associated
target value. The most common training algorithm for MLPs is BP which is an
extended form of the method used to train the perceptron. This algorithm entails a
backward flow of the error corrections through each neuron in the network.

Fig. 8.1 Multilayer
perceptron
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In the most basic form, an ANN requires an input and should be associated with
a reference which it tracks during each training iteration. The output, at the end of
each training epoch, is compared with the reference and a corresponding adaptation
of the connectionist weights are carried out. This is repeated till the output of the
ANN is nearly equal to that of the reference [11].

8.2.2.2 Application of Error Back Propagation for MLP Training

The MLP is trained using BP algorithm depending upon which the connecting
weights between the layers are updated. This adaptive updating of theMLP is contin-
ued till the performance goal is met. Training the MLP is done in two broad passes:
one a forward pass and the other a backward calculation with error determination
and connecting weight updating in between. Batch training method is adopted as it
accelerates the speed of training and the rate of convergence of the mean square error
(MSE) to the desired value [1]. The steps are as below:

• Initialization: Initialize weight matrix W with random values between [−1, 1]
if a tan-sigmoid function is used as an activation function and between [0, 1] if
log-sigmoid function is used as activation function. W is a matrix of C × P where
P is the length of the feature vector used for each of the C classes.

• Presentation of training samples: Input is pm = [pm1, pm2, . . . , pmL]. The
desired output is dm = [dm1, dm2, . . . , dmL].
– Compute the values of the hidden nodes as:

nethmj =
L∑

i=1

wh
jip

mi + ∅h
j (8.3)

– Calculate the output from the hidden layer as

oh
mj = f h

j (nethmj) (8.4)

where f(x)= 1
ex

or f(x)= ex − e−x

ex + e−x

depending upon the choice of the activation function.
– Calculate the values of the output node as:

oo
mk = f o

k (netomj) (8.5)

• Forward Computation: Compute the errors:

ejn = djn − ojn (8.6)
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Calculate the MSE as:

MSE =
∑M

j=1
∑L

n=1 e2jn
2M

(8.7)

Error terms for the output layer is:

δo
mk = oo

mk(1 − oo
mk)emn (8.8)

Error terms for the hidden layer:

δh
mk = oh

mk(1 − oh
mk)

∑

j

δo
mjw

o
jk (8.9)

• Weight Update:

– Between the output and hidden layers

wo
kj(t + 1) = wo

kj(t) + ηδo
mkomj (8.10)

where η is the learning rate (0 < η < 1). For faster convergence a momentum
term (α) maybe added as:

wo
kj(t + 1) = wo

kj(t) + ηδo
mkomj + α(wo

kj(t + 1) − wkj) (8.11)

– Between the hidden layer and input layer:

wh
ji(t + 1) = wh

ji(t) + ηδh
mjpi (8.12)

A momentum term maybe added as:

wh
ji(t + 1) = wh

ji(t) + ηδh
mjpi + α(wo

ji(t + 1) − wji (8.13)

One cycle through the complete training set forms one epoch. The above is repeated
till MSE meets the performance criteria. While repeating the above, the number of
epoch elapsed is counted. A few methods used for MLP training includes gradient
descent (GDBP), gradient descent with momentum BP (GDMBP), gradient descent
with adaptive learning rate BP (GDALRBP), gradient descent with adaptive learn-
ing rate and momentum BP (GDALMBP), and gradient descent with Levenberg-
Marquardt BP (GDLMBP).
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8.3 Proposed Soft-Computational Framework
for Identification of Stages of Industrial Sickness

We propose a soft-computational approach based on ANN to deal with industrial
sickness so as to formulate certain decision support mechanism using eight different
parameters. These parameters are directly related to the stages of sickness of such
units. Specific focus is given to few such units taken from a less-developed NE Indian
state like Assam. The mechanism is designed primarily to identify a few stages of
industrial health using various inputs provided in terms of the eight identified para-
meters. This decision is further compared with the results obtained from field study
and another approach where a different soft-computational model uses certain sig-
nals and symptoms of industrial health to decide upon the state of a unit. It primarily
receives symptoms of industrial health of multiple units for three consecutive years.
From such units, it generates the likely industrial health for the subsequent years. This
mapping is performed during training which the ANN blocks retain for subsequent
application.

The eight identified parameters are production volume (x1), profit margin (x2),
working capital (x3), loss margin (x4), marketing (x5), personnel (x6), net worth rise
(x7), and net worth fall (x8) as summarized in Table8.1. The identified stages of an
industrial unit are normal (N), tending to sickness (TS), incipient sickness (IS), and
close (C). The association between the symptoms and the industrial health stages are
distinctly shown by the Table8.1. Figure8.2 shows the composite block diagram of
the proposed system. It has two parts: The first part involves the determination of the
industrial health using eight different parameters. Figure8.3 shows the systemmodel

Fig. 8.2 Composite process
logic of the complete work
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Fig. 8.3 Soft-computational
framework to identify
industrial health

Table 8.2 Specifications of the ANN-based model

Case Item Description

1 ANN type Multilayer perceptron

2 Data size Around 300 sets of data of
8 × 4 size each

3 Input vector size 16

4 Class 4

5 Number of hidden layers 2

6 Learning rate 0.1–0.5

7 Activation function Tansig-Logsig-Purelin

8 MSE convergence goal 10−4

used to formulate a decision support mechanism to identify the stages of sickness
of industrial units. The specification of the MLP used to formulate the proposed
industrial health identification system is summarized in Table8.2.

Now, a set of five samples of 3years of five numbers of industrial TS units are
applied to another set of ANN blocks shown as in Fig. 8.4. Three ANN blocks, each
for the years 2007, 2008 and 2009, receive inputs of fiveTSunits and get references of
2008, 2009, 2010 respectively. The blocks are trained to certain number of sessions
as required by specific goals fixed. During training, the ANN blocks capture the
variations shown by the sample data presented to them. This is repeated for IS and N
units aswell. Table8.3 shows certain training results related to the proposed approach.
Each network is trained using GDLMBP as it proves to be computationally efficient.
The blocks are designed to predict industrial health in the next year using the data
available for a given year.
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Fig. 8.4 Block diagram of
an ANN framework to
predict approaching
industrial health

Table 8.3 Selection of appropriate training method and training results

SL Num Epochs MSE Time (s) Remark

GDBP 100 0.34 3.53 Goal not reached

200 0.085 5.35

500 0.002 9.14

1000 0.001 17.3

GDMBP 100 0.32 3.31

200 0.081 4.87 Goal not reached

500 0.002 9.01

1000 0.001 16.4

GDLMBP 10 0.0003 2.3 Goal reached
after 10 (av.)
epochs and
within 3 s

8.4 Experimental Results and Discussion

The success of the proposed system is dependent on the configuration, training,
data set and subsequent validation of the system. The configuration of the MLP
formulating the system is summarized in Table8.2. There are two hidden layers used
in the system. The size of the first hidden layer is fixed with respect to number
of neurons in the input layer and by following the considerations summarized in
Table8.4. It shows the performance obtained during training by varying the size of
the hidden layer.
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Table 8.4 Performance variation after 1000 epochs during training of an ANN with variation of
size of the hidden layer

Case Size of hidden layer
(× input layer)

MSE attained Precision attained in %

1 0.75 1.2 × 10−3 87.1

2 1.0 0.56 × 10−3 87.8

3 1.25 0.8 × 10−4 87.1

4 1.5 0.3 × 10−4 90.1

5 1.75 0.6 × 10−4 89.2

6 2 0.7 × 10−4 89.8

The case where the size of the hidden layer taken to be 1.5 times to that of the
input layer is found to be computationally efficient. Hence, the size of the hidden
layer is fixed at 1.5 times to that of the input layer. The next layer also is provided
a length of 1.5 times to that of the first hidden layer which is fixed following the
considerations as summarized in Table8.4.

Table8.3 shows certain training results related to the proposed approach. For
training the ANN as part of the industrial health identification system, the conditions
and contents of the Table8.1 are codified using binary logic. For example, the growth
state is represented by 11, fall by 10, NC denoted by 01 and Nil 00. The parameters
have a set of codes as described while the industrial health have another group of
unique class states. The process logic is described by the block diagram shown in
Fig. 8.3.

The proposed approach is a decision support system, hence it is likely to face
multiple situationswhich itmust learn first and be ready for application.Hence, speed
and low computational complexity is critical. It is directly linked to proper selection
of the training algorithm which is of utmost importance. The values in Table table3
indicate that the GDMBP is marginally faster than GDBP. The fastest training is
carried out by GDLMBP. It achieves the MSE convergence goal within the first ten
epochs. Figure8.5 shows training time performance of the system using GDLMBP.
Similarly, Fig. 8.6 shows gradient descent, Marquardt adjustment parameter (μ), and
validation checks during training. As the GDLMBP turns out to be the fastest and
the most reliable training method, the ANN training using it is used for subsequent
testing. The ANN-based training framework shows a success rate of around 95–98%
precision. The trained ANN is tested with a set of data as shown in Tables8.5, 8.6
and 8.7. It represents average sets of data of stages showing small-, medium-, and
large-scale units tending toward sickness over a 3-year period. The data clearly show
that while working capital remains constant, profit starts to fall. It is a sign of TS. The
ANN provides accurate prediction of industrial health for all the 30 sets of training
data considered for validation of performance. At the end of atleast 15 trials, the
success rate of around 95–98% is consistently achieved. Some of the related works
have been reported in [12].
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Fig. 8.5 Training performance using GDLMBP

Fig. 8.6 Training validation and other performance curves
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Fig. 8.7 Training validation and other performance curves

Fig. 8.8 χ2 plot between actual and desired results for three different training methods



8 Identification of Stages of Industrial Sickness of Large- and Medium-Scale Units … 111

The second stage of the system is formed by an ANN framework to predict
approaching industrial health as described in Fig. 8.4.

A set of results are derived using the system to predict industrial health in the
immediate future. When the trained set of ANNs are tested (Sect. 8.3) and summa-
rized in the block diagram shown using the data samples in Table8.5, the predicted
results generated closely match the expected results. It shows an accuracy of around
95% range. A set of these values are shown in Fig. 8.7. A χ2 plot between actual
and desired results for three different training methods is shown in Fig. 8.8. The plot
also includes error bars for each training method. For GDMLBP, the error falls to
satisfactory level within the first ten epochs which reflect the efficiency of the system
in terms of computational cost and accuracy. The proposed system thus not only
identifies the industrial health of sample units considered but is also able to predict
the approaching state in the immediately following year. The effectiveness of the sys-
tem is ascertained by the accuracy it shows in identifying the sickness stages and the
industrial health likely to be achieved in the near future. The above results have been
derived using field survey data of around 315 medium- and small-scale units taking
10% random samples for training, 15% for validating, and 20% for testing. Thus,
the framework proposed is effective for medium- and small-scale units in identifying
the industrial health and the approaching state in the immediate future.

8.5 Conclusion

Here, we have proposed a soft-computational framework for identifying the present
industrial health of production units and the approaching state. The proposed frame-
work is formulated with specific focus on a few industrial units taken from a
less-developed NE Indian state like Assam. More specifically, the proposed soft-
computational framework formulates certain decision support mechanism to decide
upon industrial sickness using eight different parameters which are directly related
to the stages of sickness of such units. The mechanism primarily identifies a few
stages of industrial health using various selected inputs which are critical in effec-
tive functioning of any related decision support system. The proposed framework,
next, can be extended to include a diverse range of industrial states covering micro-
and large-scale units and modified enough to provide forecasts of more number of
immediately following years.
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Part III
HCI and Bio-inspired System Design

This section is formed by works of Mazumdar et al. and Sarma et al. In the work,
Multi-core Parallel Computing and DSP Processor for the Design of Bio-inspired
Soft Computing Framework for Speech and Image Processing Applications, the
authors have highlighted how the learning process of ANN is dependent on
hardware and data volume. Similarly, the chapter by Mazumdar et al. describes an
important design for smooth human–computer interaction (HCI) applications.



Chapter 9
Adaptive Hand Segmentation and Tracking
for Application in Continuous Hand Gesture
Recognition

Dharani Mazumdar, Madhurjya Kumar Nayak
and Anjan Kumar Talukdar

Abstract Hand gesture recognition system is an essential element used for
human–computer interaction (HCI). The use of hand gestures provides an attractive
alternative to cumbersome interface devices for HCI. Proper hand segmentation from
the background and other body parts of a video stream is the primary requirement of
the design of a hand gesture-based application. These video frames are captured from
a low-cost webcam (camera) for using in a vision-based gesture recognition system.
This work reports the design of a continuous hand gesture recognition system. The
paper also includes the description of a robust and efficient hand segmentation algo-
rithm where a newmethod for hand segmentation using different color space models
as required by morphological processing are utilized. Problems such as skin color
detection, complex background removal, and variable lighting conditions are found
to be efficiently handled by this system. Noise present in the segmented image due to
dynamic background can be removed with the help of this adaptive technique. The
proposed approach is found to be effective for a range of conditions.

Keywords Human–computer interaction (HCI) · Adaptive hand segmentation ·
Hand gesture recognition · Color space models ·Morphological processing

9.1 Introduction

Gestures are specific motions of body part/parts that represents some meaningful
message. Gesture recognition is a mechanism through which a machine can under-
stand the meaning of any gesture. Hand gesture can be subdivided into two types.
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Fig. 9.1 Hand gesture types

First global motion where the entire hand moves; whereas in the second, one only
local motion (or posture) is available where only the fingers move [1–3]. Figure9.1
shows the various types of hand gestures.

Waving goodbye is a gesture. Pressing a key on a keyboard is not a gesture because
the motion of a finger on its way to hitting a key is neither observed nor significant.
All that matters is which key was pressed.

Today’s world have many applications of gesture recognition systems such as
human–computer interaction (HCI), robotic arm control, gaming consoles and televi-
sion control mechanisms, sign language, etc. [4].With such widespread applications,
it is imperative for us to study and to make this system as user friendly as possible.
Hand segmentation is one of the most important processes in a gesture recognition
system because a properly segmented image of a region of interest (ROI), i.e., hand
can provide better performance. It means that an effectively extracted segmented part
of the image aids detection performance of a gesture recognition system.

Hand gesture recognition systems are important segments of HCI. The use of
hand gestures provides an attractive alternative to cumbersome interface devices
for HCI. Proper hand segmentation from the background and other body parts of
a video stream is the primary requirement of the design of a hand gesture-based
application. These video frames are captured from a low-cost webcam (camera)
for use in a vision-based gesture recognition system. This work reports the design
of a continuous hand gesture recognition system using a robust and efficient hand
segmentation algorithm. Here a new method for hand segmentation using different
color space models by required morphological processing is utilized. Problems such
as skin color detection, complex background removal, and variable lighting condition
are found to be efficiently handled with this system. Noise present in the segmented
image due to dynamic background can be removed with the help of this adaptive
technique. The proposed approach is found to be effective for a range of conditions.

The rest of the paper is organized as follows. Section9.2 provides a brief review of
the design aspects required for the work. Section9.3 describes the proposed model.
Section9.4 contains the experimental results. Section9.5 concludes the work.
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9.2 Design Notions and Relevant Literature

A generic hand posture recognition system can be implemented using the block
diagram as shown in Fig. 9.2.

• Image Acquisition-The image frame is taken from the input video feed and then
processed for the system to get it as a gesture.

• Image Segmentation and Tracking- Image segmentation is one of the most impor-
tant steps in this system as without proper segmentation; we cannot get a proper
gesture input to the system and hand tracking is a high resolution technique that
is employed to know the consecutive position of the hands of the user and hence
represent objects in 3D.

• Feature Extraction-After the successful tracking, there is a need to extract the
important feature points from the available data points of the track path. In pat-
tern recognition and in image processing, feature extraction is a special form of
dimensionality reduction.

• Classification-Classification plays a vital role in gesture recognition process. It is
a statistical method that takes feature set as input and gives a class labeled output,
which are the required output gestures.

Now there are various models which are followed to get the segmented output. Some
of them are as follows:

1. Color Segmentation: In this model, we first take the input image and then convert
it into HSI or YCbCr color space as color intensity in RGB has to be controlled
individually but in YCbCr color space, y controls the intensity. Then the intensity
is adjusted to match the color required (which in our case would be the color of
our hand). Next, thresholding is done on the image and is converted into a binary
image. Noise is minimized using morphological operations like erosion, dilation,
etc. Disadvantage of this system is that if the background has any object having
the same color as the hand, noise will be very high [5].

2. Background Subtraction: In this model, we first take the image of the background
and store it. Now, when we get an image frame then the image is subtracted from
the previously stored background. This gives only the moving or dynamic parts
which in our case would be the body parts. Disadvantage of this system is that
if the lighting conditions change abruptly then there is a change in pixel value

Fig. 9.2 Block diagram for
gesture recognition system
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where the light intensity is changed and additive noise contributes to the output
[6, 7].

3. Object tracking with HSV color scheme:In this model, along with color-based
segmentation, a hand tracking mechanism is used. Now through this mechanism,
we first track the hand and then segment it out using color segmentation. This
method is more advantageous over both the above mechanisms in tracking. But
this model also has a disadvantage that when the motion of the hand which is ROI
in our case moves too fast then the system fails to track it, thus add noise to the
output of this process [8].

9.2.1 Previous Work Done

Some of the related works included here.
In [9], an HMM is employed to recognize the tracked gesture for controlling

desktop applications like games, painting programs, and browsers. In [10], a scheme
for isolated word recognition in the Japanese Sign Language (JSL) is reported. The
authors apply HMMs to model the gesture data from right and left hand in a parallel
mode. The information ismerged bymultiplying the resulting output probabilities. In
[11], instead of using colored gloves, 3D object shape and motion extracted features
with computer vision methods as well as a magnetic tracker fixed with the signer’s
wrists are used. They introduce a parallel algorithm using HMMs in order to model
and recognize gestures from continuous input stream. Shape, location, and trajectory
of left hand, in addition to location and trajectory of right hand are implemented using
separate channels of HMMs. Each channel has been learned with relevant data and
combined features. Moreover, individual networks of HMMs have been constructed
for each channel and a modified Viterbi algorithmwas employed to search within the
networks in parallel. From each network, the trajectory probabilities with the same
word sequences are combined together. In [12] a proposed system where a Kalman
filter is used for hand tracking to obtain motion descriptors and hand region. This
model is fairly robust to background cluster and uses skin color for hand gesture
tracking and recognition. In HMMs, the current observations are based only on the
current state, but the current observations for theMaximum EntropyMarkovModels
(MEMMs) that is proposed byMcCallumet al. depend on the previous and the current
states [13].

9.3 Proposed Model for Hand Segmentation

Here, we describe the proposed model for hand segmentation. At first, image frame
is captured using a camera. Next, this image is fed to background subtraction block
whichminimizes the noise due to the background containing objects having the same
color as that of the hand. In this algorithm, a colored glove is worn on the palm part
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Fig. 9.3 Flow chart for proposed model

of the users hand. HSV color plane is the most suitable color plane for color-based
image segmentation. So, we have converted the color space of original image frame
of the camera, i.e., from RGB to HSV plane. Now setting the hue value ranges from
the lower threshold to upper threshold for the particular color of hand gloves, we
can easily eliminate all the other parts of the image frames. Finally, this output is
converted to binary form and certain morphological operation likes erosion, dila-
tion, etc., are carried out. It results in a noiseless segmented hand or ROI that can
be used subsequently. Then, the centroid of the segmented hand is determined and
subsequently the centroid is used for making gesture trajectories. Figure9.3 shows
flowchart of this algorithm. The related algorithm can be summarized as below:

Step 1. The input is first dynamically stored in an array. Then the frame is compared
with the current frame. It gives us the moving parts only as output.
Step 2. This image is then converted to HSV color scheme.
Step 3. Hue value is then set properly for the color of the hand glove or the cap of
the finger. If the range of hue value is sets properly go to next step, else repeat the
process.
Step 4. HSV plane is converted to binary plane with proper thresholding.
Step 5. Certain morphological operations on the binary plane gives a proper seg-
mented result.
Step 6. Compare the segmented result with references. If result is satisfactory, then
calculate the PSNR value; otherwise return back to step 1.
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The input will then contain the hand and some noise due to dynamic lighting
conditions, if any, in the image. This thresholding uses an adaptive local filtering
mechanism to minimize this noise by working on the image pixel by pixel.

9.4 Results and Discussions

A few samples are recorded by a webcam and indoor–outdoor sets are created for
use with this algorithms. In this paper, we have included the segmented output result
found from bare hand and gloved hand. The samples consider illumination and back-
ground variation.

The results obtained from the experiments are shown in Fig. 9.4. Figure9.4a shows
the input frame to the system. Figure9.4b, c shows the outputs of color segmenta-
tion method and background subtraction method, respectively. Figure9.4d shows
the output from the proposed system. We can clearly see that noise is much less
in the output of the proposed model. Here, we have considered dynamic lighting
conditions. Again, Fig. 9.5 shows some output obtained during testing. To determine
the robustness of the system, various environments are considered with and without
glove. Figure9.4a, b shows the input and output of the system respectively in with-
out glove and Fig. 9.5c, d shows the input and output of the proposed model when,
i.e., with glove. Table9.1 shows the comparative output obtained from the proposed
model. All the systems are tested under various conditions and the outputs are given
in a qualitative manner.

Computational performance is summarized in Table9.2. It also shows the com-
parative noise reduction performance of the proposed model.

Fig. 9.4 Segmented output
from proposed model. a
Original image. b Color
segmented output. c Output
from backqround
subtraction. d Output from
proposed model

(a) (b)

(c) (d)
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Fig. 9.5 Comparison of
segmented output. a Result
at normal condition (naked
hand). b Result at normal
condition (gloved hand).
c Result at complex
background

(a)

(b)

(c)

Table 9.1 Comparison among outputs obtained from different approaches

Models Normal Complex
background

Dynamic lighting Tracking fast
hand movements

Color based Working Working Working Working

Background
subtraction

Working Working Sensitive Sensitive

Object tracking
based

Working Working Robust Sensitive

Proposed model Working Robust More robust than
earlier

Robust
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Table 9.2 Comparative noise reduction performance of the proposed model

Models Normal (PSNR) Low light
(PSNR)

Complex
background
(PSNR)

Dynamic lighting
(PSNR)

Input (PSNR) 27.6362 27.6362 27.4347 27.6362

Color based 28.7693 30.2892 28.2881 28.0433

Background
subtraction

27.9975 29.8822 30.2125 27.8314

Proposed model 31.0983 32.2328 31.4188 32.0660

Table 9.3 Comparison of computational complexity

Models Normal
(Delay in %)

Complex
background
(Delay in %)

Dynamic lighting
(Delay in %)

Tracking fast
hand movements
(Delay in %)

Color based 2 10 10 8

Background
subtraction

3 0 8 10

Object tracking
based

4 12 8 8

Proposed model 8 8 8 8

Table 9.4 Statistical efficiency of our proposed model at different conditions

Condition Test sample Proper output Efficiency (%)

Normal 10 10 100

Complex background 10 8 80

Dynamic lighting 10 9 90

Tracking fast hand
movements

10 8 80

Complexity is one of the critical aspects of all systems or algorithms. It is the
measure of how much work is required to solve different problems. Here, we have
observed the required processing time for the proposed algorithm under different
condition. We represent it as a function of delay as shown in Table9.3. Excepting
the condition for complex background, our proposed model shows no delay, i.e., it
can work as a real-time process. In case of other techniques, for some conditions,
they show some delay. Table9.4 shows the efficiency of our proposed model under
various conditions. We have tested the segmented result atleast 10–15 times for each
condition. Among the given four conditions, complex background and tracking fast
hand movement are the most crucial ones. With glove-based technique, we get the
advantage that the gesture is not bound to wear full-sleeved clothes as the hue setting
is adjusted for the color of the glove only. Earlier models such as color segmentation
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had problemswhen the background contained certain objects which had color almost
similar to ROI. Also background subtraction failed to give suitable output when
dynamic lighting conditions are taken into consideration. Also sometimes, the input
gesture maybe fast. This makes detection through object-based tracking process
different, because the patterns contain large amount of noise. The proposed algorithm
can deal with these problems efficiently.

9.5 Conclusion

Here, we proposed an adaptive algorithm for hand segmentation and tracking of
continuous hand posture recognition. We have tested the system under illumination
and background variations. The results establish the effectiveness of the system. But
like other known system of similar type, dynamic background puts restriction on the
system performance. Subsequent work shall focus on this aspect.
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Chapter 10
Multicore Parallel Computing and DSP
Processor for the Design of Bio-inspired Soft
Computing Framework for Speech
and Image Processing Applications

Dipjyoti Sarma and Kandarpa Kumar Sarma

Abstract Real-time applications like speech processing and image processing are
known to have hardware dependencies. Again artificial neural network (ANN)-based
recognition systems show dependance on data and hardware for achieving better
performance. Therefore, there always exist the possibility of exploring means and
methods to evaluate performance difference achieved by ANNs for speech- and
image processing applications when hardware framework is varied and at times
enhanced and expanded. Formation of certain parallel processing architectures based
on multicore layouts are described here. With such frameworks, certain ANN-based
processing of speech and image inputs are carried out. The results derived show that
the capability of the ANN improves with large sizes of data and expanded hardware
layouts. Similar approach is also followed using digital signal processor (DSP).
The experimental study shows that compared to conventional CPUs, DSP processor
architectures like TMS320C6713 provide greater processing speed and throughput.

Keywords Artificial neural network (ANN) · Digital signal processor · Parallel
processing architectures · Speech · Image

10.1 Introduction

Application of digital signal processing and certain bio-inspired soft-computing tools
such as artificial neural network (ANN) on speech and image signals demands high
computing requirements. Computation of ANN resembles brain. As in brain, the
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ANNalso employsmany computational elements thatworks concurrently, andfinally
achieves a distributed and parallel processing structure. ANN that performs speech
recognition and synthesis, or pattern classification consist of large number of neurons
and inputs. Every neuron computes a weighted sum of its inputs and applies a nonlin-
ear function to its result [1]. The ANN recognizes patterns based on information and
weights during training. However, the use of ANN classifier remains constrained due
to the availability of powerful hardware to provide sufficient speed during training.
The basic operation performed by a neuron during classification can be written as

Y = f

(∑

i

xi ∗ wi + b

)

(10.1)

where xi is the input, wi is the connectionist weight, b is the bias, and f (.) is the
activation function.

Thus for each classification, the networkmust perform onemultiplication and one
addition for every connectionwhich translates to a fewbillionmultiply addoperations
per second. Only parallel implementations, in which several connections are evalu-
ated concurrently, achieve such computational power [2]. General-purpose personal
computers (GPPC) and workstations are the most popular computing platforms used
by researchers to simulate ANN algorithms. They provide a convenient and flexible
programming environment and technology advances have been rapidly increasing
their performance and reducing their cost [3]. But ANN simulations for image and
speech signals can still overwhelm the capabilities of even the most powerful GPPC.

There is always a need for computational (or robotic) systems to process infor-
mation in real time and achieve their goals in a way that is efficient, self-optimizing,
adaptive, and robust in the face of changing inputs. An ANN-based bio-inspired
speech and image recognition system works in real time in a dynamic manner to
recognize human beings using distinctive image and speech inputs. During the last
few decades, several works have been reported on speech and image processing
where ANN have been extensively used. The use of ANN leads to lower processing
speed performance and remains constrained due to the availability of powerful hard-
ware to provide sufficient speed during training. So some fast processing techniques
for application of ANN and other related works for speech and image recognition
are yet to be revealed deeper. In the paper [2], parallel processing of speech analysis
techniques using networked computers is considered by the authors. The authors in
survey paper [1], give a survey and suggest a method of implementations of ANN,
utilizing the most recent and accessible parallel computer hardware and software.
However, the features like speed, cost-effectiveness, reprogram ability, energy effi-
ciency, etc., have made the DSP processors more suitable and advantageous for
application in bio-inspired soft-computing tool design.

The implementation ofANN requires large processing time in training phase. This
creates barrier in real-time implementation of such applications. The huge amount
of data required for image processing and computer vision applications present a
significant problem for conventional microprocessors. Similarly, speech processing
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also shows data and hardware dependence. Both speech and image signals require
large storage capacity and processing for real-time applications and implementa-
tions. This dependence on storage and processing capability is more obvious in
recognition systems based on learning. In the recognition phase, the implementa-
tion of ANN requires large training time when data size is bigger. The researchers
have reported that learning of ANN improves with large data size but for generation
of greater processing speed hardware becomes critical. Faster learning of ANN is
dependent on the number of nodes used. A detailed literature survey shows that, for
faster processing of ANN-based speech and image application certain specialized
hardware like DSP processor or parallel computing environment-based framework
can be designed. In this chapter, we certain experimental study on performance of
frameworks using parallel computing environment and DSP processor that leads
to the design of a bio-inspired system. We have examined whether the proposed
approaches show improvement compared to a conventional framework in terms of
computational capability and recognition rate. We specially focus on the imple-
mentation of certain ANN-based applications involving image and speech inputs.
The proposed architectures show distinct advantage in terms of processing power
and cognitive capability as compared to conventional approach of implementing
a soft-computational framework like ANN for image and speech applications. In
terms of computational capability, the approach using DSP processor shows around
8% improvement compared to a four-core parallel computing framework. Similarly,
improvements in recognition rate are around 4% with applications involving speech
and image samples. The rest of the chapter is organized as below.

Section10.2 provides a brief theoretical background. Section10.3 includes the
results and discussion. The process flow of the work is also described here. The work
is concluded in Sect. 10.4.

10.2 Theoretical Consideration

Here, we briefly describe about the basic theoretical notions related to the work.
Section10.2.1 discusses about ANN. In Sect. 10.2.2, a brief description of parallel
processing is given. A brief description of DSP processor and their advantages is
provided in Sect. 10.2.3

10.2.1 ANN

An ANN is a mathematical tool or computational model based on the analogy of
biological nervous systems [4] consisting of interconnected group of artificial neu-
rons and information processing using a connectionist approach. An ANN may be
single or multilayered. The knowledge gained during the training phase is stored in
the interconnecting neurons and used subsequently.
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10.2.2 Parallel Processing

Manycontemporary applications are driven by imagery [5] and speech inputs.A rapid
increase in image sizes and processing requirements necessitates parallel process-
ing. Parallel computing, uses multiple processing elements simultaneously to solve
a problem. This is accomplished by breaking the problem into independent parts so
that each processing element can execute its part of the algorithm simultaneously
with the others. The processing elements can be diverse and include resources such
as a single computer withmultiple processors, several networked computers, special-
ized hardware, or any combinations of the above. Many mathematical computation
applications involve multiple segments of code, some of which are repetitive. Often
there is use of for-loops to solve these cases. The ability to execute code in parallel,
on one computer or on a cluster of computers, can significantly improve performance
for many such cases [6]. For example, a loop of 100 iterations could run on a cluster
of 20workers; so that simultaneously, eachworkers execute only five iterations of the
loop. Herewemay not get quite 20 times improvement in speed because of communi-
cations overhead and network traffic, However the speedup is significant. Parallelism
are of different types, such as bit-level parallelism, instruction-level parallelism, data
parallelism, task parallelism, etc. The work described here mainly focuses on data
parallelism. Data parallelism is parallelism inherent in program loops, which focuses
on distributing the data across different computing nodes to be processed in parallel
(Fig. 10.1).

10.2.3 DSP Processor

Speech and image data requires a lot of convolutions, shift-add-accumulate opera-
tions for which DSP processors are suitable. DSP processors have certain advantages
and have received attention in a vast range of areas of application covering communi-
cation, control, high-speed numeric processing, etc. The DSP processors have gained
increased popularity because of the various advantages like reprogram ability in the
field, cost-effectiveness, speed, energy efficiency, etc. [7].

Fig. 10.1 Basic parallel
processing architecture
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The DSP processors are designed and optimized for implementation of various
DSP algorithms. Most of these processors share various common features so as to
support the high performance, repetitive, numeric intensive tasks, and lowering the
computational complexity. Some of the key advantages are:

1. CPU Architecture: The C67x CPU is divided into two parallel parts, Data path
A and Data path B. With this architecture, it is possible to process both left
and right channels of an audio signal at the same time. The CPU is constructed
using Harvard architecture where there are separate storage and signal pathways
for instructions and data. Due to this, DSP able to fetch an instruction while
simultaneously fetching operands and/or storing the result of previous instruction
to memory. Some DSPs (for example TMS320C6XX) also include a small bank
of RAM near the processor core, termed as L1 memory, which is used as an
instruction cache. When a small group of instructions are executed repeatedly,
the cache is loaded with these instructions thus making the bus available for data
fetches, instead of instruction fetches.

2. MACs andMultiple Execution Units: This is the most commonly known segment
of a DSP processor. It has the ability to perform one or more multiply and accu-
mulate operation (also called as MAC) in a single instruction cycle. The MAC
operation becomes useful as the DSP applications typically have very high com-
putational requirements in comparison to other types of computing tasks, since
they often execute DSP algorithms (such as FIR filtering) in real time on signals
sampled at 10–100kHz or higher.

3. Efficient Memory Access: DSP processors are also able to complete several
accesses to memory in a single instruction cycle. The processor is able to fetch
an instruction, while simultaneously fetching operands and/or storing the result
of previous instruction to memory.

4. Circular Buffering: Circular buffers are used to store the most recent values of a
continually updated signal. Circular buffering allows processors to access a block
of data sequentially and then automatically wrap around to the beginning address
exactly the pattern used to access coefficients in FIR filter.

5. Dedicated Address Generation Unit: The dedicated address generation units also
help speedup the performance of the arithmetic processing on DSP. DSP proces-
sor addresses generation units typically and supports a selection of addressing
modes tailored toDSP applications. Themost commonof these is register-indirect
addressing with post-increment, which is used during the repetitive computation
on data stored sequentially in memory. Some processors also support bit-reversed
addressing, which increase the speed of fast Fourier transform (FFT) algorithms.

6. Specialized Instruction Sets: These sort of instruction sets of the digital signal
processorsmaximize the utilization of theDSPs’ resources ensuring themaximum
efficiency and minimizing the storage space ensures the cost effectiveness of the
overall system. Someof the latest processors nowuseVLIW(very long instruction
word) architectures,wheremultiple instructions are issued and executed per cycle.
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10.2.3.1 TMS320C6713 DSK

DSP processors such as the TMS320C6x (C6x) family of processors are fast special-
purpose microprocessors with a specialized type of architecture and an instruction
set appropriate for signal processing. The C6x notation is used to designate amember
of Texas Instruments (TI) TMS320C6000 family of digital signal processors. The
architecture of the C6x digital signal processor considered suitable for digital signal
processing. Based on a VLIW architecture, the C6x is considered to be one of the
TIs most powerful processor [8]. The TMS320C6713 DSK which has been used
during the experimental work contains the TMS320C6713 digital signal processor.
TMS320C6713 is a high performance floating-point DSP, its working frequency is
up to 225MHz, the single instruction execution cycle is only 5ns, with a strong
fixed-point; floating-point computing power generates a computational speed of up
to 1.3 GFLOPS. TMS320C6713 processor consists of three main components: CPU
core, memory, and peripherals. The CPU contains eight functional units, that can
operate in parallel, two sets of registers, and address are 32b wide. On-chip program
memory bus has a width of 256b. Peripherals include the expansion of the direct
memory access (EDMA), low-power, external memory interface (EMIF), serial port,
McBSP Interface, IIC interfaces, and timers. TheC6713DSK is a low-cost standalone
development platform that enables users to evaluate and develop applications for the
TI C67xx DSP family. Figure10.2 shows the functional block diagram of the DSK. It
also serves as a hardware reference design for the TMS320C6713 DSP. Schematics,
logic equations, and application notes are available to ease hardware development
and reduce time to market.

The DSK comes with a full compliment of on-board devices that suit a wide
variety of application environments. Key features include [9]:

1. A Texas Instruments TMS320C6713 DSP operating at 225MHz
2. An AIC23 stereo codec
3. 16MB of synchronous DRAM
4. 512kB of nonvolatile Flash memory (256kB usable in default configuration)
5. Four user accessible LEDs and DIP switches

Fig. 10.2 Functional block
diagram of TMS320C6713
DSK
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6. Software board configuration through registers implemented in CPLD
7. Configurable boot options
8. Standard expansion connectors for daughter card use
9. JTAG emulation through on-board JTAG emulator with USB host
10. Interface or external emulator
11. Single voltage power supply (+5V).

10.3 Result and Discussion

The ANN implementation to speech and image data is carried out using back propa-
gation feedforward ANN algorithm. The samples, generated from different sources
contain speech extracts and face captures. Some of the samples are mixed with noise.
The sample sets thus generated consist of a sizeable number of data for use with
the proposed system. Of these, about 25% are categorized as training set, another
25% for validation, and the rest taken for testing of the recognizer. Set of speech
samples are recorded with variable sampling rates between 8 and 16kbps. The soft
computational framework is designed using the parallel computing environment by
varying the numbers of CPU cores and DSP Processor. The performance comparison
is then carried out. The work is carried out as per the process flow diagram, shown
in Fig. 10.3. The ANN is made as per the configuration as shown in Table10.1. For
various number of hidden neurons, the number of epochs and processing time with
TMS320c6713 and Intel Dual Core are shown in Tables10.2 and 10.3 using patterns
as speech data and image data, respectively.

Figure10.4 shows the plot of MSE versus number of Epochs. It clearly dictates
that TMS320C6713 process the ANN faster than the INTEL dual Core processor.
As shown in Tables10.2 and 10.3, for both the speech and image data, the number of
epochs and hence the processing time required to meet the MSE of 1× 10−3 is less
for TMS320C6713, compared to the INTEL Dual Core and 4 core processor. For a
number of hidden layer, neurons equal to (2× input layer) neurons the processing
speed performance is found to be better compared to other cases of hidden layer

Fig. 10.3 Process flow
diagram of the experimental
setup
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Table 10.1 Configuration of artificial neural network

Parameter Value

No. of input neuron 50

No. of hidden neuron Varied between 0.5 times and 2.5 times of the
no of input neurons

No. of output neuron 4

No. of patterns 4

Transfer functions Log sigmoid, tan sigmoid, log sigmoid

Learning rate 0.5

Table 10.2 Comparison of epochs and processing time for various number of hidden neurons with
TMS320c6713 and Intel Dual Core using speech data pattern

No. of hidden
layer neurons

Number of epochs required Total time required (in s)

TMS320C6713 INTEL
Dual
Core

INTEL
4Core

TMS320C6713 INTEL
Dual
Core

INTEL
4Core

25 492 612 547 3.67 4.07 3.84

50 417 506 478 2.88 3.71 3.25

75 276 390 339 1.73 2.66 2.23

100 205 314 262 1.34 2.10 1.72

125 360 522 449 2.27 3.43 3.03

Table 10.3 Comparison of epochs and processing time for various number of hidden neurons with
TMS320c6713 and Intel Dual Core using image data pattern

No. of hidden
layer neurons

Number of epochs required Total time required (in s)

TMS320C6713 INTEL
Dual
Core

INTEL
4Core

TMS320C6713 INTEL
Dual
Core

INTEL
4Core

25 549 719 667 3.45 3.91 3.63

50 361 594 510 2.19 3.28 2.82

75 185 403 326 1.30 2.82 2.57

100 148 336 261 1.05 2.41 2.14

125 395 458 402 2.74 3.67 3.06

neurons. In this case, compared to INTEL 4 Core processor, the TMS320C6713
processor provides improvement in processing speed efficiency of around 34 and
49% for speech and image data, respectively. However, if we compare the processing
time between the number of hidden layer neurons equal to (1.5× input layer) neurons
and (2.5× input layer) neurons with reference to (2× input layer) neurons, we see
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Fig. 10.4 Plot of MSE versus number of epochs for TMS320c6713 and Intel Dual Core

that the processing time for (2.5× input layer) neurons is much higher than (1.5×
input layer) neurons. So this can be concluded here that for number of hidden layer
neurons between (1.5× input layer) neurons to around (2× input layer) neurons, the
soft-computational framework will have faster processing. Experimental results also
shows that multicore CPU arrangement and the DSP processor-based framework
helps ANN to learn applied patterns better.

10.4 Conclusion

Both speech and image signals require large storage capacity and processing for real-
time applications and implementations. This dependence on storage and processing
capability is more obvious in recognition systems based on learning. Among various
classifiers, ANN is one of the prominent tools used for recognition of speech and
image data. The ANN uses past knowledge for decision making using speech and
image samples. DSP processor’s high throughput characteristic and capability of
executing million instructions per second provides better computational result as the
ANN by design wise provides a parallel architecture. Similar characteristic is also
shown by parallel processing environment. In this work, we investigated the perfor-
mance of certain DSP processors and multicore parallel processing layouts for the
design of a bio-inspired soft-computational framework. We demonstrated here the
performance differences of ANN-based systems using speech and image inputs on
multicore parallel processing layouts, DSP processor, and Intel duel core processor.
We described the implementation of a parallel architecture with various numbers
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of processor cores for speech as well as image processing and compared their per-
formances. The role played by parallel computing environment in increasing the
processing performance of real-time applications involving speech processing and
face recognition are also investigated in the work. Experimental results derived show
that with multiple cores, parallel processing architectures aid the learning of ANN.
It provides certain insights into bio-inspired system design and shows that multi-
core CPU arrangement helps ANN to learn applied patterns better. We then used the
DSP processors to design a bio-inspired soft-computational framework with which
processing of speech and image inputs is carried out. The results derived show that
the capability of theANN improveswith the derivedDSP processor framework. Thus
the formulated DSP-based framework for designing a bio-inspired soft-computation
tool not only improves computational capability in terms of less number of process-
ing cycles, but also enhances the recognition accuracy in both speech and image
samples compared to parallel computing environment. This is obviously due to the
support obtained from a specialized hardware like the DSP processor. It is thus
obvious that the use of specialized hardware framework improves performance of
soft-computational tools and facilitate design of bio-inspired system.
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Part IV
Soft Computing and Hybrid

System Based Speech Processing
Applications

Three works constitute the section. These are by Talukdar et al., Goswami et al.,
and Misra et al. In the work by Talukdar et al. the authors present a comparative
analysis of neuro-fuzzy approaches for clustering of speech data. The authors
highlight the importance of clustering techniques as part of phoneme-based speech
recognition. In the next chapter by Goswami et al., a speech signal reconstruction
method using empirical mode decomposition (EMD) is described. It shows the use
of EMD as an effective means of signal reconstruction as part of speech synthesis
systems. The work of Misra et al. shows how vowel recognition of Assamese
speech can be done using ANN and GMM approaches.



Chapter 11
Comparative Analysis of Neuro-Fuzzy
Based Approaches for Speech Data
Clustering

Pallabi Talukdar, Mousmita Sarma and Kandarpa Kumar Sarma

Abstract In this paper,wepresent a comparisonbetween a fewclustering algorithms
including K -means clustering (KMC), Artificial Neural Network (ANN)-based Self-
Organization Map (SOM), and Fuzzy C-means (FCM) clustering for the determina-
tion of number of phonemes present in a spoken Assamese word. Here, a block is
designed to determine the number of phonemes present in a particular speech dataset.
The phoneme count determination technique takes some initial decision about the
possible number of phonemes present in a particular word. Comparing the success
rate of correct decision from the proposed clustering techniques it is observed that
the SOM-based technique provides more correct decisions compared to KMC-based
technique and FCM-based approach provides even better decisions than the SOM-
based technique. The results show that FCM generates better performance for all the
cases considered.

Keywords Self-Organization Map (SOM) · Fuzzy C-means (FCM) · K -means
Clustering (KMC) · Phonemes · Clustering

11.1 Introduction

Clustering is grouping of similar objects. The resulting groups are called clusters.
Clustering algorithms group data points according to various criteria. Unlike most
classification methods, clustering handles data that has no labels. The concept
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mostly utilizes geometric principles, where the samples are interpreted as points in a
d-dimensional Euclidian space, and clustering is made according to the distances
between points [1]. Usually, points which are close to each other are assigned to
the same cluster. The main concern in the clustering process is to reveal the organi-
zation of patterns into sensible groups, which allow us to discover similarities and
differences, as well as to derive useful inferences about them. Clustering makes it
possible to look at properties of whole clusters instead of individual objects, i.e.,
a simplification that might be useful when handling large amount of data. It has
the potential to identify unknown classification schemes that highlight relations and
differences between objects [2]. The most fundamental clustering technique is the
KMC. Its objective is to minimize the average squared Euclidean distance of docu-
ments from their cluster centers which are statistical means or centroids. Clustering
has been used for a range of applications including classifier design. Artificial Neural
Networks (ANNs) are useful techniques for clustering where there are two primary
stages. In the first, the learning rule is used to train the network for a specific dataset.
In the second stage, the observations are classified, which is called a recall or testing
stage [3].

The K -means algorithm is a simple iterative clustering algorithm that partitions
a given dataset into a user-specified number of clusters, K . The algorithm is sim-
ple to implement and run, relatively fast, easy to adapt, and common in practice.
Self-Organization Map (SOM) is one of the most popular ANN models for unsu-
pervised learning [4–6]. The name SOM signifies a class of ANN algorithms in the
competitive learning category. SOM has been successfully applied in clustering and
visualization of high-dimensional data [7, 8]. However, application of the standard
SOM algorithm relies on the validity of the squared Euclidean distance between the
map units and data as an error function [9, 10]. Another cluster technique called the
Fuzzy C-means (FCM) uses the advantages of fuzzy system. FCM clustering is an
unsupervised technique that has been successfully applied to feature analysis, clus-
tering, and classifier designs in fields such as astronomy, geology, medical imaging,
and pattern recognition [11, 12].

In this work, the phoneme cluster determination technique with special stress to
Assamese language is designed using the above-mentioned three different clustering
approaches. The clustering methods namely KMC, SOM, and FCM are used along
with a Recurrent Neural Network (RNN) block for decision-making. The KMC-
based technique provides around 85% correct decision with respect to the number
of phonemes. The SOM clustering-based phoneme count determination technique
provides superior performance in terms of percentage of correct decision than the
KMC.However, the results shown by the FCM is the best among the three considered
and is consistent for all the cases considered. Assamese consonant-vowel-consonant
(CVC) words are recorded for this work in a noise-free environment from five male
and five female speakers of varying age speaking a number of CVC combinations.
These are used for training, validation, and testing of the proposed method. Though
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clustering has been used for a range of applications, no work has been reported to the
best of our knowledge, which considers KCM, SOM, and FCM-based clustering for
phoneme extractions in spoken words and that too in a Devanagari-based language
like Assamese.

The description included here is organized as below. Section11.2 provides briefly
the proposed model for determination of phonemes which consists of follow-
ing parts—KMC-based clustering algorithm, SOM-based clustering algorithm, and
FCM-based clustering algorithm. The results and the related discussions are included
in Sect. 11.3. Section11.4 concludes the description.

11.2 Proposed Model for Determination of Phoneme Cluster

The proposed phoneme cluster determination model can be described by the block
diagram of Fig. 11.1. This model can be categorized into three parts as follows:

• KMC-based clustering algorithm,
• SOM-based clustering algorithm, and
• FCM-based clustering algorithm

The phoneme cluster determination block determines the number of phonemes
present in a particular word. Comparing the success rate of correct decision from the

Fig. 11.1 Phoneme cluster determination block
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above-mentioned algorithms, it is observed that the SOM-based algorithm can pro-
vide more correct decisions compared to KMC-based algorithm and FCM-based
algorithm provides more correct decisions than the SOM-based algorithm. The
results are shown in Sect. 11.3.

11.2.1 Phoneme Cluster Determination

The phoneme cluster determination technique takes some initial decision about the
possible number of phonemes present in a particular word. The phoneme cluster
determination block determines the number of phonemes present in a particular
word. From the incoming words having different phonemes, initially the LPC feature
is extracted and prepared for clustering and presented to the RNN for classification
[13]. The RNN is trained to learn number of clusters in the data.

11.2.1.1 KMC-Based Phoneme Cluster Determination Block

K -means clustering is an elementary but popular approximate method that can be
used to simplify and accelerate convergence [14]. Clustering is the process of parti-
tioning or grouping a given set of patterns into disjoint clusters. This is done such that
patterns in the same cluster are alike and patterns belonging to two different clusters
are different [15, 16]. Clustering has been a widely studied problem in a variety of
application domains including ANNs. The K -means algorithm is a simple iterative
clustering algorithm that partitions a given dataset into a user-specified number of
clusters, K . The number of clusters K is assumed to be fixed in K -means cluster-
ing. The method involves clustering N-phoneme words into N-clusters using KMC.
Here, N is the value of K in the KMC. The word clustering technique proposed here
can be visualized in Fig. 11.2. The KMC algorithm steps can be stated as follows
(Table11.1).

11.2.1.2 SOM-Based Phoneme Cluster Determination Block

The same phoneme cluster determination block is later redesigned using the SOM.
Here, the KMC blocks are replaced by SOM competitive layers. The basic idea of
a SOM is to map the data patterns onto a n-dimensional grid of neurons or units.
That grid forms the output space, as opposed to the input space where the data pat-
terns are applied. This mapping preserves topological relations, i.e., patterns that are
close in the input space will be mapped to units that are close in the output space,
and vice versa [15]. The SOM training algorithm resembles K -means algorithm in
the sense that it partitions the input data space into a number of clusters of wining
neuron and its neighbors with similar weight vectors. Therefore, SOM can be used
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Fig. 11.2 Word clustering technique using KMC

Table 11.1 KMC algorithm

for clustering data without knowing the class memberships of the input. The SOM
algorithm is based on unsupervised, competitive learning, where clusters are formed
depending upon a self-organization process of the constituent neurons which groups
data depending upon a similarity measure. The similarity measure is decided upon
by a Euclidian distance between the random connectionist values and the input and
finally optimized by a Gaussian spread [17]. The SOM-based phoneme count deter-
mination technique can be summarized from the Fig. 11.3. The SOM algorithm steps
can be stated as Table 11.2.
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Table 11.2 SOM algorithm

11.2.1.3 FCM-Based Phoneme Cluster Determination Block

FCM adopts the advantages of fuzzy systems to provide better clustering. FCM
clustering is dependent of the measure of distance between samples. In most situa-
tions, FCM uses the common Euclidean distance which supposes that each feature
has equal importance in FCM [14]. FCM is a data clustering technique wherein each
data point belongs to a cluster to some degree that is specified by amembership grade.
It provides a method that shows how to group data points that populate some multi-
dimensional space into a specific number of different clusters [17]. The FCM-based
phoneme cluster determination technique can be summarized from the Fig. 11.4.
The FCM algorithm steps can be stated as follows Table 11.3:

Table 11.3 FCM algorithm
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Fig. 11.3 Word clustering technique using SOM

Fig. 11.4 Word clustering technique using FCM

11.2.1.4 Role of RNN in Decision-Making of the Proposed Technique

RNN is a special structure of supervised ANN known for temporal data processing
and is suited for capturing the time-varying nature of speech signals. Therefore, it
has been chosen for taking decision about the number of clusters in an Assamese
CVC speech data. An RNN is trained with a composite speech signal set enable the
learning fromwhich cluster count is extracted and subsequent classification decision
provided. The sample clustered dataset is obtained fromKMC, SOM or FCM, where
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3-phoneme words have 3 clusters, 4-phoneme words have 4 clusters, and 5-phoneme
words have 5 clusters. Accordingly, theRNNclassifies the data into 3, 4, and 5-cluster
groups. Suppose, they are stored as DK3, DK4, and DK5 respectively. Here, we have
considered only certain variations like 3-, 4-, and 5- phonemes. Now, anyN-phoneme
word obtained from the discrete speech signal is first clustered with K = 3, 4, 5.
Next, at first DK3 is presented to the trained RNN to classify into any of the three
classes. If RNN fails to classify, then DK4 and DK5 are presented consequently.
If any of DK3, DK4, and DK5 do not come under any of the classes defined by
RNN, then that word is discarded. The same decision-making method is used in
case of clustered dataset obtained from KMC-, SOM-, and FCM-based clustering
techniques. Comparing the success rate of correct decision from the above-mentioned
techniques, it is seen that the SOM-based technique provides more correct decisions
(around 7 % improvement) than the KMC-based technique. However, FCM-based
technique shows more correct decisions (around 3 % improvement) than the SOM-
based technique. The results of the three different techniques are described further
in Sect. 11.3.1

11.3 Experimental Result and Discussion

The experimental speech samples are CVC-type Assamese words recorded from
five female speakers and five male speakers of varying ages. The recorded speech
samples has the following specification:

• Duration = 2s,
• Sampling rate = 8000 samples/s,
• Bit resolution = 16 bits/sample.

Selection of proper set of sample words as a representative of all the N-phoneme
words, where (N = 2, 3 or 4) is an important factor for better success rate of
the proposed technique. The RNN should be trained with enough data, so that it
can learn the difference between 3-phoneme, 4-phoneme, and 5-phoneme words.
The work described in this paper, experimented the proposed technique only for
3-phoneme, 4-phoneme, and 5-phoneme words. Accordingly, a word list is prepared
for clustering purpose. Such a sample word list is shown in Table11.4. Around 150
words are recorded for each of the male and female speakers. Of this, 30% of the
words are used for training, 40% are used for validating, and 30% are used for
testing the clustering technique. The dataset is further increased by adding Gaussian
noise between−3 and+3 dB. Also, two samples of speech word having 3-phoneme,
4-phoneme, and 5-phoneme from each class of prepared speech dataset are shown
in Fig. 11.5. The following sections provide the result obtained by the proposed
phoneme cluster determination block.
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Table 11.4 Word list prepared for clustering technique

Sl. no. Word Correct decision False decision

1 /kam/ /akal/ /kakai/

2 /kar/ /ekal/ /kakal/

3 /dam/ /asal/ /kasam/

4 /kath/ /aghat/ /kadam/

5 /kat/ /usar/ /kapal/

6 /xar/ /asin/ /kapah/

7 /sar/ /azay/ /kamal/

8 /dhar/ /azat/ /kamar/

9 /nar/ /atal/ /katar/

10 /kan/ /katha/ /kasam/

11 /mok/ /dora/ /betal/

12 /mor/ /beli/ /bixal/

13 /mot/ /mora/ /muk/

14 /mon/ /mona/ /xapon/

15 /bel/ /mula/ /xiphal/

16 /xir/ /besi/ /natun/

17 /xik/ /bora/ /labar/

18 /xis/ /dili/ /lagar/

19 /bes/ /lora/ /nagar/

20 /bed/ /nila/ /nazar/

Fig. 11.5 Speech samples of
3-phoneme, 4-phoneme, and
5-phoneme
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11.3.1 Comparative Performance of KMC, SOM, and FCM
Clustering Methods

From the incoming words having different phonemes, initially the LPC feature is
extracted and clustered with KMC algorithm for K -value 3. The clustered data is
then presented to the RNN for classification. The RNN is trained to learn number of
clusters in the data. If RNN fails to classify the data into any of the defined class,
then the word is clustered with KMC algorithm for K -value 4 and the process is
repeated. If the RNN again fails to classify the data then the word is clustered with
K -value 5 and the same process is repeated again. In this way, the proposed logic
is used to determine the possible number of phonemes in the word for 3-, 4- and
5-phoneme words. If the RNN fails to take any decision, then that particular word
is discarded. Selection of proper set of sample words as a representative of all the
N-phoneme words, where (N=2, 3 or 4) is an important factor for better success rate
of the proposed technique. TheRNNshould be trainedwith enough data, so that it can
learn the difference between 3-, 4-, and 5-phoneme words. Here, we have considered
words having all the Assamese vowel variations. Words with all the possible vowel
and consonant combination of Assamese vocabulary, if are used for the purpose,
shall provide better results. The samples classified, as mentioned above, are used
for testing the KMC technique. From the experimental results, it is seen that the
KMC-based method can give around 85 % success rate, while determining number
of phonemes in a word using KMC-aided apriori knowledge for noise-free signals
and it is shown in Table11.5. Next, the cluster block using KMC is replaced by SOM.
The SOM-based phoneme cluster determination block is designed as explained in
Sect. 11.2.1.2. The success rate phoneme cluster determination using SOM is shown
in Tables11.6 and 11.7 for noise-free and noisy signal respectively. As described
already, a noisy signal set is created by adding−3 dB to+3dB Gaussian noise with
the noise free signals. It can be seen that the noise-free signal set shows around 7 %

Table 11.5 Phoneme cluster determination success rate for noise-free signals using KMC

Sl. no. Word Correct decision (%) False decision (%)

1 3-Phoneme 85 6

2 4-Phoneme 88 8

3 5-Phoneme 81 8

Table 11.6 Phoneme cluster determination success rate for noise-free signals using SOM

Sl. no. Word Correct decision (%) False decision (%)

1 3-Phoneme 92 6

2 4-Phoneme 89 8

3 5-Phoneme 90 8
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Table 11.7 Phoneme cluster determination success rate for noisy signals using SOM

Sl. no. Word Correct decision (%) False decision (%)

1 3-Phoneme 84 10

2 4-Phoneme 86.2 8.5

3 5-Phoneme 87 6.2

Table 11.8 Phoneme cluster determination success rate for noise-free signals using FCM

Sl. no. Word Correct decision (%) False decision (%)

1 3-Phoneme 95 5

2 4-Phoneme 90 10

3 5-Phoneme 93 7

Table 11.9 Phoneme cluster determination success rate for noisy signals using FCM

Sl. no. Word Correct decision (%) False decision (%)

1 3-Phoneme 88 8.5

2 4-Phoneme 82.6 10

3 5-Phoneme 80 8.3

Table 11.10 Success rate in % with three different clustering approaches

Phoneme type KCM (%) SOM (%) FCM (%)

Noise free 3-Phoneme 85 92 95

4-Phoneme 88 89 90

5-Phoneme 81 90 93

Noise mixed 3-Phoneme 67.5 84 88

4-Phoneme 72 86.2 82.6

5-Phoneme 70 87 80

improvement in comparison to the KMC-based method. Further increasing the RNN
training signals the success rate of the noisy signal set can also be improved. The
success rate of the phoneme cluster determination using FCM is shown in Tables11.8
and 11.9 for noise-free and noisy signal.

Comparitive success rates of KMC, SOM, and FCM clusteringmethods for noise-
free and noisy samples are shown in Table11.10. From the Table11.10 it is seen
that the noise-free signal set shows around 7 % improvement in case of SOM-based
method.Again it is also seen that around 3% improvement can be seen in comparision
to the SOM-basedmethod. The results showed that FCMprovides better performance
in all cases because FCM has capability to tract very minute variation present in the
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Table 11.11 Average computational time of RNN using KMC

Cluster method Phoneme type Training time Testing time (s)

3-Phoneme 2.15–2.68

KMC 4-Phoneme 27.82 s 2.32–2.59

5-Phoneme 2.51–2.91

Table 11.12 Average computational time of RNN using SOM

Cluster method Phoneme type Training time Testing time (s)

3-Phoneme 2.85–3.12

SOM 4-Phoneme 31.33 s 2.91–3.25

5-Phoneme 3.11–3.45

Table 11.13 Average computational time of RNN using FCM

Cluster method Phoneme type Training time Testing time (s)

3-Phoneme 1.98–2.15

FCM 4-Phoneme 25.67 s 1.68–1.85

5-Phoneme 1.72–1.90

Fig. 11.6 Clustering using
KMC for 3-phoneme

−1 −0.5 0 0.5 1
−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

 

 
Cluster 1
Cluster 2
Cluster 3

speech data. Also, computational time of RNN by using the three clustering methods
are shown in Tables11.11, 11.12 and 11.13 respectively. The SOM-based approach
takes maximum time during training but its success rate is a bit lower than that shown
by FCM. The FCM takes around 25s to train while providing cluster outputs. It also
has higher success rates compared to SOM and KMC. Thus, the FCM-based method
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Fig. 11.7 Clustering using
SOM for 3-phoneme
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Fig. 11.8 Clustering using
FCM for 3-phoneme
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is a suitable one for the providing cluster information as a part of a RNN-aided
recognition mechanism.

Here, the clustering of speech data for 3-phoneme using above three methods are
shown in Figs. 11.6, 11.7 and 11.8 respectively.

11.4 Conclusion

In thiswork,we have described a phoneme cluster determination block. The phoneme
cluster determination block counts the number of phonemes clusters present in a par-
ticular word. Comparing the success rate of correct decision from the proposed clus-
teringmethod, it is observed that the SOM-based clusteringmethod can providemore
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correct decisions compared to KMC-based clustering method and FCM-based clus-
tering method provides even better correct decisions than the SOM-based clustering
method. Thus, a FCM-based clustering approach is suitable for phoneme clustering
application as part of a speech recognition system.
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Chapter 12
Effective Speech Signal Reconstruction
Technique Using Empirical Mode
Decomposition Under Various Conditions

Nisha Goswami, Mousmita Sarma and Kandarpa Kumar Sarma

Abstract Empirical mode decomposition (EMD) is a method for nonstationary sig-
nal analysis, where signals are decomposed into number of high-frequency modes
called intrinsic mode function (IMF)s and a low-frequency component called the
residual. If this residual is considered as the source signal in case of a speech signal
and vocal tract filter response is estimated, the original signal can be reconstructed.
The nonstationary attribute of a speech signal restricts direct application of the con-
ventional digital signal processing (DSP) techniques to a speech signal. Since EMD
performs decomposition assuming the nonstationary nature of a signal, it has been
observed that frame-by-frame analysis is not required in the proposed reconstruction
model. The effectiveness of reconstruction using EMD residual is experimented in
case of speech data collected in various conditions like clean, noisy, mobile channel
including speaker’s mood variation.

Keywords Empirical mode decomposition (EMD) · Intrinsic mode function
(IMF)s · Speech signal · Reconstruction
12.1 Introduction

Glottal source and vocal tract filter separation is a crucial component of most of
the applications in speech processing. Like almost all natural phenomena, speech
is the result of many nonlinearly interacting processes.Therefore, any linear analy-
sis has the potential risk of underestimating, or even missing, a significant amount
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of information content [1]. Time-frequency representation is essential in signal
processing and has the potential of diverse applications. Examples include short-
time Fourier transform (STFT), wavelet transform, etc. Most of the digital signal
processing techniques assume that the data is linear and stationary [2]. Speech is usu-
ally both nonlinear and nonstationary. The empirical mode decomposition (EMD),
first introduced by N.E. Huang et al. in 1998, is designed to reduce nonstationary,
multicomponent signals to a series of amplitude and frequency modulation (AM and
FM) contributions. The net result is to create a bank of subsignals, termed intrinsic
mode function (IMF)s whose sum produces the original signal. The last IMF or resid-
ual is of the lowest order [3]. The residual information provides us the information
of source. Due to the nonstationary assumption of EMD, it is suitable for temporal
data analysis like speech.

Some works have been reported which explores EMD for speech processing
applications. In [4], the reported work illustrates a novel and effective method for
suppressing residual noise from enhanced speech signals as a second-stage post-
filtering technique using EMD. In [5], the authors show that the speech fundamental
frequency can be captured in a single IMF. Thus a new algorithm for pitch extraction
based on the ensemble empirical mode decomposition (EEMD) is presented [5].
In [6], EMD is used for extraction of long-term structures in musical signals, which
provide information concerning rhythm,melody, and the composition. In this chapter,
an EMD-based approach is described for speech signal reconstruction application.

EMD is applied for extracting the glottal source information of speech signals.
After getting the source information, vocal tract filter response is determined and the
original speech signal is reconstructed. The experimental result derived establishes
the effectiveness of the proposed method.

The rest of the paper is organized as below:
Sect. 12.2 describes about the speech signal reconstruction usingEMD.The exper-

imental details and results are described in Sects. 12.3 and 12.4 includes the conclu-
sion and future direction.

12.2 Speech Signal Reconstruction Using EMD

In this section, we have discussed about EMD technique and its usefulness to extract
residual content from speech signal and carry out reconstruction of original speech
signal. EMD is an adaptive tool to analyze nonlinear or nonstationary signals which
segregates the constituent parts of the signal based on the local behavior of the signal.
Using EMD, signals can be decomposed into number of frequency modes called
intrinsic mode function (IMF). An IMF represents a simple frequency mode similar
to the simple harmonic function, but mode frequency has amplitude and frequency
as function of time unlike simple harmonic component [2]. An IMFs satisfy two
conditions. The first is that the number of extrema (sum of maxima and minima) and
the number of zero-crossing must be equal or differ by one. The second is the mean
of the cubic splines must be equal to zero at all points [7].
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For speech signal x(t), first step is identification of all the extrema (maxima and
minima) of the series x(t) and then generation of the upper and lower envelope
via cubic spline interpolation among all the maxima and minima, respectively.
Point-by-point averaging of the two envelopes is performed to compute a local mean
series m(t). In order to obtain a IMF, subtraction of m(t) from the data is done, i.e.,
h(t) = x(t) − m(t) and then the properties of h(t) are checked to verify whether it
is a IMF or not. If h is not a IMF, x(t) is replaced by h(t) and repeated. Again if h is
an IMF, the residue is evaluated as m(t) = x(t)− h(t). The above steps are repeated
by shifting the residual signal, until at least two extrema remains. After getting the
residual, fft of original signal x(t) and rn(t) is taken. Later vocal tract transfer func-
tion in frequency domain H(ω) dividing X (ω) by Fourier transform of glottal source
R(ω). Since now residual and vocal tract filter response is available; hence speech
signal can be reconstructed easily from the concept of source filter model. Suppose,
rn(t) is the source information and x(t) be the known speech signal. Let h(t) be the
filter response in time domain. These can be related as

x(t) = rn(t) ∗ h(t) (12.1)

Representing Eq. 12.1 in frequency domain, we get

X (ω) = R(ω)H(ω) (12.2)

Therefore,

H(ω) = X (ω)/R(ω) (12.3)

Equation 12.3 represents the vocal tract filter response. The pseudocode for the
proposed model is given by the following steps given in Table 12.1 and the complete
system model is shown Fig. 12.1. Speech production model can be represented as a
source filter model as shown in Fig. 12.2. The speech sound wave and the vocal tract
are modeled as a signal and a filter, respectively [8]. A speech signal is first presented
to theEMDblock to get the residual. It represents the glottal source information.Now,
if frequency domain division of the speech signal by the glottal source is performed,
then the vocal tract filter response can be obtained. The last step is the filtering of
the residual signal by the estimated vocal tract filter. Vocal tract filter represents the
signal processing equivalent of the biological systemwhich gives the original speech
signal. Thus, the EMD process provides the glottal source information and combines
it together with the vocal tract filter.

In the present technique of speech signal reconstruction, initially EMD is applied
to a known speech signal. EMD method is applicable for both nonlinear and nonsta-
tionary signals. Speech is not a stationary signal, i.e., it has properties that change
with time. In general cases, data is assumed to be linear and digital processing tech-
niques applied are like short-time Fourier transform (STFT). STFT is essentially
composed of piecewise FFTs, which assumes that the signal of interest is locally
stationary. But when EMD is used, it considers speech as nonstationary and applied
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Table 12.1 EMD-based speech reconstruction algorithm

1. Initialize :r0(t) ←− x(t), i ←−1, where x(t) be speech signal taken.

2. Extract the ith IMF.

a. Initialise h0(t) ←− ri (t) ,i ←−1.
b. Extract the local minima and maxima of h j−1(t).

c. Interpolate the local maxima and local minima by a cubic
spline to form upper and lower envelopes of h j−1(t).

d. Calculate the mean m j−1(t) of upper and lower envelop.

e. h j (t) ←− h j−1(t)-m j−1(t).

f. If stopping criterion is satisfied then I M Fi (t) ←− h j (t)

else

j ←− j + 1 and goto (b).

3. ri (t) ←− ri−1(t) - I M Fi (t).

4. If ri (t) still has at least two extrema then j ←− j + 1 and goto
(b) else decomposition is finished and ri (t) is the residue.

5.After obtaining the residue, take fft of x(t)

6. Take fft of rn(t) (residual signal), where n is the number of
IMFs.

7. Divide X (ω) by fourier transform of glottal source R(ω) to
obtain vocal tract transfer function in frequency domain H(ω).

8. Reconstruction of original speech signal x(t) with the help of
vocal tract h(t) and glottal source rn(t).

Fig. 12.1 System model

Fig. 12.2 Source filter
model of speech production

on the whole signal rather using short-term processing methods. EMD has satis-
factory computational efficiency and does not involve the concept of the frequency
resolution and the time resolution. No preprocessing is required since it is able to
analyze nonzero mean signals, and is suitable to analyze the riding waves which may
have no zero-crossings between two consecutive extrema [6]. Since speech signals
are nonlinear, EMD is applied to the speech signal to decompose it into a number of
IMFs. It finally provides us the lowest frequency component, i.e., the residual sig-
nal. The residual signal provides us the source information. After finding the source
information vocal tract filter response is determined as explained above.
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12.3 Experimental Results and Discussion

Here, we briefly discuss the results derived for a range of experiments performed.
We have recorded speech signals in microphone channel and mobile phone channel.
The microphone channel data are collected with three different moods of the speaker
like angry, loud, and soft. Further, we have added noise to the speech signals and
applied the proposed EMD-based algorithm of speech reconstruction to these speech
samples. The description of the experiments are as follows:

1. Proposed model under normal conditions:
Initially, speech samples recorded under normal conditions are used for the pro-
posed reconstruction model. Twenty different speech samples from 10 male and
10 female speakers are taken which are recorded in noise free office room using a
headphone and speech analysis software wavesurfer. The recording specifications
are as follows:

• Bit rate—16 bit/sample
• Sampling Frequency—48,000 samples/s

The EMD-based speech reconstruction algorithm described in Sect. 12.2 is
applied to the speech signals separately. The speech signal along with their 15
IMFs and residual for a male speaker are shown in Fig. 12.3 through Fig. 12.6,
where Figs. 12.3, 12.4 and 12.5 represents IMF1 through IMF12 and Fig. 12.6
represents the IMF13, IMF14, and the residual signal. After getting the residual
signal, vocal tract filter response is determined as discussed earlier and speech
signal is reconstructed with the help of source and vocal tract filter response,
which is found to be similar to the original speech signal after converting it to
time domain using inverse Fourier transform. Figure 12.7 shows the original and
reconstructed speech signal. The experiment is repeated for 10male and 10 female

Fig. 12.3 IMF1 to IMF4 of
a male speaker
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Fig. 12.4 IMF5 to IMF8 of
a male speaker

Fig. 12.5 IMF9 to IMF12 of
a male speaker

Fig. 12.6 IMF13, IMF14
and residual signal of a male
speaker

speakers to observe the effectiveness of the reconstruction model. A similarity
test between original and the reconstructed speech samples are done by finding
correlation between the two as represented in Table 12.2 for the all the speakers
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Fig. 12.7 Original and reconstructed speech signal of a male speaker

Table 12.2 Dissimilarity between original and reconstructed speech samples for male and female
speech samples

Sl. no. Speech sample Dissimilarity measure (in %)

1 Female1 0.2

2 Female2 0.83

3 Female3 1.64

4 Female4 1.68

5 Female5 0.31

6 Female6 1.91

7 Female7 1.38

8 Female8 1.52

9 Female9 0.71

10 Female10 3.92

11 Male1 0.4

12 Male2 0.9

13 Male3 1.41

14 Male4 1.49

15 Male5 1.62

16 Male6 1.92

17 Male7 2.1

18 Male8 2.98

19 Male9 2.91

20 Male10 6.69
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Fig. 12.8 Short-time linear and log-magnitude spectrum for original and reconstructed speech
samples

used in the first round of experiment. Figure 12.8 represents the short-time linear
magnitude spectrum and short-time log magnitude spectrum both for original and
the reconstructed speech sample. The speech sample which we have taken in this
case contain silent,voice and unvoiced parts.

2. Proposed model with the variation of speakers mood:
The second round of experiment was carried out with speech samples recorded
with speaker’s mood variation. The speech samples are recorded in different
moods like anger, loud, and soft, with the same set of speakers used in the first
round and same recording specifications. EMD-based reconstruction algorithm is
applied to this speech samples and the similarity measurement between original
and reconstructed signal is performed. It is observed that the proposed algo-
rithm gives satisfactory performance in this second round of experiment as well.
Table 12.3 shows the dissimilarity measures for 10 such signals and Fig. 12.9
represents the original and reconstructed signal for three different moods.

3. Proposed model in mobile channel data:
To check the effectiveness further, we have applied the proposed model in speech
data collected during mobile telephonic conversation which has the sampling
frequency of 8000 samples/s. The experimental results show the effectiveness
of EMD-based approach for reconstruction of the speech signal in case mobile
channel data. Table 12.4 shows the dissimilarity measures for 10 such signals
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Table 12.3 Dissimilarity between original and reconstructed speech samples at three different
mood (%)

Sl. no. Loud mood Angry mood Normal mood

1 0.7 0.1 1.64

2 0.4 2.4 1.91

3 0.2 2.6 0.71

3 0.9 5.8 2.9

4 1 0.9 3.92

5 5.4 1.3 1.49

6 2.1 1.42 1.63

7 0.6 2.17 0.83

8 0.27 0.87 1.52

9 2.5 1.8 3.2
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Fig. 12.9 Original and reconstructed speech signals at three different mood

4. Proposed model in noisy speech signal:
Final round of experiment was performed on the noisy speech signal. We have
used speech signals recorded under normal condition and added white Gaussian
noise on it. If x(t) is the original signal and d(t) is white Gaussian noise then
n(t) = x(t)+ d(t) is the signal that we have used as the input to the EMD block.
Then the residual rn(t) is obtained which is the lowest frequency component of
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Table 12.4 Dissimilarity between original and reconstructed speech signals collected in mobile
channel (%)

Sl. no. Speech sample Mobile channel data

1 Sample1 2.3

2 Sample2 2.02

3 Sample3 2.51

4 Sample4 3.92

5 Sample5 2.22

6 Sample6 2.06

7 Sample7 0.17

8 Sample8 3.1

9 Sample9 6.6

10 Sample10 2.42

Table 12.5 Dissimilarity between original and reconstructed speech samples in noisy speech sig-
nals

Sl. no. Speech sample Dissimilarity measure
(in percentage)

1 Sample1 0.2

2 Sample2 3.25

3 Sample3 1.65

4 Sample4 1.36

5 Sample5 0.49

6 Sample6 0.042

7 Sample7 1.38

8 Sample8 1.52

9 Sample9 6.3

10 Sample10 3.92

the noisy signal. If rn(t) is filtered with the original vocal tract response of the
speech signal then original speech signal is obtained. However, in noisy condition
the demerits of the proposed model is that the original vocal tract information
should be available. Hence further study is required so that the model can be
applied in blind situation. Table 12.5 represents the dissimilarity measures for 10
noisy signals.

12.4 Conclusion and Future Direction

Here we have discussed about a novel method for time-frequency analysis of speech
signal which is used for glottal source information extraction. EMD is used for
nonstationary and nonlinear signal processing. From experimental results, it can be
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seen that the EMD is a satisfactory method for decomposing speech signal into
number of IMFs and obtaining the lowest frequency component, i.e., residual signal.
This residual signal is considered as the source signal in case of a speech. Speech
production model can be represented as source filter model. Applying EMD on
different speech signals, source information have been found. Applying the concept
of source filter model the vocal tract filter response is estimated. Later the original
signal is reconstructed from the residue and vocal tract filter response, and finally
original speech signal is reconstructed. The proposed approach next can be used for
voice conversion application with the help of one person’s source information and
vocal tract filter of another person.
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Chapter 13
Assamese Vowel Speech Recognition Using
GMM and ANN Approaches
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Abstract This work focuses on the classification of Assamese vowel speech and
recognition using Gaussian mixture model (GMM). The results are compared to the
results obtained using artificial neural network (ANN). The training data is composed
of a database of eight different vowels of Assamese language with 10 different
recorded speech samples of each vowel as a set in noise-free and noisy environments.
The testing data similarly is composed of the same number of vowelswith each vowel
containing 23 different recorded samples. Cepstral mean normalization (CMN) and
maximum likelihood linear regression (MLLR) are used for speech enhancement
of the data which is degraded due to noise. Feature extraction is done using mel
frequency cepstral coefficients (MFCC). GMM and ANN approaches are used as
classifiers for an automatic speech recognition (ASR) system. We found the success
rate of the GMM to be around 81% and that of the ANN to be above 85%.
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13.1 Introduction

Vowels are voiced sound during the production of which sound obstruction occurs
in the oral or nasal cavities. Voiced speech is a sound produced with the vibration
of vocal cords. In the speech, vowels are produced by exciting an essentially fixed
vocal tract, shaped with quasiperiodic pulses of air caused by the vibration of the
vocal cords [1].

Assamese is an eastern Indo-Aryan language spoken by about 20 million people
in the Indian states of Assam, Meghalaya, and Arunachal Pradesh, and also spoken
in Bangladesh and Bhutan [2]. There are 11 vowels in Assamese language and are
distinguished by the place of articulation (front, central or back) and the position
of the tongue (high, mid or low). The way in which the cross-sectional area varies
along the vocal tract determines the resonance frequencies of the tract (the formants)
and thereby the sound that is produced. The vowel sound produced is determined
primarily by the position of the tongue, but the position of the jaw, lips, and to a
small extent, the velum also influence the resulting sound [1].

This work focuses on the classification of Assamese vowel speech and recogni-
tion using gaussian mixture model (GMM). The results are compared to the results
obtained using artificial neural network (ANN). The training data is composed of
a database of 8 different vowels of Assamese language with 10 different recorded
speech samples of each vowel as a set in noise-free and noisy environments. The
testing data similarly is composed of the same number of vowels with each vowel
containing 23 different recorded samples. Cepstral mean normalization (CMN) and
maximum likelihood linear regression (MLLR) are used for speech enhancement
of the data which is degraded due to noise. Feature extraction is done using mel
frequency cepstral coefficients (MFCC). GMM and ANN approaches are used as
classifiers for an automatic speech recognition (ASR) system. We found the success
rate of the GMM to be around 81% and that of the ANN to be above 85%. Some of
the related literature are [1, 3–8].

The rest of the paper is organized as follows: in Sect. 13.2, we briefly discuss about
the basic notions related to thework. The systemmodel is described in Sect. 13.3. The
experimental details and results are discussed in Sect. 13.4. The work is concluded
in Sect. 13.5.

13.2 Theoretical Considerations

Here, a brief discussion about ANN and GMM is given.

13.2.1 ANN

ANN: ANNs are bio-inspired computational tools that provide human-like perfor-
mance in the field of ASR. These models are composed of many nonlinear com-
putational elements called perceptrons operating parallel in patterns similar to the
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biological neural networks [9]. ANN has been used extensively in ASR field during
the past two decades. The most beneficial characteristics of ANNs for solving ASR
problem are the fault tolerance and nonlinear property. The earliest attempts involved
highly simplified tasks, e.g., classifying speech segments as voiced/unvoiced or
nasal/fricative/plosive. Success in these experiments encouraged researchers tomove
on to phoneme classification. The basic approaches to speech classification using
ANN are static and dynamic.

In static classification, the ANN accepts the input speech and makes a single deci-
sion. By contrast, in dynamic classification, the ANN considers only a small window
of the speech. This window slides over the input speech while the ANN generates
decisions. Static classification works well for phoneme recognition, but it scales
poorly to the level of words or sentences. In contrast, dynamic classification scales
better. Either approach may make use of recurrent connections, although recurrence
is more often found in the dynamic approach [4, 5].

13.2.2 GMM

The GMM is a density estimator and is one of the most commonly used types of
classifier. In this method, the distribution of the feature vector x is modeled clearly
using a mixture of M Gaussians. A GMM is modeled by many different Gaussian
distributions. Each of the Gaussian distribution has its mean, variance, andweights in
the GMM. A Gaussian mixture density is a weighted sum of M component densities
(Gaussians) as depicted in following figure and given by equation.

p(
−→x |λ) =

M∑

i=1

pi xi (
−→x ) (13.1)

where x is a L dimensional vector, pi are mixture weights, and bi (x) are component
densities with i = 1M . Each component density is a L variate Gaussian function of
the form,

bi (x) = 1

(2π)L/2| ∑ i |1/2 exp
(

−1

2
(x − μi )

′
−1∑

i=1

(x − μi )

)

(13.2)

where μi is the mean and
∑

i is covariance matrix. The mixture weights satisfy the
constraint that

∑M
i=1 pi . T is the total number of feature vectors or total number of

frames. T is the total number of feature vectors or total number of frames. The mean
vectors, covariancematrices, andmixture weights of all Gaussians together represent
a speaker model and parameterize the complete Gaussian mixture density. GMMs
are commonly used as a parametric model of the probability distribution of con-
tinuous measurements or features in a biometric system, such as vocal tract-related
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Fig. 13.1 System model

spectral features in a speaker recognition system. GMM parameters are estimated
from training data using the iterative expectation-maximization (EM) algorithm or
maximum a posteriori (MAP) estimation from a well-trained prior model [6, 7].
GMMs are often used in biometric systems, most notably in speaker recognition
systems, due to their capability of representing a large class of sample distributions.
One of the powerful attributes of the GMM is its ability to form smooth approxima-
tions to arbitrarily shaped densities.

13.3 System Model

In this study, we concentrate on Assamese vowel speech recognition using GMM
and compare the results obtained using ANN. CMN and MLLR are used for speech
enhancement of the data degraded due to noise. Feature extraction is done using
MFCC. GMM and ANN approaches are used as classifiers for an ASR system for
Assamese speech.

The system model is shown in Fig. 13.1. Feature extraction is the estimation of
variables (feature vector) from the observation of a speech signal which contains
different information such as dialect, context, speaking style, and speaker emotion.
It estimates a set of features from the speech signal that represents some speaker-
specific information. The aim is to transform the speech signal into a collection
of variables that can preserve the signal information and that can be used to make
comparisons [8].

13.4 Experimental Details and Results

Initially, we record certain number of vowel speech samples of Assamese language
out ofwhich some are retained in a clean formand a feware corrupted. In the proposed
system, data is collected in 16 kHz sampling rate at 16b mono format. Speech data
collected is grouped into frame of 30ms with one-third overlapping. It gives a frame
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rate of 10ms. After pre-emphasis, each frame is multiplied by Mel-filter bank with
20 filters and the MFCC coefficients are calculated. Here, 19 MFCC coefficients are
considered along with their first-order derivatives as feature vector for each frame.
Thus, we extract features using MFCC. The feature set contains samples which are
clean and noise corrupted.

These are next modeled using GMM and applied to ANN for training. There is
a training phase during which the GMM and ANN learns. The samples sets have
the clean and noise-corrupted sets. Next, test and validation processes are performed
during which the GMM and ANN demonstrate the decision-making role as part of
the ASR. The speech samples derived from the inputs before feeding to GMM and
ANN are enhanced by the CMN and MLLR approaches which contribute to the
performance of the system. CMN has been done for cepstral coefficients extracted
from the speech signal. After CMN, the model-based algorithm MLLR has been
used for further noise elimination. MLLR is a model-based compensation method.
It uses a mathematical model of the environment and attempts to use samples of
the degraded speech to estimate the parameters of the model. In order to evaluate
the clean speech in a real environment condition, the clean speech is deteriorated by
adding the white Gaussian noise. The assumptions made are that the noise is additive
and not correlated with the speech signal.

The noisy signal due to the addition of the white Gaussian noise is shown in the
second plot of the below Fig. 13.4. The signal-to-noise ratio (SNR) is set at 5dB.
After applying CMN and MLLR to the noisy signal, the enhanced speech signal is
shown below in Fig. 13.2. The original speech signal is plotted in blue, the signal
checked for enframing and deframing is shown in black and the average noised
removed signal using CMN and MLLR is shown in red.

A similar set of results are generated using a combination of CMN and MLLR
shown in Fig. 13.3.

The training data is composed of a database of eight different Assamese vowels
with 10 different recoded speech samples of each vowel as a set in noisy environ-
ments. The testing data similarly was composed of the same number of vowels with
each vowel containing 23 different recorded samples (Fig. 13.4).

We have here used a recurrent neural network (RNN) of two hidden layers trained
with error backpropagation through time (BPTT) algorithm [9]. The RNN is a spe-
cial form of ANN with the ability to track time variations in input signals. The

Fig. 13.2 Clean speech
signal and speech signal with
white Gaussian noise added
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Fig. 13.3 Clean signal in
blue, check signal in black,
and enhanced signal in red

Fig. 13.4 Clean, check, and
enhanced signal derived
using CMN and MLLR

Table 13.1 Results derived using ANN

Sl. no. Input class Recognition
rate (%)

False rejection
rate (%)

False acceptance
rate (%)

1 Class 1 87.60 10.04 2.35

2 Class 2 83.26 10.04 6.69

3 Class 3 91.95 5.69 2.34

4 Class 4 78.91 10.04 11.04

5 Class 5 91.95 1.34 4.69

6 Class 6 83.26 5.69 11.04

7 Class 7 91.95 5.69 2.34

8 Class 8 71.21 18.73 11.04

Overall 85.01 9.83 5.44

experimental results are shown in Tables13.1 and 13.2. The GMM approach shows a
success rate between 65.86 and 87.6%, a rejection rate of 5.69–23.08%, and a false
acceptance rate between 2.35 and 15.39%. The ANN, on the other hand, shows a
success rate of 71.2–91.95%, rejection performance between 1.34 and 18.73%, and
a false acceptance rate of 2.34–11.04%. This improved performance of the ANN is
due to its robustness, adaptive learning, and ability to retain the learning.
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Table 13.2 Results derived using GMM

Sl. no. Input class Recognition
rate (%)

False rejection
rate (%)

False acceptance
rate (%)

1 Class 1 83.26 14.39 2.35

2 Class 2 78.91 15.39 5.69

3 Class 3 87.60 10.04 2.35

4 Class 4 74.56 10.04 15.39

5 Class 5 87.60 5.69 5.69

6 Class 6 78.91 10.04 11.04

7 Class 7 91.95 5.69 2.35

8 Class 8 65.86 23.08 11.04

Overall 81.08 11.80 6.98

Table 13.3 Results showing computational complexity in GMM and ANN

Algorithm GMM ANN

Time (s) 64.29 50.45

The computational requirements of the two approaches recorded during training
is shown in Table13.3. It shows that the ANN takes lesser time to complete the
processing. Thus, in terms of higher recognition accuracy, lower rejection, and false
acceptance rates and reduced computational requirement, the ANN-based approach
is superior compared to the GMM approach.

13.5 Conclusion

This work focuses on the classification of Assamese vowel speech and recognition
using GMM and ANN. CMN and MLLR are used for speech enhancement of the
data which is degraded due to noise. Feature extraction is done using MFCC. GMM
and ANN approaches are used as classifiers for an ASR system. We found success
rate of the GMM to be around 81% and that of ANN to be above 85%. The GMM
approach shows a success rate between 65.86 to 87.6%, a rejection rate of 5.69
to 23.08% and a false acceptance rate between 2.35 to 15.39%. The ANN, on the
other hand, shows a success rate of 71.2 to 91.95%, rejection performance between
1.34 to 18.73% and a false acceptance rate of 2.34 to 11.04%. The ANN further
takes atleast 21% lower computational time compared to the GMM approach. This
improved performance of the ANN is due to its robustness, adaptive learning and
ability to retain the learning.
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Part V
Review Chapters on Selected Areas

This is the last part of the volume with three review works related to important
segments, namely speech recognition, VLSI design, and communication. M. Sarma
et al. provides an exhaustive account of the works related to speech recognition in
Indian languages. The work is expected to provide certain insights into the area and
help upcoming researchers contemplating works in such domains. The next work is
a review by M.P. Sarma, which highlights some recent trends in VLSI designs
related to communication applications. The concluding chapter of the volume is
another review which highlights the use of soft computing tools in wireless
communication.



Chapter 14
Speech Recognition in Indian
Languages—A Survey

Mousmita Sarma and Kandarpa Kumar Sarma

Abstract In this paper, a brief overview derived out of detailed survey of speech
recognition works reported in Indian languages is described. Robustness of speech
recognition systems toward language variation is the recent trend of research in
speech recognition technology. To develop a system which can communicate with
human in any language like any other human is the foremost requirement in order to
design appropriate speech recognition technology for one to all. India is a country
which has vast linguistic variations among its billion plus population. Therefore, it
provides a sound area of research toward language-specific speech recognition tech-
nology. From the beginning of the commercial availability of the speech recognition
system, the technology has been dominated by the hidden Markov model (HMM)
methodology due to its capability of modeling temporal structures of speech and
encoding them as a sequence of spectral vectors. Most of the work done in Indian
languages also uses HMM technology. However, from the last 10–15years after
the acceptance of neurocomputing as an alternative to HMM, artificial neural net-
work (ANN)-based methodologies have started to receive attention for application
in speech recognition. This is a trend worldwide as part of which few works have
also been reported by a few researchers.
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14.1 Introduction

The problem of automatic speech recognition (ASR) was at the forefront of research
till 1930 when the first electronic voice synthesizer was designed by Homer Dudley
of Bell Laboratories. After that, ASR lost its fascination among the speech processing
community. Probably that was the starting of research in the direction of designing a
machine that can mimic the human capability of speaking naturally and responding
to spoken languages. Initial developments cover a simple machine that responds to
isolated sounds. Recently, speech recognition technology has risen to such a height
that a large community of people now talk to their smartphones, asking them to
send e-mail and text messages, search for directions, or find information on the
web. However, speech recognition technology is still far from having a machine that
converses with humans on any topic like another human. In the present time, research
in speech recognition concentrates on developing systems that can show robustness
for variability in environment, speaker, and language. India is a linguistically rich
country having 22 official languages and hundreds of other sublanguages and dialects
spoken by various communities covering the billion plus population. Communication
among human beings is dominated by spoken language. Therefore, it is natural for
people to expect speech interfaces with computers which can speak and recognize
speech in native language. But speech recognition technology in the Indian scenario
is restricted to small amount of people who are both computer literate and proficient
in written and spoken English. In this domain, extensive researches are going on
all over India among various groups to make appropriate ASR systems in Indian
languages.

Initial speech recognition systems were on isolated word recognition designed to
perform special task. But in the last 25years, certain dramatic progress in statistical
methods for recognizing speech signals has been noticed. The statistical approach
makes use of the four basic principles which are Bayes decision rule for minimum
error rate, probabilistic models, e.g., hiddenMarkovmodels (HMMs), or conditional
random fields (CRF) for handling strings of observations like acoustic vectors for
ASR and written words for language translation, training criteria, and algorithms for
estimating the free-model parameters from large amounts of data and the generation
or search process that generates the recognition or translation result [1, 2]. The
speech recognition research is dominated by the statistical approaches specifically
by the HMM technology till the last one decade. It is the improvement provided
by HMM technology for speech recognition in the late 1970s and the simultaneous
improvement in speed of computer technology, due to which the ASR systems have
become commercially viable in 1990s [3–5]. But recently in the last decade, all
over the world, the ANN-based technologies are gaining attention. This is due to
the fact that ANN models are composed of many nonlinear computational elements
operating in parallel and arranged in the pattern of biological neural network. It is
expected that human neural network like models may ultimately be able to solve the
complexities of speech recognition system and provide human-like performance.
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In this article, we have highlighted some works related to the research and devel-
opment ofASR in Indian languages during the last decade so as to provide a picture of
the fundamental progress that has been made in the large variety of Indian languages.
The survey is divided into two groups based on statistical- and ANN-based technol-
ogy. Initially, a glance of early speech recognition technology in world languages is
also included.

14.2 Early Speech Recognition Technology

Early speech recognition systems used the acoustic-phonetic theories of speech to
determine the feature [1]. Due to the complexity of human language, the inventors
and engineers first focused on number or digit recognition. The first speech recog-
nition system was built in Bell Laboratories by Davis, Biddulph, and Balashek in
1952 which could understand only isolated digits for a single speaker [6]. They used
the formant frequency measured during vowel regions of each digit as a feature.
During 1950–1970, laboratories in the United States, Japan, England, and the Soviet
Union developed other hardware dedicated to recognizing spoken sounds, expanding
speech recognition technology to support four vowels and nine consonants [7–13].
In the 1960s, several Japanese laboratories demonstrated their capability of build-
ing special-purpose hardware to perform a speech recognition task. Among them,
the vowel recognizer of Suzuki and Nakata at the Radio Research Lab in Tokyo
[7], the phoneme recognizer of Sakai and Doshita at Kyoto University [8], and the
digit recognizer of NEC Laboratories [9] were most notable. The work of Sakai and
Doshita involved the first use of a speech segmenter for analysis and recognition of
speech in different portions of the input utterance.An alternative to the use of a speech
segmenter was the concept of adopting a nonuniform time scale for aligning speech
patterns [11, 12], dynamic programming for time alignment between two utter-
ances known as dynamic time warping, in speech pattern matching [12] etc. Another
milestone of 1960s is the formulation of fundamental concepts of linear predictive
coding (LPC) [14, 15] by Atal and Itakura, which greatly simplified the estima-
tion of the vocal tract response from speech waveforms. Development during 1970s
includes the first speech recognition commercial company called Threshold Tech-
nology founded by Martin [1] and speech understanding research (SUR) program
founded by advanced research projects agency (ARPA) of the U.S. Department of
Defense [1]. Threshold Technology later developed the first real ASR product called
the VIP-100 System [1] for some limited application and Carnegie Mellon Univer-
sity under ARPA developed Harpy system which was able to recognize speech using
a vocabulary of 1011 words with reasonable accuracy. The Harpy system was the
first to take advantage of a finite-state network to reduce computation and efficiently
determine the closest matching string [16]. DRAGON system by Jim Baker was also
developed during 1970s [17]. In 1980s, speech recognition turned toward prediction.
Speech recognition vocabulary improved from about a few hundred words to several
thousand words and had the potential to recognize an unlimited number of words.
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The major reason for this up gradation is the new statistical method HMM. Rather
than simply using templates for words and looking for sound patterns, HMM con-
sidered the probability of unknown sounds being words. The foundations of modern
HMM-based continuous speech recognition technology were laid down in the 1970s
by groups at Carnegie Mellon and IBM who introduced the use of discrete den-
sity HMMs [16–18], and then later at Bell Laboratories [19–21] where continuous
density HMMs were introduced. Another reason of this drastic improvement of the
speech recognition technology is the application of fundamental pattern recogni-
tion technology to speech recognition based on LPC methods in the mid 1970s by
Itakura [22], Rabiner and Levinson [23], and others. Due to the expanded vocabulary
provided by HMM methodology and the computer with faster processor, in 1990s
speech recognition software become commercially available.

During 1980s, ANN technology was also introduced in the domain of speech
recognition. The brains impressive superiority at a wide range of cognitive skills
like speech recognition, has motivated the researchers to explore the possibilities
of ANN models in the field of speech recognition in 1980s [24], with a hope that
human neural network like models may ultimately lead to human-like performance.
Early attempts at using neural networks for speech recognition centered on simple
tasks like recognizing a few phonemes or a few words or isolated digits, with good
success [25–27], using pattern mapping by multilayer perceptron (MLP). But at the
later half of 1990, suddenly ANN-based speech research got terminated [24] after
the statistical framework HMM come into focus, which supports both acoustic and
temporal modeling of speech. However, it should be mentioned that the current best
systems are far from equaling human-like performance and many important research
issues are still to be explored. Therefore, the value ofANN-based research is still large
and nowadays it is considered as the hot field in the domain of speech recognition.

14.3 Research of Speech Recognition in Indian Languages

The current speech researchers are focused on using technology to overcome the
challenges in natural language processing, so that next-generation speech recog-
nition system can provide easy and natural modes of interaction for its customer.
Specifically, it has become the primary concern for the scientist and engineers to
build systems that can be consumed by the common public and to enable natural
language transactions between human and machine. The language-specific speech
recognition is difficult mainly because the system requires knowledge of wordmean-
ing, communication context, and the commonsense. This variability includes the
effect of the phonetic, phonology, syntax, semantic, and communication modes of
the speech signal. While having the different meaning and usage patterns, words
can have the same phonetic realization. If the words were always produced in the
same way, speech recognition would be relatively easy. However, for various reasons
words are almost always pronounced differently due to which it is still a challenge
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to build a recognizer that is robust enough in case of any speaker, any language, and
any speaking environment.

India is the country where vast cultural and linguistic variations are observed.
Therefore, in such a multilingual environment there is a huge possibility of imple-
menting speech technology. The constitution of India, has recognized 17 regional
languages (Assamese, Bengali, Bodo, Dogri, Gujarati, Kannada, Kashmiri, Konkani,
Maithili, Malayalam, Manipuri, Marathi, Nepali, Oriya, Punjabi, Sanskrit, Santhali,
Sindhi, Tamil, Telugu, Urdu) along with Hindi which is the national language of
India. However, till date the amount of work done in speech recognition in Indian
languages has not reached the domain of rural and computer illiterate people of India
[28]. Few attempts have been made by HP Labs India, IBM research lab, and some
other research groups. Yet there is lots of scopes and possibilities to be explored to
develop speech recognition system using Indian languages.

After the commercial availability of speech recognition system, the HMM tech-
nology has dominated the speech research. HMMs lie at the heart of virtually all
modern speech recognition systems. The basicHMMframework has not changed sig-
nificantly in the last decades, but various modeling techniques have been developed
within this framework that hasmade theHMMtechnology considerably sophisticated
[14, 15, 22]. At the same time, from the last one or two decades, ANN technology has
also been used by various researchers. The current state has considered that HMM
has given the best it could, but in order to improve the accuracy of speech recognition
technology under language, speaker, and environmental variations, other technology
is required. In the Indian language scenario, the speech recognition work can be
reviewed in two parts: work done using statistical framework like HMM, gaussian
mixture models (GMM) and a very few work done using ANN technology. Further
a few hybrid technology-based work is also found in the literature. The following
sections describe the speech recognition work developed in Indian languages over
the last decade.

14.3.1 Statistical Approach

The basic statistical method used in speech recognition purpose is the HMMmethod-
ology. HMMs are a parametric model which can be used to model any time series but
particularly suitable to model speech event. In HMM-based speech recognition, it is
assumed that the sequence of observed speech vectors corresponding to each word
is generated by a Markov model [29]. The forward backward reestimation theory
called the Baum–Welch reestimation used in HMM-based speech recognition mod-
ifies the parameter in every iteration and the probability of training data increases
until a local maxima reach. The success of HMM technology lies on its capability to
estimate a extended set of unknown utterance from a known set of utterance given
as training set [2, 30, 31]. The availability of well-structured software like hidden
Markov model tool kit (HTK) [30] and CMUs Sphinx [31] which can successfully
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implement HMM technology makes it easier for further research and development
to incorporate new concepts and algorithms in speech recognition.

A few relevant work done in Indian languages using statistical framework like
HMM are discussed below.

1. In the journal Sadhana in 1998, a work [32] has been reported by Samudravijaya
et al., where they have presented a description of a speech recognition system
for Hindi. The system follows a hierarchic approach to speech recognition and
integrates multiple knowledge sources within statistical pattern recognition par-
adigms at various stages of signal decoding. Rather than making hard decisions
at the level of each processing unit, relative confidence scores of individual units
are propagated to higher levels. A semi-Markov model processes the frame level
outputs of a broad acoustic maximum likelihood classifier to yield a sequence of
segments with broad acoustic labels. The phonemic identities of selected classes
of segments are decoded by class-dependent ANNswhich are trained with class-
specific feature vectors as input. Lexical access is achieved by string matching
using a dynamic programming technique. A novel language processor disam-
biguates between multiple choices given by the acoustic recognizer to recognize
the spoken sentence. The database used for this work consisted of sentences hav-
ing 200 words, which are most commonly used in railway reservation enquiry
task.

2. Another work [33] by Rajput et al. from IBM India Research Lab has been
reported in 2000, where they have attempted to build decision trees for model-
ing phonetic context dependency in Hindi by modifying a decision tree built to
model context dependency in American English. In a continuous speech recog-
nition system, it is important to model the context-dependent variations in the
pronunciations of phones. Linguistic-Phonetic knowledge of Hindi is used to
modify the English phone set. Since the Hindi phone set being used is derived
from the English phone set, the adaptation of the English tree to Hindi fol-
lows naturally. The method may be applicable for adapting between any two
languages.

3. In 2008,Kumar et al. of IBM IndiaResearchLab developed anotherHMM-based
large vocabulary continuous speech recognition system for Hindi language. In
this work [34], they have presented two new techniques that have been used to
build the system. Initially, a technique for fast bootstrapping of initial phone
models of a new language is given. The training data for the new language is
aligned using an existing speech recognition engine for another language. This
aligned data is used to obtain the initial acoustic models for the phones of the
new language. Following this approach requires less training data. They have
also presented a technique for generating baseforms, i.e., phonetic spellings for
phonetic languages such as Hindi. As is inherent in phonetic languages, rules
generally capture the mapping of spelling to phonemes very well. However,
deep linguistic knowledge is required to write all possible rules, and there are
some ambiguities in the language that are difficult to capture with rules. On
the other hand, pure statistical techniques for baseform generation require large
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amounts of training data, which are not readily available. But here they have
proposed a hybrid approach that combines rule-based and statistical approaches
in a two-step fashion.

4. For Hindi language, Gaurav et al. has reported another work recently in 2012
[35]. A continuous speech recognition system in Hindi is tailored to aid teaching
geometry in primary schools. They have used the mel frequency cepstral coeffi-
cients (MFCC) as speech feature parameters and HMM to model these acoustic
features. The Julius recognizer which is language independent was used for
decoding.

5. Kumar et al. in 2012 has designed a feature extraction modules ensemble of
MFCC, LPCC, perceptual linear predictive analysis (PLP) etc. to improve Hindi
speech recognition system [36]. The outputs of the ensemble feature extraction
modules have been combined using voting technique ROVER.

6. Bhuvanagirir and Kopparapu have reported another work on mixed language
speech recognition [37] Hindi and English combination in 2012.

7. In 2008 Thangarajan et al. has reported a work in continuous speech recognition
for Tamil Language [38]. They have built a HMM-based continuous speech
recognizer based on word and triphone acoustic models. In this experiment,
a word-based context-independent (CI) acoustic model for 371 unique words
and a triphone-based context-dependent (CD) acoustic model for 1700 unique
words have been built for Tamil language. In addition to the acoustic models,
a pronunciation dictionary with 44 base phones and trigram-based statistical
language model have also been built as integral components of the linguist.
These recognizers give satisfactory word accuracy for trained and test sentences
read by trained and new speakers.

8. In 2009, Kalyani and Sunithato worked toward the development of a dictation
system like Dragon for Indian languages. In their paper [39], they have focused
on the importance of creating speech database at syllable units and identifying
minimum text to be considered while training any speech recognition system.
They have also provided the statistical details of syllables in Telugu and its use in
minimizing the search space during recognition of speech. The minimum words
that cover maximum syllables are identified which can be used for preparing a
small text for collecting speech sample while training the dictation system.

9. Another work in Telugu language is reported byUshaRani andGirija in 2012. To
improve the speech recognition accuracy onTelugu language, they have explored
means to reduce the number of the confusion pairs by modifying the dictionary,
which is used in the decoder of the speech recognition system. In their paper
[40], they have described the different types of errors obtained from the decoder
of the speech recognition system.

10. Das et al. reported awork [41] inBengali language,where they have described the
design of a speech corpus for continuous speech recognition. They have devel-
oped speech corpora in phone and triphone labeled between two age groups—
20 to 40 and 60 to 80. HMM is used to align the speech data statistically and
observed good performance in phoneme recognition and continuousword recog-
nition done using HTK and SPHINX.
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11. In Punjabi language, Dua, Aggarwal, Kadyan and Dua have reported a work in
2012, where they have attempted to develop a isolated word recognition system
using HTK [42].

12. In 2013, another work has been reported by Mehta et al. where a compara-
tive study of MFCC and LPC for Marathi isolated word recognition system is
described [43].

13. Udhyakumar et al. reported a work [44] in 2004 for multilingual speech recog-
nition to be used for information retrieval in Indian context. This paper analyzes
various issues in building a HMM-based multilingual speech recognizer for
Indian languages. The system is designed for Hindi and Tamil languages and
adapted to incorporate Indian accented English. Language-specific characteris-
tics in speech recognition framework are highlighted. The recognizer is embed-
ded in information retrieval applications and hence several issues like handling
spontaneous telephony speech in real-time, integrated language identification for
interactive response and automatic grapheme to phoneme conversion to handle
out of vocabulary words are addressed in this paper.

14. Some issues about the development of speech databases of Tamil, Telugu and
Marathi for large vocabulary speech recognition system is reported in a work
[45] by Anumanchipalli et al. in 2005. They have collected speech data from
about 560 speakers in these three languages. They have also presented the pre-
liminary speech recognition results using the acoustic models created on these
databases using Sphinx 2 speech tool kit, which shows satisfactory improvement
in accuracy.

15. During 2009, Hema A Murthy et al. described in [46, 47], a novel approach to
build syllable-based continuous speech recognizers for Indian languages, where
a syllable-based lexicon and language model are used to extract the word out-
put from the HMM-based recognizer. The importance of syllables as the basic
sub-word unit for recognition has been a topic for research. They have shown
that a syllabified lexicon helps hypothesize the possible set of words, where
the sentence is constructed with the help of N-gram based statistical language
models. The database used for these works is the Doordarshan database, which
is made of news bulletins of approximately 20min duration of both male and
female speakers.

16. Bhaskar et al. reported another work [48] on multilingual speech recognition in
2012. They have used a different approach to multilingual speech recognition, in
which the phone sets are entirely distinct but themodel has parameters not tied to
specific states that are shared across languages. They have tried to build a speech
recognition system using HTK for Telugu language. The system is trained for
continuous Telugu speech recorded from native speakers.

17. In 2013, a work [49] has been reported by Mohan et al. where a spoken dia-
logue system is designed to use in agricultural commodities task domain using
real-world speech data collected from two linguistically similar languages of
India Hindi and Marathi. They have trained a subspace gaussian mixture model
(SGMM) under a multilingual scenario [50, 51]. To remove acoustic, channel,
and environmental mismatch between datasets from multiple languages, they
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have used a cross-corpus acoustic normalization procedure which is a simple
variant of speaker adaptive training (SAT) described by Mohan et al. in 2012
[52]. The resulting multilingual system provides the best speech recognition
performance of 77.77% for both languages .

14.3.2 Artificial Neural Network Based Approach

All the above-mentioned works available in open literature are based on HMM tech-
nology. All earlier theories of spoken word recognition [53–57] agree to the fact that
the spokenword recognition is a complex, multileveled pattern recognition work per-
formed by neural networks of human brain and the related speech perception process
can be modeled as a pattern recognition network. Different levels of the language
like lexical, semantic, phonemes can be used as the unit of distribution in the model.
All the theories proposed that bottom up and top down processes between feature,
phoneme, and word level combines to recognize a presented word. In such a situa-
tion, ANN models has the greatest potential, where hypothesis can be performed in
a parallel and higher computational approach. ANN models are composed of many
nonlinear computational elements operating in parallel and arranged in the pattern
of biological neural network. The problem of speech recognition inevitably requires
handling of temporal variation and ANN architecture like recurrent neural network
(RNN), time delay neural network (TDNN) may proven to be handy in such situ-
ations. However, ANN-based speech recognition research is still at the preliminary
state. A few works based on ANN technology are listed below.

1. Sarkar and Yegnanarayana have used fuzzy rough neural networks for Vowel
Classification in a work reported in 1998. This paper [58] has proposed a fuzzy-
rough set-based network which exploits fuzzy-rough membership functions
while designing radial basis function neural networks for classification.

2. In 2001,Gangashetty andYegnanarayana have describedANNmodels for recog-
nition of consonant–vowel (CV) utterances in [59]. In this paper, an approach
based onANNmodels for recognition of utterances of syllable like units in Indian
languages is described. The distribution capturing ability of an autoassociative
neural network (AANN) model is exploited to perform nonlinear principal com-
ponent analysis (PCA) for compressing the size of the feature vector.A constraint
satisfaction model is proposed in this paper to incorporate the acoustic-phonetic
knowledge and to combine the outputs of subnets to arrive at the overall decision
on the class of an input utterance.

3. Khan et al. describe an ANN-based preprocessor for recognition of syllables
in 2004. In this work [60], syllables in a language are grouped into equivalent
classes based on their consonant and vowel structure. ANN models are used to
preclassify the syllables into the equivalent class to which they belong. Recog-
nition of the syllables among the smaller number of cohorts within a class is
done by means of hidden Markov models. The preprocessing stage limits the
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confusable set to the cohorts within a class and reduces the search space. This
hybrid approach helps to improve the recognition rate over that of a plain HMM-
based recogniser.

4. In 2005, Gangashetty, Chandra Sekhar, and Yegnanarayana have described an
approach formultilingual speech recognition by spotting consonant–vowel (CV)
units. The distribution capturing capability of AANN is used for detection of
vowel onset points in continuous speech. Support vector machine (SVM) classi-
fier is used as the classifier and broadcast news corpus of three Indian languages
Tamil, Telugu, and Marathi is used [61].

5. Paul et al. in 2009 reported a work on Bangla speech recognition using LPC
cepstrum features [62]. The self-organizingmap (SOM) structure ofANNmakes
each variable length LPC trajectory of an isolated word into a fixed length LPC
trajectory and thereby making the fixed length feature vector to be fed into the
recognizer. The structures of the ANN are designed with MLP and tested with
3, 4, 5 hidden layers using the tan sigmoid transfer functions.

6. In 2012, Sunil and Lajish in a work [63] reported a model for vowel phoneme
recognition based on average energy information in the zero-crossing intervals
and its distribution using multilayer feedforward ANN. They have observed
that the distribution patterns of average energy in the zero-crossing intervals are
similar for repeated utterances of the same vowels and varies from vowel to
vowel and this parameter is used as a feature to classify five Malayalam vowels
in the recognition system. From this study, they have shown that the average
energy information in the zero-crossing intervals and its distributions can be
effectively utilized for vowel phone classification and recognition.

7. Pravin and Jethva recently in 2013 reported a work [64] on Gujrati speech recog-
nition. MFCC of a few selected spoken words is used as feature to train a MLP-
based word recognition system.

8. Chitturi et al. reported a work [65] in 2005, where they have proposed an ANN-
based approach to model the lexicon of the foreign language with a limited
amount training data. The training data for this work consisted of the foreign
language with the phone set of three native languages, 49 phones in Telugu, 35
in Tamil, 48 in Marathi, and 40 in US English. The MLP with backpropagation
learning algorithm learns how the phones of the foreign language vary with
different instances of context. The trained network is capable of deciphering
the pronunciation of a foreign word given its native phonetic composition. The
performance of the technique has been tested by recognizing Indian accented
English.

9. A work [66] by Thasleema and Narayanan in 2012 explores the possibility
of multiresolution analysis for consonant classification in noisy environments.
They have used wavelet transform (WT) to model and recognize the utterances
of consonant–vowel (CV) speech units in noisy environments. A hybrid feature
extraction module namely normalized wavelet hybrid feature (NWHF) using
the combination of classical wavelet decomposition (CWD) and wavelet packet
decomposition (WPD) along with z-score normalization technique is designed
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in this work. CV speech unit recognition tasks performed for both noisy and
clean speech units using ANN and k Nearest Neighborhood.

10. In 2010, Sukumar et al. has reported a work on recognition of isolated question
words of Malayalam language from speech queries using ANN- and discrete
wavelet transform (DWT)-based speech feature [67].

11. Sarma et al. has reportedworks on recognition of numerals ofAssamese language
in [68, 69] using ANN in 2009. In [68], the ANN models are designed using a
combination of SOMandMLP constituting a learning vector quantization (LVQ)
block trained in a cooperative environment to handle male and female speech
samples of numerals. This work provides a comparative evaluation of several
such combinations while subjected to handle speech samples with gender-based
differences captured by a microphone in four different conditions viz. noiseless,
noise mixed, stressed, and stress-free. In [69], the effectiveness of using an
adaptive LMS filter and LPC cepstrum to recognize isolated numerals using
ANN-based cooperative architectures. The entire system has two distinct parts
for dealing with two classes of input classified into male and female clusters.
The first block is formed by a MLP which acts like a class mapper network. It
categorizes the inputs into two gender-based clusters.

12. In 2010, Bhattacharjee presented a technique for the recognition of isolated
keywords from spoken search queries [70]. A database of 300 spoken search
queries from Assamese language has been created. In this work, MFCC has
been used as the feature vector and MLP to identify the phoneme boundaries
as well as for recognition of the phonemes. Viterbi search technique has been
used to identify the keywords from the sequence of phonemes generated by the
phoneme recognizer.

13. A work by Dutta and Sarma [71] in 2012 describes a speech recognition model
using RNN where linear predictive coding (LPC) and mel frequency cepstral
coefficient (MFCC) are used for feature extraction in two separate decision
blocks and the decision is taken from the combined architecture. The multiple
feature extraction block-based model provides 10% gain in the recognition rate
in comparison to the case when individual feature extractor is used.

14. In 2013, Bhattacharjee in [72] provided a comparative study of linear predictive
cepstral coefficients (LPCC) and MFCC features for the recognition of phones
of Assamese language. Two popular feature extraction techniques, LPCC and
MFCC, have been investigated and their performances have been evaluated for
the recognition using a MLP-based baseline phoneme recognizer in quiet envi-
ronmental condition as well as at different level of noise. It has been reported
that the performance of LPCC-based system degrades more rapidly compared
to the MFCC-based system under environmental noise condition whereas under
speaker variability conditions, LPCC shows relative robustness when compared
to MFCC though the performance of both the systems degrade considerably.

15. Sarma and Sarma in 2013, reported a work [73] where a hybrid ANN model
is used to recognize initial phones from CVC-type Assamese words. An SOM-
based algorithm is developed to segment the initial phonemes from its word
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counterpart. Using a combination of three types of ANN structures, namely
recurrent neural network (RNN), SOM, and probabilistic neural network (PNN),
the proposed algorithm proves its superiority over the discrete wavelet transform
(DWT)-based phoneme segmentation.

14.4 Conclusion

It can be concluded from the above literature that the speech recognition technology
for Indian languages has not yet covered all the official languages. A few works
are done in Hindi language by IBM research lab and a few other research groups
have appreciable quality. A few other works have covered Marathi, Tamil, Telugu,
Punjabi, Assamese, and Bengali languages which are widely spoken throughout the
country. A few works are reported on multilingual speech recognition. However,
ASR technologies are yet to be reported in some other mainstream languages like
Urdu, Sanskrit, Kashmiri, Sindhi, Konkani, Manipuri, Kannada, Nepali etc. The
HMM-based works have already supported the use of continuous speech. In contrast,
ANN-based works are still centered around isolated words. But the scenario looks
bright and many new success stories shall be reported in near future which shall take
ASR technology in Indian languages to new heights.
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Chapter 15
Recent Trends in Power-Conscious VLSI
Design—A Review

Manash Pratim Sarma

Abstract Power-aware or power-conscious very-large-scale integration (VLSI)
design is gradually evolving to be one of the most pronounced and important, yet
challenging aspect of system design and implementation. The issue of power is being
addressed by different researchers around the globe at different levels of implemen-
tation and fabrication. This chapter highlights the recent works in circulation in open
literature primarily reported during the present decade. It focuses broadly on four
important aspects viz. device design, circuit design, high data rate applications, and
synthesis and scheduling. The objective is to discuss the relevant developments as
well as to identify existing challenges faced by the community of researchers engaged
in power-aware VLSI design.

Keywords Very-large-scale integration (VLSI) · High data rate applications ·
Power-aware VLSI design · CMOS circuit

15.1 Introduction

Since the invention of transistor, the world has witnessed tremendous changes in
electronics designwith emphasis on increase inminiaturization anddecrease in power
requirements. Since the formative years of electronics design, the pace and the trends
have established it to be the fastest growing technology ever. With the beginning of
solid-state era, the technology roadmap of very-large-scale integration (VLSI) design
has always been to increase the packing densities, increasing processing speed and
lifetimes, optimization of packaging, and lowering of attrition rates and unit power
consumption.With increasing stress onminiaturization and packing densities, power
issues have become more crucial. This chapter intends to point out the relevant
developments as well as to identify existing challenges and discuss some of the
significant contributions made by research groups in power-aware VLSI design.
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The rest of the paper is organized as follows: In Sect. 15.2, we discuss about the
current trends in power conscious designs with stress on design level modifications.
In Sect. 15.3, design level techniques are highlighted. Current trends in high data rate
designs are covered in Sect. 15.4. Section15.5 includes the trends in synthesis aspect
of VLSI design. The paper is concluded in Sect. 15.6.

15.2 Device-Level Modifications

The power consideration of VLSI systems starts at the device level. The minia-
turization of devices to submicron or nanoscale is beneficial not only in terms of
compactness but also to have low-power designs. There are different bottlenecks to
achieve low-power condition which are independent of the circuit-level or system-
level designs. The minimum effective channel length possible to avoid tunneling in
semiconductor designs, primarily with regards to unipolar devices, to happen is a
very critical issue which has been partially addressed by having gradual junction
near the channel and using multiple gates. Also there happens to be different prob-
lems like threshold voltage shift, bulk punch through, gate-induced barrier lowering
(GIDL), impact ionization etc. in case of smaller devices [1]. Again the minimum
switching energy that a device can transfer is directly related to the effective channel
length, hence optimization is required. Different works have been carried out sug-
gesting device-level modifications or employing different techniques to a device to
achieve proper performance with considerably lower power. A few such works are
discussed here.

1. A design methodology of micro-power analog complementary metal oxide semi-
conductor (CMOS) cell is presented in [2] where an investigation of the draw-
backs of biasing the CMOS in weak inversion region is carried out. It will be
worth noting that biasing a CMOS cell in the weak inversion region makes the
power consumption to reduce than biasing in the strong inversion region. Weak
Inversion region signifies the operating region below the subthreshold voltage.
The drain current in weak inversion region is dominated by the diffusion current
which yields due to the thermally generated minority carriers under the influence
of the gate electric field. Hence, there is a strong dependence of bulk temperature
on the drain.
Analyzing the device behavior and mathematical formulations, we can say that
in weak inversion the minimum voltage required to have saturation is less than
in strong inversion. But as the equation shows that the W/L ratio will increase
which indicates a trade-off between power and area. Since the transconductance
is linearly related to drain current, a MOS transistor offers maximum transcon-
ductance in the weak inversion and gradually decreases as it moves toward strong
inversion. This work also validates weak inversion-based circuits with the use
of EKV model (Enz-Krummenacher-Vitoz) which is claimed to be more pre-
cise. Basic CMOSOp-Amp and operational transconductance amplifier (OTA) is
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modeled and the performance ofOTA is seen to better. But the circuit performance
is dependent on the stability of the current source used for biasing. Finally, the pro-
posed technique can be viewed to be a successful technique but the improvement
of the BW is not addressed.

2. In the paper [3], different techniques of low-voltage, low-power CMOS design in
the deep submicron ICs have been discussed. In CMOS devices, though reducing
the supply voltage leads to power reduction, the performance gets suffered.Hence,
scaling down the threshold level could be a solution but it too influences the dra-
matic increase in the leakage currentwhich is a great concern in high-performance
circuits. The CMOS circuit is characterized by two types of power dissipation:
dynamic and static power dissipation during the active mode of operation. In the
standby mode, the power dissipation is solely due to the standby leakage current.
Again dynamic power dissipation has two components: switching power due to
charging and discharging of load capacitance and the short circuit power due to the
nonzero rise and fall time of input waveforms. Investigating and analyzing differ-
ent phenomena responsible for leakage current like reverse bias junction leakage,
subthreshold leakage, GIDL, DIBL, Gate oxide tunneling, it was concluded that
silicon on insulator (SOI) provides the best result in combating leakage problem.
A double gate (DG) fully depleted (FD) CMOS is proved to have excellent immu-
nity to short channel effect and high drive current which makes it an attractive
candidate for low-voltage, low-power, and high-performance CMOS design.

3. Multi-gate-length (MGL) and dual-gate-length (DGL) biasing techniques are
investigated in [4] for timing constraint-aware active mode leakage power reduc-
tion of VLSI circuits. For active mode power reduction, gate lengths above sun-
nominal length was proposed since it leads to reduction in run-time leakage. Also
gate length biasing can be implemented either in cell level or in transistor level.
The DGL approach provides nominal gate-length and one bias value, whether
in MGL we may have different bias value. While choosing the gate lengths, the
footprint equivalence and interchangeability between cell masters and cell vari-
ants must be assured. The authors benchmark cell-level MGL over DGL with
the comparison and analysis of leakage power reduction and full chip leakage
power variation. A sensitivity-based cell delay and leakage modeling is adopted
and finally a Monte Carlo-based leakage reduction investigation was performed.
Conclusion was that MGL provides modest to nominal leakage power reduction.

15.3 Circuit-Level or Design-Level Techniques

The circuit-level or design-level techniques to reduce power plays a crucial role in
any VLSI circuit implementation. Different optimization issues that lead to the trade
offs between power and inherent circuit properties needs to be analyzed properly.
Decreasing the bias voltage decreases the overall power but the limit of the minimum
bias voltage to be able to properly distinguish between the two logic levels should be
known because it is inherent to the circuit [1]. Again the minimum switching energy
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per cycle and intrinsic gate delay are also circuit specific and also dependent on the
bias voltage and capacitance. The global interconnects being an RC network makes
a decisive role since the circuit response time is influenced by it. Resolving these sort
of numerous issues with a goal to have a low-power, high-performance circuit have
been the thrust area of the researchers in the last decade. Such issues are discussed
below.

1. An area-conscious, low-voltage controlled, 8T Static Random Access Memory
(SRAM) cell has been presented in [5]. The design was also verified in a 0.42v
operated dynamic voltage scaling (DVS) environment in 90nm technology. The
final product comes out to be a 64kb, 8T-SRAM chip in 90nm technology with
write-back scheme and improved Bit Error Rate (BER) performance.

2. Advanced VLSI architectures like multicore processors, system on chip (SOC),
network on chip (NOC) etc. face the problem of high power dissipation and sharp
thermal gradient. DVS environment offers power management techniques in such
scenario. But the need of converters in such hardware leads to a very bulkier
design. An answer to that problem is a single-inductor multiple-output (SIMO)
converter. A delay-locked loop (DLL)-based SIMO converter with locking range
of 350ns and simulated in IBM 130nm has been reported in [6]. A low-power,
low-voltage topology is chosen for power management with time multiplexing
control. A novel control technique is used which involves utilizing the inher-
ent phase locking property of the DLL to lock onto the converter’s regulation
error between the output voltages and their corresponding references. Maximum
efficiency observed was 87.2%.

3. Since process variation is a major concern in CMOS circuit manufacturing, scal-
ing down the critical dimensions leads to front-end of line (FEOL) systematic
variations to be a major performance variability contributor. The work [7] pro-
poses a leakage aware methodology to improve the circuit performance in terms
of standby static power and power delay product (PDP).

4. With the growing need of portable handheld electronic equipments, ultra-low-
power (ULP) circuit designs are at the prime demand. Subthreshold operation
of devices has proved to be an efficient candidate for ULP circuits, but with
increase in interconnect density, delay and cross-talk also increase significantly
and is more prominent in nanoscale circuits. In the paper [8], the suitability
of interconnect strategies has been studied and an new interconnect optimization
technique is devised to have subthreshold operations at reduced cross-talkwithout
compromising the performance. They have considered the longest interconnect
length for driver optimization of global interconnect and also the total path delay
under subthreshold is determined by the driver resistance and the interconnect
capacitance.

5. The use of dynamic logic is widespread due to its numerous advantages like
less transistor count and high speed which results for reduced load capacitance.
A pseudodynamic buffer (PDB) in the footed dynamic logic has been proposed
in [9] for both pull-up and pull-down network to reduce static power at 0.35m
CMOS technology. The propagation of precharge pulse to the output stage in
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dynamic logic increases the static power and hence the propagation was stopped
to get a low power performance. Moreover, the proposed structure eliminates the
necessity of having a clock-controlled transistor resulting amore compact design.

6. A 65-nm CMOS technology-based 7T SRAM architecture with high data scala-
bility and yield is presented in [10]. Ground gating by selective control of column
virtual ground significantly reduces the leakage power consumption. Also the
proposed architecture have 30% higher soft error critical charge in comparison
to its 6T counterpart. Also the proposed sense amplifier can be effectively used
with 7T structure with similar dimension as the bit-cell.

7. A novel mechanism of reducing overall power consumption in nanoscale circuits
with the modification in the reference circuit is suggested in [11]. The simulation
is done at 65nm CMOS technology with the use of transistor stacking and finally
reduces the power consumption at the expense of 10% increase of delay.

15.4 Trends in High Data Rate Applications

With ever increasing need of highly integrated miniaturized portable equipments
with more functionality, high speed, and low power have become two decisive ingre-
dients. High-performance processors most often are required to be embedded with
deep pipelining [12], which substantially increases the power consumption. Like-
wise, power densities also become crucial with scaling down of the technologies. So
optimality is not only associated with speed but also with power and hence consid-
eration of both speed and power is important to cope up with advanced high data
rate strategies. Apart from algorithm-level strategies there may be the requirement
of circuit-level techniques like use of dynamic circuits only when speed demand
is prime, use of delayed-reset domino circuit, pulse to static conversion at the out-
put without sacrificing speed etc. Extensive research is being carried out and few
important works are discussed here.

1. An ultra-low power multimedia processor with Motion Pictures Experts Group
(MPEG) 4 encoding for mobile applications is presented in [13]. Optimization
was suggested from algorithmic level to hardware level with an highly accurate,
reduced computational complexity algorithm.

2. In 2003, it was predicted [14] that the dynamic branch prediction problem can
be addressed well with the use of Artificial Neural Networks (ANN). They were
verifying the learning vector quantization (LVQ) and back propagation network
with the achievement of lower misprediction and were suggesting that ANNs
would be interesting candidates for these sort of problems. But the power related
issue was not discussed.

3. A power-awareANN-based branch prediction scheme to incorporate anti-aliasing
technique has been discussed in [15]. The scheme dynamically learns to dissipate
less power during successive calls making a distinction with previous techniques
of hardware-level, power-aware designs. The ANN BP operation is designed
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as a combination of parallelism and pipelining to avoid degradation of timing.
Misprediction is reduced from 11.1 to 8.5% and is claimed to be the first power-
aware BP.

4. Finite field inversion is computationallymost intensive operation. Frequently used
algorithms to have inverse binary field include Extended Euclidean Algorithm
(EEA), Binary Euclidean Algorithm (BEA), Montgomery Inversion Algorithm
(MIA), and Itoh-Tsujii algorithm (ITA). In terms of hardware implementation,
ITA is said to be efficient for its higher speed due to the presence of the field
multiplier. In [16], a generalization of parallel ITA structure is adopted but is
seen to be suffering from a limited speed. Hence, a new sequential architecture is
suggested to reduce critical delay without increasing the clock cycle requirement.
It is either a cascade of 2-n circuits or a cascade of 2-n circuits and is tested in
different FPGA devices. The final outcome is an increase in speed by 15% for
inverse computation compared to a quad ITA implementation and 80% compared
to the square and square-root operation-based parallel ITA.

5. The Elliptic Curve Cryptosystem (ECC)-based processor is becoming an attrac-
tive candidate in recent years and extensive research work is going on in this area.
The Galois Fields (GF(2m)) find its importance in hardware implementation due
to carry free arithmetic. One such GF(2m) compatible, flexible, area efficient,
low-power, high-speed, versatile bit-serial multiplier design is reported in [17].
It works in the most significant bit (MSB)-first mechanism for different operand
lengths. The evaluation of efficiency is based on latency, critical path, and space
complexity.

15.5 Synthesis and Scheduling

Synthesis and scheduling is a crucial issue related to testing and testability of the
chips. Successful testing necessitates the power issues to be addressed properly. We
are presenting here some of such works related to power-aware synthesis.

1. Built-in self test (BIST) increases circuit activities and therebygiving rise to power
in data path circuits leading to yield and reliability problem. The voltage drop
during BIST makes many good circuits to fail, therefore testing of low-power
chip poses critical issues which need to be addressed. A power-conscious test
synthesis and scheduling is introduced in [18] with targeted dataflow-intensive
applications.

2. In all highly scaled VLSI circuits, high temperature has a serious impact on cir-
cuit performance which results due to the decrease in switching speed as the
interconnect resistance increases. A thermal management strategy in the archi-
tectural synthesis flow at multiple stages is proposed in [19]. This temperature-
aware high-level synthesis reduces peak temperature by 7.34◦C compared to
temperature-unaware designs and thereby saving leakage power.
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3. A low-power thermally aware algorithm for behavioral synthesis with the reduc-
tion in temperature by 23% and chip area by 10% is presented in [20]. To make
efficient sampling of multi-objective solution space possible and to have an inex-
pensive thermal analysis, two-stage annealing is adopted. Finally, there is an
decrease in peak module temperature by 15% with less than 1% average power
difference.

4. In the present scenario of power-hungry multicore processors, design of power-
aware NOCs is challenging. A framework of automated power level synthesis of
regular NOCs is presented in [21]. They have reduced the network traffic to 62%
with the use of heuristics. The partitioning technique optimizes both communica-
tion power as well as computation power while using distributed decision-making
mapping schemeover thewholemesh.Also routingpath allocation algorithm inte-
grates link-insertion and routing. There was a saving of 32% of communication
power and 13% of overall power.

15.6 Conclusion

In this chapter, we have seen that there is a continuous work to achieve the objec-
tive of designing high-performance VLSI systems at lowest possible power levels.
The trend observed in recent years is more inclined toward power-aware designs.
Researchers have foundways to lower the power without violating the inherent limits
and making breakthrough enabling design of high-performance portable computing
and communication equipments for multiple applications.
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Chapter 16
Application of Soft Computing Tools
in Wireless Communication—A Review

Kandarpa Kumar Sarma

Abstract The proliferation of number of users in a limited wireless spectrum have
raised the levels of inter symbol interference (ISI) and have also contributed towards
probable degradationof quality of service (QoS).Thekey challenges facedbyupcom-
ingwireless communication systems is to provide high-data-ratewireless accesswith
better QoS. Also, the fast shrinking spectrum for such communication have neces-
sitated the development of methods to increase spectral efficiency. Multiple input
multiple output (MIMO) wireless technology is a viable option in such a situation
and is likely to be able to meet the demands of these ever-expanding mobile net-
works. Many researchers have explored this field over a considerable period of time.
A sizable portion of the research have been on the application of traditional statistical
methods in such areas. Over the years, soft computational tools like artificial neural
network (ANN), fuzzy systems and their combinations have received attention in the
diverse segments of wireless communication. This is because of the fact that these are
learning based systems. These learn from the environment, retain the knowledge and
use it subsequently. This paper highlights some of the important application areas
in wireless communication which have reported the use of soft computing tools in
wireless communication that are in circulation in open literature.

Keywords Multiple inputmultiple output (MIMO) technology · Soft computation ·
Wireless communication ·Multi layer perceptron (MLP) ·Recurrent neural network
(RNN) · Fuzzy · Fuzzy-neural · Neuro-fuzzy

16.1 Introduction

The proliferation of mobile communication networks over the last decade has
increased the use of the wireless spectrum in exponential terms. Increase in number
of users in a limited spectrum have raised the levels of inter symbol interference
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(ISI) and also have increased the possibility of degraded quality of service (QoS).
The key challenge faced by upcoming wireless communication systems is to provide
high-data-rate wireless access at better QoS. Also, destructive addition of multipath
components within the fast shrinking spectrum available for wireless communica-
tion have necessitated the development of methods to increase spectral efficiency
and explore innovative solutions. Additionally, there is a constant demand for higher
bandwidth, increased data rates, lower cost, greater coverage etc. forwhich themobile
networks are creating congestion in the available spectrum. Multiple-input multiple-
output (MIMO) wireless technology is a viable option in such a situation and is
likely to be able to meet the demands of these ever-expanding mobile networks.
Many researchers have explored this field over a considerable period of time. A
sizeable portion of the research have been on the application of traditional statistical
methods in such areas. Over the years, soft computing tools like artificial neural
network (ANN), fuzzy systems and their combinations have received attention in
wireless communication. This is because of the fact that these are learning based
systems. These learn from the environment, hold back the learning and use it sub-
sequently. This paper highlights some of the important application areas in wireless
communication which have reported the use of soft computing tools in wireless com-
munication. As MIMO is a viable option to meet the demands of expanding mobile
networks, a larger section of the research have focused on the application of soft
computing tools in this area as well.

The rest of the paper is organized as follows. In Sect. 16.2, the importance of soft-
computing tools in wireless communication is highlighted. We discuss about the
application of the ANN in feedforward form in Sect. 16.3. Application of recurrent
structures in wireless communication is discussed in Sect. 16.4. The important works
reported in the domain of fuzzy based applications in wireless communication are
included in Sect. 16.5. The work is concluded in Sect. 16.6.

16.2 Importance of Soft Computing Tools
in Wireless Communication

Soft computing tools like ANN, fuzzy systems and their combinations have become
important segments of systems related to wireless communication. This is because
of the fact that these being learning based systems, are better placed to use chan-
nel side information (CSI) for improved performance. ANNs have already received
considerable attention as an optional technique for equalization and other such appli-
cations in wireless communication. The most preferable aspects of the ANN in these
applications have been parallelism, adaptive processing, self-organization, univer-
sal approximation and ability of tackling highly nonlinear problems. Also, as the
ANN learn complex patterns, it acts as a reliable estimator and hence is used for the
modeling a host of phenomena observed in wireless systems and MIMO channels.
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ANNusesmodel free data to capture changes [1]which have been effectively used
in design of systems for channel estimation and symbol recovery simultaneously.

On the other hand, fuzzy systems are rule driven tools suitable for uncertain con-
ditions executingminute regulations for improved control and decision-making. This
is somewhat different to that observed in ANNs. ANNs are nonparametric predic-
tion tools that have the ability to replicate biological cognitive behaviour but cannot
explain to the user how the system derives a decision. Hidden knowledge in ANN is
not associated with a single aspect of a given problem. Fuzzy systems, on the other
hand, attempt to extract expert-level knowledge embedded in a process. The rule gen-
eration process is critical in extracting knowledge and arrive at decisions from near
random or unknown situations. Fuzzy systems are applicable where sufficient expert
knowledge about a process in available while ANN is comfortable with situations
that have sufficient process data. Therefore, while ANNs have numeric-quantitative
capability, fuzzy systems exhibit symbolic-qualitative capacity. Thus, hybrid systems
formed by combinations of ANN and fuzzy methods have adaptability, parallelism,
non-linear processing, robustness and learning in data rich environment acquired
from ANNs and modeling uncertainty and qualitative knowledge related to fuzzy
systems. It provides neuro-fuzzy (NF) or fuzzy-neural (FN) systems the ability to
acquire numeric-qualitative expert-level decision-making and demonstrate greater
adaptability and robustness while handling unknown process or situations.

16.3 Application of Feedforward ANN and MLP
in Wireless Communication

ANNs are available in a host of forms [1]. In the rudimentary feedforward form, the
ANN is configured as amulti layer perceptron (MLP)which is trained by (error) back
propagation (BP) algorithm [1]. In this section, we highlight some of the important
applications of ANN in feedforward form related to wireless communication.

For single input single output (SISO) and single input multi output (SIMO) set-
ups,MLPs have been extensively used.As an extension to the application of SISOand
SIMO, MIMO systems also have attracted considerable employment of ANN for a
range of situations like channel equalization, interference cancellation, identification
and estimation. A few such works are included below:

1. A three layer ANN along with feedback is used for MIMO channel estimation
and equalization and is reported in [2]. The work uses a Kalman filter and a
feedforward ANN to perform MIMO channel estimation.

2. Another work cited in [3] reports the application of ANN for location estimation
and CCI suppression in cellular networks.

3. Awork related to blind equalization of a noisy channel by linear ANN is reported
in [4].

4. Another work of similar nature is available as cited in [5] where blind chan-
nel equalization and estimation is performed using ANN. This work discusses
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application of ANNmainly with a time invariant SISO channel. Along with CCI
cancelation and equalization, estimation of MIMO channels have also received
attention with regards to application of ANN and related tools.

5. A method based on iterative estimation of MIMO channels using support vector
machine (SVM) is reported in [6].

6. Another work [7] reports the application of singular value decomposition (SVD)
based adaptive channel estimation for MIMO-OFDM systems.

7. SVD has also been used for subchannel CCI cancelation in a MlMO system as
described in the work cited in [8].

8. Like SVD, ANN has always been a preferred tool for developing applications in
highdata rate systems likeMIMO-OFDMsystems. Following these applications,
identification of nonlinear MIMO channels using ANNs has also been reported.
One such work is [9].

9. The work [10] reports the use of a MLP for multipath Rayleigh channel estima-
tion in a MIMO set-up.

10. Works of similar nature that deals with static and slowly varyingMIMOchannels
has already been reported. A work [11], reports the use of ANN for MIMO-
OFDM channel estimation. The work uses pilots to estimate the channel impulse
response based on LS criteria. To improve the estimation performance, an ANN
approach is applied to track the variations of the channel using a variable step-
size RLS.

11. Application ofMulti-ADAptive LINear Element (MADALINE) which is a feed-
forward ANN, for parameter estimation of linear time invariant (LTI) MIMO
systems is reported in [12].

12. As channel estimation is a time varying phenomenon, dynamic ANNs are more
suitable. The work [13] reports the use of a dynamic ANN topology for MIMO-
OFDM systems. The MLPs are tested to check their ability to perform symbol
recovery as well under fluctuating conditions shown by the MIMO channels.

13. MLPs capturing time—varying patterns of input data must have temporal char-
acteristics [14] which can be developed by building memory into an ANN [1].
There are two basic methods which can be used to introduce memory into an
ANN. The first one is to introduce time delays in the ANN and to adjust para-
meters during learning phase. The second way is to use positive feedback which
can make the ANN recurrent. Recurrent networks use global feed-forward and
local feedback sections [1].

In the above cases we have seen a number of reported works which have used ANN
in feedforward form to deal with certain phenomenon observed in wireless channels.
In these cases it is seen that an ANN can be specially configured to mitigate some of
the deficiencies of multi-user transmission. The advantage of these schemes is that
no pilot symbol bits are required to be inserted with such transmissions which can
contribute towards preserving bandwidth and increasing spectral efficiency.
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16.4 Application of Recurrent Neural Network (RNN)
in Wireless Communication

Another form of ANN is recurrent neural network (RNN) which possesses better
ability to deal with time varying systems than the MLP. This is because of the fact
that the RNNhas local and global feedback paths which enable contextual processing
of applied samples [1]. RNNs have also been used for a diverse range of applications
inwireless communication. Some of the relevant literature are cited between [15–29].

1. Blind equalization has been the most common area in which RNNs have been
applied. A work cited in [15] uses a RNN for blind equalization which proves
to be effective.

2. A more extensive application of the RNN is observed in case of a system
developed for MIMO channel prediction using a particle swarm optimization
(PSO)-evolutionary algorithm (EA)-differential evolution PSO (DEPSO) (PSO-
EA-DEPSO) off-line training algorithm. This predictor is shown to be robust to
varying channel scenarios [16]. The work only concentrates on MIMO channels
and is not directed towards recovery of data symbols transmitted through the
channel.

3. Another related work cited in [17] improves the effort reported in [16] by using
an on-line approach. A new hybrid PSO-EA-DEPSO algorithm is presented
for training a RNN for MIMO channel prediction. This algorithm is shown to
outperform RNN predictors trained off-line by PSO, EA, and DEPSO as well as
a linear predictor. This work also is not directed towards recovery of transmitted
signal content. Further, the work doesn’t specify if real and complex signals are
considered in split form or in coupled form.

4. Awork [18] provides a new adaptive neural predictor for GPS jamming suppres-
sion applications designed using the efficient square-root extended Kalman filter
(SREKF) algorithm to adjust the synaptic weights in a RNN architecture and
thereby estimate the stationary and non-stationary narrowband/FM waveforms.

5. A novel approach to adaptive channel equalization with RNN for a QSPK signal
constellation is given in [19]. The work deals with wireless communications in
non linear channels for M-PSK and M-QAM modulation schemes.

6. RNNs with extended Kalman filter (EKF) algorithm has also been used for
nonlinear equalization in satellite communication. This is reported by a work as
indicated by [20].

7. Another work cited in [21] applied complex real time recurrent learning fully
RNN extended Kalman filter trained (CRTRLEKF) in adaptive equalization for
cellular communications. Results illustrate the strength of the method in wide
sense stationary-uncorrelated scattering (WSS-US) channel model.

8. Accurate and timely estimation of CSI will guarantee the QoS by admission
control, inter and intra network handovers in non line of sight (NLOS) channels.
For such a problem, bit error rate (BER) is predicted by two different RNN
architectures such as recurrent radial basis function network (RRBFN) and echo
state network (ESN) [22].
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9. RNNs trained with gradient-based algorithms such as real-time recurrent learn-
ing (RTRL) or back-propagation through time (BPTT) have a drawback of slow
convergence rate. A derivative-free Kalman filter, also called the unscented
Kalman filter (UKF), for training a fully connected RNN is presented for non-
linear equalization in [23, 24].

10. A work on the use of Kalman filter-trained RNN equalizers for time-varying
channels is reported in [25].

11. A decision feedback RNN based equalization with fast convergence rate for
time-varying channels is described in [26].

12. In theworkdescribed in [27], the applicationof fully connectedRNNs (FCRNNs)
is investigated in the context of narrow-band channel prediction using three dif-
ferent algorithms, namely the RTRL, the global extended Kalman filter (GEKF)
and the decoupled extended Kalman filter (DEKF). The system is designed for
training the RNN—based channel predictor. The work shows that GEKF and
DEKF training are faster than the RTRL based learning.

13. A new method for pruning the complex bilinear recurrent neural network
(CBLRNN) using genetic algorithm is proposed in [28] and is applied to equal-
ization of wireless asynchronous transfer mode (ATM) channels.

14. Use of Kalman filter and RNN in hybrid form is reported in [29].

The most preferable aspects of the RNN in these applications have been parallelism,
adaptive processing, self-organization, universal approximation and ability of track-
ing highly nonlinear problems. Here too, the reported works of application of RNN
for wireless and MIMO channel modeling have not crossed the traditional limits of
experimenting with the training−testing realm. In particular, no reported works have
dealt with architectural expansion of the RNNwhich would have been a natural mod-
ification over traditional RNN structures. The training time complexity and design
issues are important challenges observed in these works.

16.5 Application of Fuzzy, Fuzzy-Neural and Neuro-Fuzzy
Systems in Wireless Communication

Fuzzy systems provide expert-level knowledge for control and decision-making
while ANNs are non-parametric prediction tools that have the ability to replicate
biological behaviour. Therefore, while ANNs have numeric-quantitative capability,
fuzzy systems exhibit symbolic-qualitative capacity. It provides fuzzy-based sys-
tems the ability to acquire numeric-qualitative expert-level decision-making and
demonstrate greater adaptability and robustness while handling unknown process
or situations. These attributes of fuzzy based systems in combination with ANNs
have been explored and configured for wireless channel modeling and related phe-
nomenon. Fuzzy and related hybrid systems namely FN and NF systems provide
adaptive expert-level decision-making capacity, hence are suitable for a wide range
of applications. Fuzzy based systems are efficient tools to be utilized in problems for
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which either information or knowledge of all factors is insufficient or impossible to
obtain. Fuzzy and related hybrid systems have also received attention for application
in wireless communication.

1. A work cited in [30] is a must read description for all fuzzy related implementa-
tion. The description provides an exhaustive survey of neuro-fuzzy rule gener-
ation algorithms together under a unified soft computing framework. The work
includes some important works related to rule generation of NFS and relates
them to certain real world applications. Another work of similar nature is [31].

2. Some nobel efforts have been put into a publication cited in [32], which contains
a survey of fuzzy logic applications and principles in wireless communications.
It is reported with the aim of highlighting successful usage of fuzzy logic tech-
niques in telecommunications and signal processing. The authors claimed this
is to be the first such study of its kind. This paper focuses firstly on discerning
prevalent fuzzy logic or fuzzy-hybrid approaches in the areas of channel esti-
mation, equalization and decoding, and secondly outlining what conditions and
situations for which fuzzy logic techniques are most suited for these approaches.

3. A detailed account of some applications of fuzzy systems in communication is
provided in this report. One of the earliest reported applications of fuzzy systems
in wireless communication in [33]. It reports the use of an RLS fuzzy adaptive
filter for non-linear channel equalization.

4. A work of similar nature that can also be considered to be among the few earliest
reported is [34] and it deals in somedetailwith a fuzzybased channel equalization
problem.

5. Another contemporary work is [35] which shows the use of fuzzy systems to
carry out channel estimation. A similar survey paper is [36].

6. Anotherwork [37] reports the use of fuzzy systems to performchannel estimation
in CDMA based wireless communication.

7. A simple method reported in [38] shows that data sequence and estimates of the
channel condition can be carried out at the same time using the Viterbi algorithm
and fuzzy logic for the convolutional code. After a fixed number of decoding
steps, the fuzzy logic unit reads the branch metric value of the survivor and
the difference between maximum and minimum survivor path metric values at
the Viterbi decoder and estimates the channel condition with the signal-to-noise
ratio (SNR). The proposed method enables the channel estimation regardless of
what kinds of modulator and demodulator are used.

8. Another work referred in [39] presents the equalization of channel distortion by
usingNFnetwork. The structure and learning algorithmofNFnetwork have been
described. Using learning algorithm of NF network an adaptive equalizer have
been developed. The developed equalizer recovers transmitted signal efficiently.
The use of NF equalizer in digital signal transmission allows to decrease training
time of parameters and the complexity of network.

9. A work cited in [40] discusses about a Takagi Sugeno Kang (TSK) fuzzy
approach to channel estimation for OFDM systems.



204 K.K. Sarma

10. Fuzzy systems can be used to update LMS algorithm for OFDM channel
estimation in time-variant mobile channels. Such a work is reported in [41].

11. The workers of the publication cited in [40] extends the work further using a
TSK fuzzy approach to channel estimation for MIMO-OFDM systems [42].

12. An adaptive NF inference for OFDM channel estimation is reported in [43].
13. Use of fuzzy logic as the core of the reasoning engine to determine different

parameters used by the WiMAX system is reported in [44]. This work focuses
on one of the main functions of the reasoning engine i.e. determination of the
channel type and the number of pilots used for channel estimation.

14. Another work introduces an adaptive neural fuzzy channel equalizer (ANFCE)
based on adaptive neural fuzzy filter (ANFF) [45]. The ANFF is a five layer
ANN which is able to use the expert knowledge in its structure. The structure
and parameters of this network are adjusted according to the training data and
the available expert knowledge.

15. Awork cited in [46] propose a computationally efficient NF system based equal-
izer for use in communication channels. This equalizer performs close to the
optimum maximum a-posteriori probability (MAP) equalizer with a substantial
reduction in computational complexity and can be trained with a supervised
scalar clustering algorithm.

16 The work [47] proposes an adaptive NF inference system (ANFIS) for channel
estimation in OFDM systems. To evaluate the performance of this estimator, the
authors compare the ANFIS with LS algorithm,MMSE algorithm by using BER
and mean square error (MSE) criteria.

17. The authors report the design of a fuzzyMLP for application in stochasticMIMO
channels [48].

Here, we noticed that the major literature have been restricted to the popular NFS
or FNS learning and decision-making arena with the focus to improve performance
of such systems with applications in time-varying MIMO channel modeling and
wireless communication. Theseworks have highlighted how fuzzy based systems are
able to deal with the uncertainty observed in wireless channels and also track minute
variations which are created due to the time dependent nature of such channels.

16.6 Conclusion

Here, we have discussed about the application of soft computing tools for wireless
communication applications. We focussed on the use of ANN in both feedforward
and recurrent forms for dealing with a range of issues like channel equalization and
estimation, interference cancelation, user identification etc. related to wireless com-
munication. Fuzzy systems are able to deal with uncertainty, hence are useful for
dealing with the stochastic nature observed in wireless channels. Fuzzy in combina-
tion of ANN form constitute a reliable framework for application inwireless channel.
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Some recent works reported in this arena has been highlighted in this review. All the
reported works, in totality, indicate that soft computing frameworks in form can be
effective ingredients of receiver design suitable for data intensive mobile applica-
tions.
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