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Foreword

It is my pleasure to present this volume titled Nanoscale and Microscale Phenom-
ena: Fundamentals and Applications, edited by Prof. Yogesh M. Joshi, Professor,
Department of Chemical Engineering, and Prof. Sameer Khandekar, Professor,
Department of Mechanical Engineering, at the Indian Institute of Technology
Kanpur, to the readers. Looking at the contents of this book, I am sure it will attract
readership from various segments, especially chemical and mechanical engineers
and scientists working in micro- and nanoscale physics, materials development,
surface engineering, thermal-fluidic transport systems, and allied interdisciplinary
branches of science and technology. Over 25 academicians, including young
scholars as well as experienced mentors and researchers, from three premier
institutions of the country, have contributed state-of-the-art articles to this volume.
I congratulate all the authors and the editorial team for their excellent work.

This book is an outcome of the work carried out as part of a bunch of projects
funded under the Intensification of Research in High Priority Areas (IRHPA)
program of the Department of Science and Technology (DST), Government of India,
during 2007–2012, in which three institutes, viz. IIT Bombay, IIT Kanpur, IISc
Bangalore, participated. The administrative coordination of this group of projects
was undertaken by Shri Rajeev Tayal and Shri J. B. V. Reddy. I would particularly
like to complement Shri Rajeev Tayal for spearheading this activity and for bringing
it to excellent fruition.

As some of the readers may be aware, IRHPA is a complementary scheme of
DST, implemented through the Science and Engineering Research Board (SERB)
(erstwhile Science and Engineering Research Council; SERC), with the aim to
set up Centers of Excellence around core research groups comprising eminent
scientists and major National Research Facilities to nucleate research activities in
high-priority areas. In the last several decades, since its inception during the sixth
5-Year Plan, this scheme has contributed significantly to augment R&D capabilities
at academic institutions and national laboratories, in frontier and emerging areas of
science and technology. It is heartening to note that the team of authors has compiled
the knowledge generated during the execution of their respective projects and have
presented it for future use by the scientific community in the form of this book.
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vi Foreword

I once again congratulate all the persons directly and indirectly associated with
the publication of this book. Such productive initiatives give boost to the mission of
DST, which is constantly and consciously attempting to increase the efficiencies of
internal processes and delivery of ongoing programs, on the one hand, and launch
new initiatives with a potential impact on the science and technology landscape of
the country, on the other. I believe that by working together, we can realize the vision
of an S&T-enabled knowledge-based economy in the twenty-first century.

Department of Science and Technology Ashutosh Sharma
Government of India, New Delhi, India
2 May 2015



Preface

Understanding physical phenomena at micro- and nanoscale has been a major thrust
area of research and development in the past two decades. Novel insights of material
behavior and transport of heat, mass, and momentum at these reduced scales has
transformed a gamut of technologies and has affected different walks of our lives
in an unprecedented manner. Emerging trends in micro- and nanotechnologies have
the potential for pathbreaking solutions in diverse fields of engineering sciences,
many of which are necessarily interdisciplinary in nature.

In this background, it gives us great pleasure to present this edited book
to the readers, titled Nanoscale and Microscale Phenomena: Fundamentals and
Applications, the genesis of which dates back to early 2007. In that year, the
Department of Science and Technology, Government of India, provided funding to a
total of five research groups belonging respectively to three premier institutes, viz.,
the Indian Institute of Science Bangalore, Indian Institute of Technology Bombay,
and Indian Institute of Technology Kanpur, under their scheme Intensification
of Research in High-Priority Areas (IRHPA). Each research group comprised of
around three to five scientists from the mentioned institutes along with their graduate
students and research assistants. The research projects were broadly in the areas of
microscale and nanoscale materials synthesis, devices, and associated thermal–fluid
transport phenomena, having specific goals and target deliverables. The projects
were executed during 2007–2012, and as it turns out, all the projects in these high-
priority areas were highly successful, leading to a number of publications in reputed
journals and conferences and also intellectual property generation through patents.
In late 2012, it was decided that the outcome of these research projects be published
in the form of a book. The present edited volume is a result of that initiative.

This book is divided into four sections. In the first section, various studies on
the synthesis of nanostructures are presented. Sundar and Tirumkudulu propose a
single-step process to obtain monodispersed nanometric liposomes using immobi-
lized colloidal particles for drug delivery application. On the other hand, Patil and
Jadhav study the single-pass extrusion process to obtain monodisperse liposomes
of the desired sizes. Gupta and coworkers report a method to synthesize nanorods
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viii Preface

from wormlike micelles, while Santhanam describes issues involved in large-scale
synthesis of nanoparticles through scale-up from lab-scale processes. In the second
section, various studies pertaining to instabilities in fluid–fluid and fluid–solid
interfaces are discussed. Sundar and Tirumkudulu study the hole formation process
caused by dewetting in spin coating of lipid bilayers and analyze the phenomenon
against established theories. Patra and coworkers study various kinds of wetting
transitions for different fluid–surface combinations through molecular simulations.
Gambhire and Thaokar analyze instabilities at planar fluid interfaces under electric
fields, while Shankar and Gaurav study the effect of a soft deformable boundary
on interfacial instabilities. In the third section, applications of nanostructures are
presented, wherein Mondal and Ghatak describe how limbless locomotion can be
achieved by generating geometric asymmetry in elastomeric objects. They further
demonstrate how geometric asymmetry can facilitate directed adhesion in soft
materials. Shaukat and coworkers study the tensile flow behavior of metastable soft
materials having micro- and nanocsopic structure. Sharma and Sharma discuss the
development of carbon xerogels having different microstructures, with sizes varying
from nano to microscales. Moreover, they discuss strategies for the development
of micropatterned carbon surfaces to fabricate hierarchical carbon structures by
various approaches. The last section of the book is devoted to subtleties of chemical
reactions and associated thermal–fluid transport over microscopic length scales,
wherein Peela and Kunzru describe the development of a microchannel reactor to
produce hydrogen from ethanol, while Khandekar and Moharana study convective
heat transport in microchannel flows and bring out the various nuances of estimating
the transfer coefficients.

There are many stakeholders in the successful completion of this book. First
and foremost is Mr. Rajeev Tayal, Adviser, Department of Science and Technology.
The five research projects that form the background of the present book are an
outcome of Mr. Tayal’s painstaking efforts. From the inception of the idea of
this edited book, he has supported the endeavor in every possible way. It gives
us great pleasure to acknowledge his continuous encouragement and coordination
during the execution of the projects as well as in the preparation of this book. We
also acknowledge Mr. J.B.V. Reddy, Senior Scientist, Department of Science and
Technology, for providing every possible help, wherever required. We thank all the
contributing authors and their respective graduate students and research scholars;
without their enthusiastic support, this book would not have been a possibility. Every
chapter of this book has gone through a careful peer review process. We greatly
acknowledge the efforts of anonymous reviewers that have contributed to enhance
the quality of this work. We also acknowledge help of Ms. Khushboo Suman while
correcting the proof.

Finally, we thank the Centre for Development of Technical Education (CDTE)
of the Indian Institute of Technology Kanpur for partly supporting the production of
this book.

Kanpur, UP, India Yogesh M. Joshi
24 October 2014 ( ) Sameer Khandekar



Message

It is heartening to witness that research and development efforts carried out under
the aegis of the prestigious IRHPA funding program of the Department of Science &
Technology (DST), Government of India during 2007–2012, have been successfully
compiled by the team of researchers from across India into this edited volume, titled,
‘Nanoscale and Microscale Phenomena: Fundamentals and Applications’.

It was also my pleasure that I was associated during the early conceptualizing
stage of these research and development projects and was given the task of reviewing
and mentoring some of the ideas contained in the proposals. Series of well-planned
pre-sanction activities and subsequent follow up by DST functionaries and equally
enthusiastic response and initiatives of the research groups involved has translated
into a well documented volume, containing state-of-the-art results.

I congratulate the editorial team of Prof. Yogesh M. Joshi and Prof. Sameer
Khandekar from IIT Kanpur, who have undertaken an excellent job. Needless to
say, the research teams have put in tremendous efforts in pursing their passion for
furthering the science and technology frontiers of the nation.

I wish the entire team well-deserved success in all their present and future
endeavors.

National Chemical Laboratory, Pune, India B.D. Kulkarni
December 01, 2014
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Novel Method for Synthesizing Monodisperse
Dispersion of Nanometer Liposomes

S.K. Sundar and Mahesh S. Tirumkudulu

Abstract Liposomes are used for drug delivery applications due to their ability to
carry water-soluble and insoluble drug molecules. While there are various methods
for liposome preparation, the methodology usually involves post-processing steps
such as filtration and extrusion to obtain monodisperse liposomes of size less than
100 nm. Here, the focus is on a novel single-step process to obtain monodisperse
liposomes in the nanometer range using colloidal particles that are immobilized
inside a cylindrical column and forms a packed bed. The steps consist of introducing
lipids dissolved in an organic solvent into the bed followed by solvent evaporation
by passing a stream of nitrogen gas which forms a coating of dried lipid over the
colloidal particles. Hydration of the lipid bilayer with an aqueous buffer causes the
unbinding of lipid bilayers resulting in the formation of monodisperse liposomes.
Our results indicate that the liposome size depends upon the surface roughness of
the packing and not on the pore size. The process is robust and could be easily
adapted for point-of-care therapeutics that involves liposomes for drug delivery.

Keywords Liposomes • Targeted drug delivery • Hydration • Encapsulation •
Packed bed

1 Introduction

Liposomes are association colloids made of bilayers formed by the self-assembly
of double-tailed surfactants called phospholipids. These molecules possess a
hydrophilic head and a hydrophobic tail (Fig. 1). When dissolved in water and
when the concentration is well above their critical micellar concentration, these
molecules spontaneously rearrange into bilayers such that the head is exposed to
the aqueous portion and the tails are concealed between the head groups to avoid
unfavorable interactions with the surrounding aqueous environment. The bilayers
then close upon themselves to form liposomes. This spontaneous vesiculation above

S.K. Sundar • M.S. Tirumkudulu (�)
Indian Institute of Technology Bombay, Mumbai 400076, India
e-mail: sundar.bio@gmail.com; mahesh@che.iitb.ac.in

© Springer India 2015
Y.M. Joshi, S. Khandekar (eds.), Nanoscale and Microscale Phenomena,
Springer Tracts in Mechanical Engineering, DOI 10.1007/978-81-322-2289-7_1
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4 S.K. Sundar and M.S. Tirumkudulu

Fig. 1 The above schematic
shows a unilamellar liposome
which can encapsulate
hydrophobic species in its
bilayer and hydrophilic
species inside its aqueous
core

Aqueous core
encapsulates
hydrophilic species

Bilayer
(about 4 nm thick)

Lipid bilayer
encapsulates
hydrophobic species

the critical concentration of lipid monomer and also at a temperature greater than the
transition temperature of phospholipid occurs when the size of the bilayer exceeds
a critical size so that the energetically unfavorable edges exposed to the solvent are
eliminated by the bilayer closing on itself to form a vesicle at the cost of relatively
lower bending energy [11].

This ability of the liposome to partition space makes it an excellent choice for
drug delivery applications. The encapsulation provides protection to the drug apart
from minimum drug loss and preventing damage to healthy cells [18]. It is well
known that liposomes administered intravenously are cleared by macrophages of the
liver and the spleen (reticuloendothelial system) if their size exceeds about 200 nm.
Hence, it is required that the liposome size be preferably below 100 nm so that
they can avoid detection [6]. The same can also be achieved by attaching ligands
or surface-modifying polymers such as polyethylene glycol to the liposome surface.
These “stealth” liposomes circulate in the bloodstream for a long duration as they
avoid detection by the reticuloendothelial system and thereby increase the efficacy
of the delivery system.

Liposomes of the desired size range for drug delivery are generally achieved
by one or more of the following methods: by sonication, by extrusion of large
liposomes through membranes with small pores, by varying the ionic concentration
of the hydration medium, or by inducing changes in solubility conditions [2, 4, 25].
Most of the liposome preparation methods that require commercialization are
carried out in small channels whose characteristic length scales are in millimeters
or centimeters. These techniques produce a heterogeneous population of liposomes
and is eliminated by subjecting them to either filtration or extrusion, thereby
achieving the targeted size range of 100 nm or lower. Lasic [14] discusses the various
techniques for liposome preparation along with their advantages and disadvantages.
More recently, microfluidic methods for liposome synthesis have been developed
that allow fine control on the liposome sizes [27]. Confinement inside small channels
in an environment that provides controlled mixing enables synthesis of liposomes in
the submicron range. Thus, adapting the conventional macroscale processes such as
electroformation [15], hydration [16], extrusion [5], and double emulsion technique
[26] to microfluidic devices prevents the loss of reagents while achieving a tight
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control on the liposome size. Recent microfluidic approaches by Jahn et al. [12]
and modification of the same using membranes by Akamatsu et al. [1] have
enabled the synthesis of monodisperse liposomes in the submicron range. A review
on microfluidics by van Swaay and deMello [27] focuses on the importance of
simplicity along with robustness as one of the main criteria for a process to be
widely accepted in the industry. Microfluidic device fabrication and operation is
difficult and often complex since designs include multiple fluid inputs, different
fluid phases, and complicated flow control valves. It is because of this disadvantage
that hydration remains one of the most preferred techniques followed by extrusion
to produce submicron liposomes at an industrial scale.

Our work on liposome formation focuses on the thin-film hydration process
to produce submicron liposomes without the need for post-processing such as
extrusion and/or filtration. The hydration process typically involves the formation
of dried bilayer films over a substrate surface, and subsequent hydration of the
same with an aqueous solution initiates unbinding of bilayer stacks leading to
the formation of liposomes [21, 28]. Many studies have attempted to produce
sub-100 nm liposomes using the hydration technique. Olson et al. [20] prepared
multilamellar and polydisperse liposomes from a dry deposit of a mixture of lipids
composing of phosphatidylserine, phosphatidylcholine, and cholesterol in a round-
bottomed flask. These multilamellar liposomes were extruded several times through
filters of pore sizes ranging from 1 to 0.6 �m to reduce the size from 1,320 to 260 nm
with decrease in lamellarity. The production of liposomes in the size range from 55
to 240 nm by Hope et al. [8] involved the hydration of dry lipid films followed
by extrusion under moderate pressures of �500 lb/in2 through polycarbonate filters
of pore size ranging from 30 to 400 nm. Synthesis studies by Nayar et al. [19] on
long-chain saturated phosphatidylcholines showed that multiple extrusion through
100 nm pore filters produces liposomes in the 60 nm size range. The above studies
indicate that the liposome size depends on the filter pore size and extrusion
pressure, and the process is applicable to both saturated and unsaturated lipids
when it is performed above the transition temperature of the lipid. Recently, Howse
et al. [9] have shown that a monodisperse suspension of giant polymer liposomes
can be produced from templated surfaces made from poly(ethylene oxide)-co-
poly(butylene oxide). The bilayers conform to the surface topology of the templated
surface and close to form liposomes upon hydration. The final liposome size scales
with the area of the templated surface. Thus the liposome size can be tailored by
varying the size of the polymer island. While the aforementioned process provides a
tight control on the liposome size, the scale-up of the process could be a challenge.

In this chapter, we describe a one-step method based on the hydration technique
to synthesize submicron liposomes with a low polydispersity index (PDI � 0.2).
Lipid molecules, dissolved in an organic solvent, are dried in a packed bed of
colloidal particles with rough surface. The solvent is then evaporated in a stream
of nitrogen forming a bilayer film over the particle surface and then hydrated
with an aqueous buffer to obtain a monodisperse population of liposomes. Our
experiments indicate that the size distribution is independent of the superficial
velocity of the aqueous medium inside the packed bed suggesting that extrusion is
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not the cause for the formation of liposomes. This was further confirmed by drying
a preformed dispersion of large and polydisperse liposomes inside the packed bed
using a stream of nitrogen and then hydrating the bed with a buffer. The resulting
dispersion contained a monodisperse suspension of sub-100 nm liposomes. The
size distribution was found to be independent of the colloidal particle size and
the packing volume fraction in the bed, suggesting that the liposome size may be
set by the particle roughness and the complex three-dimensional structure of the
packing. The robustness of the single-step process along with the absence of a post-
processing step produces liposomes with a tight control over its size distribution,
thus making it a suitable technique to point-of-care therapeutics involving liposomal
drug delivery systems.

2 Materials and Methods

2.1 Materials

1,2-Dimyristoyl-sn-glycero-3-phosphocholine (DMPC), 1,2-dipalmitoyl-sn-
glycero-3-phosphocholine (DPPC), and L-˛-phosphatidylcholine were obtained
in solution form from Avanti Polar Lipids®, Alabama. Sodium chloride,
potassium chloride, disodium hydrogen orthophosphate, and potassium dihydrogen
orthophosphate were obtained from Sigma Aldrich®. Solvents (chloroform
and methanol) used to dissolve lipid were of high grade and obtained from
Merck®Chemicals. The ˛-alumina particles (AKP-15, AKP-30, and AKP-50)
were obtained from Sumitomo Chemicals, Japan. Circular glass capillaries of 2 mm
ID and 4 mm OD of length 100 mm were used for the packed bed experiments and
were obtained from a local supplier.

2.2 Preparation of Packed Bed

The size distribution of alumina particles of each grade was monodisperse (PDI <

0.2) as ascertained using dynamic light scattering (DLS). However, the particles
were not spherical as visualized using a scanning electron microscope (SEM).
The average sizes of the particles of the three grades, namely, AKP-50, AKP-30,
and AKP-15, were 250, 350, and 600 nm, respectively (see Fig. 2). Dilute aqueous
dispersion (35 % v/v) of high-purity ˛-alumina was prepared by dispersing them
in deionized water. The pH of the dispersion was adjusted using HNO3 and KOH.
The final packing volume fraction (�f ) was determined by drying the dispersions
in glass capillaries. The alumina dispersion with different initial lengths (l0) was
allowed to sediment and dry in a vertical glass capillary where the bottom end was
closed with a 200 nm filter paper while the upper end was kept open for drying. Once
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Fig. 2 Size (diameter) distribution by intensity for the three different grades of ˛-alumina
particles (Reprinted/adapted with permission from Sundar and Tirumkudulu [24]. Copyright
(2014) American Chemical Society)

the suspension dried, the final length (lf ) of the dried dispersion was measured from
which the final packing volume fraction (�f ) was obtained from volume balance,
lf �f D l0�0. The particle packing was varied by choosing initial dispersions with
a pH of 2, 5, and 9. Singh et al. [23] have shown that the surface charge of alumina
particles is high and positive at low pH and decreases with increasing pH reaching
the isoelectric point at pH 9. At low zeta potential, the particles are unstable and
flocculate and the packing fraction changes from 0.7 at pH 2 to about 0.3 at pH 9.
The dried capillaries were sintered at 1;100 ıC for 30–60 min so that the particles
become immobilized and give mechanical strength to the packing.

2.3 Liposome Preparation and Size Distribution

Capillaries with packed bed of alumina particles (3 cm in length) were used for
liposome preparation. The experiments were carried out with DMPC lipid (gel-
liquid crystal transition temperature, Tc D 23 ıC) at a temperature, Texp, of 30 ıC.
The experimental setup is shown in Fig. 3. The process consists of introducing a
small plug (about 100 �l) of lipid solution into the bed which is then dried with
nitrogen gas for about 15 min. The dried lipid inside the packed bed is contacted
with a phosphate buffer that was dispensed using a syringe pump (NE-1000, New
Era Pump Systems). The pressure drop inside the packed bed varied from 1 to 5 bar.
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Lipid 
solution

Nitrogen
gas

Aqueous
buffer

Lipid
Colloidal 
particle

Liposome

Fig. 3 Schematic representation of experimental setup. Lipid dissolved in an organic solvent is
introduced in the packed bed. The solvent is evaporated in a stream of nitrogen gas to form
a thin coverage of lipid bilayers over the particle surface. It is then followed by hydration
using an aqueous buffer to form liposomes (Reprinted/adapted with permission from Sundar and
Tirumkudulu [24]. Copyright (2014) American Chemical Society)

The liposome suspension was collected from the other end of the capillary for
analysis. The size distribution was determined using dynamic light scattering while
the sample was imaged via electron microscopy. The experiments were performed
for buffer flow rates, Q, of 20, 60, 150, and 200 �l/min; lipid concentration, Co,
of 10, 35, 70, and 210 mM; and packing volume fraction of 0.35, 0.42, and 0.56
for packed beds of AKP-30 (350 nm) particles. For the remaining beds packed
with AKP-15 and AKP-50, experiments were conducted at Q D 20 �l/min, Co D
70 mM and �f D 0:35.

2.4 Transmission Electron Microscopy (TEM) and Scanning
Electron Microscopy (SEM)

The liposome size distribution was visualized using both TEM and SEM in the
cryogenic mode in addition to their analysis using dynamic light scattering. Cryo-
TEM analysis involves placing a small drop of the liposome sample in the grid.
The maximum specimen thickness is about 1 �m and hence the excess solution is
removed using a filter paper, a process known as blotting. The grid is immediately
plunged into liquid ethane for vitrification after which it is stored under liquid
nitrogen until analysis. For cryo-SEM analysis, a small volume of the liposome
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sample was placed on the sample holder and then frozen using liquid nitrogen. The
frozen sample was subjected to sublimation for 5 min before imaging. In order to
determine the pore size and extent of sintering, the sintered alumina packing was
observed under SEM, after performing platinum coating over the particle surface,
for 30 s.

3 Results and Discussion

Packed bed experiments yielded a monodisperse population of liposomes with a
narrow size distribution in the sub-100 nm range for varying buffer flow rate, lipid
concentration, particle volume fraction, and particle size in the packed bed and the
results are shown in Fig. 4. Each experiment was repeated three times to check
the reproducibility. The results show that the size distribution as measured via the
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Fig. 4 Plots showing intensity distribution of liposome size (diameter) from DMPC lipid with
variation in (a) flow rate of aqueous buffer for Co D 70 mM in a packed bed of AKP-30 particles
at volume fraction, �f D 0:35, (b) lipid concentration for Q D 20 �l/min in a packed bed of
AKP-30 particles at �f D 0:35, (c) volume fraction of particles in a packed bed of AKP-30
particles for Q D 20 �l/min and Co D 70 mM, and (d) particle size for a packing fraction of
�f D 0:35, Q D 20 �l/min, and Co D 70 mM (Reprinted/adapted with permission from Sundar
and Tirumkudulu [24]. Copyright (2014) American Chemical Society)
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Fig. 5 (a) Cryo-TEM image of liposomes obtained from 70 mM DMPC lipid in bed packed with
AKP-30 particles, �f D 0:35, Q D 20 �l/min. (b) Cryo-SEM image of liposomes obtained from
70 mM DMPC lipid in bed packed with AKP-30 particles, �f D 0:35 at a flow rate of 20 �l/min
and temperature 30 ıC. (c) Comparison plot showing liposome size (diameter) distribution (by
number) obtained from cryo-TEM, cryo-SEM, and DLS (Reprinted/adapted with permission from
Sundar and Tirumkudulu [24]. Copyright (2014) American Chemical Society)

intensity peaks at about 45 nm with a PDI of less than 0.3. This clearly indicates
that the distribution is homogeneous and monodisperse irrespective of the changes
made in the process parameters.

In order to confirm the size range measured using DLS, the sample was imaged
using both cryo-TEM and cryo-SEM. Figure 5a shows the image of liposomes
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Fig. 6 Size (diameter)
distribution (by intensity) of
liposomes from DMPC
(Tc D 23 ıC, Texp D 30 ıC)
and DPPC (Tc D 41 ıC,
Texp D 48 ıC) from 70 mM
lipid concentration in bed
packed with AKP-30
particles, �f D 0:35 at a flow
rate of 20 �l/min
(Reprinted/adapted with
permission from Sundar and
Tirumkudulu [24]. Copyright
(2014) American Chemical
Society)
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formed for 70 mM DMPC at flow rate, Q D 20 �l/min in a bed packed with
AKP-30 particles at �f D 0:35. The TEM images show that all the liposomes
are unilamellar. Figure 5b includes a cryo-SEM image of the sample obtained under
identical experimental conditions. In Fig. 5c, we compare the distribution obtained
from DLS with that obtained from image analysis of both the cryo-TEM and cryo-
SEM images. All three distributions indicate that majority of the liposomes fall in
the range of 20–50 nm.

Experiments were also performed with DPPC, whose transition temperature
(Tc D 41 ıC) and acyl chain length were different from that of DMPC, in a packed
bed of AKP-30 particles. Here, the bed was placed in an oven and the temperature
was maintained at Texp D 48 ıC (Fig. 6). Interestingly, we obtained liposomes in
the same size range as that observed for DMPC under identical conditions of lipid
concentration and buffer flow rate. The results indicate that the technique is not
specific to a particular lipid but can be extended to other lipids. However, when
the experimental temperature was increased 20 ıC above Tc , the liposomes were
polydisperse with an average size above 200 nm.

Mayer et al. [17] have shown that extrusion of giant multilamellar liposomes
through porous membranes could result in liposomes comparable to the pore size.
In order to test the hypothesis that the extrusion process may cause size reduction,
the packed particles in the bed were imaged using SEM. Figure 7 shows that the
particles are packed uniformly and the pore size increases with increase in particle
size. In addition to imaging using SEM, pore size was evaluated using porosimetry
and the average pore sizes for packings of AKP-15, AKP-30, and AKP-50 were
found to be 235, 115, and 93 nm. The extent of sintering, both for 30 or 60 min,
does not show any variation in liposome size distribution. These results suggest that
despite the pore size variation across the three grades, the final size distribution of
the liposomes is very similar.
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Fig. 7 SEM images of (a) AKP-15 (30 min sintering), (b) AKP-15 (60 min sintering), (c) AKP-30
(30 min sintering), (d) AKP-30 (60 min sintering), (e) AKP-50 (30 min sintering), (f) AKP-
50 (60 min sintering) (Reprinted/adapted with permission from Sundar and Tirumkudulu [24].
Copyright (2014) American Chemical Society)

3.1 Extrusion Is Not the Reason for Unilamellar Liposomes

While the above results indicate that the size distribution of liposomes does not
depend on the particle size used for packing, it also seems that size was not
influenced by the flow of aqueous buffer through the pores inside the packed bed.
This hypothesis was tested by performing two independent sets of experiments.
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Fig. 8 Size (diameter)
distribution (by intensity) of
liposomes from DMPC
before and after extrusion
through a bed packed with
AKP-30 particles, �f D 0:35

at a flow rate of 20 �l/min
and temperature 30 ıC
(Reprinted/adapted with
permission from Sundar and
Tirumkudulu [24]. Copyright
(2014) American Chemical
Society)
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Fig. 9 Size (diameter)
distribution (by intensity) of
liposomes from DMPC after
being rehydrated through a
bed packed with AKP-30
particles, �f D 0:35,
Q D 20 �l/min and
temperature 30 ıC
(Reprinted/adapted with
permission from Sundar and
Tirumkudulu [24]. Copyright
(2014) American Chemical
Society)
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First, a preformed liposome suspension having an average size of around 600 nm
with PDI � 0.2 was allowed to pass through a packed bed of AKP-30 particles at
a flow rate of 20 �l. The size distributions of liposomes before and after passage
through the packed bed were very similar and in fact overlap each other as shown
in Fig. 8. This further confirms that extrusion through the packed bed does not
change the size distribution of the liposomes. In the second set of experiments,
100 �l of 70 mM DMPC lipid in chloroform was dried in a vial and kept under
vacuum for 2 h to allow for solvent evaporation and bilayer formation. This was then
followed by vigorous hydration with the aqueous buffer. The resulting milky white
dispersion containing heterogeneous and polydisperse liposomes was introduced
into the packed bed and dried in a stream of nitrogen gas. Upon rehydration with
the aqueous buffer, a monodisperse liposome dispersion was obtained with a size
distribution peaking at 45 nm (Fig. 9). Both these experiments confirm that extrusion
is not the reason for the observed size distribution of liposomes.
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The above results show that the liposome size is set during the hydration step
itself and the flow of liposomes along with the buffer through the bed has no
influence on the liposome size distribution. As the liposome size was independent
of the particle size and the pore size (Fig. 4), we speculate that the size selection
mechanism is a combination of the surface roughness of the packing and the bending
modulus of the bilayer. Thermodynamic calculations by equating the edge energy
of circular bilayer and bending energy of the bilayer to form liposome predict the
smallest possible liposome radius Rl , assuming that the two structures have the
same surface area [3],

Rl D 2Kb C KG

�
;

where Kb is the bilayer bending modulus, KG is the Gaussian modulus, and �

is the edge energy along the bilayer perimeter due to the unfavorable exposure
of hydrocarbon tails. Molecular dynamics simulation of DMPC bilayers gives
� � 10 � 30 pN [13], Kb at 30 ıC has been measured to be 1:15 � 10�19 J [7],
and the ratio of Gaussian modulus to the bending modulus is typically taken as
Kb=KG � �1 [10]. Substituting these values in the above equation gives the
minimum liposome diameter for DMPC to be 23 nm which is close to the smallest
sizes observed in the measured distributions (Fig. 4).

While the thermodynamic calculations predict the smallest liposome size, the
reason for the occurrence of peak at around 45 nm (by intensity) is not clear. In this
respect, the investigation by Roiter et al. [22] discusses the interaction of DMPC
lipid membranes with nanosurfaces formed from silica nanoparticles of different
diameter. It was shown that the bilayers completely coat smooth silica particles
having diameters greater than 22 nm, but for nanosurfaces with dimensions between
1.2 and 22 nm, the bilayer membrane forms holes as the formation of continuous
membrane is energetically unfavorable. Hence, it is possible that the rough surface
of the highly asymmetric alumina particles used in this study along with the porous
nature of the packing may result in patchy coatings of membranes on the particles
that subsequently unbind and close upon hydration to give sub-100 nm liposomes.
However, more experiments involving alumina particles of varying size and surface
roughness would be required to confirm this hypothesis. Finally, the liposome
formation technique explained here can easily be extended to a continuous process
to produce liposomes loaded with drug. Pumping alternate plugs of lipid solution
and aqueous buffer (containing a drug) through a packed bed could enable us to
generate a continuous stream of drug-loaded liposomes.

4 Conclusion

A novel technique for generating homogeneous liposome dispersion with low
polydispersity in a single step suitable for scale-up has been demonstrated here. The
final liposome size distribution is not affected by the process parameters such as flow
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rate of aqueous medium, particle size, and particle volume fraction. Experiments
also indicate that liposome size reduction due to extrusion does not occur inside the
packed bed. It appears that the surface roughness of the particle may play a critical
role in determining the final liposome size.
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Preparation of Liposomes for Drug Delivery
Applications by Extrusion of Giant Unilamellar
Vesicles

Yogita P. Patil and Sameer Jadhav

Abstract The potential of liposomes as carriers in drug delivery had been predicted
several decades ago and has already seen some success. One of the limitations in
liposome preparation for drug delivery applications has been the need to subject
suspensions of multilamellar vesicles of several membrane extrusions at high
pressures so that liposomes of desired size may be obtained. In this work we
have demonstrated that a single-pass extrusion of electroformed giant unilamellar
vesicles at moderate pressures yields a monodisperse population of liposomes of
the desired size. We also show that low-pass filtration of giant vesicle suspensions
to remove smaller vesicles prior to extrusion facilitates better prediction of extruded
liposome size. Our results provide new insights into the possible mechanisms
involved in size reduction of giant vesicles by extrusion.

Keywords Liposomes • Multilamellar vesicles • Giant unilamellar vesicles •
Electroformation

1 Introduction

Liposomes, also known as vesicles, are spherical capsules composed of one or more
phospholipid bilayers enclosing an aqueous core. Liposomes may be unilamellar
vesicles with a single phospholipid bilayer or multilamellar vesicles (MLVs) with
several concentric bilayer shells. Based on size, unilamellar vesicles are classified
as small unilamellar vesicles (SUV, 0.025–0.05 �m), large unilamellar vesicles
(LUVs, 0.05–0.5 �m), and giant unilamellar vesicles (GUVs, greater than 1 �m)
[27, 28]. Liposomes are usually considered as models for studying cell biomem-
branes in the laboratory and are used as nanocarriers for active ingredients in the
cosmetic and pharmaceutical drug formulation industries. To increase the efficacy
of active pharmaceutical ingredients, liposomes are increasingly used as carriers for
targeted drug delivery and controlled release of drugs [2, 19]. Since drug-loaded
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MLVs are known to exhibit unpredictable pharmacokinetics and undergo rapid
clearance by the reticuloendothelial system [13], monodisperse small unilamellar
vesicle populations having mean radius below 100 nm are preferred for drug
delivery applications [29]. Small unilamellar vesicles (radius < 100 nm) possess
higher curvature which reduces opsonin recruitment and decreases reticuloendothe-
lial system (RES) uptake [11, 15]. Encapsulation efficiency of a hydrophilic drug
can be increased using unilamellar liposomes as they encapsulate a larger aqueous
volume compared to MLVs.

Post-processing of MLVs by sonication, French press, detergent dialysis, or
multiple extrusions is required to prepare monodisperse SUVs [1, 3, 5, 8, 12, 21].
The common limitations of these methods include a poor control of vesicle size and
the necessity of additional steps such as removal of detergents to get SUVs suitable
for drug delivery applications.

MLV suspensions are subjected to multiple extrusion cycles through defined
cylindrical pores of track-etched polycarbonate membranes to obtain monodisperse
SUVs. The mechanism of size reduction of polydisperse MLV populations into
SUVs is not well understood. For instance, Clerc and Thompson suggested that
MLVs subjected to extrusion through nanopores deform into cylindrical tubes which
rupture and form SUVs in a manner similar to droplet formation by breaking of
cylindrical fluid threads [6]. Under equilibrium conditions, the surface tension of a
liposome is small. Bruinsma suggested that a vesicle can rupture when the bilayer
tension exceeds the lysis tension of the vesicle while it is flowing through (or exiting
from) the membrane pore [4]. On the other hand, based on their experimental
work, Frisken and coworkers proposed that the rupture of the liposome occurs
at the entrance of the membrane pore [14]. It has been observed that the vesicle
size decreased with both pressure and flow rate [14]. Moreover, it was shown that
the radius of extruded vesicles is dependent on lysis tension of the lipid bilayer
and the size of pores through which the vesicles are extruded [23]. The effect of
pore size has been studied, and it was observed that extrusion of MLVs through
larger pores generally produced vesicles smaller than the pore size, while conversely
extrusion through smaller pores yielded vesicles larger than the pore size [10, 18].
It is also well known that multiple extrusions, typically ten or more, are required
to obtain monodisperse unilamellar vesicles. However, even after subjecting MLV
suspensions to multiple extrusion cycles, it was observed that 30 % of extruded
vesicles remained oligolamellar; the multiple extrusions led to significant loss of
encapsulated drug as well as lipid [16, 24]. It was also reported that extrusion of
MLVs below gel transition temperature required prohibitively large pressures [20].

In comparison to MLVs, giant unilamellar vesicles (GUVs) have been shown
to encapsulate large volumes of hydrophilic materials [17]. It was shown that
80 % of electroformed GUVs are unilamellar and free from bilayer defects, while
gentle hydration produces significantly smaller percentage of defect-free GUVs
[25]. To separate GUVs from the small vesicles formed during gentle hydration
of phospholipid films, techniques such as low-pressure membrane filtration [26]
and large pore dialysis [30] have been successfully employed. In this chapter,
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we compare extrusion of MLV and GUV suspensions with respect to several
parameters such as number of extrusion cycles, transmembrane pressure, and drug
encapsulation capacity.

2 Methods

GUVs and MLVs of 1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC) were
prepared by electroformation [9] and thin-film hydration method [7, 18], respec-
tively. For electroformation of GUVs, a DPPC solution in chloroform (50 �l of
2 mg/ml) was spin coated at 1,000 rpm for 1 min onto ITO slides, and vacuum was
applied overnight to remove the residual chloroform. Lipid-layered faces of two ITO
slides were separated by a silicone rubber spacer forming a chamber. Next, water
was injected with a syringe through the silicone rubber spacer into the chamber,
and an AC voltage (10 Hz, 3 Vpp, sinusoidal) was applied for 2 h across the ITO
slides using a function generator at 55 ıC (Model 33220A, Agilent Technologies,
CA, USA). Finally, a square wave was applied for 1 min to detach the vesicles from
the ITO surface.

For film hydration, DPPC solution in chloroform (0.3 ml of 2 mg/ml) was
evaporated in a rotary evaporator (Roteva Equitron, Medica Instruments, Mumbai,
India) at a speed of 100 rpm for 10 min and a temperature of 55 ıC. The residual
chloroform from the lipid film was removed by overnight application of vacuum.
Next, the dried lipid film was hydrated using 3 ml water in the rotary evaporator at
100 rpm for 60 min maintained at 55 ıC. Later, the resulting MLV suspension was
subjected to five freeze–thaw cycles and immediately used for extrusion studies.

An extruder was fabricated in-house that consisted of a cylindrical stainless steel
chamber with a holder for the polycarbonate membrane. To carry out extrusions at
defined temperatures and pressures, the extrusion chamber was water jacketed and
connected to a pressure-regulated nitrogen gas cylinder. In some experiments GUV
suspensions were subjected to low-pressure filtration to remove SUVs (Fig. 1a).
A recently published low-pressure filtration setup [26] was significantly modified
and assembled in-house to separate GUVs from smaller vesicles (Fig. 1a). The
electroformed vesicle suspension was introduced into the sample holder, and all
air bubbles were carefully removed by manipulating the three-way stopcock. The
electroformed vesicle suspension filtered through the membrane with a pressure as
low as 0.29 KPa. The GUV suspension retained in the vesicle holder was directly
used for extrusion studies.

GUV suspensions were subjected to single-pass extrusion through track-etched
polycarbonate membranes with nominal pore radii of 25, 50, and 100 nm at
55 ıC and pressures ranging from 0.007 to 2.75 MPa (Fig. 1b). In contrast, MLV
suspensions were subjected to double-pass extrusion through membranes with
nominal pore radius 50 nm at 55 ıC and pressures ranging from 0.035 to 2.75 MPa.
The mean radius and polydispersity of the extruded liposomes were estimated
by dynamic light scattering at 25 ıC. Encapsulation efficiency of a hydrophilic
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Fig. 1 Flow diagram of liposome preparation. (a) GUVs separated from smaller vesicles by low-
pressure filtration of vesicle suspension through membrane having pore radius of 500 nm. (b)
Liposome formation by extrusion of GUVs or MLVs at moderate pressures through track-etched
membranes

fluorophore by GUVs and MLVs as well as by extruded liposomes obtained via
extrusion of the GUV and MLV suspensions was measured using fluorescence
spectrophotometer. Subsequent experiments were designed to compare the size
distribution data of GUVs and MLVs after extrusion through a 50 nm pore radius
membrane at different extrusion pressures.

3 Results and Discussion

For GUV suspensions subjected to single-pass extrusion, the vesicle radius
decreased with increasing extrusion pressure. No further reduction in size was
observed above 0.7 MPa extrusion pressure (Fig. 2a). In contrast, double-pass
extrusion of MLV suspensions required considerably higher extrusion pressure
to produce liposomes of mean radii similar to those generated from single-pass
extrusion of GUV suspension (Fig. 2b). For both, GUV and MLV suspensions, the
extruded liposome populations became progressively monodisperse with increase
in the extrusion pressure difference.

The fraction of the fluorophore 5(6)-carboxyfluorescein (CF) present in vesicles
was estimated to compare the drug encapsulation efficiency of GUVs to that of
MLVs. Only �15 % of CF was encapsulated by MLVs, whereas GUVs was found
to encapsulate fourfold higher percentage of CF (Fig. 3). To evaluate whether
membrane extrusion resulted in CF loss from the liposomes, CF-enclosed MLV
suspensions were subjected to eleven cycles of extrusion at 20 psi (0.14 MPa),
while GUV suspensions were subjected to a single-pass extrusion through a 100 nm
pore radius membrane at the same extrusion pressure. The liposomes obtained
from extrusion of MLVs were found to contain 12 % of the CF (Fig. 3), whereas
the liposomes produced from extrusion of GUVs were found to enclose 45 %
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Fig. 2 Dynamic light scattering data for liposomes obtained by extrusion of GUV (a) and MLV
(b) suspensions at different extrusion pressures. Data represented as mean ˙ SEM for n � 3
experiments

Fig. 3 Encapsulation
efficiency of liposomes in
MLV and GUV suspensions
before and after extrusion.
Data represented as
mean ˙ SEM for n � 3
experiments. NS not
significant with respect to
MLVs before extrusions,
*p < 0.05 with respect to
GUVs before extrusion

of CF (Fig. 3), indicating that liposomes obtained from single-pass extrusion of
GUVs show almost a fourfold larger drug entrapment efficiency compared to those
prepared by the extrusion of MLV suspensions.

FEG-TEM analysis of extruded vesicles revealed predominantly spherical vesi-
cles. Extrusion of MLVs produced multilamellar vesicles having mean radius in the
range 100–150 nm (Fig. 4a, b). In contrast, extrusion of GUVs produced unilamellar
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Fig. 4 FEG-TEM micrographs of extruded MLVs and GUVs. Extruded liposomes obtained by
extrusion of MLV (a) and GUV (b) suspensions at 0.689 MPa through 50 nm pore radius
polycarbonate membranes
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vesicles having mean radius in the range 50–150 nm (Fig. 4c). The measurement of
the extruded vesicle sizes, formed after extrusion of GUVs and MLVs at pressure of
0.689 MPa through 50 nm radius pore membrane, using FEG-TEM and DLS was
found to be congruent.

To study the effect of membrane pore radius on the size of liposomes obtained
from single-pass extrusion of GUV suspensions, we estimated the ratio of the mean
radius of the extruded liposomes (Rv) to nominal pore radius of the membranes
(Rp). Our data show that increase in extrusion pressure difference resulted in an
asymptotic decrease in the mean radius of the extruded liposomes to a critical value
beyond which there is no change in size with further increase in extrusion pressure.
Interestingly, the minimum value of mean liposome radius obtained by single-pass
GUV extrusion was found to be smaller than the pore radius when membranes
with nominal pore radii larger than 50 nm were used [22]. The abovementioned
observation is similar to that reported for liposomes obtained by subjecting MLVs
to multiple extrusion cycles [14].

Our subsequent experiments were directed toward addressing this issue related
to size of extruded vesicles with respect to that of the membrane pore. We
hypothesized that the mean radii of suspended liposomes after extrusion were
smaller than the membrane pore radii due to contributions from a subpopulation
of small vesicles already present in the electroformed vesicle suspension prior to
extrusion. To test our hypothesis, electroformed vesicle suspensions were subjected
to gentle filtration at a pressure of 0.29 kPa through a track-etched polycarbonate
membrane having nominal pore radius of 500 nm (Fig. 1a). Liss Rhod-PE-labeled
electroformed GUVs were observed before and after filtration using a confocal laser
scanning microscope and revealed that the electroformed vesicle suspension prior to
filtration is highly polydisperse (Fig. 5a). After low-pressure filtration, the retentate
comprised of a GUV suspension (Fig. 5b), while the filtrate contained mostly SUVs
and LUVs.

A single-pass extrusion of these pre-filtered GUV suspensions was carried out
through track-etched polycarbonate membranes having pore radii of 25, 50, 100,
and 200 nm at transmembrane pressures ranging from 0.007 to 2.76 MPa. As can
be seen in Fig. 6 (a–d), the mean radius of the extruded liposomes decreased with
increase in the applied pressure, until further increase in applied pressure did not
significantly affect the extruded liposome radius (Fig. 6).

The minimum attainable value of the mean radius (Rmin) of extruded liposomes
was compared with mean radius of liposomes obtained by direct extrusion of
electroformed vesicle suspensions without the filtration step. Absence of pre-
filtration step prior to extrusion through pores having radii 100 and 200 nm resulted
in Rmin less than the nominal pore radius of the membrane (Fig. 7). In contrast, the
mean radius of liposomes obtained by extrusion of pre-filtered GUV suspensions
was always larger than the nominal pore radius of the membrane (Fig. 7).

It was shown that the measured mean pore radius of the track-etched polycar-
bonate membranes differed significantly from the nominal pore radius provided by
the membrane manufacturer [10]. Therefore, we estimated the mean pore radius
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Fig. 5 Confocal laser scanning micrographs of vesicle suspensions. CLSM images of GUV
suspension prior to filtration (a), GUVs in retentate (b)
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Fig. 6 Effect of membrane pore size on liposome size. Liposomes obtained by extrusion of GUV
at different pressures through polycarbonate membranes of pore radii (a) 25 nm, (b) 50 nm, (c)
100 nm, and (d) 200 nm

for membranes having nominal pore radii of 25, 50, 100, and 200 nm, by scanning
electron microscopy, and found the mean pore radii to be 24, 38, 72, and 143 nm,
respectively.

The minimum attainable value of mean radius (Rmin) of extruded liposomes was
found to be linearly related to the mean pore radius of the polycarbonate membrane.
Moreover, the mean liposome radius (Rv), normalized with this linear function
(mRp C Ro, with m D 1.4, Ro D 25.3 nm), was plotted as a function of the average
velocity of the vesicle suspension in the membrane pore (U). As can be seen from
Fig. 8, data obtained for the entire range of extrusion pressures and membrane pore
sizes collapsed onto a single curve, indicating that Rv/(mRp C Ro) is a function of
U. In our previous work, we had proposed a phenomenological model relating the
extruded liposome radius to the average velocity in the membrane pore [22]. The
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Fig. 7 Effect of nominal
pore radius on mean liposome
radius. Data represented as
mean ˙ SEM for n � 3
independent experiments

Fig. 8 Functional
dependence of Rv/R*

min on
average velocity, U. The
proposed model was fitted to
the Rv/Rmin Vs average
velocity data. The parameters
k1 and k2 were found to be
1.7 � 10�5 and 6,000 N/m2,
respectively

model has been updated to include the functional dependence of Rmin on Rp and was
fitted to Rv/(mRp C Ro) versus U data using the Levenberg–Marquardt nonlinear
least squares algorithm. The model fitted the data well (Fig. 8), and the parameters
k1 and k2 were found to be 1.7 � 10�5 and 6,000 N/m2, respectively.

We also examined the cellular uptake of liposomes obtained by extrusion of
electroformed GUVs. Liposomes containing rhodamine-PE in the bilayer and
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Fig. 9 Confocal laser scanning microscopy of MDA-MB-231 human breast adenocarcinoma
cancer cells incubated with liposomes in DMEM at 37 ıC after 30 min

carboxyfluorescein encapsulated in their aqueous core were incubated with MDA-
MB-231 human breast adenocarcinoma cancer cell line for 30 min at 37 ıC.
Following incubation with liposomes, cells were washed and observed under
confocal laser scanning microscope. Confocal imaging of 0.5 % Rh-PE-labeled
liposomes encapsulating carboxyfluorescein showed that carboxyfluorescein and
some Rh-PE were found inside intracellular compartments, while the remaining
Rh-PE was localized on the cell membrane surface (green fluorescence) as shown
in Fig. 9.

Taken together, we present a novel method where electroformed giant vesicles
may be extruded through track-etched membranes to produce small unilamellar
liposomes having a narrow size distribution and possessing high drug encapsulating
potential. The single-pass extrusion of GUVs at substantially lower transmembrane
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pressures is a significant improvement over the multi-pass extrusion of MLVs
requiring multiple extrusion cycles. We also demonstrate that a simple water
column-based filtration protocol can be employed as an efficient method for
separation of SUVs or LUVs from GUVs. This technique can also be used for
concentration of dilute GUVs suspension. Moreover, our proposed model predicts
the size distribution of extruded vesicles with respect to membrane pore radii and
sheds light on the mechanisms of vesicle size reduction during extrusion process.
The methods for liposome preparation and analysis provide insights for a rational
design of drug delivery carriers.

References

1. Abramson MB, Katzman R, Gregor HP (1964) Aqueous dispersions of phosphatidylserine
ionic properties. J Biol Chem 239:70–76

2. Allen TM, Cullis PR (2013) Liposomal drug delivery systems: from concept to clinical
applications. Adv Drug Deliv Rev 65(1):36–48

3. Barenholzt Y, Amselem S, Lichtenberg D (1979) A new method for preparation of phospho-
lipid vesicles (liposomes) – French press. FEBS Lett 99(1):210–214

4. Bruinsma R (1996) Rheology and shape transitions of vesicles under capillary flow. Physica A
234(1–2):249–270

5. Brunner J, Skrabal P, Hauser H (1976) Single bilayer vesicles prepared without sonication:
physico-chemical properties. Biochim Biophys Acta 455(2):322–331

6. Clerc SG, Thompson TE (1994) A possible mechanism for vesicle formation by extrusion.
Biophys J 67:475–477

7. Elzainy AAW, Gu X, Simons FER, Simons KJ (2005) Hydroxyzine- and cetirizine-loaded
liposomes: effect of duration of thin film hydration, freeze-thawing, and changing buffer pH
on encapsulation and stability. Drug Dev Ind Pharm 31(3):281–291

8. Enoch HG, Strittmatter P (1979) Formation and properties of 1000-Å-diameter, single-bilayer
phospholipid vesicles. Proc Natl Acad Sci U S A 76(1):145–149

9. Estes DJ, Mayer M (2005) Electroformation of giant liposomes from spin-coated films of
lipids. Colloids Surf B Biointerfaces 42(2):115–123

10. Frisken BJ, Asman C, Patty PJ (2000) Studies of vesicle extrusion. Langmuir 16(3):928–933
11. Harashima H, Sakata K, Funato K, Kiwada H (1994) Enhanced hepatic uptake of liposomes

through complement activation depending on the size of liposomes. Pharm Res 11(3):402–406
12. Hope MJ, Bally MB, Webb G, Cullis PR (1985) Production of large unilamellar vesicles by a

rapid extrusion procedure. Characterization of size distribution, trapped volume and ability to
maintain a membrane potential. Biochim Biophys Acta 812(1):55–65

13. Hunt CA, Rustum YM, Mayhew E, Papahadjopoulos D (1979) Retention of cytosine arabi-
noside in mouse lung following intravenous administration in liposomes of different size. Drug
Metab Dispos 7(3):124–128

14. Hunter DG, Frisken BJ (1998) Effect of extrusion pressure and lipid properties on the size and
polydispersity of lipid vesicles. Biophys J 74(6):2996–3002

15. Ishida T, Harashima H, Kiwada H (2002) Liposome clearance. Biosci Rep 22(2):197–224
16. Jousma H, Talsma H, Spies F, Joosten JGH, Junginger HE, Crommelin DJA (1987) Characteri-

zation of liposomes. The influence of extrusion of multilamellar vesicles through polycarbonate
membranes on particle size, particle size distribution and number of bilayers. Int J Pharm
35:263–274

17. Kim S, Martin GM (1981) Preparation of cell-size unilamellar liposomes with high captured
volume and defined size distribution. Biochim Biophys Acta 646(1):1–9



Preparation of Liposomes for Drug Delivery Applications by Extrusion of Giant. . . 29

18. Mayer LD, Hope MJ, Cullis PR (1986) Vesicles of variable sizes produced by a rapid extrusion
procedure. Biochim Biophys Acta 858(1):161–168

19. Mittal NK, Bhattacharjee H, Mandal B, Balabathula P, Thoma LA, Wood GC (2014) Targeted
liposomal drug delivery systems for the treatment of B cell malignancies. J Drug Target
22(5):372–386

20. Nayar R, Hope MJ, Cullis PR (1989) Generation of large unilamellar vesicles from
long-chain saturated phosphatidylcholines by extrusion technique. Biochim Biophys Acta
986(2):200–206

21. Patil YP, Jadhav S (2014) Novel methods for liposome preparation. Chem Phys Lipids
177:8–18

22. Patil YP, Kumbhalkar MD, Jadhav S (2012) Extrusion of electroformed giant unilamellar
vesicles through track-etched membranes. Chem Phys Lipids 165(4):475–481

23. Patty PJ, Frisken BJ (2003) The pressure-dependence of the size of extruded vesicles. Biophys
J 85(2):996–1004

24. Perkins WR, Minchey SR, Ahl PL, Janoff AS (1993) The determination of liposome captured
volume. Chem Phys Lipids 64(1–3):197–217

25. Rodriguez N, Pincet F, Cribier S (2005) Giant vesicles formed by gentle hydration and
electroformation: a comparison by fluorescence microscopy. Colloids Surf B Biointerfaces
42(2):125–130

26. Tamba Y, Terashima H, Yamazaki M (2011) A membrane filtering method for the purification
of giant unilamellar vesicles. Chem Phys Lipids 164(5):351–358

27. Vemuri S, Rhodes CT (1995) Preparation and characterization of liposomes as therapeutic
delivery systems: a review. Pharm Acta Helv 70(2):95–111

28. Vuillemard JC (1991) Recent advances in the large-scale production of lipid vesicles for use in
food products: microfluidization. J Microencapsul 8(4):547–562

29. Woodle MC (1995) Sterically stabilized liposome therapeutics. Adv Drug Deliv Rev 16(2–
3):249–265

30. Zhu TF, Szostak JW (2009) Preparation of large monodisperse vesicles. PLoS One 4(4):e5009



Wormlike Micelles as Templates for Rod-Shaped
Nanoparticles: Experiments and Simulations
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Abstract We report here a novel and generic method for the synthesis of rod-
shaped nanoparticles of AgBr, AgCl, and Fe2O3 using wormlike micelles (WLMs)
in aqueous solution. It is observed that the presence of a wormlike micellar phase is
critical to the formation of such anisotropic nanoparticles. Spherical nanoparticles
are otherwise obtained when wormlike micelles are absent. Nanoparticle precursors
first form spherical primary particles at short times, which then coagulate and con-
solidate on a surfactant backbone to form nanorods. Interestingly, when preformed
spherical nanoparticles are added to a wormlike micellar system, nanorods similar to
the in situ method are observed. This technique has been explored for the synthesis
of anisotropic iron oxide particles as well. Further a mechanism for the formation
of these nanorods is proposed and is simulated using a framework of slithering
snake dynamics for WLM. In this study, the wormlike micelles are represented
by flexible polymers of fixed contour length. A rule-based intermicellar particle
exchange protocol is formulated and simulated on a periodic lattice. Simulations
reveal that the particles start accumulating slowly on few of the micellar backbones;
toward the end, the fraction of micelles carrying no particles increases drastically
which is a typical behavior observed in coagulation processes. The particulate
masses accumulated on the WLMs are then converted to their respective lengths
and diameters.
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avoiding random walk • Kuhn length • Slithering snake dynamics • Intermicellar
particle exchange

Acronyms

CTAB Cetyltrimethylammonium Bromide
CTAC Cetyltrimethylammonium Chloride
WLM Wormlike Micelle
NaSal Sodium Salicylate
UV Ultraviolet
TEM Transmission Electron Microscope
SEM Scanning Electron Microscope
EDS Energy-Dispersive X-ray Spectroscopy
XRD X-ray Diffraction
G0 Storage Modulus
G00 Loss Modulus
CTASB Cetyltrimethylammonium Silver Bromide Complex

1 Introduction

Surfactant molecules in solution, when present in sufficient concentration and in the
right chemical environment, can self-assemble into aggregates of various shapes and
sizes. The shape and size of such aggregates depend upon the molecular structure
of the surfactant, nature of solvent and additives, and their molar concentration.
The morphologies of these aggregates can be of different shapes and sizes, such
as spherical micelles, wormlike micelles, and lamellar phases, depending upon the
surfactant and counterion concentrations [1]. Such surfactant-stabilized micellar
systems, like microemulsions, hexagonal phases, etc., have been successfully used
as nanoreactors and templates for the synthesis of nanoparticles [2–6]. Nanoparticle
synthesis in surfactant systems allows for better control on particle shape and size
distribution compared to other methods. The size and shape of nanoparticles also
depend upon the micellar concentration and the nature as well as the concentration
of ionic or co-surfactant additives [7]. Nanoparticles of varying shapes have
been synthesized in nonspherical surfactant templates. The formation of different
mesoporous nanostructures, such as 2D hexagonal phase, cubic phase, and lamellar
phase, by using different micellar phases as surfactant template has been reported
[8–13]. Also, rodlike and reverse rodlike micellar systems have been used to produce
nanorods [14–22].

Wormlike micelles are large one-dimensional self-assemblies of surfactant
molecules, which are locally cylindrical with hemispherical caps at the ends. Above
a critical concentration c�, wormlike micelles entangle into a transient network,
similar to a solution of flexible polymers, which display remarkable viscoelastic
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properties. Unlike polymers, wormlike micelles exhibit a transient nature arising
due to continuous breakage and recombination. Due to their transient nature, they
exhibit novel static and dynamic properties on time scales both long and short
compared to their finite lifetime. Theoretical treatments of wormlike micelles
include grand canonical Monte Carlo simulations on 2D and 3D lattices in which
the breaking and reformation of micelles is implemented via individual monomer
states [23] or by polymer growth Hamiltonian [24, 25] or by defining probabilities
of bond breaking and forming and slithering snake dynamics with or without
inclusions of chain stiffness in the models [23, 26–33].

In the present work, we explore the nanorod formation in the hitherto unexplored
wormlike micellar phase and explore the possibility of a room temperature reaction
for one-step synthesis of anisotropic nanoparticles. We examine CTAB–NaSal–
AgNO3 (for AgBr nanorods), CTAC–NaSal–AgNO3 (for AgCl nanorods), and
CTAC–NaSal–FeCl3-NH4OH (for Fe2O3 nanorods). Further, a mechanism for the
formation of nanorods in WLM phase has been formulated. It is then simulated
using the framework of slithering snake dynamics for wormlike micelles. Wormlike
micelles have been represented by flexible polymers of fixed contour length. A rule-
based intermicellar particle exchange protocol has been formulated and simulated
on a periodic lattice.

2 Materials and Method

2.1 Chemicals

Cationic surfactants hexadecyltrimethylammonium bromide (CTAB, 99 %) and
hexadecyltrimethylammonium chloride (CTAC, 98 %) and nanoparticle precursor
silver nitrate (AgNO3, 99.9 %) were purchased from Sigma Aldrich Chemicals,
GmbH. Sodium salicylate (NaSal, 99 %) and ammonium hydroxide (NH4OH, 25 %)
were purchased from S.D. Fine Chem-Limited. Ferric chloride (FeCl3.6H2O, 99 %)
was purchased from Merck Germany. In the preparation of all the samples, Milli-Q
water of conductivity 18.2 M � cm�1 was used and the temperature was maintained
at 25 ˙ 1 ıC using water bath.

2.2 Preparation of Surfactant System

The surfactant system, for the synthesis of AgBr nanoparticles, was prepared by
adding CTAB to Milli-Q water until the surfactant dissolved completely, followed
by the direct addition of NaSal under constant stirring. The concentration of NaSal
to be used in experimental studies was determined from a series of rheological
measurements where CTAB concentration was kept constant (50 mM) and the ratio
(S ) of [NaSal]:[CTAB] was varied between 0 and 2; for all the experiments (of
AgBr nanorods), the ratio S was set equal to 2. It was observed that on addition
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of NaSal salt to the aqueous CTAB solution, the surfactant system turned into
a transparent soft gelatinous mass which was then used to synthesize anisotropic
AgBr nanoparticles.

For the synthesis of AgCl and maghemite nanoparticles, CTAB was replaced
with CTAC and the ratio of NaSal to CTAC was fixed at 1.6. The wormlike micellar
phase formed by addition of CTAC and NaSal was lost on addition of FeCl3 and
reformed immediately after addition of NH4OH which was confirmed by rheology.
To avoid this behavior, FeCl3 and NH4OH were mixed first, followed by addition of
NaSal. The resultant mixtures in every case were kept under stirring for 24 h after
which the samples were collected for characterization.

2.3 Characterization

The UV absorption of the AgBr nanoparticles was measured using SHIMADZU
UV–VIS spectrophotometer. The wavelength range was maintained between 200
and 400 nm. The particle-free CTAB–NaSal wormlike micellar solution was used
as a reference for UV measurements. For TEM investigations, AgBr or AgCl
nanoparticles in the micellar solution were diluted several times, using Milli-Q
water. A drop of this solution was placed on carbon-coated copper TEM grids
and vacuum dried at room temperature for 12 h. Images of the nanoparticles
were taken at different magnification from different locations on the grid using a
PHILIPS CM200 transmission electron microscope. For EDS of AgBr and AgCl
nanoparticles, a similar sample preparation method as that of TEM was used
and was done using JSM-7600F field emission gun-scanning electron microscope.
The gelatinous mass, containing AgBr nanoparticles, was washed with water and
then used for XRD analysis. The XRD measurement of the AgBr nanoparticles
was carried out on a Rigaku D-max 2000/JADE 6.0 copper rotating anode X-
ray diffractometer using Cu-k˛1 radiation. Reference to the standard diffraction
spectrum of AgBr (JCPDF№. 79-0149) indicates that the peaks correspond to that
of AgBr. The rheology experiments were conducted using Anton Paar MCR 301
rheometer equipped with temperature control to measure the elastic and viscous
responses to oscillatory shear. IR spectra for AgBr samples were obtained using a
Nicolet MAGNA 550 FT-IR spectrometer. The samples were diluted with water and
recording made in the transmission mode.

3 Results and Discussions: Experiments

3.1 AgBr Nanoparticles in Wormlike Micellar System

The wormlike micellar phase is best characterized by its rheology and exhibits
a single relaxation time that indicates Maxwellian behavior [34]. Rheological
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Fig. 1 Elastic modulus (G0) and viscous modulus (G00) variation with frequency (!) of CTAB–
NaSal wormlike micelles with [NaSal] < c�

NaSal, ŒCTAB� D 50 mM, and NaSal D 0, 5, 10 mM

properties of the CTAB solution in the presence of NaSal were first investigated
as a function of S , the molar ratio of NaSal to CTAB. The CTAB concentration
was fixed at 50 mM and the molar concentration of NaSal was varied from 0 to
100 mM to determine the onset of wormlike behavior. The surfactant system of
CTAB–NaSal is known to form long elongated micelles when the concentration
of NaSal is above a critical value, C �

NaSal (50 mM for 50 mM CTAB in the present
study). Below the critical concentration of NaSal, the rheological behavior is non-
Maxwellian, which suggests that the solution predominantly contains individual
chains in non-entangled form (Fig. 1). At a concentration of about 50 mM of NaSal,
the system shows wormlike behavior with a single cross over time, in agreement
with Maxwellian rheology Fig. 2. Beyond this point, the degree of entanglement
of the micelles increases and the solution exhibits viscoelastic properties similar to
those observed in solutions of flexible polymers in the entanglement regime [34].

In the Maxwellian rheology regime, the variation of storage modulus G0 and loss
modulus G00 as a function of frequency ! is given as

G0.!/ D Gp!2t2
r

1 C !2t2
r

(1)

G00.!/ D Gp!tr

1 C !2t2
r

(2)

where Gp denotes plateau modulus and tr denotes relaxation time. Figure 2 shows
the correct scaling for G0 and G00 at low and high frequencies, respectively, i.e., G0
/ !2 and G00 / ! at low frequencies and G0 / constant and G00 / 1=! at high
frequencies for NaSal concentration >50 mM (Fig. 2).
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Fig. 2 Storage modulus (G0) and loss modulus (G00) variation with frequency (!) of CTAB–
NaSal wormlike micelles, ŒCTAB� D 50 mM, and different concentration of NaSal. Transition to
wormlike micelles is observed at 50 mM of [NaSal]

Figure 2 shows the variation of G0, G00 with frequency for varying concentrations
of NaSal. These results also are in agreement with those by Shikata et al. [35]
who observed a transition from Rouse-like behavior of the surfactant system to an
entangled one at a molar ratio S D 0:6 (Critical S D 1:0 in the present study).
The CTAB concentration range in their case, though, was 1–10 mM which is lower
than the 50 mM concentration used in the present study. At concentrations higher
than C �

NaSal, the G0 and G00 values show reptation dynamics and rheology of living
polymers [34].

NaSal salt primarily acts to bridge the CTAB micelles and forms long wormlike
chains. It is known that the head group repulsion in the CTAB system can be reduced
by screening the electrostatic interactions using salts like potassium bromide,
thereby altering the packing factor of the surfactant molecule [6]. Small molecular
weight inorganic salts are known to be in dynamic equilibrium with CTAB, leading
to poor growth of the wormlike micellar system. However, organic salts like NaSal
dissociate to give salicylate ions which get absorbed on the surface of micelle,
thus acting as a co-surfactant and assist in the formation of wormlike micelles [6].
The Br� and the NaC ions are dislodged from the surfactant backbone. As the
salt-to-surfactant molar ratio (S ) is increased, electrostatic interactions are more
effectively screened. This favors the formation of longer micelles that behave as
flexible polymer chains. Further growth of these micelles results in a network of
wormlike micelles and is suggested to be the reason for the transition of the system
to the Maxwellian rheology.

The synthesis of AgBr nanoparticles was carried out at different concentrations
of added AgNO3. Visible precipitation and settling of particles were observed when
the concentration of AgNO3 was increased beyond 20 mM. In all the results reported
here, the concentration of AgNO3 was therefore kept below this value.
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Fig. 3 TEM micrographs showing AgBr nanospheres (1 h) evolving into nanorods after 24 h.
ŒCTAB� D 50 mM, ŒNaSal� D 100 mM, ŒAgNO3� D 10 mM (a) After 1 h. (b) After 24 h

Fig. 4 XRD of synthesized AgBr nanorods

The TEM images revealed the formation of anisotropic AgBr nanoparticles in
the wormlike micellar network, surrounded by spherical particles. These images
were taken 24 h after the reactants were mixed (Fig. 3b). To understand the nanorod
formation process, images were taken 1 h after the mixing of reactants. These
showed formation only of nanospheres having the size of around 7:7 ˙ 3:9 nm
(Fig. 3a). All nanorods formed were characterized using XRD, UV, and EDS.

The typical powder XRD pattern of the synthesized nanorods is shown in Fig. 4.
The data shows diffraction peaks at 2� D 21:6ı, 30.9ı, 44.3ı, 55.0ı, 64.5ı, 73.2ı,
and 81.7ı which can be indexed to (111), (200), (220), (222), (400), (420), and
(422) planes of pure AgBr (JCPDF №. 79-0149) confirming the presence of AgBr
particles [36]. The crystallite size was calculated from XRD data using the Scherrer
formula and found to be 85.75 nm. However, along with AgBr, the analysis also
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Fig. 5 UV absorption spectra of AgBr nanoparticles varying with time. ŒAgNO3� D 10 mM,
ŒCTAB� D 50 mM, and ŒNaSal� D 100 mM

revealed the presence of strong lines at 2� D 34:3ı, 37.6ı, 40.8ı. These can be
attributed to silver metallic particles (JCPDF №. 04-0783). Unlike Liu et al. [37],
who proposed that complexes such as CTAB–AgBr are likely to form at higher
surfactant concentration, we did not observe any signature of these complexes in the
XRD pattern obtained in the present study (Fig. 4), thereby ruling out the probability
of CTASB complexes.

Figure 5 shows the variation of UV absorption at two different values of time,
i.e., 10 and 30 min. The peak wavelength was observed at 263 nm [3] for both times,
and the value of the absorbance increased by approximately 15 % over time. This
indicates that the reaction between AgC ions and Br� counterions continues even
after 30 min, leading to an increase in the concentration of AgBr nanoparticles and
a consequent increase in the absorbance values.

The energy-dispersive X-ray spectroscopy (EDS) pattern of the synthesized
AgBr nanoparticles is shown in Fig. 6. The spectrum shows the presence of bromine
and silver elements. The peaks located between 2 and 4 keV are related to the
silver characteristic lines while peaks located between 1 and 2 keV are related to
the bromide characteristic lines. The peak located at 0.5 keV represents the oxygen
characteristic line. The silica-related peak at 1.75 keV appears in Fig. 6 because of
the use of a silica wafer as a substrate for EDS analysis.

To confirm the role of CTAB–NaSal wormlike templates on the shape of
the anisotropic nanoparticles, the synthesis of AgBr was carried out in the absence of
NaSal. As mentioned earlier, CTAB does not form wormlike micelles in the absence
of NaSal and it requires a critical concentration of NaSal to induce the entanglement
of the wormlike chains. The nanoparticles synthesized in this regime were found
to be spherical (Fig. 7a) and no indication of anisotropy was observed even after
24 h. Also, a complete absence of anisotropic nanoparticles is observed even
when the concentration of NaSal is lower than the critical concentration (50 mM)
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Fig. 6 The EDS pattern of synthesized AgBr nanoparticles

Fig. 7 TEM images showing spherical AgBr nanoparticles after 24 h, in systems with subcritical
NaSal. ŒCTAB� D 50 mM, ŒAgNO3� D 10 mM, (a) ŒNaSal� D 0 mM, (b) ŒNaSal� D 10 mM

(Fig. 7b). The average sizes of the spherical nanoparticles obtained in the absence
of NaSal and in 10 mM NaSal were found to be 4:88 ˙ 1:2 nm and 7:14 ˙ 1:63 nm,
respectively.

To substantiate the importance of stirring on the morphology of particles, a batch
of experiments were performed without stirring. The nanoparticles synthesized by
this way were found to be spherical even after 24 h. The average particle size of
these nanospheres was 4:32 ˙ 1:52 nm (Fig. 8).

Inspection of the TEM images, taken 24 h after the reagents are mixed, shows
long rodlike structures having diameters in the range of 30–120 nm and lengths in
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Fig. 8 TEM images showing
spherical AgBr nanoparticles
after 24 h, in unstirred
system. ŒCTAB� D 50 mM,
ŒNaSal� D 100 mM,
ŒAgNO3� D 10 mM

the range 200–2,000 nm. The size of these nanoparticles strongly depends upon the
concentration of AgNO3.

Figure 9a shows that at lower concentrations of AgNO3 (3 mM), the anisotropic
structure is an aggregation of small spherical and polyhedral AgBr nanoparticles. At
such concentrations of AgNO3, fewer AgBr particles are expected to form. These
decorate the surfactant backbone and result in the formation of loosely aggregated
structures. As the concentration of added AgNO3 increases, the particles exhibit
increased consolidation (Fig. 9b). The particles evolve into more regular, smaller
rodlike structures as observed in Fig. 9c, d. An increase in the number of nanorods
was seen although the aspect ratio (AR) decreased to 5 (in the case of 15 mM) and
2 (in the case of 20 mM) from around 8 (in case of 10 mM).

The typical lengths of nanorods were found to be 878, 186, and 74 nm for 10,
15, and 20 mM of AgNO3 concentrations, respectively. The diameter also decreases
with an increase in the concentration of AgNO3, as shown in Table 1.

This is possibly because an increase in the concentration of AgNO3 leads to
a larger number of smaller diameter spherical particles which could be due to
faster reaction kinetics at higher concentrations. If the total number of particles
forming the nanorod is roughly the same in the three cases, it will result in smaller
diameter and length of the nanorods observed at higher AgNO3 concentrations.
This also explains why a large number of nanorods are observed at higher AgNO3

concentrations.
To shed more light on the mechanism and to confirm the effect of the template

on anisotropic particle formation, synthesis of AgBr particles was first carried out
in the absence of NaSal. TEM images after 1 h revealed the formation of spherical
particles (12:4˙3:2 nm). NaSal was then added and the system was stirred for 24 h.
It was found that nanorods with a typical average size of 224 nm and aspect ratio of
8 were formed (Fig. 10).
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Fig. 9 TEM images of AgBr nanoparticles at 25 ıC after 24 h at CTAB D 50 mM, NaSal D
100 mM, and (a) AgNO3 D 3 mM, (b) AgNO3 D 10 mM, (c) AgNO3 D 15 mM, (d) AgNO3 D
20 mM

Table 1 Effect of
concentration of AgNO3 on
the size of AgBr
nanoparticles

[AgNO3] Length Diameter

(mM) (nm) (nm)

10 878 ˙ 158 99 ˙ 41

15 186 ˙ 141 36 ˙ 19

20 74 ˙ 19 26 ˙ 6

TEM images revealed that there is formation of nanospheres after 1 h of aging
which forms a chain-like structure after 6 h. Finally, these particles consolidate to
form nanorod after the aging of 24 h (Fig. 11a).

A time study revealed that nanospheres are formed after 1 h. At intermediate
times, chain-like structures were observed, some of which showed signatures of
consolidation, while at 24 h smoothened nanorods were observed (Fig. 11a). Further,
as the stirring time is increased from 24 to 60 h, an increase in the length and
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Fig. 10 TEM image showing
AgBr nanorods after 24 h.
ŒCTAB� D 50 mM,
ŒAgNO3� D 10 mM,
ŒNaSal� D 100 mM (after 1 h)

Fig. 11 Time study of AgBr nanorod synthesis, ŒCTAB� D 50mM, ŒNaSal� D 100 mM, and
ŒAgNO3� D 10 mM. (a) AgBr nanoparticles at different time interval of aging. (b) AgBr
nanoparticles after the aging of 60 h

diameter of AgBr nanoparticles is observed. The dissimilar rates of increase in the
diameter and the length result in a net decrease in the AR. With time, the typical
length of the nanorods increases from 878 nm to 1.6 �m and a decrease in aspect
ratio from 8 to 5 (Fig. 11b).
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The above experimental investigations clearly indicate that

1. Wormlike micelles are critical to nanorod formation. If the surfactant system is
not in wormlike micellar phase, only spherical particles will form. Thus, there
is no apparent tendency of the particles to inherently form anisotropic structures
(Fig. 7).

2. The nanorod formation is always preceded by spherical particles (either prepared
in situ or externally added (Fig. 10)).

The above observations suggest the following possible mechanism for the
formation of nanorods.

The wormlike micellar phase is characterized by a high degree of entanglement
among the wormlike chains resulting in an increase in the viscosity by over four
orders of magnitude (as compared with a liquid phase). This causes a substantial
reduction of the particle diffusivity, and correspondingly, the frequency of collision
between the (primary) spherical particles also reduces. In contrast, the high density
of chains implies a larger probability of collision between the chains and particles
as compared to those between the slowly diffusing particles. The van der Waals
interaction between the particles and the chains may therefore lead to the adsorption
of the particles on the backbone of the chains, leading to the decoration of the chains
with spherical nanoparticles.

Further, in the wormlike micellar phase, the entangled chains slither past each
other by a phenomenon known as reptation [34]. The particle-laden and highly
entangled chains undergo reptation, carrying along with them the adsorbed particles.
The contact between particles adsorbed on two different chains is thus dictated by
the diffusion coefficient of the chains themselves. The consolidation of particles
into a nanorod can now occur possibly by exchange of particles sitting on two
different chains when the chains slither past each other and the particles on a single
chain undergoing diffusion along the chain and consolidating into larger anisotropic
particles.

The above mechanism is in contrast to systems like the seed-mediated growth of
anisotropic nanoparticles, where anisotropic nanocrystallites formed at early stage
of synthesis grow into nanorods [38].

To study the possible effect of nanoparticles on the rheology of the system,
rheological characterization of the particle-laden surfactant system was carried out.
The CTAB and NaSal concentrations were fixed at 50 and 100 mM, respectively.
Rheological measurements were carried out after 1 and 24 h, respectively, after
the addition of AgNO3. These values of time were chosen to see the effect of
spherical (1 h) and anisotropic nanoparticles (24 h), respectively, on the rheological
behavior. The rheology of the particle-laden system indicated Maxwellian rheology
at all times, confirming that the system is in the wormlike micellar phase even after
the formation of spherical (short time) and anisotropic (long time) nanoparticles
(Fig. 12). A marginal increase in the value of storage and loss moduli was observed
for both the cases as compared to particle-free systems. This is likely because of
the very low volume fraction of nanoparticles (0.02 %) which does not have any
significant effect on the rheological behavior.
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Fig. 12 Variation of storage and loss moduli G0, G00 with frequency (!) for different aging of
10 mM AgNO3 at ŒCTAB� D 50 mM, ŒNaSal� D 100 mM

3.2 AgCl Nanoparticles in Wormlike Micellar System

For the generalization of this technique toward the synthesis of other nanoparticles,
AgCl nanorods were synthesized using another wormlike micellar system, namely,
CTAC–NaSal. A similar method was followed, as described for preparation of AgBr
nanoparticles.

The rheological properties of the CTAC solution in the presence of NaSal were
first investigated as a function of S , the molar ratio of NaSal to CTAC. The CTAC
(S D 0:3 � 2) concentration was fixed at 100 mM and the molar concentration of
NaSal was varied from 50 to 200 mM to determine the onset of wormlike behavior.
In this case, C �

NaSal is observed to be around 130 mM. CTAC concentration was
maintained at 100 mM for various sets of experiments and NaSal concentration was
varied such that the NaSal-to-CTAC ratio (S ) was between 0.5 and 2 (Fig. 13). The
addition of 15 mM AgNO3 solution to the CTAC–NaSal transparent system results
in the formation of AgCl nanoparticles. The TEM images revealed the formation
of anisotropic AgCl nanoparticles in the wormlike micellar network. These images
were taken 24 h after the reactants were mixed. The TEM images (Fig. 14) show
long rodlike structures having diameters ranging from 30 to 60 nm and lengths
ranging from 200 nm to 1.2 �m. Addition of higher concentrations of AgNO3 (20
and 25 mM) solutions led to the precipitation of AgCl nanorods.

The typical powder XRD pattern of the synthesized AgCl nanoparticles is shown
in Fig. 15. The data shows diffraction peaks at 2� D 27:6ı, 32.1ı, 46.2ı, 54.8ı,
57.4ı, 67.4ı, 74.4ı, 76.7ı, and 81.7ı which can be indexed to (111), (200), (220),
(311), (222), (400), (331), (420), and (422) planes of pure AgCl (JCPDF №. 31-
1238) confirming the presence of AgCl particles [39]. The crystallite size was
calculated from XRD data using the Scherrer formula and found to be 52.9 nm.
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Fig. 13 Storage modulus (G0 ) and loss modulus (G00 ) variation with frequency (!) of CTAC–
NaSal wormlike micelles, ŒCTAC� D 100 mM, and different concentration of NaSal

Fig. 14 TEM image showing
AgCl nanoparticles after 24 h.
ŒCTAC� D 100 mM,
ŒNaSal� D 160 mM,
ŒAgNO3� D 15 mM

XRD also revealed the presence of strong lines at 2� D 37:4ı and 41.0ı which can
be attributed to silver metallic particles (JCPDF№. 04-0783).

The EDS pattern of the synthesized AgCl nanoparticles is shown in Fig. 16.
The data shows the presence of chlorine and silver elements. These peaks located
between 2 and 4 keV represent chloride and silver characteristic lines. The peaks
located on the left part of the spectrum at 0.2 and 0.5 keV represent carbon and
oxygen, respectively. The peak located at 0.5 keV is connected with the oxygen
characteristic line. The peaks between 7.8 and 9 keV are associated with the copper
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Fig. 15 XRD patterns of synthesized AgCl nanoparticles
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Fig. 16 The EDS pattern of synthesized AgCl nanoparticles

characteristic lines. Copper and carbon peaks are due to the carbon-coated copper
grid on which the sample was analyzed.

3.3 Iron Oxide Nanorods

In the original protocol, the wormlike micelle (WLM) is prepared by adding
CTAC/water/NaSal followed by the addition of a precursor. In this system, addition
of iron chloride salt after formation of WLM reduces the viscosity of the system,
and afterwards, the addition of NH4OH to the same forms the WLM system again.
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Fig. 17 Comparison of rheological property

We have termed this phenomenon as on–off rheology. Rheometric study (Fig. 17)
of the samples have shown that the WLM regains similar rheological property
once NH4OH is added to the system. The change in rheology may be explained
as follows:

1. WLM is formed by CTAC and Sal� bridging.
2. Incorporation of FeC3 results in the formation of iron salicylate complex, and

this results in the breaking of WLM.
3. Added NH4OH reacts with the FeC3 and the iron salicylate complex breaks

down.
4. Salicylate ion is free to form WLM along with CTAC.

For the experimental results, we followed the protocol of adding NaSal after
reacting the two precursors. This system was stirred for 24 h using a lab stirrer.
Further sets of experiment were conducted using a Linkam shear cell. We notice
under controlled shear (Fig. 18) the particles have a higher aspect ratio as well as
there is a marked reduction in their length and diameter. The yield of particle has
significantly increased.

The concentration of a precursor plays an important role in the system as well.
At a lower concentration (<10 mM), we obtain spherical particles, while at a
higher concentration (>20 mM), we observe the particles precipitating out. With a
moderate increase in the concentration, Fig. 19, we observe there is an insignificant
effect on the length of the particles as confirmed from an unpaired t -test. The
average lengths obtained for 10 and 15 mM concentrations were 58.7 and 59.2 nm,
respectively. However, there was an increase in polydispersity from 10 to 15 mM;
the standard deviation in length of 10 mM sample was �L;10 mM D 19:5 nm while
that for the 20 mM sample was �L;15 mM D 58:9 nm.

High-resolution imaging allows us to measure the d-spacing of 0.29 nm which
is in agreement with the d220 plane. Comparing the result obtained from XRD
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Fig. 18 Iron oxide nanorods formed in wormlike micellar system after 24 h. (L) Uncontrolled
shear and (R) controlled shear

Fig. 19 Effect of FeCl3
concentration on dimensions
of iron oxide nanorods

studies which indicates d220 has the maximum intensity, we can clearly see there
is a preferred direction of growth that is assisted by the WLM system (Fig. 20).

4 Proposed Mechanism

4.1 Formation of AgBr Nanorods from Primary Particles

The wormlike micellar phase is characterized by a high degree of entanglement
among the wormlike chains resulting in an increase in the viscosity by over four
orders of magnitude (as compared with a liquid phase). This causes a substantial
reduction of the particle diffusivity and correspondingly in the frequency of collision
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Fig. 20 Characterization of maghemite nanorods. (a) High-resolution TEM micrograph. (b) XRD
analysis of maghemite nanorod

between the primary spherical particles (which are formed in very early stages of the
synthesis.). Also, the high density of chains implies a larger probability of collision
between the chains and particles as compared to those between the slowly diffusing
particles. The van der Waals interaction between the particles and the chains may
therefore lead to the adsorption of the particles on the backbone of the chains,
leading to the decoration of the chains with spherical nanoparticles.

These entangled chains slither past each other. The particle-laden and highly
entangled chains undergo reptation, carrying along with them the adsorbed particles.
The contact between particles adsorbed on two different chains is thus dictated by
the reptation of the chains. The consolidation of particles into a nanorod can now
occur by exchange of particles sitting on two different chains when the chains slither
past each other and the particles on a single chain undergoing diffusion along the
chain and consolidating into larger anisotropic particles. The above mechanism is
in contrast to systems like the seed-mediated growth of anisotropic nanoparticles,
where anisotropic nanocrystallites formed at early stage of synthesis grow into
anisotropic nanoparticles [38]. Figure 21 shows a cartoon of the mechanism
discussed below.

5 Theoretical Analysis: Multiscale Lattice Monte Carlo
Simulation

5.1 Formulation and Implementation of Monte Carlo Model

Based on the mechanism discussed in the previous section, a Monte Carlo model
of the system has been formulated. The major events being modeled are slithering
of the wormlike micelles and intermicellar particle exchanges. The formation of
AgBr primary particles and their adsorption on the WLM backbone are assumed to



50 V.K. Gupta et al.

Fig. 21 Schematic of mechanism of formation of AgBr nanorods in wormlike micellar system

be instantaneous, and particle-laden WLMs are considered as initial conditions for
the simulations. On the other hand, the slithering of the micelles, the intermicellar
particle exchanges, and the consolidation of pearl bead chains into nanorods are the
rate-controlling steps. Other assumptions made in this model are as follows:

1. The wormlike micelles are assumed to follow the excluded volume interactions.
That is, at any given lattice point, only one monomer of WLM may be present at
any time during the simulation. This also implies that the formation of rings is
not permitted for WLMs.

2. Ensembles of wormlike micelles used in the simulation are assumed to have
monodisperse contour length.

3. Wormlike micelles in reality keep on breaking and reforming continuously and
there exists an equilibrium distribution of contour lengths. In the simulations,
however, the breakage and reformation of the micelles are assumed to be absent.

4. All primary particles are assumed to have uniform diameter. That is, the
distribution of diameter in the primary particles is neglected in the simulation.

5. Coalescence of the particles is allowed if the particles are nearest neighbors of
each other. In the view of very high energy of interaction, this assumption allows
for the growth of diameter along with the length of nanoparticles.

6. It is assumed that, on coalescence, individual nanospheres immediately form
larger nanospheres, and volume conservations determine the radius of the newly
formed particles.

7. In reality the particles may undergo surface diffusion on the surface of
the micelles. In the present simulation, surface diffusion of the particles on
the micellar backbone is assumed to be absent. That is, the slip between particle
and micelles is assumed to be zero.
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5.1.1 Initialization of Lattice

Generation of the Wormlike Micelles

The wormlike micelles are generated by carrying out self-avoiding random walk
(SAW) on a multiscale 2D periodic square lattice. The unit length scale of the lattice
for WLMs is chosen to represent the Kuhn length of WLM. In a typical SAW, a seed
location is generated at random and checked for the validity. A location is valid if it
has not been visited earlier and has got space for at least one Kuhn neighbor. Then a
SAW is started by generating a random number which is used to select the direction
of the next step. A SAW gets terminated if the number of Kuhn segments in a SAW
has reached the number of Kuhn segments fixed for a chosen WLM (15 in the case
of CTAB–NaSal WLM) or the last end has hit a site which does not have space for at
least one Kuhn segment. The entire sequence of SAW is rejected if it has a contour
length smaller than the number of Kuhn segments fixed for a chosen WLM. This
ensures generation of population of WLM having monodispersed length and number
of Kuhn segments. In the present simulation, a periodic lattice of 1;350 � 1;350

lattice points was used to generate 2,000 WLMs.

5.1.2 Choice of a Micelle to Slither

For choosing the micelle to undergo slithering motion for all the micelles, a number
of free ends are calculated; a free end is the one which can undergo at least one
SAW step from its current location. The minimum value of free ends for a micelle
could be zero, while the maximum could be two. For choosing a micelle to slither, a
random number (r) is generated and index i which satisfies Eq. 3 is selected for the
slithering. If a chosen micelle is having 2 free ends, the end to undergo slithering is
chosen by the two-choice random selection method.

iX

j D1

.nfreeends.j // < r <D
iC1X

j D1

.nfreeends.j // (3)

5.1.3 Implementation of Slithering and Implementation of Shear

In slithering motion, Kuhn monomers move collectively along the chain. Effectively,
this amounts to removing a Kuhn monomer on one end and connecting it to the
other end of the chain and leaving the middle monomers unchanged. Therefore,
density fluctuations and constraint release only occur at the chain ends. The shear
necessary for the formation of particles is implemented to be a random shear or
biased shear. In random shear, the direction in which micelle slithers or moves is
decided randomly with equal probabilities in all the possible directions. In the biased
shear, one of the directions is given arbitrary preference over the other directions.
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This is in accordance with the rheological observations that WLMs tend to align
in a shear field. This is considered important as AgBr particles do not grow to a
cylindrical shape even in the presence of the WLMs in the absence of stirring or
shear.

5.1.4 Intermicellar Particle Transfers

After a micelle has undergone slithering, the neighborhood of that particular micelle
is scanned. For every site-neighbor pairs, the following set of rules are applied to
find if any intermicellar particle transfers can be executed:

1. All neighborhood sites that lie on the micelle itself are filtered off.
2. All neighborhood sites that hold neither a micelle nor a particle are filtered off.
3. If none of the given pair hold a particle, the pair is filtered off.
4. If both the sites hold a particle, then a particle transfer is allowed from a less

populous Kuhn segment to a more populous Kuhn segment. If both the Kuhn
monomers hold equal number of particles, then particle exchange is not executed.
Note that only local populations of the micelles on which both the particles
are attached are used in this comparison. The local populations are the particle
populations of the Kuhn monomers on which the selected particles are attached.

5. If the site is empty and the neighborhood holds a particle, then the particle is
accepted only if the present Kuhn segment is having a higher population of
particles; otherwise, the pair is filtered and vice versa.

6. Of all eligible site-neighbor pairs, one pair is chosen at random for the execution
of intermicellar particle transfer.

7. Only individual nanospheres hop from one point to the other in a particular
MC move. The particle chains are converted to the nanorods only at the end
of simulation.

In a typical MC step, intermicellar particle exchange may occur only if the
micelle chosen for slithering carries at least one particle. If the chosen micelle
is empty, it only undergoes the reptation and this is counted as infructuous but
necessary event from the view of the straightening of particle chains. MC steps are
repeated until the rate of intermicellar particle exchange falls below a critical value
of 1e � 5 MC�1, where MC is the number of Monte Carlo steps.

5.2 Results and Discussion

By using the above-described frame of the MC model, the simulation was carried
for the following parameters:

1. Lattice size D 1;350 � 1;350 (one lattice site corresponds to 8 nm which is the
size of primary particle)
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2. Number of WLMs on the lattice D 2;000

3. No. of Kuhn segments on one micelle D 15 (constant)

With this configuration, studies on the effect of initial particle concentration, Kuhn
length, and shear bias were carried out.

5.2.1 Effect of Concentration

The simulations reveal that the particles start accumulating on few of the micellar
backbones slowly, and toward the end, the count of particles left on the lattice
falls to less than 30 % of the initial particle count on the lattice which is a typical
behavior observed in any coagulation process. The particulate mass accumulated
on the WLMs is then converted to length and diameter by setting length of particle
D number of particles forming a straight and continuous chain of particles x the
diameter of the primary particle (8 nm in our case). The diameter is then back
calculated by converting the volume of particle into diameter. Figure 22a, b shows
the effect of particle concentration on the length and diameter of the rods obtained
by converting the chain mass in length and diameter using the protocol described.
Important observations deduced from the results are

• Effect of [AgBr] concentration on length and diameter of nanorods –
Concentrations simulated in this study were 5, 10, 15, 20, 25, 30, 40, 70, and
100 mM. The concentrations were implemented in lattice simulations in the form
of particles adsorbed on WLM. A mean micellar occupancy of the particles was

Fig. 22 Effect of [AgBr] concentration on length and diameter of nanorods. Concentrations
simulated were 5, 10, 15, 20, 25, 30, 40, 70, and 100. Four distinct regimes are observed: (i)
very low concentration (5 mM), no or very less number of rods are formed; (ii) below 20 mM,
both diameter and length show a sharp increase; (iii) 20–40 mM, length and diameters formed in
these simulations are statistically indifferent; and (iv) beyond 40 mM, both length and diameter
start growing suggestive of precipitation (a) L (b) D
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estimated by assuming length of WLM as 1,100 nm and CTAB head group area
as 0.45 nm2. Four distinct regimes in the length are observed.

– Very low concentration (5 mM) – No or very less number of rods are formed.
This may be explained on the basis that because of scarcity of the particles
on the lattice, there are very few or no interactions between the particles
to induce any aggregation. This matches qualitatively to the experimental
observations of synthesis of AgBr and iron oxide nanorods synthesized at
precursor concentration of 5 mM.

– 20 mM – Both diameter and length show a sharp increase. In this regime, a
number of interactions increase by virtue of an increase in concentration of
particles and longer chains start appearing on the lattice in higher number.

– 20–40 mM – Length and diameters formed in these simulations are statisti-
cally indifferent. In this regime, the growth of the particles is capped by the
length of the Kuhn segment of the WLM. This result matches qualitatively
with the synthesis of iron oxide nanorods formed under controlled shear in
WLM-assisted synthesis of iron oxide nanorods synthesized in 10–20 mM.

– Beyond 40 mM – Both length and diameter start growing even longer than the
Kuhn length of WLM suggestive of inducing instability. This phenomenon
corresponds to the precipitation of large aggregates at high concentration
observed in experiments of formation of AgBr nanorods.

5.2.2 Effect of Shear Bias

The effect of shear is simulated by defining a shear bias in simulation. The shear
bias is defined in terms of global probability of micelles slithering in a particular
direction. For example, the shear bias of 0.25 or random shear means that all
micelles move with equal probability in all directions, while a shear bias of 0.7
means that 70 % of the micelles that were moved on the lattice were moved in one
preferred direction than the other directions:

• It is observed that by imposing a shear bias on micellar motion, the length
and diameter of rods increases (Figs. 23 and 24). Further increase in shear
bias (beyond 0.7) does not show significant effect on length or diameter of the
particles. This observation is qualitatively matching with the experimental results
of the controlled shear studies on iron oxide nanoparticles where variation in
shear does not show significant effect on dimensions of particles.

6 Conclusion

The suitability of wormlike templates for the synthesis of anisotropic nanoparticles
is presented. CTAB–NaSal and CTAC–NaSal wormlike micelles were used to form
AgBr, AgCl, and iron oxide nanorods, respectively. There are no prior reports on
the use of wormlike micelles as templates for nanorod formation in the literature.
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Fig. 23 Effect of shear bias on length and diameter of rods. Kuhn lengths simulated were 3, 5,
and 9 (a) L (b) D

Fig. 24 Effect of shear bias on particle conformation. (a) Biased shear (b) Random shear

The transient study of the formation process indicates that the nanorods are
formed by template-guided, anisotropic coagulation and consolidation of spherical
nanoparticles. This was demonstrated by the lack of formation of anisotropic
particles when no or subcritical NaSal concentration is used. Moreover, the addition
of separately prepared spherical AgBr nanoparticles to a solution of wormlike
CTAB–NaSal micelles resulted in the formation of anisotropic nanorods, clearly
bringing out the role of wormlike micelles providing the backbone to facilitate
anisotropic nanoparticle formation. The generality of the proposed protocol was
demonstrated by applying it to the CTAC–NaSal system to obtain AgCl and iron
oxide nanorods. Thus, the method can potentially be used to form nanorods of
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different materials by a suitable selection of the precursor materials. Further the
role of the controlled shear was also highlighted. The controlled shear improves the
uniformity and the number yield of the nanorods formed.

The simulations adequately demonstrate the basic mechanism of formation
of nanorods in wormlike micellar phase. Several aspects of experimental trends
are captured correctly in the relatively simple coarse-grained model of wormlike
micelles.
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Scalable Synthesis of Noble Metal Nanoparticles

Venugopal Santhanam

Abstract Noble metal nanoparticles possess unique size-dependent electronic and
optical characteristics and are one of the foremost ‘building blocks’ for nanos-
tructured device fabrication. As such, there is considerable interest in developing
continuous-flow processes for large-scale synthesis of noble metal nanoparticles. In
this chapter, we describe the results of our work aimed at understanding key process
variables that determine particle size distribution in two popular protocols used for
lab-scale synthesis of gold and silver colloids. Our understanding of the importance
of aggregation and role of the pH of precursor solutions in determining the kinetics
and stability of colloidal sols enabled us to propose suitable modifications in process
conditions that enabled scalable synthesis of gold and silver nanoparticles. These
insights also led to the development of a novel route for low-cost fabrication of
silver nanostructures on paper using an inkjet printer.

Keywords Metal nanoparticles • Continuous synthesis • Effect of pH • Mode of
addition • Reactive inkjet printing

1 Introduction

The expectation of an impending nanotechnology revolution, which promises faster,
cheaper and portable solutions for energy, healthcare and environmental issues,
has captured the imagination of laymen. The nanoscale regime (ca. 1–100 nm)
corresponds to an intermediate size range, between a molecular state and the bulk
state; it encompasses several characteristic length scales over which collective
properties emerge. For example, answers to questions on transition from atomic
to bulk behaviour, such as ‘what is the size at which the electron energy levels in
a collection of atoms lose their discrete nature and become delocalised over the
entire structure?’, have been found to lie in this size range. Such information is of
considerable interest to scientists for understanding behaviour of condensed state
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matter. The tantalising possibility of harnessing such knowledge for controlling
material properties in a ‘digital/discrete’ manner, by varying system size, is one of
the leading reasons for the buzz surrounding the term ‘nanotechnology’. Nanoma-
terials, objects with one or more dimensions in the nanoscale regime, are expected
to play a critical role as ‘building blocks’ in the field of nanotechnology. Metal
or semiconductor or carbon-based nanostructures with different morphologies, e.g.
nanoparticles, nanowires/nanotubes, nanoscale films, have been widely studied.
Noble metal nanoparticles are the foremost contenders amongst nanomaterials that
already have a significant market presence [1], a presence that is more likely to
expand as several technologies such as drug delivery [2], nanoelectronics [3], etc.
mature in the near future.

The use of noble metal nanoparticles in itself is not unique to the recent past,
historical examples of their uses abound. For example, noble metal nanoparticles
were used to fabricate stained glass windows in Europe, and colloids of noble
metal nanoparticles were part of traditional medicines/biocides in India [4]. More
recently, the use of gold nanoparticles as contrast agents for electron microscopy and
point-of-care biomedical test kits are examples of nanoparticle-based commercial
applications [5]. What sets apart the current research and development studies from
previous efforts is the ability to characterise and manipulate the nanomaterials at the
atomic scale and the resulting improved understanding of the science behind their
distinctive properties.

From a process engineering perspective, the importance of research on scalable
processes for producing metal nanoparticles with controlled sizes is evident. To
pursue such questions, a laboratory for nanoparticle engineering was established
at IISc, Bangalore, under the IRHPA scheme of DST, and this chapter summarises
our research on scalable synthesis of metal nanoparticles, especially gold and silver
nanoparticles. In the following, an introduction to some novel properties of noble
metal nanoparticles is presented, followed by a perspective on the questions posed
as we began our research on scaleup of colloidal nanoparticle synthesis. Then,
the results of our investigations on the synthesis of gold and silver nanoparticles
using either tannic acid or sodium citrate as both reducing and stabilising agents are
presented. Finally, a summary of the key research findings is presented.

2 Properties of Noble Metal Nanoparticles

A striking attribute of colloidal dispersions of noble metal nanoparticles is their
colour. Noble metal nanoparticles exhibit strong plasmon resonance absorbance
bands in the visible spectrum that are size and shape dependent, resulting in the
ability to tune colour without changing the material used. The surface plasmon
resonance bands result from the interaction of incident electromagnetic field (‘light’)
with the metal nanoparticles leading to coherent oscillations of the conduction
band electrons. The coherently oscillating electrons behave as an entity denoted
as plasmons.
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Fig. 1 (a) Schematic diagram representing the interaction of light with metal nanoparticles (figure
not to scale). The interaction of electromagnetic field with the metal nanoparticles results in
coherent oscillations of the conduction band electrons. The circles are a guide to illustrate the
collective displacement of the mobile electrons (plasmons) within the nanoparticles from the ionic
cores. The two panels illustrate the movement of electrons corresponding to two different phases
of the incident radiation’s electric field. (b) Distinct colours exhibited by aqueous sols of gold
nanoparticles synthesised during the course of our research. The cartoons, underneath the sols,
depict the morphology of nanostructures present in the respective sols (Color figure online)

Figure 1a shows a schematic representation of the interaction of electromagnetic
light waves with metal nanoparticles that are much smaller than the wavelength of
the incident light. The conduction band electrons within the nanoparticle interact
with the time-varying electric field of the incident light and lead to the formation
of an oscillating dipole (in the simplest case). A large enhancement in the light
absorption results when the wavelength of the incident light matches the size-
dependent resonant frequency of the dipole (plasmon resonance). As the restoring
force is proportional to the surface area in such systems and also confined by
the nanoparticle, these are commonly referred to as localised surface plasmon
resonances (LSPR). Figure 1b showcases the range of colours exhibited by aqueous
sols of gold nanoparticles having different sizes and shapes that were synthesised
during the course of this work.

The electronic properties of small metal particles have also been investigated
extensively. The simplest system studied consists of placing a single metal nanopar-
ticle between two electrodes with tunnelling barriers separating the electrodes from
the metal nanoparticle [6]. In this configuration (Fig. 2), the electrical conduction
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Fig. 2 Schematic representation and equivalent circuit of nanostructure consisting of a metal
nanoparticle placed between two electrodes, and Ideal I-V curves (double headed arrow indicates
the smearing of coulomb staircase at temperatures >0 K) for this nanostructure illustrating the
phenomena of Coulomb blockade and Coulomb staircase

is entirely suppressed at low bias voltages. This phenomenon is called ‘Coulomb
blockade’. Coulomb blockade occurs when the electrostatic energy increase due to
the addition of a single electron onto a capacitatively coupled metal island is much
larger than the thermal energy of the electrons:

e2=2C >> kBT (1)

where ‘e’ is the charge on an electron, ‘C’ is the effective capacitance of the metal
island, ‘kB’ is the Boltzmann constant and ‘T’ is the absolute temperature of the
metal island. In the case of metal nanoparticles, the capacitance, ‘C’, is directly
proportional to the radius of the metal nanoparticle. At room temperature, metal
particles with radius less than 2–3 nm satisfy Eq. 1. Furthermore, for Coulomb
blockade to be observed, the tunnelling resistance (R) to and from the metal island
must also be much greater than the resistance quantum (RQ):

R >> RQ (2)

where RQ D h/2e2 (�12.9 k�) with ‘h’ being the Planck constant.
Bulk metals typically exhibit a linear I-V response, which is characterised by

the well-known Ohm’s law. In contrast, when both Eqs. 1 and 2 are satisfied, the
I-V curve for an asymmetric tunnelling junction [RR >> RL or RL >> RR] shows
characteristic steps in current, denoted as ‘Coulomb staircase’ (Fig. 2). Due to
asymmetry in electron transport rates between the two junctions, electrons tend to
accumulate on the isolated metal nanoparticle; the electrostatic energy associated
with such charging of the ‘island’ has to be compensated for by increasing the
external bias. This leads to a nonlinear I-V response. Such sequential tunnelling
phenomena can give rise to the ability to control the charge on the island at single
electron level and form the basis of the field of single electronics.
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3 Synthesis of Noble Metal Nanoparticles: Prevalent Status
and Identified Research Needs

Historically, the synthesis of metal nanoparticles predates modern science. The
Lycurgus chalice of Rome, belonging to the fifth century, contains gold and silver
nanoparticles; Mayan blue pigment from the eleventh century contains iron and
chromium nanoparticles [7]; Swarna Bhasma, an Ayurvedic medicine dating back
to 2000 BC, contains gold nanoparticles [4]. The report by Faraday, in 1857, on
the preparation of a gold colloidal solution by reacting chloroauric acid with white
phosphorus has come to be regarded as the beginning of scientific studies into the
synthesis of noble metal nanoparticles [8]. Faraday postulated that the red colour
of both aqueous gold solutions as well as the ruby colour of stained glasses found
in medieval churches was due to the presence of very fine gold particles. At the
beginning of the twentieth century, the development of the ultramicroscope led to
the finding that such colloidal solutions contained ‘millimicron’ size particles [9].
From 1950s onwards, metal nanoparticles have been utilised as contrast-enhancing
agents for the imaging of cells [10] using electron microscopes, which spurred
extensive investigations into the different recipes available for the synthesis of
nanoparticles.

Presently, synthesis procedures used for generating metal nanoparticles can be
classified into two broad classes – (1) extruding/grinding/sculpting bulk mate-
rials (top-down approach) and (2) initiating nucleation and growth of desired
atomic/reactive precursors (bottom-up approach). The top-down approaches are
easily amenable to continuous-flow processing but suffer from the following
disadvantages: they are energy intensive, they produce particles with a very broad
size distribution, they are limited in their capability to produce particles with
diameters in the range of 1–20 nm, and they can also introduce contamination due to
the tools involved. Bottom-up approaches involving liquid-phase recipes are more
widely prevalent in research laboratories and are routinely used for batch synthesis.
To control the size of nanoparticles, parameters such as molar ratio of reducing
agent to metal salt (MR) [10–12], molar ratio of capping agent to metal salt [13],
and temperature [12] have been varied. Liquid-phase synthesis has typically been
portrayed as simple ‘recipe’ for carrying out redox reactions at the lab scale, but
the complexity of underlying nucleation and growth processes poses formidable
challenges for scaling such recipe into continuous-flow processes.

Metal nanoparticles, especially gold and silver nanoparticles in the size range of
2–20 nm, are well suited for applications in nanoelectronics. A focus of our project
was the development of scalable processes for synthesis of monodisperse metal
nanoparticles for such applications. Desired characteristics were that the process
should be easily scalable, and occur at room temperature, to simplify reactor design
considerations. Recently, there is an increasing emphasis on using greener routes.
‘Green chemistry’ is defined as the design of chemical products and processes that
reduce or eliminate the use and generation of hazardous substances [14]. In this
context, synthesis of nanoparticles in the aqueous phase using environmentally
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benign reagent is more desirable for large-scale synthesis. Sodium citrate (used
in ‘citrate method’) and a combination of sodium citrate and tannic acid (used in
‘Slot and Geuze method’) are the two most commonly used ‘green’ reagents, as
these reagents can act as both reducing and stabilising agents for the synthesis of
metal nanoparticles. The reported size range of particles synthesised at elevated
temperatures, using these reagents, varies from 10 to 100 nm. For the rapid,
room temperature synthesis of metal nanoparticles, hazardous reducing agents like
sodium borohydride and hydrazine [15] were used. A common refrain for the
use of such hazardous reagents was their ‘strength’, usually inferred from the
difference in standard redox potential values between the reducing agent and bulk
metal.

Interestingly, we observed that the reduction of chloroauric acid by citrate is
faster when some tannic acid was added to the citrate, although both citrate and
tannic acid have comparable redox potentials. This observation challenged the
prevalent notions of metal nanoparticle synthesis by redox reactions in solutions. To
understand the reasons behind these observations, we carried out systematic studies
to elucidate the factors controlling the kinetics of nanoparticle formation using the
two most widely used reagents for the synthesis of gold and silver nanoparticles,
namely, citrate and tannic acid. The results of our investigations are presented and
discussed in the following sections.

4 Room Temperature ‘Green’ Synthesis of Noble Metal
Nanoparticles

4.1 Tannic Acid as Reducing Agent

Tannic acid, also known as tannin, is a polyphenolic compound derived from plants
like gall nuts, tree barks, etc. Ostwald, in 1912, utilised tannin to reduce chloroauric
acid at 100 ıC and stabilise gold nanoparticles [16]. Ostwald reported that tannin can
reduce chloroauric acid at neutral pH to form stable gold nanoparticles at 100 ıC,
even if tap water is used to prepare the aqueous solutions. Turkevich [12] replicated
Ostwald’s protocol and reported the particle size to be 12.0 ˙ 3.6 nm based on TEM
images. Mulphrodt [17] used tannic acid along with citrate to reduce the size of
nanoparticles synthesised to values lower than that obtained by citrate method. Slot
and Geuze [10] further modified the protocol and controlled the size of nanoparticles
from 3.5 to 15 nm by varying the concentration of tannic acid in the synthesis,
while the concentration of citrate remained constant. Tannin has also been used to
synthesise silver nanoparticles at 60 ıC [18]. Aqueous solution of tannic acid is
found to be weak reducing agent, at room temperature, which can only grow seeds
into nanoparticles [19]. Hence, higher temperatures were used for the nucleation
and growth of silver and gold nanoparticles using tannic acid. Thus, although tannic
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acid has been known to reduce and stabilise metal nanoparticles, neither were
the reported procedures performed at room temperature nor were monodisperse
nanoparticles obtained in the size range of 1–10 nm.

4.2 Factors Affecting Kinetics of Silver Nanoparticle
Formation [20]

The pKa of tannic acid solution falls between seven and eight, depending on the
extent of dissociation of tannic acid [21], which is known to partially hydrolyse
under mild acidic/basic conditions into glucose and gallic acid units [22]. Gallic
acid at alkaline pH reduces silver nitrate into silver nanoparticles rapidly at room
temperature [23], but the particles form aggregates in solution as gallic acid is a
poor stabilising agent. Glucose is a weak reducing agent at room temperature, but
it is an excellent stabilising agent at alkaline pH [24]. These findings suggested to
us that tannic acid could be an ideal reducing and stabilising agent under alkaline
conditions at room temperature.

A few experiments were performed to understand the role of pH of tannic acid
in the synthesis of metal nanoparticles. Five millilitre of 2.95 mM solution of
AgNO3 was added to 20 mL of tannic acid solution, maintained at the desired
pH. Figure 3 shows the hydrodynamic diameter of silver nanoparticles synthesised
by varying the initial pH of tannic acid used in the reaction. At acidic pH values,
nanoparticle formation was not observed even after waiting for several hours. From
a pH value of 6 onwards, nanoparticle formation was observed to occur in a matter
of minutes, with both size and time for appearance of colour (due to SPR band of
silver colloids) decreasing rapidly till a pH of 8. Further increase in the pH did not
cause a significant decrease in the hydrodynamic size.

To understand the kinetics, the stoichiometric ratio required for the completion
of the reaction between tannic acid and silver nitrate was investigated. Figure 4
shows UV-Vis spectra of 0.25 mL aliquots sampled during the stepwise addition

Fig. 3 Effect of pH at room
temperature. Variation of
hydrodynamic diameter of
silver nanoparticles as a
function of initial pH of
tannic acid solution. There is
no noticeable reaction for pH
values <6. [AgNO3]
D 0.59 mM, MR D 0.05
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Fig. 4 UV visible spectra of
silver nanoparticle solutions
as a function of the molar
ratio of tannic acid to silver
nitrate (MR). The spectrum of
a concentrated (2� original)
tannic acid solution is also
shown for comparison
(Reproduced with permission
from [24])

(corresponding MR values provided in the legend) of tannic acid solution, main-
tained at a pH of 8, to 5 mL of 2.95 mM silver nitrate solution. It is seen that the
surface plasmon peak of silver nanoparticles at 420 nm increases initially and then
saturates at an MR value of 0.05, indicating that silver nitrate is completely reduced.
Also, for MR values �0.05, a small shoulder at 270 nm is seen and is attributed
to the presence of excess tannic acid. The spectrum of a concentrated solution of
pure tannic acid at pH 8 is also shown for comparison. A stoichiometric ratio of
tannic acid to silver nitrate of 0.05 indicates that one mole of tannic acid can reduce
20 moles of silver nitrate.

Figure 5a shows the variation in hydrodynamic size of silver nanoparticles with
the molar ratio of tannic acid to silver nitrate; the MR was varied by increasing
the tannic acid concentration at a constant value of the silver nitrate solution.
An increase in the MR value increases the hydrodynamic diameter of silver
nanoparticles. To analyse the role of excess tannic acid, the nanoparticle synthesis
was monitored by studying the evolution of absorbance at SPR peak wavelength
with millisecond resolution in stop-flow module (Fig. 5b). From Mie theory, the
absorbance is directly proportional to the volume of nanoparticles (for size <20 nm).
The induction time, which is inversely proportional to the nucleation rate, increases
with increasing MR. Also, the initial slope of the absorbance profile is higher for
smaller MR indicating that the growth rate is higher at smaller MR. Figure 5c–e
shows representative Field Emission Scanning Electron Microscope (FESEM) and
TEM images for these samples. The trends of lower nucleation and growth rates,
corresponding to increasing particle size, with increasing MR are counterintuitive.
Intuitively, one expects that increasing reducing agent concentration should increase
redox reaction rates and, therefore, result in higher growth and nucleation rates.
Also, the observed trends cannot be interpreted in terms of the role of tannic acid
as a stabiliser, as increasing stabiliser concentration is also expected to result in
smaller sizes. This implies that the role of tannic acid is not limited to that of
reducing/stabilising agent.
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Fig. 5 (a) Change in the hydrodynamic diameter of silver nanoparticles with the molar ratio of
tannic acid to silver nitrate. (b) Time evolution of absorbance at SPR peak wavelength for different
initial molar ratios of tannic acid to silver nitrate (MR). The absorbance rises faster for lower MR
values. Representative electron microscopy images of silver nanoparticles synthesized at various
MR values. (c) MR D 1 (FESEM), (d) MR D 0.5 (FESEM), (e) MR D 0.05 (TEM). The inset
graphs in (c–e) depict the corresponding particle size distribution and UV–Vis spectrum, with
ordinates representing the actual number of particles counted and absorbance (a.u.) respectively
(Reproduced with permission from [24])

4.3 Tannic Acid as Organiser

A representative structure of tannic acid, corresponding to its average formula
weight, is shown in Fig. 6. It consists of a central core of glucose that is linked
by ester bonds to polygalloyl ester chains. Tannic acid has 25 phenolic hydroxyl
(�OH) groups in its structure, but only ten pairs of ‘ortho’-dihydroxyphenyl groups
are capable of taking part in redox reactions to form quinones and donate electrons,
because of the chelating action of adjacent hydroxyl groups and constraints on
carbon valency. Hence, each tannic acid molecule is capable of donating 20
electrons; this value matches well with the number deduced experimentally. At
alkaline pH, the deprotonation of phenolic hydroxyl groups will enhance their
chelation with cations and can thus account for their enhanced reactivity. But the
ability to nucleate nanoparticles cannot be explained by this fact alone, as their redox
potentials are still lower than that required to completely reduce isolated metal ions
in solution. This suggests a third role for tannic acid as an ‘organiser’ of ions/atoms
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Fig. 6 Representative structure of tannic acid (C76H52O46). The inset on the right shows the
phenol to quinone conversion upon oxidation of tannic acid

for facilitating nucleation, given that a single tannic acid molecule can chelate with
multiple ions and reduce them. Such a mechanism is consistent with the fact that
the redox potential value for metal clusters varies rapidly with increasing cluster
size, from values corresponding to a strong reducing agent for a single atom (i.e.
thermodynamically unfavourable conditions for reduction by tannic acid) to that of
an oxidant (similar to the bulk, and reducible by tannic acid) for clusters having a
few tens of atoms [25], thereby enabling ‘weak’ reducing agents to nucleate metal
nanoparticles. The mechanism by which reduction and atomic reorganisation occur
within such chelation complexes is a matter for further investigation.

The role of ‘organiser’ is also consistent with the observed trends of nucleation
and growth rates of silver nanoparticles as a function of MR. Tannic acid has five
units of gallic acid and each gallic acid unit can combine with four silver ions.
Each tannic acid molecule can be thought of as a five-armed chelator. Thus, at an
MR of 0.05, tannic acid complexes will be saturated with 20 silver atoms enabling
rapid nucleation (faster induction time) that results in smaller particle size. At MR
of 1, each tannic acid is on average ligated to only one silver atom and so the
nucleation rate will be decided by the interaction of such ‘unsaturated’ compounds
in solution leading to slower nucleation rate (larger induction times) that results
in larger particle sizes. The reduction in the initial growth rate with an increasing
MR can also be accounted for by considering that growth occurs due to collision of
nuclei/particles with chelated silver atoms. On an average, rate of collision between
chelated silver atoms and nuclei/particle will be similar in all cases due to opposing
effects of increasing concentration and decreasing ligation; however, the probability
of incorporation per collision will be higher for compounds ligated with a higher
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Fig. 7 Schematic representation of organiser-based nucleation and growth processes at MR values
of 0.05 and 1. Tannic acid is represented as a five-armed molecule with each arm capable of
reducing and chelating with four silver atoms. Both nucleation and growth processes are faster
at MR value of 0.05 as compared to MR value of 1 resulting in the rapid formation of smaller
nanoparticles at the lower MR value. Note: the number of loaded atoms depicted is representative
of the mean value, given that all the silver ions are reduced and chelated (Color figure online)
(Reproduced with permission from [20])

number of silver atoms. Thus, at smaller MR values, the incorporation efficiency
of atoms onto nuclei/particles (i.e. growth) will be higher per collision resulting in
higher growth rates. Figure 7 illustrates these concepts at MR values of 0.05 and 1.

4.4 Interplay Between Reactivity and Stabilisation in the
Synthesis of Gold Nanoparticles [26]

Chloroauric acid, the most common gold precursor used, possesses pH-dependent
reactivity. At acidic pH, gold ion complexes with chloride ligands are predominant,
while at basic pH, gold ions complexed with hydroxyl ligands are predominant.
The chloride ligand can be easily displaced as compared to the hydroxyl ligand,
resulting in higher reactivity of chloroauric acid at acidic pH values. On the other
hand, nucleation and growth of nanoparticles by tannic acid occur rapidly at alkaline
pH. Faced with these conflicting requirements and to identify optimal conditions
for rapid, room temperature synthesis of gold nanoparticles, a series of experiments
were carried out by varying the initial pH of the two reagents (prior to mixing).
Three millilitre of 4.4 mM tannic acid solution at desired pH was added to 22 mL of
0.288 mM chloroauric acid solution at desired pH. The resulting colloidal samples
were characterised using TEM to determine particle size, using a stop-flow reactor
(SFR) to determine induction time, and —-potential measurements. These results are
summarised in Table 1.
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Table 1 Experimental conditions and characterisation results for synthesis of gold nanoparticles

Experiment

Initial pH of
chloroauric
acid solution

Initial pH of
tannic acid
solution

pH of
reaction
mixture

Particle
diameter
(� ˙ ¢), nm

Induction
time, s

—-potential,
mV

A 3.2 3.1 3.2 14.1 ˙ 4.8 3 �20 ˙ 2
B 3.2 7.1 6.4 7.1 ˙ 1.6 1.5 �49 ˙ 2
C 7.0 6.3 6.4 10.7 ˙ 3.8 66.8 �69 ˙ 2
D 9.1 3.1 6.4 14.2 ˙ 5.4 163.5 �60 ˙ 2
E 2.1 7.1 5.0 10.0 ˙ 2.9 0.9 �18 ˙ 7
F 2.1 9.0 7.1 5.8 ˙ 1.0 0.5 �35 ˙ 7

Comparison of the results of these experiments in terms of the kinetics (induction
time), stability (—-potential) and particle size shows the following: (1) the initial
pH of chloroauric acid solution mainly controls the kinetics (A-D; B-C), whereas
the pH of tannic acid has only a slight influence on kinetics (A-B; E-F). The fact
that initial pH of the reagents, prior to mixing, has a significant impact implies
that the kinetics of forming less reactive hydroxy-chloroauric species, after a step
change in pH from acidic to neutral conditions, is slower than that of the redox
reaction; (2) the pH of the reaction mixture determines the stability, and the final
particle size is more sensitive to variations in stability (B-E; A-D) rather than
kinetics (B-C-D;C-E). This suggests that aggregation is an important pathway in
the formation of the nanoparticles and that it is minimised at reaction mixture
pH values of 6.4 and above. All the colloidal sols were stable upon storage for
more than a year, indicating that aggregation is active only during the early growth
stages.

Overall, these results show that gold nanoparticle size distribution is determined
by a fine balance between the reactivity of precursors and coalescence in the initial
period, which can be manipulated by controlling the initial pH of reactants and
the reaction mixture pH, respectively. Figure 8 illustrates the various pathways
involved. A key outcome is that independent control over reactivity and stabilisation
can be achieved by manipulating the pH of the precursor solutions. The detailed
investigation of the role of molar ratio and the pH of tannic acid showed that
it is plausible to synthesise nanoparticles with various morphologies at room
temperature. Surprisingly, the polydispersity of nanoparticles synthesised under
various conditions remained high (>15 %).

Given that alkaline pH is more favourable for preventing aggregation, an
experiment (‘G’) was carried out to minimise coalescence during mixing by altering
the order of addition. This was achieved by simply reversing the order of addition
(i.e. chloroauric acid into tannic acid) while maintaining the initial pH of reagents,
overall amount of reagents, the volume of the added reagent and the volume of the
total reaction mixture at values used in experiment ‘B’. For comparison, a 1 mL
sample was prepared by rapidly mixing (� within 3 ms) the two reagents in stop-
flow module (experiment H), while maintaining the concentration, initial pH and
volumetric ratio similar to experiment ‘B’. The corresponding size distributions
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Fig. 8 Schematic summary of the effect of MR and the roles of reagent and the reaction mixture
pH in determining gold nanoparticle size and shape (Color figure online) (Reprinted from [26]
under CCA terms)

were determined to be 5.9 ˙ 1.6 nm (G) and 6.2 ˙ 1.9 nm (H), respectively. The
effect of mode as well as speed of mixing on size distribution is minimal indicating
that stabilisation of nanoparticles by adsorption of tannin requires a finite time
during which particles may coalesce.

Attempts to minimise coalescence by using an excess of tannic acid did not
yield the desired result. So, the next best strategy was to add diluted chloroauric
acid slowly into tannic acid to provide adequate time for adsorption of tannin.
Experiment ‘I’ was conducted by adding chloroauric acid at a rate of �1 mL/min
into tannic acid, while maintaining overall concentration and total volume of the
reaction mixture constant as in experiment ‘G’. Representative TEM images and
corresponding particle size distributions of aliquots collected during different stages
of addition are shown in Fig. 9. These results clearly show that the slow addition of
chloroauric acid into tannic acid is the best strategy to synthesise monodisperse
gold nanoparticles. This process can be easily extended to form size-controlled
nanoparticles with larger mean size, if care is taken to ensure that the reaction
mixture pH never falls below 6.4.

The constant value of standard deviation estimates (0.6–0.8 nm) indicates that
the growth mode is polynuclear surface reaction controlled (i.e. the growth rate
is independent of particle size). Mass balance requirement for surface reaction-
controlled growth dictates that increase in mean nanoparticle diameter must be
proportional to 1/3 power of the volume of chloroauric acid added. Figure 10 shows
a plot of the predicted and the observed mean diameters as a function of the 1/3
power of the volume of chloroauric acid added. The observed values are seen to
agree exceptionally well with the predicted values, which is a clear indication that
the slow (dropwise) addition protocol is akin to one-shot process for seed formation
followed by their controlled growth into nanoparticles.
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4.5 Monodisperse Sub-10 nm Gold Nanoparticles by Reversing
the Order of Addition in Citrate Method [27]

The ‘classical citrate’ method for synthesising gold nanoparticles, using sodium
citrate as the reducing agent, is renowned for its ability to produce biocompatible
colloids with a mean size >10 nm. Biocompatibility and ease of surface function-
alisation have made the citrate method not only popular amongst researchers but
also the method of choice for producing NIST reference standards for biological
applications (NIST Reference Materials 8011, 8012 and 8013). Citrate-stabilised
gold nanoparticles in the 1–10 nm size range are desirable for their ability to target
the cell nucleus for gene/drug delivery and for the significant nanoscale size effects
that occur in this size range.

Turkevich [12] showed that dicarboxy acetone, formed due to oxidation of citrate
by chloroauric acid, facilitates nucleation of gold nanoparticles. Kumar et al. [28]
have modelled the formation of gold nanoparticles by the citrate reduction method
and elucidated the role of dicarboxy acetone as an ‘organiser’ for nucleation.
Also, citrate exhibits pH-dependent ionisation and is an effective stabilising agent
at alkaline pH. Based on our insights into the formation of gold nanoparticles
by reduction with tannic acid, we hypothesised that smaller nanoparticles can
be formed by reversing the order of addition, i.e. adding reactive chloroauric
acid at acidic pH into alkaline solution of sodium citrate. 0.25 mL of 25.4 mM
of chloroauric acid (measured pH of 1.6) was added to 24.75 mL of boiling
citrate solution of required concentration. For comparison, we also carried out
experiments wherein the same total amount (moles) of reagents was added in
the standard configuration, i.e. adding 0.25 mL of sodium citrate solution of the
desired concentration into 24.75 mL of boiling 0.256 mM chloroauric acid solution.
Figure 11 shows some representative images and also compares the sizes of gold
nanoparticles formed by these two alternative modes of addition.

At MR >5, addition of chloroauric acid into citrate solution, indeed, results
in smaller nanoparticles than adding the alternative way. Figure 12a–b shows the
digital images of the reaction mixture during the synthesis. The time required for
the synthesis of nanoparticles was also found to be faster while adding chloroauric
acid into citrate solution. Unlike classical citrate reduction, where citrate solution
at room temperature is added to the reaction mixture, here, boiling citrate solution

�
Fig. 9 Representative TEM image of size-controlled nanoparticles formed by slow (dropwise)
addition protocol. Insets show size distribution histograms. Nanoparticles were synthesised by slow
(�1 mL/min) addition of (a) 0.2 mL, (b) 0.4 mL, (c) 2 mL, (d) 5 mL and (e) 40 mL of 0.64 mM
chloroauric acid into 15 mL of 0.89 mM tannic acid, while maintaining reaction mixture pH above
6.4. The nanoparticle size distributions are (a) 1.7 ˙ 0.5 nm, (b) 1.8 ˙ 0.7, (c) 2.7 ˙ 0.8 nm, (d)
3.8 ˙ 0.6 nm and (e) 7.4 ˙ 0.6 nm. In (f), nanoparticles were synthesised by slow (dropwise)
addition of 10 mL of 0.32 mM chloroauric acid solution into 15 mL of diluted gold colloid formed
in experiment ‘I’. Diameter D 9.1 ˙ 0.7 nm (Reprinted from [26] under CCA terms)
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Fig. 10 A plot of expected
and observed nanoparticle
diameter as a function of the
amount of the 1/3 power of
the moles (equivalent to
volume) of chloroauric acid
added. The agreement
between the predicted and
observed diameters indicates
that the slow (dropwise)
addition process is akin to a
one-shot nucleation-seeded
growth process. Triangle and
square symbols represent two
different sets of experiment

is used. Thermal oxidation of citrate solution by dissolved oxygen can result in
formation of acetone dicarboxylic acid and lead to faster reaction. To investigate
this possibility, an experiment was performed by adding boiling citrate solution
into boiling chloroauric acid. Figure 12c shows the digital images of the reaction
mixture during the synthesis. The time taken for the formation of gold nanoparticles
was similar to classical citrate method and it resulted in nanoparticles of size
14.0 ˙ 2.2 nm indicating that boiling of citrate solution does not significantly affect
the synthesis.

Further experiments were performed by adding concentrated reactants into
boiling water rather than diluting one of the reactant prior to reaction. Addition
of citrate solution into boiling water followed by chloroauric acid resulted in faster
reaction and smaller nanoparticles (8.1 ˙ 1.1 nm), while adding chloroauric acid
into boiling water followed by citrate solution resulted in slower reaction and
bigger nanoparticles (13.5 ˙ 2.3 nm). These experiments clearly prove that thermal
degradation of citrate into acetone dicarboxylic acid, during the timescales involved
in heating the reactants, does not account for the observed effects. To confirm the
role of chloroauric acid reactivity, two further experiments were carried out: (1) the
pH of the chloroauric acid solution was adjusted to be 3.2, similar to the classical
citrate method, prior to addition into citrate, and (2) the pH of chloroauric acid
solution was adjusted to 1.6 and citrate was added into it. Figure 12d–e shows that
the kinetics is only affected by the initial pH of chloroauric acid solution and not
by the mode of addition. However, the stability of the colloidal solution is enhanced
when adding chloroauric acid at pH 1.6 into citrate solution.

Remarkably, the order of addition has a significant effect even when the observed
induction periods were of the order of 100 s. An autocatalytic step in the oxidation of
citrate by chloroauric acid is speculated to be responsible for this ‘memory’ effect,
i.e. the presence of reactive chloroauric acid for short duration (5 s) during initial
blending is sufficient to yield some acetone dicarboxylic acid, which then sustains
the reaction.
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Fig. 11 Effect of reversing the order of addition of reactants. (a) Plot showing the variation
of the mean particle size with the molar ratio for the two different modes of addition. The
error bars represent one standard deviation. HAuCl4 concentration was maintained constant at
25.4 mM. (b–g) Representative images with particle size histograms as insets are shown for
colloids synthesised at three different molar ratios (MR) by the two different modes of addition
of reactants. (b) MR D 20.8, gold chloride into citrate, diameter D 7.2 ˙ 0.8 nm. (c) MR D 5.2,
gold chloride into citrate, diameter D 10.0 ˙ 1.0 nm. (d) MR D 1, gold chloride into citrate,
diameter D 52.0 ˙ 15 nm. (e) MR D 20.8, citrate into gold chloride, diameter D 13.6 ˙ 2.7 nm.
(f) MR D 5.2, citrate into gold chloride, diameter D 16.1 ˙ 3.3 nm. (g) MR D 1, citrate into gold
chloride, diameter D 56.0 ˙ 15 nm (Reprinted from [27] with permission from Elsevier)
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Fig. 12 Digital images of the reaction mixture taken during the course of nanoparticle synthesis.
The MR value was 20.8 in all the above experiments. (a) Addition of citrate into boiling chloroauric
acid (pH 3.2), standard Turkevich method. (b) Addition of chloroauric acid (pH 1.6) into boiling
citrate. (c) Addition of citrate solution boiled for 10 min prior to addition into chloroauric acid
(pH 3.2). (d) Addition of citrate into boiling chloroauric acid (pH 1.6). (e) Addition of chloroauric
acid (pH 3.2) into boiling citrate (Color figure online) (Reprinted from [27] with permission from
Elsevier)

5 Continuous-Flow Synthesis of Metal Nanoparticles

A primary objective of our project was to synthesise sub-10 nm metal nanoparticles
in a continuous fashion using aqueous-phase processes. To achieve this, a simple
coaxial flow microreactor setup was fabricated by moulding polydimethylsiloxane
(PDMS) as shown in Fig. 13a. The metal salt was pumped through the inner
tube, while tannic acid flowed around the core to avoid undesirable deposition
and growth caused by adsorption of metal salt solutions on the reactor walls. The
initial pH of the reagents was adjusted to ensure rapid reduction of metal salt by
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Fig. 13 (a) Schematic of the coaxial flow PDMS-based microchannel reactor along with digital
images of the corresponding insets. The yellow colour of the collected solution reflects the
formation of silver nanoparticles in this case. The inner diameter of the flow channel is 1 mm
and it has a 150 �m capillary inserted coaxially at the entrance. Metal salt is introduced through
the inner capillary, while tannic acid flows outside. (b) Representative SEM image of gold
nanoparticles synthesised using the coaxial flow microchannel reactor and a histogram representing
the corresponding size distribution (Color figure online)

tannic acid molecules. Complete conversion of the metal salt into silver or gold
nanoparticles was found to occur for residence times of the order of 10 s, under the
conditions of high reactivity in tune with earlier kinetic measurements. Interestingly,
the nanoparticle size distribution was found to be similar to batch experiments at
steady-state conditions (Fig. 13b) and was found to be insensitive to variations in
flow velocities.

Microchannel flows can provide uniform and repeatable heat and mass transport
conditions, which is purported to help in enhancing the reproducibility of nanopar-
ticle synthesis; however, the widespread use and ‘numbering-up’ of microchannels
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Fig. 14 Photograph of a novel flow reactor for metal nanoparticle synthesis. The channels were
formed by cutting 2 mm wide � 2 mm deep slots into a PMMA sheet. The blue colour is due
to the dye used for visualisation of the flow pattern in the reactor. During nanoparticle synthesis,
tannic acid flows through the channels, while metal salt is added dropwise at selected points using
syringes. A representative FESEM image of gold nanoparticles synthesised using the reactor is
shown. The throughput in terms of gold was 1 g/h, and the average size of the gold nanoparticles
was �10 nm (Color figure online)

are hindered by large pressure drops due to small channel sizes, leading to very
high power requirements for pumping the reagents. As our earlier results suggested
that speed of mixing and flow conditions had very little effect on the nanoparticle
size distribution, as long as their reactivity was tuned by choosing appropriate feed
conditions, we designed a simple gravity-fed open channel reactor with multiple
feed inlets to mimic the dropwise addition protocol for synthesising monodisperse
gold nanoparticles (Fig. 14). Salient features of our process design are the very
high throughput (g/h) vis-à-vis typical throughput values of microchannel reactors
(mg/h) and the negligible power requirements for pumping liquids. The particle size
distribution was found to be consistent with earlier batch experiments at steady-state
conditions.

6 Reactive Inkjet Deposition of Metal Nanoparticles

Paper-based electronics is an emerging field with applications focused on low-cost
electronic circuits for human as well as structural diagnostics, ubiquitous sensor
networks, etc. A key process in the formation of such circuits is the fabrication
of patterned, conductive features on paper, preferably using low-cost roll-to-
roll compatible processes. In this context, inkjet printing is one of the foremost
contenders for fabricating patterned features on paper. Metal nanoparticle or carbon-
based inks are typically used to fabricate patterned conductive features on paper
using inkjet printing tools. However, the complex rheology and very high particulate
content required to form conductive features require the use of sophisticated inkjet
deposition tools, which hinder their adaptation for low-cost device fabrication.

The core-flow geometry for microchannel reactors was adapted after preliminary
experiments in a Y-channel micromixer led to undesirable deposition on reactor
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Fig. 15 (a) Photograph of the HP Deskjet 1000 printer used along with cartridges used for
reactive inkjet printing. (b) Digital photographs of performance characterisation of UWB antenna
fabricated on paper by using reactive inkjet printing and electroless deposition. The electrical
performance of such paper-based antennas was found to be equivalent to that of antennas having
the same design but fabricated using lithographic techniques on conventional RF substrates

walls by reduction of adsorbed metal salts. Such deposits were seen to form within
seconds and also grow with extended exposure to the reagents. Although undesirable
during bulk synthesis, the sturdy deposits formed rapidly, suggesting a simple route
to fabricate conductive features on paper using office inkjet printers. We used an
HP Deskjet 1000 printer and used reagent-filled ink cartridges to deposit silver
nitrate and alkaline tannic acid solution sequentially on paper; desired patterns
were generated using a standard computer interface. Silver nanoparticles formed
in situ on the printed portions of the paper within seconds. This process represents a
high-throughput method for synthesis and incorporation of metal nanoparticles into
functional products. These silver nanoparticle patterns were further used as catalysts
to generate conductive copper features on paper, using electroless plating. As a proof
of concept, an ultrawideband (UWB) antenna was fabricated based on design from
the literature (Fig. 15). The performance of the paper-based antenna was found to
be equivalent to that reported for a similar antenna fabricated using conventional
lithographic techniques [29].

7 Summary

A rapid, green, room temperature process for the synthesis of 2–20 nm gold
and silver nanoparticles was developed. By simply altering the pH of the reagent
solutions and modifying the mode of addition of reagents, monodisperse gold
and silver nanoparticles were synthesised using tannic acid as the reducing and
stabilising agent. An organiser-facilitated nucleation model was found to be suitable
for describing the kinetics of nanoparticle formation. Similarly, reversing the order
of addition in the widely used citrate method was found to result in highly
monodisperse sub-10 nm gold nanoparticles. These results represent a significant
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advance in our knowledge of metal nanoparticle formation, especially considering
the fact that these recipes have been widely studied for more than 100 years.
Building upon this knowledge, high-throughput continuous-flow processes for the
synthesis of gold and silver nanoparticles have been developed. Our results show
that sub-10 nm gold and silver nanoparticles can be produced in continuous-
flow reactors operated at room temperature. Furthermore, a low-cost process for
the fabrication of conductive patterns on paper using an office inkjet printer was
demonstrated. This process will be very useful for producing low-cost RFID tags
and biodiagnostic devices on paper. Further investigations are required to understand
the influence of flow patterns on nanoparticle size distribution for the continuous-
flow reactor developed in this project.

Acknowledgements We gratefully acknowledge support from IRHPA scheme of DST. We also
acknowledge the inputs of our students, project assistants and collaborators over the last 6 years.
Excerpts have been reprinted with permission from Elsevier and Indian Academy of Sciences.

References

1. Pitkethly MJ (2004) Nanomaterials–the driving force. Mater Today 7:20–29
2. Ghosh P, Han G, De M, Kim CK, Rotello VM (2008) Gold nanoparticles in delivery

applications. Adv Drug Deliv Rev 60:1307–1315
3. Muralidharan G, Bhat N, Santhanam V (2011) Scalable processes for fabricating non-volatile

memory devices using self-assembled 2D arrays of gold nanoparticles as charge storage nodes.
Nanoscale 3:4575–4579

4. Brown C, Bushell G, Whitehouse M, Agrawal DS, Tupe SG, Paknikar KM, Tiekink E (2007)
Nanogoldpharmaceutics. Gold Bull 40:245–250

5. Wilson R (2008) The use of gold nanoparticles in diagnostics and detection. Chem Soc Rev
37:2028–2045

6. Santhanam V, Andres RP (2009) Metal nanoparticles: self-assembly into electronic nanos-
tructures. In: Contescu CI, Putyera K (eds) Dekker encyclopedia of nanoscience and
nanotechnology, 2nd edn. CRC Press, Boca Raton, pp 2079–2090

7. Feldheim DL, Colby AF Jr (2001) Metal nanoparticles: synthesis, characterization, and
applications. CRC Press, New York

8. Thompson D (2007) Michael Faraday’s recognition of ruby gold: the birth of modern
nanotechnology. Gold Bull 40:267–269

9. Weiser HB (1933) Inorganic colloid chemistry. Wiley, New York
10. Slot JW, Geuze HJ (1985) A new method of preparing gold probes for multiple-labeling

cytochemistry. Eur J Cell Biol 38:87–93
11. Frens G (1973) Controlled nucleation for the regulation of the particle size in monodisperse

gold suspensions. Nat Phys Sci 241:20–22
12. Turkevich J (1951) A study of the nucleation and growth processes in the synthesis of colloidal

gold. Discuss Faraday Soc 11:55–75
13. Perala SRK, Kumar S (2013) On the mechanism of nanoparticle synthesis in Brust-Schiffrin

method. Langmuir 29:9863–9873
14. Hutchison JE (2008) Greener nanoscience: a proactive approach to advancing applications and

reducing implications of nanotechnology. ACS Nano 2:395–402
15. Dykman LA, Bogatyrev VA (2007) Gold nanoparticles: preparation, functionalisation and

applications in biochemistry and immunochemistry. Russ Chem Rev 76:181–194



Scalable Synthesis of Noble Metal Nanoparticles 81

16. Ostwald CWW (1917) An introduction to theoretical and applied colloid chemistry. Wiley,
New York

17. Mühlpfordt H (1982) The preparation of colloidal gold particles using tannic acid as an
additional reducing agent. Experientia 38:1127–1128

18. Bulut E, Özacar M (2009) Rapid, facile synthesis of silver nanostructure using hydrolyzable
tannin. Ind Eng Chem Res 48:5686–5690

19. Tian X, Wang W, Cao G (2007) A facile aqueous-phase route for the synthesis of silver
nanoplates. Mater Lett 61:130–133

20. Sivaraman SK, Elango I, Kumar S, Santhanam V (2009) A green protocol for room temperature
synthesis of silver nanoparticles in seconds. Curr Sci India 97:1055–1059

21. Cruz BH, Díaz-Cruz JM, Ariño C, Esteban M (2000) Heavy metal binding by tannic acid: a
voltammetric study. Electroanalysis 12:1130–1137

22. Bors W, Foo LY, Hertkorn N, Michel C, Stettmaier K (2001) Chemical studies of proantho-
cyanidins and hydrolyzable tannins. Antioxid Redox Signal 3:995–1008

23. Martinez-Castanon G, Nino-Martinez N, Martinez-Gutierrez F, Martinez-Mendoza J, Ruiz
F (2008) Synthesis and antibacterial activity of silver nanoparticles with different sizes. J
Nanopart Res 10:1343–1348

24. Liu J, Qin G, Raveendran P, Ikushima Y (2006) Facile “green” synthesis, characterization, and
catalytic function of “-D-glucose-stabilized au nanocrystals. Chem Eur J 12:2131–2138

25. Belloni J (2006) Nucleation, growth and properties of nanoclusters studied by radiation
chemistry: application to catalysis. Catal Today 113:141–156

26. Sivaraman SK, Kumar S, Santhanam V (2010) A room temperature synthesis of gold
nanoparticles: size control by slow addition. Gold Bull 43:275–286

27. Sivaraman SK, Kumar S, Santhanam V (2011) Monodisperse sub-10 nm gold nanoparticles by
reversing the order of addition in Turkevich method – the role of chloroauric acid. J Colloid
Interface Sci 361:543–547

28. Kumar S, Gandhi KS, Kumar R (2007) Modeling of formation of gold nanoparticles by citrate
method. Ind Eng Chem Res 46:3128–3136

29. Kumar S, Bhat V, Vinoy KJ, Santhanam V (2013) Using an office inkjet printer to define the
formation of copper films on paper. IEEE Trans Nanotechnol 13:160–164



Carbon-Based Hierarchical Micro-
and Nanostructures: From Synthesis
to Applications
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Abstract We review various methodologies as developed recently in our group
for the production of carbon xerogel particles with a wide variety of morphologies
(from spherical to fractal-like) in the size range of micro- to nanoscale. To name a
few are sol–gel emulsification, electrospraying, electrospinning, and chemical vapor
deposition. The role of various process parameters is studied in length to achieve
a fine tuning and control on the size and morphologies of carbon structures. A
large number of polymer precursors such as organic xerogel, photoresist materials,
and polymers are employed as a source of carbon. Other than conventional pho-
tolithography, soft lithography and biomimicking approaches are used to fabricate
micropatterned carbon surfaces which are further used to fabricate hierarchical
carbon structures by combining top-down, bottom-up, and self-assembly processes.
Thus, fabricated hierarchical carbon structures due to their unique properties such
as controllable wettability, high surface area, and biocompatibility open up new pos-
sibilities in the area of carbon-based microelectrochemical systems, microfluidics,
biosensors, and environmental pollution control. A more insight about some of these
applications is presented in this work.
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1 Introduction

Carbon, because of its unique properties of bonding chemically, is one of the most
versatile elements in the periodic chart. There are a large number of allotropic
forms of carbon that exist in the shape of naturally taking place diamond, graphite,
nanotubes, fullerenes (C60), and so on. Furthermore, there is one more classification
of the materials of carbon called “amorphous carbon” that does not reveal any order
of the extensive range or crystallinity. Although, this amorphous carbon takes in two
additional categories that include glassy carbon and diamond-like carbon derived
from numerous percentage of the crystallites of diamond and graphite. In this report,
the emphasis is more on the glassy carbon that is utilized in a number of applications
such as in the carbon-based microelectromechanical systems (C-MEMS). Although
most micro- and nanoelectromechanical (MEMS/NEMS) structures and devices
are still currently based on silicon (Si) substrates as silicon processes are very
mature compared to processes with any other material, however, glassy carbon
can be a very important contender for miniaturization of future solid-state devices.
We believe that C-MEMS and carbon nanoelectromechanical systems (C-NEMS),
with sizes varying from the millimeter and micrometer to the nanometer, will
offer solution, alone or in combination with Si and other organic, inorganic, and
biological materials, in micro- and nanoelectronics, sensing devices, miniaturized
power systems, etc.

The glassy carbon that has characteristics such as resistance to high temperature
and a lower concentration is a hard (non-graphitizing) form of carbon [1–7]. In
general, this glassy carbon is created in the form of bulk by heat treatment of
polymers, also known as “polymeric predecessors” to carbon. These polymeric
precursors include coal, wood, organic compounds, lignite, and so on. When
these precursors are heated up in a static atmosphere in excess of 800 ıC, the
noncarbon substance of these precursors escapes in gaseous form and yields the
pyrolytic carbon [7]. This procedure is known as carbonization or pyrolysis. Various
polymers, for instance, phenolic resins, polyvinyl alcohol, polyacrylonitrile (PAN),
epoxy resins, coal tar pitch, polyamides, and so forth, have been employed to
manufacture the pyrolytic carbon by the help of the process of carbonization [7].
With the exception of the synthesis of bulk, thin film of the materials of carbon
could be formulated by a number of other techniques, for example, the chemical
deposition of vapor, the evaporation of electron beam, spluttering, and the polymeric
thin films’ pyrolysis.

Relying on the chemical configuration of the precursor of polymer and the
conditions of heating, the materials of carbon with extensive variety of character-
istics could be amalgamated. The carbon yields of numerous precursors of polymer
have been reported by Jenkins et al. [7], whereas different attributes of a lot of
materials of carbon were recapitulated by McCreery [4, 5], as these carbon materials
were utilized as the materials of electrode. Because the glassy carbon takes in
little resistance to electricity and is secure chemically and thermally as well, it is
extensively utilized in electrochemistry [1–6].
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In this work, we consider a large number of polymer precursors such as
resorcinol–formaldehyde (RF)-based organic xerogel [8–10], epoxy-based negative
photoresist, SU-8 [11–16], and polyacrylonitrile (PAN) along with employing
a wide variety of synthesis methods including sol–gel emulsion [9, 17, 18],
electrospinning and electrospraying [19–30], and chemical vapor deposition (CVD)
[31–36] to yield carbon structures from micro- to nanoscale. Sol–gel polycon-
densation followed by inverse emulsion polymerization of RF gel was used to
obtain the desired carbon particle’s size and morphology, achieved by optimizing
sol concentration, stirring time, type and amount of surfactants, and shearing
conditions. A wide spectrum of morphologies from microspheres to highly folded,
needlelike, branched, fractal-like carbon microstructures could be prepared [17, 18].
We further demonstrated the versatility of electrospinning process in synthesizing a
wide variety of carbon nanostructures including the nanoparticles and nanofibers
with tunable morphology [29, 30]. RF sol precursor chemistry was combined
with electrospraying, a variation of electrospinning process, to produce nearly
monodisperse carbon nanospheres. Similarly, a negative photoresist SU-8 that is
commonly used in conventional photolithography was electrospun followed by
pyrolysis to produce carbon nanostructures. Interestingly, the size and morphology
of these carbon nanostructures could remarkably be changed by controlling the
process variable, e.g., needle gauge opening, applied electric field, and polymer
viscosity and its flow rate.

We developed some interesting ways to synthesize hierarchical carbon nanos-
tructures which essentially possess higher surface area as compared to other distinct
carbon nanostructures. In one of such attempts, CVD was combined with electro-
spinning to grow carbon nanofibers (average diameter �30 nm) by CVD using metal
nanoparticles as catalyst over the electrospun carbon nanofibers (average diameter
�150 nm) to fabricate hierarchical assemblies of carbon nanofibers. In another
study, a facile way to obtain hierarchical fabric has been demonstrated by depositing
PAN-based electrospun nanofibers on activated carbon fibers (ACFs) used as a
support [37]. The wide variety of carbon micro- and nanostructures including the
hierarchical assemblies synthesized in this work may have long-ranging potential
applications, for example, filtration systems, composites, sensing devices, energy
storage devices, and biomedical applications like bio-MEMS and tissue scaffolds.
The development of photoresist-derived carbon nanostructures with assorted fiber
morphologies can be particularly suitable in integration with photoresist-derived
high-aspect-ratio C-MEMS to fabricate hierarchical structures that can be used as
electrodes for energy storage devices.

Finally, we demonstrate that these carbon micro-, nano-, and multiscale struc-
tures have several unique properties such as controllable wettability [29, 30, 38],
biocompatibility [39], and high specific surface area [37]. In the last section, we
review the applications of these hierarchical carbon micro- and nanostructures by
exploiting some of these properties.
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2 Synthesis of Hierarchical Carbon Structures (From Micro-
to Nano)

2.1 Synthesis of Carbon Xerogel Microstructures Using
Sol–Gel Emulsion

As organic gels possess unique physical, chemical, and electrochemical properties,
they are studied in detail from the past two decades [8–10, 17, 18, 40–44].
Depending on the drying methods used in synthesis, different kinds of organic
gels (aerogel, cryogel, and xerogel) are produced. RF sol has been widely used
as a precursor to synthesize carbon aerogels [8]; however, other precursors and
solvents have also been used recently [45, 46]. The sol–gel process irrespective of
precursor provides fine control over size, composition, and structural characteristics
of the finishing materials. To choose the carbon gels for a specific application,
surface morphology of these carbon gels plays an important role. A wide range
of morphologies of these carbon gels, e.g., porous texture, microspheres, thin film,
granule, honeycomb, etc., have been reported in literature [8–10, 17, 18, 40–46].

It is important to know that carbon aerogel and cryogel structures possess high
porosity and are near spherical in shape as reported in literature [8, 9, 40]. However,
organic xerogels [10, 17, 18, 43, 44] which are formed by evaporating the solvent
using simple air oven drying have nearly nonporous structures. Further there are not
many reports available in literature on carbon xerogels. During xerogel synthesis,
the liquid inside the pore exhibits the capillary pressure that guides collapsing the gel
network while drying in an oven resulting in the xerogel, a dense polymeric structure
[9, 17, 18]. This xerogel is then heated at high temperature in the presence of inert
environment (pyrolysis) to yield the carbogel. Recently, Job et al. [41, 42] and Matos
et al. [46] have also described the synthesis of the porous carbon xerogels. Much of
the work in this area is focused on synthesis of spherical particles; however, high
external surface area carbon xerogels having dendritic and fractal-like morphologies
have not been reported. A possible reason for that is because in almost all studies,
low surfactant concentration was employed during the inverse emulsification before
drying.

To produce RF xerogel-based carbon microparticles with different morphologies
from spherical to high surface area fractal-like, we developed several ways for
the tuning of particle shape and morphology. In particular, the effect of stirring
conditions (time of stirring, methods of stirring), RF sol composition (catalyst ratio,
dilution ratio), and types and amount of surfactants used during the inverse emulsion
polymerization were investigated [17, 18].

To synthesize RF hydrogels, polycondensation of resorcinol (R) took place with
formaldehyde (F) in aqueous medium (W), with the addition of a basic catalyst (C)
[40]. The experimental details are given elsewhere [17, 18]. RF sol was added as
spherical droplets in the cyclohexane in the presence of a nonionic surfactant to
synthesize RF xerogel microspheres using inverse emulsion polymerization. The
time of stirring and the amount of surfactant decided the size and shape of droplets
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Table 1 Characteristic sizes
of RF carbon xerogel
particles synthesized at
different R/C ratios with 5 h
stirring time and 1 % (v/v)
Span-80 concentration

R/C ratio Mean particle diameter (�m) Standard deviation

0.2 0.90 0.1
1 3.8 1.1
25 18.1 6.8
100 57.9 19.7

Reproduced with the permission by Sharma et al. [17]

in the emulsion. The colloidal solution of aqueous RF sol was formed by continuous
stirring for a given time. The suspension of RF hydrogel particles on the substrate
(silicon wafer) was quickly desiccated in order to arrest the movement of particles
by partially evaporating the solvent and thereby measuring the particle size. Later,
samples were dried in simple air oven by heating at 333 K for 12 h to yield the RF
xerogel particles. Once dried, silicon wafer with the RF xerogel particles was laden
in a quartz boat and then placed horizontally inside the high-temperature tubular
furnace. Nitrogen gas was purged to ensure that there is no oxygen present inside
the furnace. Furnace was then programmed to carry out the pyrolysis to yield finally
carbon particles.

2.1.1 Effect of Catalyst Concentration

For the polymerization reaction between resorcinol and formaldehyde, potassium
carbonate was chosen as a basic catalyst. Use of the catalyst guides the formation of
small aggregates of cross-linked polymer. These small aggregates later aggregated
and linked together during gelation. To examine the effect of catalyst ratio on final
size distribution of particles, we varied the R/C molar ratio from 0.2 to 500. Table 1
summarizes the results of catalyst effect on the average particle diameter.

At very low R/C molar ratio (high catalyst concentration), small particles with
average diameter varying from few hundred nanometers to few microns were
obtained [17]. The mean size of the particles increased to �58 �m with increase
in the R/C ratio to 100. Further increase in R/C ratios (R/C > 100) distorted the
spherical morphology of the particles. It was further noted that the particles’ affinity
to form aggregates increased with the increase in stirring time and with the R/C ratio
as illustrated in Fig. 1 [17].

For R/C D 10, increase in the time of stirring from 5 to 24 h does not affect the
aggregation significantly (Fig. 1a, b). However, at higher R/C ratios, it was clearly
observed that initially the particles lose their identity followed by coalescence
to form a fractal-like layered structure with an increase in stirring time to 24 h
(Fig. 1c, d).

2.1.2 Effect of Dilution Ratio

Dilution ratio (R/W) is another variable in the sol–gel process that may influence
the particle size distribution as well as shape. To examine the effect of this variable
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Fig. 1 SEM images showing aggregation and coalescence of RF-based carbon microspheres
at Span-80 concentration 1 % (v/v): (a) R/C D 10, stirring time D 5 h; (b) R/C D 10, stirring
time D 24 h; (c) R/C D 25, stirring time D 24 h; (d) R/C D 500, stirring time D 24 h (Reproduced
with the permission by Sharma et al. [17])

on RF-based carbon xerogel particles, dilution ratio was varied from 0.0037 to 3.7
while preparing the RF sol. R/C molar ratio was fixed to be 25 for all the cases.
RF sol thus prepared was then added in the cyclohexane to form microemulsion
droplets which were continuously stirred for 5 h by magnetic stirrer.

It was found that with the increase in water concentration (which means decrease
in R/W ratio from 3.7 to 0.0037), time for gelation of RF sol increased from about
4 h to 20 days. This clearly shows that the RF sol viscosity increases slowly which
signifies that more time is required for sol to cross-link and thus to form a gel. With
this increased gelation time or gradual increase in viscosity prior to the deferred
onset of gelation time, a spherical particle deforms to elongated irregular shapes
as shown in Fig. 2a, b. It is also consequently observed that particle shape does
no longer remain spherical but rather distorted at such higher water concentration
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Fig. 2 Optical micrographs showing the transition to nonspherical shapes of RF-derived carbon
xerogel microparticles with the change in dilution ratio: (a) R/W D 0.037, (b) R/W D 0.0037. Other
conditions are R/C D 25, surfactant concentration D 1% (v/v), and stirring time D 5 h for both
cases (Reproduced with the permission by Sharma et al. [18])

Table 2 Characteristic sizes of RF carbon xerogel particles synthesized at different R/W ratios
with 5 h stirring time and 1 % (v/v) Span-80 concentration

R/W ratio Mean particle diameter, dav (�m) Standard deviation (�m)

0.0037 27.9 11.3
0.037 17.2 4.9
0.37 11.8 4.5
3.7 1.4 0.6

Reproduced with the permission by Sharma et al. [18]

(R/W D 0.0037). As a result of this, the change in dilution ratio finally affected the
RF-derived carbon particle size. These results are summarized below in Table 2.

As a summary, by increasing the dilution ratio from 0.0037 to 3.7 (three orders
of magnitude), average diameter of the RF-derived carbon particles (dav) decreased
from 28 �m to nearly 1 �m [18].

2.1.3 Effect of Surfactant Concentration

As discussed in the previous section, the average diameter and morphology of
particles and their aggregates can be controlled by changing the RF sol composition
and concentration. However, it was found that depending on the RF sol concen-
tration, viscosity of the RF sol increases sharply at the start of gelation. For that
reason, it is not easy to tailor the average size and surface morphologies of the
final carbon structures simply by varying the RF sol composition and concentration.
Therefore, a supplementary controlling mechanism was desired that would tender
more flexibility in the engineering of carbon particles with different shape and size
[17]. In this context, we discuss how modulating the interfacial tension by varying
the composition of the continuous phase during the inverse emulsification affects
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Fig. 3 Optical micrographs showing the effect of surfactant concentration on particle size at
R/C D 25, stirring time 5 h in “low-surfactant-concentration region”: (a) 1 % (v/v) Span-80; (b)
4% (v/v) Span-80 (Reproduced with the permission by Sharma et al. [17])

the size and morphology. This is in contrast to what has been discussed in the
above Sects. 2.1.1 and 2.1.2 where properties of the dispersed phase were altered
by varying the amount of catalyst and water concentration. The nonionic surfactant
(Span-80) in varying concentration was employed to modify the properties of the
oil–water interface and thereby of continuous phase [17]. For Span-80, HLB value
is 4.3 and it is hydrophobic in nature.

The amount of surfactant added to cyclohexane was varied to change the
concentration from 1 to 50 % (v/v). In low-surfactant-concentration regime, the
average drop size shows a strong dependence on the surfactant concentration [17,
18]. For a given stirring time of 5 h in the “low-surfactant regime,” the average
size of RF sol-based particles was reduced from 10 to 5 �m with the increase in
the amount of surfactant from 1 to 4 % (v/v) as shown in Fig. 3a, b. It could also
be observed from Fig. 3b that the number density of the particles increased with
increase in concentration, i.e., 4 % (v/v).

With further increase in the surfactant concentration inverted micelles aggregated
considerably to decide the final shape of micelle. Beyond some minimum aggrega-
tion number, the morphology was distorted and no longer remains spherical. In case
of large aggregation numbers, micellar shape may be envisage to be oblate, vesicles,
and bilayers [47]. With further increase in aggregation number, thus distorted oval
shapes finally transformed to fibrous, layered-like structures shown in Fig. 4a [17].
On further increasing the surfactant concentration up to 33–50 % (v/v) and by
also varying the stirring time, high surface area carbon xerogel structures with
features resembling sharp needles were obtained [17], as shown in Fig. 4b–l. At
such a high micellar concentration, the lamellar crystalline phase was configured
due to formation of ordered structures to arrangement of surfactant molecules
[48]. Consequently the stirring-induced shear allowed the folding and subsequently
breaking of the large bilayer sheets of the lamellar phase to yield the forked and
folded fractal-like structures as shown here in Fig. 4b–l.
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Fig. 4 SEM images of carbon “bush”- and “flower”-type fractal-like structures obtained at high
surfactant concentrations: (a) 16 % Span-80, 2 h stirring; (b) 16 % Span-80, 5 h stirring; (c) 33 %
Span-80, 1 h stirring; (d) 33 % Span-80, 2 h stirring; (e) high-magnification image of (d); (f) 50 %
Span-80, 1 h stirring; (g) 50 % Span-80, 2 h stirring. Images (a–g) are obtained using the surfactant
from Loba Chemie at R/C D 25. Images (h) and (i) are obtained at R/C D 25, 2 h stirring at 33%
Span-80 using the surfactant from Sigma Aldrich and SD Fine Chemical, respectively. Images (j–l)
are obtained at R/C D 10, 2 h stirring with 33 % Span-80 using the surfactant from Loba Chemie,
Sigma Aldrich, and SD Fine Chemical, respectively (Reproduced with the permission by Sharma
et al. [17])
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Fig. 5 Optical micrographs of the RF-based carbon microspheres obtained at R/C D 25, 1 % (v/v)
Span-80 concentration with different stirring times: (a) 2 h, (b) 5 h, (c) 7 h (Reproduced with the
permission by Sharma et al. [17])

Some of these carbon xerogel structures as shown in Fig. 4b–e are symmetrically
branched over an order of magnitude length scale. Measuring the fractal dimension
may be a mathematical way to quantify some of these structures. In this case, fractal
dimension as measured was found to be in the range of 1.60 ˙ 0.10. Some of these
aggregated needlelike structures (Fig. 4f, g) were highly folded and resembled such
as high external surface area “carbon flower”-type structures.

2.1.4 Effect of Stirring Time

The optical micrographs in Fig. 5 show the dependency of RF-based carbon xerogel
particle size with the stirring time of RF sol emulsion in the continuous phase. With
the increase in the stirring time of emulsion from 2 to 7 h, the average diameter of
the RF-based carbon xerogel particles increased from 5 to 46 �m [17]. However,
the shape of the particles remains unchanged to spherical. For a stirring time of
2 h (Fig. 5a), almost all the particles were found to be having a mean diameter
in the range of 5–15 �m and forming very dense clusters. As the stirring time
increased, the size of the particles increased; however, the number density of the
particles decreased as shown below in Fig. 5b, c. Figure 5b shows that the particle
size ranges from 10 to 35 �m, while Fig. 5c shows particles with their diameter
from 12 to 46 �m range.

2.1.5 Effect of Stirring Methods

The turbulence and shear flow caused by the stirring affects the dynamic equilib-
rium between the two opposing mechanisms of drop breakage and coalescence
[49–51]. Stirring is one of the key aspects in determining the particle morphology as
it modulates the flow field created in an emulsion. In this work, we employed three
different stirring methods, (1) magnetic stirring, (2) probe ultrasonication, and (3)
mechanical shaker.
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Fig. 6 Effect of method of stirring on particle size distributions of RF gel-derived carbon
microparticles in low-surfactant region: (a) magnetic, (b) ultrasonication. Other conditions are
R/C D 25, R/W D 0.037, surfactant concentration D 1% (v/v), and stirring time D 5 h for both the
cases (Reproduced with the permission by Sharma et al. [18])

The size distributions of RF xerogel-based carbon particles produced using
magnetic stirrer and ultrasonication for 5 h are shown in Fig. 6. The concentration
of nonionic surfactant (Span-80) in each case was maintained to be 1 % (v/v). While
comparing Fig. 6a, b, we observed that in case of ultrasonication stirring, smaller
and more uniform particles with average diameter, dav D 4.79 �m, were obtained
as compared to magnetic stirring in which dav was measured to be 2.31 �m. Thus,
ultrasonication facilitates the size reduction due to its ability of intense stirring and
thereby enhanced emulsifying effects.

Mechanical shaking did not provide sufficient shear and thus was not effective
to have stabilized emulsion in comparison to ultrasonication and magnetic stirring.
The unidirectional axial movement of the shaker plate was not sufficient to provide
adequate shear which resulted in macroaggregation of the droplets in the emulsion
at shaking speed as high as 180 strokes/min. The stroke length was 25 mm.
With almost 3 h of stirring, emulsion destabilized forming a cluster of aggregated
particles. As mechanical shaker was unable to agitate the emulsion sufficiently,
it resulted in the suppression of droplets breakage. Thus, coalescence of RF sol
droplets dominates to form the lumps and hence settling down in the solution.

As far as particle shape was concerned, there was no significant change for the
magnetic and ultrasonication stirring in low-surfactant region. On the other hand,
one could easily observe the considerable effect on particle morphology for higher
surfactant concentration, i.e., 33 % (v/v) and 50 % (v/v) as summarized in Fig. 7.
This is to mention that stirring time for all these cases was maintained constant as
2 h.

We observed that mechanical shaker was apparently not able to offer sufficient
shear forces as was necessary to form the folded lamellas. Subsequently the
coalescence of RF sol droplets produced irregularly shaped elongated carbon
structures as aggregates (Fig. 7d).
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Fig. 7 SEM images showing the effect of method of the stirring on RF gel-derived carbon
microparticle morphology in the high-surfactant region: (a) magnetic stirring, 50 % Span-80;
(b, c) ultrasonication stirring, 33 % (v/v) and 50 % (v/v) Span-80, respectively; (d) mechanical
shaker, 50 % (v/v) Span-80. Other conditions are R/C D 25, R/W D 0.037, and stirring time D 2 h
(Reproduced with the permission by Sharma et al. [18])

To summarize, it was observed that the mean particle size and morphology of
the carbon xerogel microspheres could be easily tuned by controlling the rate of
coalescence for the RF sol droplets during emulsification process. The firm control
on the carbon xerogel particle morphology by simply manipulating the process
variables and the easiness of synthesis route and uniform size distribution for
spherical particles are the exclusive features of the methodology discussed in this
section. Synthesis of larger external surface area, multifolded, fractal-like carbon
xerogel structures may possibly be new prospects in the current study of xerogels.
These carbon xerogel microparticles with wide range of morphologies may find
potential scientific and technological applications. Some of these applications are
discussed in a later section.

2.2 Synthesis of Carbon Nanostructures Using Electrospinning

Carbon nanostructures considered in this work include carbon nanoparticles and
carbon nanofibers. There are a number of techniques for the synthesis of these
carbon nanostructures [19–36, 52–57]. Some of them include electrospinning
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Fig. 8 Schematic of electrospinning setup (Reproduced with the permission by Sharma et al. [30])

[19–30], chemical vapor deposition [31–36], arc discharge [52, 53], pyrolysis [53],
and pulsed laser vaporization [54–57]. In this work, we have primarily focused on
electrospinning technique which is not only a simple and widely used method but
also allows greater degree of control to produce wide spectrum of nanostructures.

The basic setup used for electrospraying/electrospinning is exactly the same
as shown in Fig. 8. There are three major components [29, 30]: a high-voltage
DC power supply (Gamma High Voltage Research, Inc., USA), a needle-mounted
syringe pump (Longer Pump, China)„ and a grounded collector plate. However,
the operating conditions vary which controls the formation of charged-disrupted
droplets rather than fibers.

A high-voltage source is used to generate a polymer jet which is electrically
charged [19–30]. Beyond a threshold value of applied electric field, this charged
polymer jet is ejected from the syringe needle forming a conical shape known as
Taylor cone [30]. This charged polymer jet due to electrostatic repulsion experiences
instabilities leading to a whipping motion. During this whipping motion, the charged
polymer jet navigates a lengthy path enabling its thinning and at the same time
evaporation of the solvent. As a result of this, a charged and dry ultrathin polymer
fiber was collected on the grounded surface. The path of this charged polymer jet
coming out from the syringe needle may be manipulated by varying the applied
electric field [30]. Based on the similar principle but with different operating
conditions, electrospinning process may be a promising method to synthesize
nanoparticles as well. Historically in this case, the method is then termed as
electrospraying [58–62]. In electrospraying, liquid coming out from a needle due to
its surface tension is atomized in the presence of a high electric field. This elongates
the liquid meniscus forming a jet which finally breaks intotiny charged droplets
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rather than fibers [29]. The main advantage of electrospraying as compared to other
nanoparticle synthesis methods is its ability to form nanoparticles with a fine size
distribution and higher yield [61, 62].

Among the precursors used for the synthesis of carbon nanostructures
[19, 63–65], PAN is one of the most widely used. However, in this work we
study electrospinning and/or electrospraying of two different polymer precursors to
carbon. RF sol that has been employed to synthesize carbon xerogel microstructures
using sol–gel emulsification has also been electrosprayed followed by pyrolysis to
synthesize nearly monodisperse carbon nanospheres. Besides RF sol, we have
electrospun SU-8, a negative photoresist to synthesize carbon nanostructures,
primarily nanofibers. SU-8 photoresist is one of the key materials used in the
fabrication of optoelectronic and lab-on-a-chip devices, including arrays of
microfluidics and MEMS platforms [66]. Recently, C-MEMS fabrication based on
SU-8 photoresist as a precursor has been demonstrated for various applications in
microbatteries and biological platforms. [14–16, 66–68] This provides a key
inspiration for SU-8 photoresist-derived nanostructures to enable their ease of
incorporation and compatibility with the original devices and manufacturing
techniques. Additionally, using negative photoresist as a polymer precursor to
carbon nanofibers paves the way to fabricate different kinds of high-aspect-
ratio patterned fibrous architecture using conventional photolithography which
has several potential applications in C-MEMS and bio-MEMS [14–16, 68].

2.2.1 RF Sol-Derived Carbon Nanoparticles

The organic RF sol was electrosprayed just prior to gelation to yield RF-based
nanospheres. The silicon wafer that was attached to a grounded copper screen
was used as a substrate to collect the nanoparticle samples. Samples were then
heated in air oven at 333 K for 12 h to evaporate the solvent completely. Various
parameters were changed one by one maintaining the others constant to find out the
best process variables for electrospraying. The different parameters tuned were as
follows: needle diameter, applied electric field, and polymer flow rate. Following
little understanding with a broad range of values that were apparently beyond
the optimal ranges, the following ranges of various parameters were studied to
achieve the tight control on droplet size, morphology, and monodispersity: (1)
three different syringe needles with 18, 22, and 26 gauge corresponding to internal
diameter of 1.02, 0.65, and 0.40 mm, respectively, were used; (2) the applied electric
field between syringe needle and silicon wafer substrate was changed from 1.0 to
2.5 kV/cm in steps of 0.5 kV; and (3) the RF sol flow rate was increased from 0.2 to
2.0 ml/h in steps of 0.6 ml/h.
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Fig. 9 SEM images showing the effect of needle gauge on the size and morphology of carbon
nanospheres: needle gauge, (a) 18 g, (b) 22 g, (c) magnified view of (b), (d) 26 g, (e) magnified
view of (d). Other parameters are electric potential, 2.0 kV/cm, and flow rate, 0.8 ml/h (Reproduced
with the permission by Sharma et al. [29])

Effect of Needle Diameter

Three different syringe needles with their opening diameters 1.02, 0.65, and
0.40 mm, respectively (18, 22, and 26 g), were used to examine the effect of needle
opening on particle size and shape as shown in Fig. 9. The electric field and polymer
flow rate were kept constant as 2.0 kV/cm and 0.8 ml/h, respectively. In case of an
18 gauge needle diameter, a bimodal distribution of RF sol beads was observed
(Fig. 9a). Upon pyrolysis, the mean diameter of primary carbon nanoparticles was
found to be 156 ˙ 41.2 nm, while the secondary droplets which were of small
fraction had a mean diameter of 32.1 ˙ 4.7 nm.

While using a needle of 22 g, polymer flow rate (0.8 ml/h) was suitably less
to form a stable jet and thereby disrupted more uniformly into nanobeads with
relatively less polydispersity as shown in Fig. 9b–c. The mean diameter of carbon
nanoparticles in this case was measured to be 74.3 ˙ 14.2 nm. Next, the syringe
needle of 26 g formed even finer jet as compared to two previous cases (18 and 22 g)
which yielded nearly monodisperse carbon nanospheres with a mean diameter of
42.8 ˙ 6.3 nm (Fig. 9d–e). As needle of 26 g yielded spherical nearly monodisperse
carbon nanoparticles with least diameter, it was used for further experiments.

Effect of Applied Electric Field

A pictorial summary of the effect of applied electric field on the mean size of
carbon nanoparticles is shown in Fig. 10. While using the syringe needle of 26 g
and fixing the polymer flow rate 0.8 ml/h, the electric potential was changed from
1.0 to 2.5 kV/cm with a linear increase of 0.5 kV/cm.
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Fig. 10 SEM images showing the effect of applied electric potential on the size and morphology of
carbon nanospheres: electric potential, (a) 1.0 kV/cm, (c) 1.5 kV/cm, (e) 2.0 kV/cm, (g) 2.5 kV/cm.
Images (b, d, f, h) are magnified view of (a, c, e, g), respectively. Other parameters are needle
gauge, 26 g, and flow rate, 0.8 ml/h (Reproduced with the permission by Sharma et al. [29])
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At applied electric field 1.0 kV/cm, larger carbon particles with a mean diameter
206.8 ˙ 26.9 nm were produced as shown in Fig. 10a, b. On increasing the applied
field to 1.5 kV/cm, there was a significant change in size range of carbon particles.
The mean size of carbon nanospheres was reduced to 36.9 ˙ 8.1 nm (Fig. 10c, d).
In both cases, particles were nearly monodisperse. However, further increase in
the applied electric potential (2.0 kV/cm) resulted in carbon nanoparticles with a
slightly reduced diameter (23.1 ˙ 16.7 nm), but with a wider size distribution as
shown in Fig. 10e, f. At a very high electric potential (2.5 kV/cm), a prominent
bimodal distribution of carbon nanospheres was observed. The mean diameter of
primary carbon nanospheres in this case was 43.7 ˙ 14.9 nm, while the size of
secondary particles was found to be 1.4 ˙ 4.0 nm (Fig. 10g, h). To summarize,
carbon nanoparticles produced with applied electric field 2.0 kV/cm were found
to have the smallest mean diameter (23.1 ˙ 16.7 nm); however, high polydispersity
was observed. Thus, in the next set of experiments, applied electric field was fixed
to be 1.5 kV/cm that resulted in nearly uniform-sized carbon nanospheres.

Effect of Polymer Flow Rate

RF sol was fed at a rate of 0.2–2.0 ml/h with a fixed increase of 0.6 ml/h to examine
its effect on carbon nanoparticles’ size and morphology. As shown in Fig. 11a, at
0.2 ml/h, mean size of carbon spheres was measured to be 17.1 ˙ 8.8 nm that was
increased to 30.2 ˙ 7.1 nm with the increase in flow rate to 0.8 ml/h (Fig. 11b).
With 0.8 ml/h RF sol feed rate, carbon nanospheres were nearly monodisperse. On
further increasing the flow rate to 1.4 ml/h, mean size of carbon nanoparticles was
found to be 88.4 ˙ 30.1 nm. Further increase in the flow rate to 2.0 ml/h leads the
carbon particles agglomerated as shown in Fig. 11e. The mean diameter also in this
case was increased to be 212 ˙ 37.9 nm.

The following study [29] suggested that during electrospraying, various process
variables, e.g., needle diameter, applied electric field, and polymer (RF sol) flow
rate, played a key role in determining the size and morphology of the carbon
nanoparticles. The following set of parameters, needle of 26 g, applied electric field
1.5 kV/cm, and RF sol flow rate 0.8 ml/h, produced nearly monodisperse carbon
nanoparticles with an average diameter of 30.2 ˙ 7.1 nm (Fig. 11b).

2.2.2 SU-8 Photoresist-Derived Carbon Nanofibers

SU-8 nanofibers were electrospun in the form of a nonwoven fiber mesh (fabric)
on a Si wafer used as a substrate and attached to the grounded copper collector.
Immediately after electrospinning, the samples were dried in a vacuum desiccator
by ensuring the complete evaporation of the solvent. After drying, SU-8-based
electrospun nanofibers collected on a Si wafer were cross-linked by exposing them
to 365 nm UV light for 1 min. Finally these cross-linked photoresist nanofibers were
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Fig. 11 SEM images showing the effect of volumetric flow rate on the size and morphology of
carbon nanospheres: flow rate, (a) 0.2 ml/h, (b) 0.8 ml/h, (c) 1.4 ml/h, (d) magnified view of (c), (e)
2.0 ml/h. Other parameters are electric potential, 2.0 kV/cm, and flow rate, 0.8 ml/h (Reproduced
with the permission by Sharma et al. [29])

heated in a high-temperature tubular furnace in the presence of nitrogen gas flow to
yield carbon nanofibers.

Similar to electrospraying of RF sol into nanospheres, various parameters like
electric field, distance between the syringe needle, and collector screen played a
major role in modulating the average size of SU-8-derived electrospun nanofibers.
However, the change in polymer flow rate did not alter the size and morphology to a
significant level unlike electrospraying. The following set of parameters, applied
electric field 2.0 kV/cm, 10 cm distance between needle and collector, and a
flow rate of 0.3 ml/h, produced unbroken uniform fibers with a mean diameter of
190 ˙ 40 nm. Reduction of fiber diameter was possible by lowering the flow rate;
however, the yield was less in that case. After studying the effect of these three
process parameters (applied electric field, distance between source and collector,
and flow rate) and optimizing the conditions to produce continuous nanofibers, the
effect of SU-8 photoresist concentration and its viscosity on fiber morphology was
examined as discussed below.

Effect of Viscosity of SU-8 Solution

Apart from the aforementioned process variables, we also studied the effect of
viscosity of the photoresist on electrospun nanofiber morphology [30]. Experiments
were carried out using two different solutions with viscosity 7 and 140 cSt keeping
other process parameters similar to what were optimized in case of the highest
viscosity SU-8 (applied electric field 2.0 kV/cm, distance with source and collector
10 cm, and a flow rate of 0.3 ml/h). The results revealed that in case of the lowest
viscosity photoresist (SU-8 2002, 7 cSt), aggregated particles were produced with
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Fig. 12 SEM images showing the effect of viscosity on the morphology of carbon nanofibers:
(a, b) highest viscosity, 1, 250 cSt; (c, d) medium viscosity, 140 cSt; and (e, f) lowest viscosity,
7 cSt. The applied electric potential, flow rate, and distance between source needle and collector
were 2.0 kV/cm, 0.3 ml/h, and 10 cm, respectively, for (a–e). The applied electric potential was
1.0 kV/cm for f, with the other conditions remaining the same. (b, d) are high-magnification images
of a and c, respectively (Reproduced with the permission by Sharma et al. [30])

a mean diameter varying from 180 to 620 nm. However, for medium viscosity
photoresist (SU-8 2007, 140 cSt), long uniform carbon fibers connecting with
beads were synthesized. These results signified that polymer solution viscosity (in
this case, SU-8 photoresist) employed can significantly alter the fiber morphology
[21, 27, 63]. These findings of the effect of viscosity on carbon nanofibers
morphology are summarized in Fig. 12. Figure 12a, b shows the carbon nanofibers at
different magnifications produced at optimized process conditions with mean fiber
size 120 nm. Similarly Fig. 12c, d shows the SEM images of carbon fibers with
beads present for medium viscous SU-8 photoresist. However, we observed small
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aggregates of uniform spherical carbon particles only for least viscous photoresist
employed (SU-8 2002). Further by reducing the applied electric field to 1.0 kV/cm
for SU-8 2002, we were able to produce uniform but discrete carbon beads as shown
here in Fig. 12f.

2.3 Synthesis of Hierarchical Carbon Structures

2.3.1 RF Gel-Derived 3-D Hierarchical Carbon Structures

The conventional photolithography for SU-8 negative photoresist to fabricate 3-D
microposts is discussed elsewhere [14, 15]. Since the RF gel is not photosensitive,
we needed to come up with a new approach to pattern the material in order to
work with 3-D configuration of RF gel-derived carbon. This approach is termed as
replica molding [69–71], one of the widely used soft lithography techniques. In this
method, RF sol was first poured in one of the SU-8-based masks (master pattern) to
be replicated, followed by simple air oven drying in a controlled environment. The
dried RF gel replica was then pyrolyzed to fabricated similar 3-D replica in carbon
with reduced dimensions due to isotropic shrinkage [70, 71].

Further in order to fabricate multiscale carbon electrode, we deposited carbon
micro- and nanospheres by electrospinning on to the RF-derived C-MEMS platform
in the form of high-aspect-ratio pillars. As discussed in previous section, during
electrospraying a polymer is ejected from a tiny spraying nozzle attached to a
reservoir containing a solution of the polymer by applying a high voltage between a
collector plate and an electrode in the polymer solution. Depending on the viscosity
and the conductivity of the polymer solution, the nozzle, and the applied voltage,
one obtains either a spray or a polymer nanowire [29, 30]. The integration of
top-down (molding) and bottom-up (electrospraying/electrospinning) resulted in a
hierarchical 3-D polymer structure that is composed of micrometer-sized 3-D posts
covered with nanoscale beads/fibers [72]. One of such self-assembled hierarchical
structures is shown in Fig. 13.

3 Applications

A wide range of carbonaceous materials for which synthesis and fabrication
aspects were discussed in the previous section may find potential scientific and
technological applications by exploring the different surface and bulk properties
such as wettability, higher specific surface area, electrochemical behavior, and
biocompatibility. Wettability is one of such properties which is greatly affected
by surface morphology, textures, and chemistry of carbon structures. Wettability
is an intrinsic property of a solid surface which is expressed by the water contact
angle on that surface. Surfaces for which water contact angle is larger than
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Fig. 13 SEM images of RF gel-derived 3-D carbon posts: (a) cross-shaped geometry, (b)
cylindrical geometry, (c) SEM image showing suspended SU-8-derived CNF on cross geometry
3-D carbon posts, (d) higher-magnification image of (c), (e) SEM image showing suspended
SU-8-derived CNF on cylindrical geometry 3-D carbon posts, (f) higher-magnification image
of (e), (g) higher-magnification image of (f) showing an individual suspended CNF, (h) PAN-
derived suspended CNF on RF gel-derived 3-D cross geometry carbon posts (Reproduced with the
permission by Sharma et al. [72])

150ı are known as non-wetting or superhydrophobic surfaces. Superhydrophobic
surfaces have received a great interest in the last decade due to a wide variety of
applications reported in several fields [73–84]. Some of these important areas and
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applications are optics [73, 74, 78, 80, 83] (transparent, non-reflective, and highly
reflective surfaces), low-friction surfaces [73, 77, 78, 80, 81, 83, 84], anti-adhesion
[73, 75, 76, 80–84] (architectural glasses, windshields of cars, non-wettable tex-
tiles), and anti-biofoulant [78, 80]. Further as carbon is electrically conductive and
possesses high surface area [30, 85, 86], the superhydrophobic carbon surfaces
might be used in microfluidics and bio-MEMS. Although there are various methods
to fabricate superhydrophobic surfaces as discussed in literature such as etching
[74, 77, 78, 80], lithography [77, 78, 80, 81], self-organization [80], layer-by-layer
and colloidal assembly [78, 80], electrochemical deposition [78, 80], and electro-
spinning [78, 80, 85, 86], the most general way to produce superhydrophobic carbon
surfaces is either growing, aligning, or rearranging carbon nanotubes/nanofibers
[87–93] or annealing the carbon films [94, 95]. These processes are time consuming,
expensive, and complicated. Here we describe few novel ways in which nearly
superhydrophobic carbon surfaces can be fabricated by simply tuning the surface
morphology and surface textures. Interestingly, we also show that role of surface
roughness is not only limited to increase in hydrophobicity but also to achieve
extreme hydrophilic behavior. The extremely hydrophilic carbon surfaces reported
in this work may serve as cell scaffolds in tissue engineering, adsorbents, and
electrode material for energy storage devices such as batteries, supercapacitors, and
fuel cells.

3.1 Controlled Wettability Surfaces

3.1.1 Wetting Behavior of Carbon Surfaces Covered with RF Gel-Derived
Carbon Nanospheres

To find a suitable application for the carbon nanospheres produced by electro-
spraying as discussed in Sect. 2.2.1, we require a thorough understanding of their
wetting behavior. While measuring the water contact angle, it was found that surface
morphologies significantly influence the surface properties.

Figure 14 summarizes the water contact angle measurement results on RF gel-
based carbon thin film surface and surfaces covered by electrosprayed carbon
nanospheres. The RF gel-based carbon thin films show very mild hydrophilic
behavior (WCA 83.3ı ˙ 1.6ı). This may be due to the presence of hydroxyl (�OH)
group present on its surface. However, the surface covered by electrosprayed carbon

Fig. 14 Water contact angles on (a) RF sol-derived smooth carbon thin film, (b) RF sol-
derived carbon nanosphere film initially, and (c) RF-derived carbon nanosphere film after 8 min
(Reproduced with the permission by Sharma et al. [29])
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nanospheres shows the WCA as 10.1ı ˙ 2.8ı, which later decreased to 5ı ˙ 1.8ı
after few minutes [29]. This observation essentially signifies the contribution
of surface roughness and macroporosity of carbon nanospheres on the wetting
behavior. Electrospraying of RF sol nanospheres increases the nanoscale surface
roughness that governs the nearly superhydrophilic behavior of surface covered with
carbon nanospheres. This situation in which wettability increases with increased
roughness for a smooth hydrophilic material was first explained by Wenzel [96].

3.1.2 Wetting Behavior of SU-8-Derived Electrospun Carbon Nanofibers

The synthesis of SU-8-derived CNF with a wide range of morphologies such as
fibers, beaded fibers, and only beads has been described in the previous section. To
understand the wetting behavior of these fabrics, WCA and contact angle hysteresis
(CAH) were measured.

Figure 15 shows the digital camera images of water droplet on various surfaces
having different morphologies, i.e., only beads, fibers with beads, fibers, and thin
film [30]. The first row of images (Fig. 15a–d) summarizes the water contact angle
for the SU-8 surface with different morphologies, while the second row (Fig. 15e–h)
represents SU-8-derived carbon surfaces. Similarly, water droplet images as shown
in the third row (Fig. 15i–l) are for the UV-treated SU-8-derived carbon surfaces,
while the fourth row (Fig. 15m–p) represents the plasma-treated SU-8-derived
carbon surfaces with various morphologies. Different surface morphologies such

Fig. 15 Images of a water droplet on surfaces with various morphologies and chemical treatments:
(a–d) SU-8, (e–h) SU-8-derived carbon, (i–l) SU-8-derived carbon after 30 min of UVO treatment,
(m–p) SU-8-derived carbon after 5 min of oxygen plasma treatment. Morphology changes
occurred in the following order (from left to right): beads, beaded fibers, fibers, and films. The
drop volume was � 5 �L for all samples (Reproduced with the permission by Sharma et al. [30])
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as only beads, beaded fibers, fibers, and thin film are represented by each column,
respectively. For a given material (fixed row), the effect of different morphologies
was observed by comparing the equilibrium WCA images column-wise. Similarly
the effect of various surface treatments for a given morphology (column fixed) was
observed by comparing the water droplet images row-wise.

SU-8 negative photoresist thin film prepared by spin coating was found to be mild
hydrophilic (61.2ı ˙ 1.3ı) (Fig. 15d), while the WCA on SU-8-derived carbon film
was measured to be slightly higher (70.8ı ˙ 1.6ı) (Fig. 15h). However, there was a
considerable increase in the contact angle for SU-8 photoresist-derived carbon fibers
which was measured to be 127.9ı ˙ 3.1ı (Fig. 15g). For beaded carbon fibers, there
was further increase in contact angle, and it was found to be 138.4ı ˙ 2.7ı (Fig. 15f).
We observe that formation of carbon beads imparts further to hydrophobicity, as
revealed by measuring the WCA on carbon nanobead surfaces (142.7ı ˙ 2.8ı)
(Fig. 15e).

To summarize, surface morphology and therefore roughness were observed to
be playing a key role in determining the wettability of the electrospun fabrics
[97–100]. Interestingly, only varying the carbon surface morphology with no surface
chemical treatment could modulate the wettability characteristics to a wide range—
from weakly hydrophilic (<90ı contact angle) on a thin film surface to nearly
superhydrophobic on a beaded fiber surface [30]. There are very few examples
reported in literature where wettability transition across 90ı contact angle has been
demonstrated by changing the surface morphology [97, 99, 100].

As shown above, mildly hydrophilic behavior of thin film carbon surfaces was
modulated to nearly superhydrophobic by simply varying the surface morphology
alone. However, we also showed that the extent of hydrophilicity could also be
enhanced largely by modifying the surface chemically [30]. Transition to extremely
hydrophilic range may find potential applications for these fabric surfaces as
bio-platforms and extending their compatibility in aqueous solutions. For SU-
8-derived carbon nanofiber surface, it was observed that these can be made
extremely hydrophilic by modifying their surface chemistry [30]. For example, the
hydrophobicity of carbon nanofibers when treated by UVO for 30 min was changed
to hydrophilicity (WCA 17.7ı ˙ 0.6ı). A similar behavior was observed when
carbon fabric was treated with low-temperature oxygen plasma. WCA of plasma-
treated SU-8 photoresist-derived carbon fibers mat was measured to be 10.3ı
(˙0.9ı). However, the surface modifications derived by these chemical treatments
(UVO and plasma exposure) were found reversible. The hydrophobic nature of
these chemically modified fabrics was examined after preserving the samples in
ambient conditions for seven days. In case of SU-8-derived carbon nanofibers,
contact angle was recovered to be 110.8ı (˙3.6ı) after seven days. A relatively
slow hydrophobic recovery for SU-8-based thin film after plasma treatment was
also reported earlier [66].
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3.1.3 Wettability on Micropatterned Electrospun Mat of SU-8-Derived
Carbon Nanofibers

As described in the previous section, SU-8-derived electrospun CNF were deposited
on Si wafer. As we observed, CNF show ultra-hydrophobic behavior (WCA � 128ı)
as compared to smooth SU-8-derived carbon film which is weakly hydrophilic
(WCA � 60ı). As SU-8 is a photosensitive material, it can be patterned by conven-
tional photolithography. The ability to pattern SU-8 resist along with transforming
the wettability characteristics by surface morphology provides a novel way for tex-
turing the carbon surfaces as per the wettability behavior as shown in Fig. 16 [38].

Various patterned three-dimensional fabric structures are shown in Fig. 17a–f.
The fabrics shown in Fig. 17a–d were electrospun directly on a Si wafer. For
the rest of the samples (Fig. 17e, f), first a thin photoresist film was spin coated
on Si wafer followed by pyrolysis. Thus, obtained carbon thin film was then
exposed to plasma or UVO making it extremely hydrophilic before depositing the
electrospun nanofibers. Figure 17a, b shows an array of microchannels fabricated by
photopatterning the nonwoven fabric of electrospun SU-8 photoresist. Figure 17b
is the high magnified view of the image shown in Fig. 17a. Each of these

Fig. 16 Schematic of the fiber patterning process. Electrospun fibers are collected on very
hydrophilic plasma or a UV-treated carbon surface on a Si wafer (Reproduced with the permission
by Sharma et al. [38])
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Fig. 17 SEM images of arrays of patterned fibrous carbon structures: (a, b) lines, (c, d) 3-D
pillars. (e, f) Connecting squares. Images (b) and (d) are magnified view of images (a) and (c),
respectively, and higher-magnification images of (b) and (d) are shown as insets. Images (a–d) are
on Si wafer substrates, and images (e, f) are on a plasma-treated SU-8-derived carbon film on a Si
wafer (Reproduced with the permission by Sharma et al. [38])

microchannels has porous carbon nanofibers walls and therefore may be utilized as
a useful device for selective adsorption and filtration in microfluidics. Further, this
photoresist-derived carbon which is one of the most widely used electrode materials
shows electrical conductivity of the order of glassy carbon [72, 101, 102]. Thus,
the electrospun nanofiber-based three-dimensional micropatterned carbon structures
fabricated over a large area as shown in Fig. 17c, d may find potential use as an array
of electrodes in microbatteries [14, 15, 38, 68, 103]. The micropatterned structures
shown in Fig. 17e, f may also be utilized in selective immobilization of biomolecules
and therefore developed as targeted reactors or as biosensors. Additionally, since
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SU-8-derived carbon is shown as biocompatible [16], patterning nanofibrous carbon
structures may pave the way for using them as a platform for cell culture and as
tissue scaffolds.

Micropatterned electrospun carbon nanofibers demonstrate additional aspects of
their applications as per their wettability behavior. As stated above, a thin film
of SU-8 negative photoresist prepared by spin coating shows weakly hydrophilic
(WCA � 60ı) behavior, whereas the nano-textured surface by depositing electro-
spun CNF as shown in schematic (Fig. 16) is strongly hydrophobic with a WCA of
about 130ı and CAH 34ı. Therefore, as shown in the schematic (Fig. 16), micropat-
terning hence engenders a large wettability contrast between the nanofiber domains
with intervening micro-patches of chemically treated extremely hydrophilic carbon
(�20ı) or silicon substrates. Further the possibility of selective surface functional-
ization of carbon may present several innovative potential solutions in microfluidics,
biosensing devices by selective adhesion, and the immobilization of biomaterials
and also in electronic and photonic devices [104–106]. For example, this structural
design could be applied to confine the flow of water-based solutions on hydrophilic
regions of silicon or chemically treated carbon by screening hydrophobic solutes/oil
phases from the hydrophobic porous carbon nanofiber membrane [38]. Namib desert
beetle’s wings are one such example found in nature with alternating hydrophilic
and hydrophobic surfaces. Beetle’s wings have an array of hydrophilic surface
bumps with average diameter 100 �m on a hydrophobic background [38]. This
particular structural arrangement in beetles helps them to collect and drink water
from their fog-laden wing [104].

3.2 Hierarchical Carbon Fabric for Environmental
Remediation Applications

Other properties of multiscale carbon structures are larger specific surface area,
controllable porosity, and amenability to surface functionalization. We have pre-
sented a facile way of fabricating hierarchical carbon fabric by electrospinning PAN
in the form of nanofibers on commercially available activated carbon microfiber
(ACF) cloth and used this micro-nano hierarchical carbon web for adsorption of
common atmospheric air pollutants, e.g., SOx, NOx, and volatile organic compounds
(VOCs) [37]. SO2, NOx, and VOC are major atmospheric air pollutants emitted
to the atmosphere largely from the combustion of fossil fuels. Adsorption is a
preferred technique for the control of these pollutants at low concentration levels.
Only ACF has been extensively used as adsorbent in air filtration [107–113].
Recent studies showed that the metal-impregnated ACF [114, 115] and/or surface
functionalized with suitable reagent [116] had better efficiency in the catalytic
oxidation of SOx, NOx, and VOCs. A micro-nano hierarchical carbon structure
[117, 118] as fabricated by chemical vapor deposition (CVD)-grown CNF on ACF
has also been used for controlling the NO and fluoride concentration from air and
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water, respectively, and was able to adsorb the contaminants more efficiently as
compared to only ACF or ACF impregnated with metal [117, 118]. The carbon
fiber mats have also been fabricated by electrophoretic deposition [119] or growing
CNT by CVD [120, 121]. However, breakthrough curves for hierarchical carbon
fabric prepared by depositing electrospun nanofibers on ACF suggest that so
obtained hierarchical fabric has enhanced adsorption capacity as compared to only
ACF or even with the hierarchical web of carbon micro-nanofibers fabricated by
growing CNF on ACF impregnated with metals by the chemical vapor deposition
technique. This study showed great potential for the hierarchical ACF prepared by
electrospinning PAN nanofibers followed by their stabilization based in air pollution
control [37].

Figure 18a describes the FESEM images of commercially available ACF cloth.
The mean fiber diameter in this case was found to be 15.2 ˙ 1.4 �m. PAN polymer
solution was prepared with DMF solvent followed by electrospinning on ACF to
prepare hierarchical ACF-PAN fabric. These hierarchical fabrics were then kept in
oven at 250 ıC in the presence of air for thermal stabilization. The mean diameter
of electrospun PAN nanofibers after stabilization (ACF-PANS) was measured to
be 360 ˙ 38.1 nm (Fig. 18b) which is nearly two orders of magnitude smaller as
compared to parent fibers (ACFs). Further the stabilized PAN fabric on ACF (ACF-
PANS) was carbonized at 900 ıC under continuous nitrogen gas flow to obtain
hierarchical carbon fabric (ACF-PANC). Apparently, there was no change in the
surface morphology for PAN nanofibers after pyrolysis (ACF-PANC) as shown in
Fig. 18c.

3.2.1 Adsorption Behavior

Experiments were carried out on four different precursors, ACF, ACF-CNF, ACF-
PANS, and ACF-PANC, to examine the adsorptive efficacy of the materials for SO2,
NO, and VOC (toluene). Figure 19 compares the experimental breakthrough curves
of SO2, NO, and VOC (toluene) for the prepared materials. The breakthrough time
may be defined as the time when the outlet concentration reaches to 1 % of its
inlet concentration [37]. Therefore, a large breakthrough time for a given adsorbent
is desirable which means more efficient as the adsorbent is able to retain its
adsorption capacity for larger duration with continuous flow of adsorbates through
it. It was observed that the breakthrough time increased in the following order: ACF-
CNF < ACF < ACF-PANC < ACF-PANS. The breakthrough time for the stabilized
PAN fabric on ACF (ACF-PANS) was observed significantly larger as compared
to three other adsorbents tested [37]. Further, time for complete saturation of the
bed was also delayed significantly in case of ACF-PANS fabric sample compared to
other three adsorbents used (only ACF, ACF-PAN, and ACF-PANC).

To summarize, the hierarchical ACF-PANS fabrics produced by electrospinning
PAN nanofibers followed by its stabilization were found to be more efficient in
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Fig. 18 SEM images of (a)
the original ACF (average
fiber diameter, 15 �m); (b)
hierarchical web
(ACF-PANS) derived by
electrospinning PAN-based
nanofibers (average fiber
diameter, 360 nm), followed
by thermal stabilization; (c)
hierarchical carbon web
(ACF-PANC) after pyrolysis.
Scale bar equals to 20 �m in
all cases (Reproduced with
the permission by Katepalli
et al. [37])

controlling the primary air pollutants such as SO2, NO, and toluene [37]. The
enhanced adsorption capacity for ACF-PANS may be attributed to the presence of
nitrile and amine functional groups on their surface and higher specific surface area.
The ACF-PANS-based hierarchical fabric may find sufficient potential in developing
more efficient air filters for controlling the primary air pollutants. The ACF-PANS-
based hierarchical fiber mat may also be utilized as a support to metal catalysts and
also as an adsorbent in water purification.
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Fig. 19 Breakthrough profiles of SO2, NO, and VOC (toluene) over different materials (ACF,
ACF-CNF, ACF-PAN, ACF-PANS, and ACF-PANC) (Reproduced with the permission by
Katepalli et al. [37])

3.3 Biocompatibility of Carbon Structures

3.3.1 Cellular Behavior

Besides wettability, higher surface area, and controlled porosity, we have studied
another important property, biocompatibility, which adds the potential applications
of carbon-based materials in a wide variety of bio-MEMS. Carbon is being used as
biomaterial from the late 1960s [122]. However, while working with biosensors,
microelectrode arrays, it is important to know the cell behavior with various
patterned carbon structures that serve as platform to MEMS. One direct research
application for the findings of cell behavior with patterned carbon structures may be
the positioning and separation of cells selectively on a conductive artificial carbon
platform. The ability to selectively grow and culture any specific cell line on a
specific pattern would be of great value in developing biosensors. L929 fibroblast
cell line was used to study the cytocompatibility of the micropatterned carbon
surfaces through in vitro cellular biocompatibility using cell adhesion (Figs. 20
and 21) and cell viability (MTT) assessment (Fig. 22) [39]. Adhesion of cells
on a substrate depends on a number of parameters such as surface morphology,
porosity, and surface chemistry. It is therefore of great relevance to know the effects
of patterned surface on the cellular behavior. Random and oriented patterned carbon
surfaces, as a result of buckling [39], were used for studying the orientation of
cells through cytoplasmic extension and attachment of extracellular matrix (ECM)-
associated molecules during initial cell attachment [123]. Through the adhesion
and viability studies on these buckling-based carbon patterns, we observed that
cells preferred the randomly buckled patterns to grow which also provided cellular
orientation supporting cell substrate and cell-to-cell communication (Figs. 21 and
22) [39].

Further it is worthwhile to mention here that the micropatterned carbon surfaces
closely mimicked ECM in its structural design and therefore promoted the cell
growth and viability, in comparison to the non-patterned surface. The cells initially
attach to the substrate through integrins, a transmembrane protein present on
the cell [39]. The micropatterned carbon surfaces influenced the organization
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Fig. 20 Cell spreading on (a) control and (b) photoresist-derived patterned carbon surfaces (scale
bar, 2 �m). Inset shows lower-magnification image of (b) (scale bar for inset image, 20 �m)
(Reproduced with the permission by Kulkarni et al. [39])

Fig. 21 SEM micrographs showing the cell (L929 mouse fibroblasts) adhesion after 24 h
of seeding on various surfaces, (a) control, (b) smooth, and (c) patterned carbon (scale bar,
100 �m). Higher-magnification images are added as inset (scale bar, 20 �m) (Reproduced with
the permission by Kulkarni et al. [39])

Fig. 22 Cell viability as
shown by MTT assay results
after 3 and 5 days of cell
culture on control, smooth,
and patterned carbon surface
(Reproduced with the
permission by
Kulkarni et al. [39])

of integrin proteins explicitly. The cytoplasmic side of the integrins attaches to
the cytoskeleton. As a result of this, the gene expression changes through up-
and downregulation of specific gene and therefore ultimately regulates the ECM
molecules [39, 124, 125]. As stated above, the ECM component of cell mimics
closely with the patterned carbon surface with respect to its diameter. Moreover, the
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micropatterned surfaces adapt the cellular structure and its orientation, cytoskeleton
reorganization, and ECM protein deposition on the modified surfaces [39, 126].
Extracellular components such as collagen and fibronectin facilitate the adhesion
of cells during micropatterning at the initial phase of the cellular attachment [39].
Further, the substrate adhesion molecules and surface morphology affected the
dynamics of cell–ECM interactions. These cell–ECM interactions further facilitate
the cell migration, proliferation, division, differentiation, and programmed death,
which are necessarily required for the successful and elongated cell biomaterial
interactions [127]. Henceforth, the modified surface for the development of the
connective tissue cell line like L929 fibroblast simply makes an interface with the
micropatterned carbon surface [39]. This interface supports the cell growth and
migration during reversible affection of cells on the surface [39, 128, 129].

This study confirmed that carbon substrates do not have any significant cytotoxic
effect to L929 cells [39]. Further it was also revealed by this study that the surface
morphology influences the cell viability significantly. The carefully synthesized
micropatterned carbon surfaces were appraised to be the superior substrates to
facilitate the enhanced cellular proliferation and extended cell viability [39].

4 Summary

In this report several methodologies to synthesize the hierarchical carbon micro-
and nanostructures with a wide range of morphologies and functionalities are
discussed. A variety of polymer precursors to carbon including organic gels and
photoresist materials have been employed. Categorically, we have devised the
several strategies in sol–gel processing and electrospinning in order to provide
a firm control on the size and morphology of these carbon structures. Carbon
xerogel microparticles with different morphologies such as microspheres and highly
folded needlelike fractal structures were synthesized by RF sol polycondensation
followed by inverse emulsification and subsequently pyrolysis. Several synthesis
conditions such as sol concentration, stirring conditions, and type and amount of
surfactants used were optimized. RF sol was also employed for electrospinning to
synthesize nearly uniform-sized carbon nanospheres with mean diameter 30 nm.
Similarly, SU-8, a negative photoresist that is a widely used material for C-MEMS,
was electrospun to produce CNF with tunable morphology. Various electrospinning
parameters in order to produce long, continuous CNF were optimized. Both RF sol
and SU-8 photoresist are electrospun first ever to synthesize carbon nanostructures.
For hierarchical carbon structures, a variety of micro-fabrication techniques (top-
down approach) starting with conventional photolithography to soft lithographic
techniques such as replica molding were combined with bottom-up approaches. In
one of such attempts, a 3-D hierarchical carbon micropost array was fabricated by
integrating electrosprayed carbon micro- and nanostructures (bottom-up approach)
with lithographically (top-down approach) patterned carbon micropost arrays.
Similarly, CVD, a well-established process to synthesize CNT, was also combined
with electrospinning to assemble CNF in a unique hierarchical fashion over CNF.
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Driven by the interest of using the carbon structures for various applications,
several features of these multiscale carbon structures have been explored such as
wettability, biocompatibility, and adsorption capacity. It was found that wettability
of carbon surfaces could be tuned to a great extent from very hydrophilic to nearly
superhydrophobic. The surfaces covered with RF gel-derived carbon nanospheres
show extremely hydrophilic behavior. SU-8-derived electrospun nanofibers with
various morphologies also show strong hydrophobic characteristics in contrast
to SU-8-derived smooth film which is hydrophilic. Patterning of electrospun
nanofibers thus allowed the fabrication of significant wettability contrast between
the arrays of nanofibers with intervening micro-patches of hydrophilic carbon.
This architecture similarly found in Namib desert beetle’s wings may be useful
for various applications including microfluidics. Another property that has been
exploited is adsorption behavior which is associated with high surface area and
specific surface chemistry of these hierarchical carbon assemblies. Hierarchical
carbon fabric prepared by depositing electrospun PAN nanofibers on ACF fabric
followed by thermal stabilization showed enhanced potential in mitigating the air
pollutants such as SOx, NOx, and VOC. Furthermore, the cellular behavior of
micropatterned carbon structures has been studied, and interestingly, the micropat-
terned carbon surfaces were found to be the superior substrates to facilitate the
cellular proliferation and long-term cell viability. It is worth to mention here that
the micropatterned carbon surfaces mimic the structural design of the ECM and
promote cell growth and viability, when evaluated in contrast to the planar surface.

In conclusion, we have devised several control strategies to synthesize a wide
spectrum of morphologies of multiscale carbon micro- and nanostructures. Various
applications of these multiscale carbon micro- and nanostructures have been
demonstrated based on their novel properties such as wettability, biocompatibility,
and high surface area.
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Part II
Wetting and Interfacial Dynamics



Dewetting and Hole Formation in Spin-Coated
Films of Lipid Bilayers

S.K. Sundar and Mahesh S. Tirumkudulu

Abstract Solid-supported lipid bilayers (SLBs) are model systems used to study a
number of aspects of biological membranes such as the structural organization of
lipids in localization of lipid-anchored molecules for cell signaling, and interaction
forces in biological membranes to name a few. One of the most common techniques
to obtain SLBs is via the spin-coating technique where a lipid dispersed in
volatile organic solvent is spin-coated on a substrate. The dried film though of
uniform thickness is riddled with holes whose origins remain unclear. To gain
a better understanding of the hole formation process, we spin-coated lipid films
of four different lipids dispersed in ethanol and chloroform on glass substrates
and investigated the role of the nature of lipid, solvent, and film thickness on the
characteristic length scale of the holes and the number density of the holes. For a
fixed solvent and rotation rate, the average size of the hole increased with dry film
thickness while the number density decreased with the film thickness. However, the
measured hole sizes are about an order of magnitude lower than that predicted by
the spinodal dewetting theory. The length scale of the holes was greater in the case
of ethanol compared to chloroform though the predicted trends are opposite. Our
results indicate that despite the discrepancy, the spinodal dewetting process plays a
role in the hole formation.

Keywords Supported lipid bilayer • Hole formation • Spinoidal dewetting •
Hydration • Spin-coating

1 Introduction

Phospholipid membranes or bilayers are formed when lipid molecules self-assemble
so that the unfavorable interaction between the hydrophobic lipid tails and a
surrounding hydrophilic medium such as water or humid air is avoided. Because of
their ability to mimic biological membranes, these lipid bilayers are extensively used
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as model membranes to study biological processes such as binding or unbinding of
signaling molecules from the surface of the bilayer, interaction forces in biological
membranes, and changes in film properties resulting from changes in chemical
potential, pH, etc. [3, 13]. The lipid bilayers when supported over a substrate such as
glass or mica are called supported lipid bilayers (SLBs). In such systems, a thin layer
(about 2 nm) of water between the bilayer and the substrate maintains the membrane
fluidity [6, 23]. The coupling of the membrane to a solid surface allows for ease
of handling of the samples and makes them amenable to sophisticated analytical
techniques to investigate the molecular structure and the interaction forces of the
bilayer [13]. It has also been proposed that the SLBs could form the base for many
optical and electrical-based biosensors and lead to novel biomolecular materials
[14].

Solid-supported lipid bilayers are typically produced via one of the following
three methods [13]. In the Langmuir-Schaefer technique, the lipid molecules
dissolved in an organic solvent are spread over the surface of water placed in
a trough. After evaporation of the organic solvent, the surface is compressed
using barriers to obtain a high-density packing. The lipid monolayer film is then
transferred to a solid substrate with tails pointing outward when the substrate is
dipped horizontally through the monolayer. A second set of monolayer is transferred
to the substrate to form a bilayer when the process is repeated. This technique is
time-consuming and one has to accurately maintain the surface pressure for proper
packing of the molecules. The lipid fusion technique involves transfer of preformed
liposomes onto the solid substrate. A suspension of small vesicles is dried on a
hydrophilic substrate which leads to the vesicle adsorption to the substrate followed
by rupture and spreading on the substrate. However, the dynamics of the bilayer
formation depends on the lipid composition. Complete SLB formation may not
occur in presence of cholesterol or charged lipids. SLB can also be formed using
the spin-coating technique. In this method, a small amount of the lipid dissolved
in an organic solution is spin-coated on the solid support. During the spin-coating
process, the solvent evaporates, leaving behind a partially saturated film. The sample
is next placed in a desiccator to completely remove the solvent and then rehydrated
in humid air to yield highly aligned multilayer film. The thickness can be varied
from a few tens of nanometers to microns by varying the concentration of lipid in
the solution and rotation rate of the coater [3, 7, 8, 11, 20].

In this work, we shall focus on the process of obtaining thin films of lipids using
the spin-coating process, given its versatility and ease of use. The spin-coating
process has become a universal technique to produce thin, well-controlled, and
homogeneous films on a substrate with thickness ranging from a few nanometers
to tens of micrometer. In this study, lipids dissolved in a volatile organic solvent
are spin-coated on a substrate to obtain dried films that exhibit holes similar to
those observed in dewetting of thin films of polymer; the latter has been investigated
extensively in the literature [4, 12, 15, 18, 22].

The spinodal dewetting process in thin films is controlled by a balance between
the destabilizing long-range van der Waals force, the stabilizing surface tension
force, and viscous dissipation. The destabilizing van der Waals forces occur when
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the attractive interaction between a film and surrounding medium is weaker than
the substrate and the surrounding medium. The dewetting criteria depend on the
effective interface potential, ˆ.h/, defined as the excess free energy needed to move
two interfaces from infinity to the film thickness h and is given by

ˆ.h/ D � A

12	h2
; (1)

where A is the effective Hamaker constant that accounts for the interactions between
the film, the substrate, and the surrounding medium and h is film thickness. The
film stability is determined by the sign of the curvature of the effective interface
potential (ˆ00.h/), and the film is deemed unstable if ˆ00.h/ is negative (A > 0). The
surface fluctuation, ıh D ıho exp.t=
.q//, is characterized by the wavelength of the
instability, � D 2	=q, and relaxation time 
.q/, where q is the wave number. The
onset of the instability is set by the critical wave number, qc D p

A=4	h4� , corre-
sponding to an increase in surface roughness, the latter given by � � exp.t=
/ with

 > 0 for instability. The relaxation time of the instability depends on the initial film
thickness; viscosity of solvent, �; and surface tension, � . The film is destroyed by
the fastest-growing unstable capillary wave with a wave number qm D qc=

p
2. The

expression for qc in terms of h indicates that the predicted wavelength (�) scales as
h2, whereas the number density of holes, N , scales as h�4 [9, 12, 16, 17, 19, 24, 25].

The first quantitative comparison of the above predictions with experiments
was done by Reiter [12] for dewetting of nonvolatile polymer films. Thin films of
polystyrene dissolved in an organic solvent were spin-coated on a silicon wafer.
After complete drying, when the temperature of the film was raised above the
glass transition temperature, the polymer film destabilized and dewetted from the
substrate, resulting in an array of droplets. Optical microscopy was used to observe
the breakup of polystyrene films on silicon substrates as a function of film thickness.
The observed number density of the holes and the wavelength of the instability
yielded power law exponents were close to the predicted values.

As mentioned previously, the spin-coating process offers a route to achieve
thin films of lipid bilayers on solid substrates. Gallice et al. [3] were the first
to perform a detailed study of the lipid bilayer formation using spin coating on
solid substrates. Using 1,2-dimyristoyl-sn-glycero-3-phosphatidylcholine (DMPC)
dissolved in isopropanol, they casted films on silicon wafers and observed the
presence of holes ranging from 2 to 6 �m in the dry films. The observed unit
thickness variation across the film corresponded to the multilamellar repeat distance
of about 5.2 nm. The films were then exposed to 100 %RH environment at 45 ıC for
4 h which led to a large-scale reorganization of the bilayers and resulted in an array
of large holes and patches. The maximum thickness between the hole and the top of
the film was of the order of 120 nm suggesting that films remained thin despite the
rearrangement. They investigated theoretically the stability of the thin lipid bilayers
supported on a solid substrate and found that the dry film is stable if the only long-
range interactions (van der Waals) considered are that between the air and the lipid
layer and that between the lipid layer and the substrate. In other words, the lipidic
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film completely wets the substrate. To explain the observed hole formation in the
presence of hydration, they account for the van der Waals interactions between the
bilayers, entropic confinement caused by neighboring layers, and hydration effects.
Their analysis predicts � � 12 �m which is of the same order as the observed
wavelength of the dewetting patterns post hydration. Simonsen et al. [20] used
atomic force microscopy (AFM) and fluorescence microscopy to study the detailed
structure of spin-coated lipid films on mica before and after hydration. Their exper-
iments were performed with 1-palmitoyl-2-oleoylphosphatidylcholine (POPC) and
1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC) lipids dissolved in chloroform.
They observed holes in the dried film though their AFM measurements suggest that
none of the holes extended all the way to the substrate. The characteristic dewetting
pattern closely resembled those observed in thin polymer films, indicating that the
thinning of the lipid film during spin coating led to the rupture of the outer lipid
layers followed by hole formation and eventual film breakup. The dry films were
found to be rigid and stable over time. The holes were present over the entire the
dry film with a characteristic length scale of a few micrometers though they did not
observe evidence of an undulated breakup pattern which is typically associated with
the dewetting process. However, the authors did not perform a systematic study to
determine the number density and size distribution of the holes as a function of film
thickness (or equivalently, the rotation rate or lipid concentration) to confirm their
hypothesis.

In this study, we focus on the hole formation observed after spin coating and
drying but without the hydration step. The hole size is measured as a function of
the rotation speed for four different lipids whose acyl chain length and gel-liquid
crystal transition temperatures are different, for varying initial film thickness and
two different solvents. For a fixed solvent and rotation rate, the average size of
the hole increased with dry film thickness while the number density decreased
with the film thickness. The behavior in both cases appear to follow power law,
indicating that the hole formation is caused by the spinodal dewetting process.
However, the measured hole sizes are about an order of magnitude lower than that
predicted by the dewetting theory. The length scale of the holes was greater in the
case of ethanol compared to chloroform though the predicted trends are opposite.
Our results indicate that for the lipid concentrations used in this study, the hole
formation is primarily controlled by spinodal dewetting though more work is needed
to understand the hole formation mechanism.

2 Experimental Section

1,2-Dimyristoyl-sn-glycero-3-phosphocholine (DMPC), 1,2-dihexanoyl-sn-
glycero-3-phosphocholine (DHPC), L-phosphatidylcholine (Soya-PC), and
1-myristoyl-2-6-[(7-nitro-2-1,3-benzoxadiazol-4-yl)amino]hexanoyl-sn-glycero-
3-phosphocholine (NBD-PC) were obtained in solution form from Avanti Polar
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Lipids®, Alabama. 1,2-Dioleoyl-sn-glycero-3 -phosphocholine (DOPC) was
obtained in powder form from Sigma-Aldrich® and used without any further
purification. Solvents (chloroform and ethanol) used to dissolve lipids were of
high grade and obtained from Merck® Chemicals. Microscopic glass cover slips of
dimensions 24 � 64 mm were used for all coating experiments.

Cover slips used for experiments were cleaned using ethanol and then rinsed with
MilliQ water. The lipids were dissolved in chloroform/ethanol and 100 �l of the
sample was placed at the center of the cover slip which in turn was placed on the spin
coater. The substrate was rotated at constant angular velocities ranging from 1,000
to 5,000 rpm for 60 s. Liquid spreads out from the center toward the edge of the
substrate due to the centrifugal force with simultaneous evaporation of the solvent.
The final thickness depends on the concentration of the solution, evaporation rate of
the solvent, rotation rate, and rotation time. Experiments were performed for lipid
concentrations of 10, 25, and 50 mM at a constant rotation rate of 1,000 rpm while
two other rotation rates, namely, 2,000 and 5,000 rpm, were applied to samples
with a lipid concentration of 10 mM. The samples were kept under vacuum for
20 min after spin coating to allow evaporation of residual solvents. The samples
were exposed to the ambient conditions during the microscope visualization. The
lipid film is known to be stable in air as the polar head groups are concealed from
the outside atmosphere and only the acyl chains point outward [20]. A picture
of a coated cover slip is shown in Fig. 1 and the boundary of the coated region
is demarcated. It is seen that the film covers almost the entire area of the glass
substrate.

Optical microscopy (60X (1.42 NA) oil objective, IX71 Inverted Microscope,
Olympus, Japan) and scanning electron microscopy (JEOL 7600F FESEM, Japan)
were utilized for the observation of holes. The size of the holes were measured using
ImageJ software. All experiments were done three times to ensure reproducibility
and about 10–15 images were captured for each experiment. Majority of the holes

Fig. 1 Photographic image of a lipid coated slide. The boundaries of the coated section are
demarcated
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were greater than 500 nm as seen in scanning electron microscopy and atomic force
microscopy, and so the size distribution of the holes was obtained using optical
microscopy.

The thickness of the dry lipid film was measured by spectroscopic ellipsometry
(M-2000V, J.A. Woollam Co, Inc.) [1, 10]. When a linearly polarized light irradiates
a surface at a certain angle of incidence, the light undergoes reflection and refraction,
and the light that reflects from the sample is elliptically polarized. Ellipsometry
measures the polarization change of the incident light when it gets reflected after
interacting with the sample. The polarization change is quantified by the change
in amplitude ratio .‰/ and the phase difference .

�
/ to get information related to

sample thickness. These changes are related to the Fresnel reflection coefficients,
Rp and Rs , as tan.‰/ exp.i

�
/ D Rp=Rs for the p and s components of polarized

light respectively. The Fresnel reflection coefficient is a function of refractive index
and angle of incidence in air, film, and substrate. A suitable slab model is first
constructed and then the values of amplitude and phase change provided by the
model are compared with the experimental values by iterative procedures to get
the film thickness. The measurement was done at wavelengths between 450 and
1,000 nm at angles of incidence of 65ı, 70ı, and 75ı. The size of the laser spot was
about 3 mm over the film surface. Data analysis and model fit were performed using
a three-parameter Cauchy model [2]. The refractive index of the glass substrate was
measured to be 1.47 and used as substrate reference to incorporate in the model
for estimating the film thickness. The bottom side of the glass substrate was made
opaque by attaching a tape. Thickness was measured twice and at three different
spatial points per slide giving six thickness measurements per slide. Three such
slides were prepared for each condition.

3 Results and Discussion

A thin liquid film will dewet if the effective Hamaker constant, A � A132, in
the van der Waals interaction potential is greater than zero. Here, the subscripts
1; 3; 2 represent the substrate, the solvent, and the air, respectively. The Hamaker
constants for glass, chloroform, ethanol, and air were found to be 6:5 � 10�20; 5 �
10�20; 4:2 � 10�20, and 14:8 � 10�20 J, respectively [5]. On substituting these
values in the expression for the effective non-retarded Hamaker constant, A132 D
.
p

A11 � p
A33/.

p
A22 � p

A33/, we find that A132 � 5 � 10�21 and 9 � 10�21 J for
chloroform and ethanol, respectively, and the Hamaker constants are greater than
zero in both cases. Assuming that the low concentration of lipid used in this study
does not influence these values very much, the effective attraction between the two
interfaces should lead to the breakup of the spin-coated thin film.

The surface morphology of the spin-coated lipid films was investigated using
AFM and both optical and electron microscopy for varying lipid concentration,
rotation rate, and solvent. Figure 2a, b presents the image of the same section of a
thin dried film of DMPC observed using phase contrast and fluorescent microscopy,
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Fig. 2 Images showing holes in 10 mM DMPC lipid bilayer with chloroform as solvent and coated
at 1,000 rpm. (a) Phase contrast microscopy, (b) fluorescent microscopy, (c) scanning electron
microscopy, and (d) atomic force microscopy. Sub-images (a) and (b) pertain to identical sections
of the same film

respectively. A small amount (1 % of the total lipid weight) of fluorescent lipid
(NBD-PC) was added to the initial lipid solution so that the holes and patches
could be easily distinguished. On comparing the two images, it is clear that the
dark background in the phase contrast image corresponds to the patches of lipid
bilayers while the holes correspond to the relatively lighter regions. The size of
the holes varies from about 1 to about 5 �m. Figure 2c, d presents the SEM and
AFM images of different regions on the film. While both the images confirm
the morphology deduced from optical microscopy, the AFM image reveals the
interconnecting patches of bilayer. Holes less than 500 nm in size were observed
using AFM and SEM (image not shown), though the numbers were insignificant
compared to holes greater than 500 nm. Hence, the size distribution of the holes was
subsequently obtained solely using optical microscopy.

Figure 3 presents the size distribution of holes at three different concentrations
(10, 25, and 50 mM) for the four different lipids. In all cases, the lowest concentra-
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Fig. 3 Size distribution of holes obtained for the four different lipids in spin-coated films at a
rotation rate of 1,000 rpm and at varying lipid concentrations for (a) DMPC (23 ıC), (b) DOPC
(�20 ıC), (c) Soya-PC (0 ıC), and (d) DHPC (43 ıC). Here, the temperature in the bracket, the
gel-liquid crystal transition temperature of each lipid

tion exhibits the smallest holes. Among the lipids, DMPC shows the smallest holes
sizes over the three concentrations. In all cases, the size distribution is broad, leading
to standard deviations of the order of 8–10 �m.

Figure 4 presents the size distribution for four different lipids for films spin-
coated at 1,000 rpm in ethanol and chloroform. The hole sizes are much larger
in the case of ethanol compared to those obtained with chloroform as the solvent
although the effective Hamaker constant for a pure ethanol film is larger than that for
a pure chloroform film on a glass substrate suggesting that the ethanol film should
be more unstable and result in smaller holes. For the thin film instability caused by
the destabilizing van der Waals attraction alone, the wavelength of the instability
scales with square of the thickness,

� D 4	

r
	�

A132

h2 :

On substituting the effective Hamaker constants for chloroform and ethanol and
their respective surface tensions (27.5 and 22.1 mN/m), we find that the wavelength
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Fig. 4 Size distribution of holes obtained with different lipids at a rotation rate of 1,000 rpm with
(a) ethanol as solvent and (b) chloroform as solvent

of the instability is about 350 and 520 �m for the ethanol and the chloroform films,
respectively, for films of 100 nm thickness. These length scales are at least an order
of magnitude larger than those of the measured hole size suggesting that effects
other than those considered in this study may influence the hole formation. We also
performed experiments with very high concentrations of lipids (�1 M) to determine
if there existed a threshold thickness beyond which holes did not form. The film
thicknesses were in the range of tens of micrometers and they too exhibited holes
but of the order of 100 �m. However, multiple bilayers were observed inside the
holes suggesting that the holes were not completely devoid of lipids. These films
were not considered in the present analysis as the film thickness was not spatially
uniform.

A possible alternate mechanism for hole formation in evaporating thin films may
be due to condensation of water droplets, especially in the case of highly volatile
solvents such as chloroform. Srinivasarao et al. [21] have shown that when a volatile
liquid containing dispersed polymer, such as polystyrene, is evaporated in a humid
environment, evaporative cooling at the liquid surface condenses water droplets over
the film. If the solvent density is lower than that of water, the droplets sink into the
film and form a 3D array of droplets surrounded by solvent containing the polymer.
The polymer in the solvent acts to stabilize the droplets from coalescence. Complete
evaporation of the solvent and water leaves behind a solid polymer film containing
spherical air bubbles also known as breath figures. In the case of solvents denser
than water, water droplets accumulate on the film surface resulting in a 2D array
of spherical air bubbles. In our experiments with chloroform, the water droplets
will remain on the solvent surface (chloroform being denser) and may influence the
hole formation. However, in the case of ethanol, the condensing water drops will
dissolve in the solvent and such effects will be absent, indicating that there should
be no holes in the case of lipid films formed in ethanol. These observations suggest
that formation of holes solely due to evaporative cooling and water condensation is
unlikely.
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The observed maxima in hole size distribution (�) was plotted on logarithmic
scale against the measured thickness (h) of dried lipid films obtained using
ellipsometry for concentrations of 10, 25, and 50 mM (rotation rate of 1,000 rpm)
and for rotation rates of 2,000 and 5,000 rpm (10 mM lipid concentration). By
knowing the approximate area covered by the lipid film after spin coating and
assuming head group area of lipid to be 0.6 nm2 [5], calculations show the final dry
film thickness to vary between 547 and 2,735 nm for lipid concentrations varying
from 10 to 50 mM. The thickness measured using the ellipsometer was in the range
of 40–430 nm which is lower than the estimate. This indicates that some of the fluid
is thrown off the substrate during the spin-coating process.

Figure 5a presents the measured peak hole size as a function of the measured
film thickness for all the experiments performed with both chloroform and ethanol.
The average hole size and the peak hole size for all distributions are very close
and so the latter is plotted for analysis. There is a large spread in the measured
hole size and no clear trend can be ascertained. In order to eliminate the influence
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Fig. 5 Double logarithmic plot of hole size vs film thickness for (a) all lipid films with chloroform
and ethanol as solvent, (b) all lipid films spin-coated at a rotation rate of 1,000 rpm in chloroform,
and (c) all lipid films spin-coated at a rotation rate of 1,000 rpm in chloroform and ethanol at a lipid
concentration of 10 mM. (d) Double logarithmic plot of number density of holes vs film thickness
for all lipid films spin-coated at a rotation rate of 1,000 rpm in chloroform
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of solvent and rotation rate, Fig. 5b plots the hole size measured for all lipids
dispersed in chloroform and spin-coated at 1,000 rpm. Clearly, for a given lipid,
the hole size increases with film thickness. Figure 5c plots the hole size for films
spin-coated at 1,000 rpm for all lipids in both solvents at a lipid concentration of
10 mM, and it confirms that the hole sizes are larger in the case of ethanol than
those with chloroform. An increasing hole size with film thickness suggests that the
number density of the holes should concomitantly decrease with thickness, and this
is confirmed in Fig. 5d for lipid films spin-coated in chloroform. The power law fit
for � vs h (Fig. 5b) yields exponents in the range of 0.9–2.1 and that for the number
density vs h (Fig. 5d) gives an exponent of �1:2 to �3:2. While the exponents vary
over a large range and are different from those predicted by the theory for spinodal
dewetting, the observed trends do indicate that the unstable dewetting process of
the solvent does play a role in the hole formation. Figure 5b, d indicate that the
nature of lipid also influences the length scale of the hole and the number density
of the holes. These results indicate that though the hole formation mechanism is
controlled by the spinodal dewetting process, the Hamaker constant for the liquid
film is influenced by the type of lipid dispersed in the solvent. We also varied the
rotation rate from 1,000 to 5,000 rpm to obtain dry film thickness in the range of
40–100 nm. The hole size variation was of the order of the error bars and so no clear
trend could be established.

The above results suggest that while the spinodal dewetting mechanism may play
a key role in the hole formation, there are other effects that influence the hole for-
mation. We have ignored the role of evaporation on the stability of thin films and it
is possible that this may contribute to varying hole sizes. This may be one reason for
the different hole sizes observed in chloroform and ethanol as the former has a much
higher evaporation rate. We have also ignored the influence of lipid type on hole
formation although experiments show that there is a distinct influence of the lipid
on the hole size. These aspects will be investigated as part of a future investigation.

4 Conclusion

We have spin-coated lipid films of four different lipids dispersed in ethanol and
chloroform on glass substrate and investigated the role of the nature of lipid, solvent,
and film thickness on the characteristic length scale of the holes and the number
density of the holes. For a fixed solvent and rotation rate, the average size of the
hole increased with dry film thickness while the number density decreased with the
film thickness. The behavior in both cases appears to follow a power law form,
indicating that the hole formation is caused by the spinodal dewetting process.
However, the measured hole sizes are about an order of magnitude lower than that
predicted by the dewetting theory. The length scale of the holes was greater in the
case of ethanol compared to chloroform though the predicted trends are opposite.
Our results indicate that for the lipid concentrations used in this study, the dewetting
process plays a role in the hole formation though more work is needed to fully
understand the mechanism.
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Understanding Wetting Transitions Using
Molecular Simulation

Tarak K. Patra, Sandip Khan, Rajat Srivastava, and Jayant K. Singh

Abstract The thermophysical and transport properties of fluid at nanoscale, adja-
cent to the solid surface, are quite different from that of macroscopic level. It has
been realized that the fluid behavior can be tuned via modification of surfaces, which
can unfold the underlying physics or mechanism of many biochemical processes
or phenomena that exist in nature. In this chapter, we mainly emphasize the
characteristic equilibrium properties of complex fluids near surfaces. In particular,
we investigate different types of surface phase transitions such as layering transition,
prewetting transition, and 2D vapor-liquid transition for associating (hydrogen-
bond-forming) fluids using molecular simulations. These phases can be altered or
controlled using chemically modified surfaces to tune the structure and the stability
of the adsorbed layers. In addition, the wetting behavior of different amphiphilic
molecules such as water and ethanol and their mixture on smooth and rough
surfaces is examined based on the contact angle of the liquid droplet on the surface.
Different types of wetting modes such as Cassie-Baxter, Wenzel, and impregnation
of a droplet are observed as a function of roughness factor, surface fraction, and
composition of the binary mixture. The effect of electric field on the phase transition
of water under nanoconfinement is also presented. Further, we also discuss the phase
transition and transport properties of 2D thin films.

Keywords Wetting transition • Chemically and physically modified surface •
Phase equilibria • Transport properties • Line tension • Confinement • Electrical
field • Thin film

1 Introduction

Wetting transitions of fluids on surfaces have recently received increasing research
interests due to their potential applications in fields such as coating [1], micro-/nano-
fluidics [2], chemical or biological sensor [3], and nano-tribology [4]. Wettability of
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a surface is generally characterized by the contact angle of a liquid droplet on the
surface. A surface with contact angle of liquid droplet more than 150ı is known as
the superhydrophobic surface. Superhydrophobic surfaces are frequently observed
in nature, especially in plants and insects such as lotus leaves, rice leaves, fisher
spiders, and water strider feet. Usually, the superhydrophobicity of a surface is
caused due to the presence of micro-/nanoscale textures on it. Textured surfaces are
expected to have properties for anti-frosting, antifouling, and super-oleophobicity.
The advent of micro-fabrication techniques has made it possible to control the
chemical and topographical patterns on a substrate of micrometer length scales, and
thus those surfaces become a viable option for micro- or nanoscale devices. Hence,
understanding of fluid behavior on rough surfaces at micro-/nanoscale is required
for efficient design of these devices.

Wettability and phase transitions of fluids under confinements, as in slit pores
or cylindrical pores, have different characteristics in comparison to that on flat
substrates. Water molecules, for example, bind themselves under confinement and
form small clusters, whose hydrogen bonding network is strongly altered by the
confining conditions [5], and evaporate spontaneously if confined in sufficiently
narrow hydrophobic nanopore [6]. Hence, an understanding of the structural and
dynamical properties of confined fluids continues to be a subject of increasing
research interests in recent years. In addition to scientific interests, a fundamental
understanding of the wetting phenomena inside pore geometries is necessary for
many industrial and geophysical operations, as micro- and meso-porous materials
are widely used for selective adsorption, pollution control and catalyst support for
chemical reactions [7], designing nanosensors [8], artificial biological membrane,
and drug delivery system [9]. In the case of slit-shape pores, the three-dimensional
fluid behavior reduces to two-dimensional fluid-like behavior with decrease in the
slit width. At a limiting condition, when slit width is of the order of fluid size, a
monolayer or very thin film of fluid forms which has a dramatically different phase
coexistence curve and critical properties from the bulk state. In case of incomplete
spreading of liquid on a substrate, a film adsorbs on the solid surface, from the
vapor phase, and may control the extent of incomplete spreading. Therefore, the
thermophysical properties of thin films, vapor or liquid, play an important role in
surface phase transition.

In this chapter, we present our recent efforts using molecular simulations to
understand the surface phase transitions on smooth and rough substrates, effect of
confinement on phase transition, and phase transition and dynamical properties of
monolayers.

2 Thermodynamics of Wetting Transitions

Wettability of a surface is generally characterized by the behavior of fluid molecules
near the surface. Therefore, a liquid drop on a surface (as shown in Fig. 1) can
be used to quantify the wettability of the surface. The liquid drop on a substrate
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Fig. 1 A liquid drop on a flat substrate: (a) partial wetting state; (b) complete wetting state; (c)
complete drying state

under mechanical equilibrium yields a contact angle due to the interfacial tensions
experienced by the drop at the three-phase contact line. The relation between contact
angle and these interfacial tensions at the three-phase contact line is given by
Young’s equation:

�SV D �SL C �LV cos �; (1)

where � is the interfacial tension between two phases as indicated by the subscripts.
The subscript S, L, and V refer to solid, liquid, and vapor, respectively, and � is
the contact angle of the droplet on the surface. The contact angle of a droplet can
be found in between 0ı and 180ı depending on the spreading of the droplet on the
surface. The spreading of the droplet or the length of the three-phase contact line
is controlled by the interfacial tensions. For example, the length of the three-phase
contact line becomes infinite (� D 0ı) when the sum of the solid-liquid and liquid-
vapor interfacial tensions is equal to the solid-vapor interfacial tension. As a result,
the surface is completely covered by a liquid film as illustrated from Fig. 1b. On the
other hand, the three-phase contact line reduces to a point when the sum of solid-
vapor and the liquid-vapor interfacial tensions is equal to the solid-liquid interfacial
tension (� D 180ı). This situation is known as complete drying state and is shown
in Fig. 1c. An intermediate state of the water droplet appeared when there is a finite
contact line among the three phases. This state is known as partial wetting and is
recognized by the contact angle in between 0ı and 180ı (see Fig. 1a). A surface is
called hydrophilic when the contact angle is less than 90ı. In case of hydrophobic
surfaces, the contact angle is greater than 90ı.

Young’s equation is not applicable for micron-size liquid droplet due to the
absence of three-phase interaction across the three-phase contact line. To account for
the three-phase contact line, the line tension, 
 , is introduced in Young’s equation
as follows:

�SV D �SL C �LV cos � C
�




rB

�
; (2)

where rB and � are the base radius of the droplet and the microscopic contact angle
of the droplet, respectively. The line tension is defined as the interfacial energy per
unit length across the three-phase contact line. Hence, this equation is useful for the
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Fig. 2 Wetting states of a liquid drop on a textured surface: (a) Wenzel state; (b) Cassie-Baxter
state

analysis of micron (or lesser)-size droplet [10]. Macroscopic contact angle can be
evaluated from Eq. 2 by extrapolating 1/rB ! 0, which yields Young’s equation:

cos �1 D
�

�SV � �SL

�LV

�
: (3)

where �1 is the contact angle of an infinitely large droplet on a surface. Therefore,
microscopic and macroscopic contact angle on a smooth surface can be correlated
through Eqs. 2 and 3 as given below:

cos � D cos �1 �
�




�LV

�
1

rB
: (4)

The contact angle of a liquid drop on a rough surface, on the other hand, depends on
the roughness of the surface. Wenzel [11] introduced a factor in Young’s equation
to include the effect of roughness. Therefore, Young’s equation for a rough surface
becomes:

cos � 0 D r .�LV � �SL/

�LV
D r cos � (5)

where � 0 and r are the contact angle of the droplet on the rough surface and the
roughness factor, respectively. The roughness factor is defined as the ratio of the
actual area of a rough surface to the projected one. In this formalism, the wetting
interface is assumed to be homogenous, i.e., there is no air trapped in between the
droplet and the texture of the surface. On the other hand, Cassie-Baxter assumed
that the droplet sits on the tip of the texture of the surface and proposed an equation
based on such heterogeneous system as follows:

cos � 00 D rf cos � 0 C f � 1 (6)

where f is the surface fraction of a rough surface which is measured as the fraction
of a rough surface wetted by the liquid.
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Fig. 3 Typical phase
diagram of fluid near a
surface

3 Phase Transitions on Surfaces

The adsorption of fluid molecules on solid surfaces at temperatures below their
bulk critical temperature results in different phases such as percolation, layering,
and prewetting. The adsorbed phase depends on the nature of surfaces. Figure 3
relates the surface phase transitions with the bulk phase diagram of a fluid. At the
saturation condition, a fluid may wet the surface above a particular temperature
called the wetting temperature (Tw), which is shown as a green curve in the
figure. The wetting temperature for a system is defined as a temperature where a
microscopic thin film discontinuously transforms to a macroscopically thick film.
Prior to wetting the surface, i.e., at a subsaturation condition, a first-order transition
might be observed between two surface phases of the film differed by its thickness.
This transition is known as the prewetting transition. This prewetting transition
stems from the saturation line at the wetting temperature and goes away from the
saturation line with decrease in the density difference of thin and thick films and
becomes indistinguishable at prewetting critical temperature, Tpwc (see Fig. 3). To
observe such phase transition, precise control over pressure or density of the system
is necessary, as it is very close to the bulk saturation line. Perhaps due to this fact,
though it was theoretical prediction in 1977 [12, 13], the experimental evidence
came much later in 1992. Such phase transition is observed for inert gases on alkali
metal surfaces [14–16] and acetone and water on graphite surface [17, 18].

3.1 Prewetting Transitions

The prewetting transition is a first-order transition which occurs at a temperature
in between the wetting temperature and the prewetting critical temperature of a
system. Therefore, the length of prewetting transition is generally measured by the
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difference between the wetting temperature and the prewetting critical temperature.
However, it is very difficult to locate the accurate wetting temperature and prewet-
ting temperature from adsorption isotherms. As the prewetting transition stems from
bulk saturation line at the wetting temperature, the bulk chemical potential and
prewetting chemical potential should be same at the wetting temperature. Therefore,
the difference between the bulk saturation chemical potential and prewetting
chemical potential, 4�, can be used to evaluate the wetting temperature. It has
been found that locating the locus of the prewetting line close to the bulk saturation
line is very difficult from usual methods [13, 19–24]. For example, prediction of the
wetting temperature (Tw) for the argon gas on a solid carbon dioxide substrate is
found to be quite diverse varying from 0.58 to 0.96, depending on the methods and
the temperature range considered for evaluating Tw. However, the grand canonical
transition matrix Monte Carlo (GC-TMMC) method is quite effective to capture
the coexistence of thin and thick films close to the bulk saturation line and found
� to follow the power law (T–Tw)3/2 as also predicted by the theory [25]. On the
other hand, prewetting critical temperature can be obtained from extrapolating the
series of true boundary tension as a function of temperature to zero. We have applied
the above methods to investigate the prewetting transition of different multiple-site
associating fluids, which is discussed in the next section.

3.1.1 Prewetting Transitions on Smooth Surfaces

In our recent works [26, 27], we have investigated the prewetting transition of
one-site, two-site, and four-site associating fluids on smooth surface for various
associating strengths. These sites mimic the strong and short-range directional
attraction of real associating fluids such as alcohol, hydrogen fluoride, and water.
In case of two-site associating fluid, sites are located opposite to each other. On
the other hand, sites are arranged in tetrahedral form for four-site associating fluid,
similar in spirit of water models. The complete potential model [28] for associating
fluids is

uff
�
rij ; �i ; �j

� D uLJ�t r

�
rij

� C uaf
�
rij ; �i ; �j

�
;

uaf
�
rij ; �i ; �j

� D
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0 Otherwise
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�
rij

	12 �
�
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if rij < rcut;

0 Otherwise

(7)

where � i and � j are angles between the center-center and the center-site vectors of
molecules i and j, respectively. "af is the association energy and rc is the range of
site-site interaction. � and " are the model parameters for the Lennard-Jones (LJ)
potential. rcut is the cutoff diameter for the LJ potential. We adopt units such that
� and " are united. In this study, � c, rc, and rcut are fixed at 27ı, 1.00, and 2.5,
respectively. Based on the number of sites and the association strength, this model
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Fig. 4 Surface phase
coexistence curves for
multiple associating fluids.
Cross, open, half close, and
close symbols represent
zero-site, one-site, two-site,
and four-site associating
fluids, respectively (Reprinted
(adapted) with permission
from Ref. [27]. Copyright
(2012) Taylor & Francis)

Fig. 5 Difference between
bulk saturation chemical
potential and chemical
potential for surface phase
transition vs. temperature for
multiple-site associating
fluids (Reprinted (adapted)
with permission from Ref.
[27]. Copyright (2012) Taylor
& Francis)

can be used for real associating fluids. For example, Tsangaris and de Pablo [29]
had extensively studied this model to parameterize the acetic acid with single-site
associating fluid and found "af D 20 as the optimized value for acetic acid.

We observe a first-order transition between thick and thin films for different
temperature ranges depending on the number of sites and site strength of associating
fluids. Figure 4 presents the phase diagram of thin and thick films of different
associating fluids. In general, the prewetting critical temperature increases with
increase in associating strength as well as with number of sites. However, the
prewetting span decreases with increase in associating strength as well as number
of sites. Thick film density is also found to increase with increasing associating
strength and number of sites. This is due to the dimer formation in case of one-site
associating fluid, chain formation in case of two-site associating fluid, and three-
dimensional complex structures in case of four-site associating fluid.

Figure 5 shows the span of prewetting transition for multiple-site associating
fluid with various associating strength. The prewetting regime for all associat-
ing fluids is found to fall within a triangle. Hence, the triangle can provide a
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complete picture of the region of prewetting transition for all sets of associating
fluids with variable sites (0–4) and associating energies (0–8). For example, the
prewetting transition for one-site associating fluid can be observed for large values
of associating strength, whereas for two- and four-site associating fluids, the
prewetting transition is absent beyond associating strength 8 and 6, respectively.
This suggests that the prewetting transition of multiple-site associating fluids with
high associating strength such as hydrogen fluoride and water is very difficult to
observe, which is evident from a very few number of experimental observations for
polar molecules [17].

3.1.2 Prewetting Transitions on Functionalized Surfaces

The presence of surface sites can also influence the growth of adsorbed film
through network-like bridging across the adjacent layers. Hence, the stability of
the adsorbed film can be improved through proper arrangement of surface sites as
well as their orientations. These surface sites can even lead to different kinds of
surface phase transitions. For example, hydroxyl group density on the silica surface
significantly influences the water adsorption on the surface. The hydrogen bonding
across hydroxyl group and interfacial water molecules compensates the hydrogen
bond loss in the bulk and increases the stability of the adsorbed layers [28, 30–32].

In this work, functional surface is modeled with a structured surface with active
sites uniformly distributed as shown in Fig. 6. The site density �s is defined as the
number of sites per unit of area. Surface site interaction is equal to the fluid site
interaction, but the interaction range rc is used as 1.2.

The growth of a thick film is substantially suppressed in the presence of
surface sites for low associating fluids with decrease in temperature. This is a
characteristic feature of the quasi 2D vapor-liquid transition, where coexistence
chemical potential shifts from the bulk saturation line with decrease in temperature
and finally splits in layering transition as shown in Fig. 7. In the presence of surface
sites, an additional fluid layer adjacent to the surface is observed, which represents
the bonded molecules with surface sites. The number of molecules in that layer
increases with decrease in temperature and significantly affects the subsequent

Fig. 6 Schematic diagram of
associating molecules on a
surface with associating sites



Understanding Wetting Transitions Using Molecular Simulation 147

Fig. 7 Adsorption isotherm
for "af D 4.0 and �s D 1.0 at
different temperatures. The
inset represents adsorption
isotherms for lower
temperature range, which is
not shown in the phase
diagram. Dash lines represent
the bulk saturation chemical
potential (Reprinted (adapted)
with permission from Ref.
[26]. Copyright (2011)
American Chemical Society)

layers, which is responsible for the shift in nature of phase transition. However, at
higher associating strength, prewetting transition though intact shifts slightly toward
lower temperature range.

3.2 Wetting Transitions

The knowledge of the surface properties of various materials and their temperature
dependence allows one to utilize them in a more efficient way. One of the methods
frequently used to obtain information about surface properties is via the contact
angle, which a drop makes with a solid surface. Various methods can be employed
to calculate the contact angle [33–36]. Contact angle of a nanodroplet on a surface
can also be obtained directly by molecular simulations [37, 38]. We have conducted
extensive molecular dynamics simulations to estimate the contact angle of liquids
on smooth and textured surfaces.

3.2.1 Wetting on Smooth Surfaces

In our recent work [39], we have studied the wetting temperature and the line tension
for water-graphite system using molecular dynamics simulations. The water-water
interaction is described by the SPC/E [40] model, and the surface-water interaction
is represented by the Lennard-Jones potential. Finite-size scaling approach has been
used to obtain the macroscopic contact angle. In this approach, we have performed
series of simulations using different system sizes, viz., 4,000, 5,000, 6,000, and
7,000 water molecules, at different temperatures. The microscopic contact angle for
each system size is evaluated as per the method described by Dutta et al. [39]. These
microscopic contact angles are then extrapolated to get the macroscopic contact
angle as shown in Fig. 8.
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Fig. 8 Dependence of the
size of a water droplet on its
contact angle on a BN surface
at different temperatures.
Symbols, from right to left,
represent droplet with 2,000,
3,000, 4,000, and 5,000 water
molecules (Reprinted
(adapted) with permission
from Ref. [39]. Copyright
(2011) Elsevier)

Fig. 9 Dependency of cosine
of macroscopic contact angle
™ against temperature for
graphite-water and BN-water
systems. Dashed line along
the data points is a guide to
the eyes. Dashed vertical
lines represent the estimated
wetting temperatures
(Reprinted (adapted) with
permission from Ref. [39].
Copyright (2011) Elsevier)

Wetting temperature, Tw, is evaluated from a series of contact angles as a function
of temperature. The data is extrapolated linearly to obtain the temperature at which
contact angle becomes zero as described in Fig. 9. Using the above approach, we
have calculated Tw for the graphite-water (470 ˙ 5 K) and boron-nitride (438 ˙ 5 K)
systems. Our estimate of wetting temperature of water on the graphite surface is
in agreement with that obtained from the grand canonical Monte Carlo (GCMC)
simulations of Zhao [41].

To calculate the line tension, we have taken the advantage of Eq. 4. System
size analysis data can be used to obtain the slope, �
 /�LV. The numerical values
for vapor-liquid surface tension, �LV, were taken from the study of Vega and de
Miguel [42] for SPC/E water at different temperatures. The calculated values of line
tensions are in the order of 10�11 N and are in good agreement with the line tension
values reported in the literature [43, 44]. We have obtained 3.06 � 10�11 N as the line
tension value at 300 K [39], which is in good agreement with the previously reported
values on graphite-water system at the same temperature by Werder et al. [45]. In
a recent work, Zangi and Berne [46] assumed a constant line tension for different
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Fig. 10 Line tension vs.
temperature for
graphite-water and BN-water
systems (Reprinted (adapted)
with permission from Ref.
[39]. Copyright (2011)
Elsevier)

Fig. 11 Dependence of the
size of an ethanol-water
droplet on its contact angle on
a smooth graphite surface, at
T D 300 K, for different
ethanol concentrations. The
inset shows the variation of
contact angle of an infinitely
large droplet as a function of
weight percentage of ethanol

temperatures for their study of water on a hydrophobic plate. On the contrary, we
have found that the line tension substantially increases with increasing temperature.
The variation of the line tension for water on graphite and BN surfaces is shown in
Fig. 10.

We have also computed the line tension for water-ethanol solution for different
ethanol concentrations at 300 K from the system size analysis of the contact angle of
water-ethanol solution as shown in Fig. 11. The line tension is found to increase with
increase in ethanol concentration. On the other hand, the contact angle of water-
ethanol solution is observed to decrease with increase in ethanol concentration.
Therefore, it also suggests that the line tension increases as the system approaches
the complete wetting, i.e., with increasing ethanol concentration.

In general, there is a consensus of positive line tension near the first-order wetting
transition [47]. At the complete wetting, short-ranged interactions are characterized
by a finite 
 with finite slope, while the retarded van der Waals interactions exhibit
finite 
 with diverging slope, and the long range interactions (e.g., non-retarded van
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der Waals) exhibit divergence in 
 . However, which of the two forces (long or short
ranged) dominate cannot be ascertained from the calculated line tension data.

3.2.2 Wetting on Textured Surfaces

It is well known that roughness plays an important role over wetting phenomena.
Both experiments and simulations find significant effect of surface roughness on
the wetting properties, which can be explained by two main hypotheses attributed
to Wenzel and Cassie [11, 48]. Numerous fractal structures have been reported
experimentally, which are able to significantly improve the surface property of a
solid surface [49–55]. Along with experiments, numerous simulation works have
been reported on the effects of the surface texture on wetting transition [56–59].
We have studied the wetting behavior of pure water and as well as water-ethanol
mixture on textured surfaces.

Water Droplet on Textured Surfaces

We have studied the effect of roughness on wetting behavior of grooved patterned
graphite surfaces [60] by examining the change in contact angle of a water droplet.
In this work, we have investigated different types of wetting states for various pillar
heights, h(1–8 atomic layers), and surface fractions (of pillars), f (0.25–0.51). We
have observed that the equilibrium state of the water droplet on the rough surfaces
significantly depends on the pillar height, surface fraction, and the way the droplet
is placed on the surfaces. The typical snapshots of the equilibrium state of a water
droplet at lower pillar height h D 2 and at higher pillar height h D 4 for various
surface fractions are shown in Fig. 12. In general, for higher surface fraction and
for higher pillar height, the equilibrium state of the water droplet is found to be
in the Cassie-Baxter state. For example, for a surface fraction f D 0.51, a water
droplet is always in the Cassie-Baxter state for all pillar heights irrespective of
its initial position. On the other hand, for a surface fraction f D 0.39, there is a
critical pillar height (h D 2) below which the droplet is found to be in the Wenzel
state. Above the critical pillar height (h >2), the droplet is always in the Cassie-
Baxter state irrespective of its initial position. With further decrease in surface
fraction, f D 0.25, the critical pillar height increases to h D 3 (corresponding to a
roughness factor r D 1.95). However, at this surface fraction, the equilibrium state
of the droplet depends on its initial position. If the initial state of a droplet is close
to the Wenzel state, then the equilibrium state of the droplet is found to be in the
Wenzel state and vice versa. This observation clearly affirms the coexistence of the
Wenzel and the Cassie-Baxter state on textured surfaces. It is obvious that there is a
free energy barrier between two states for such systems. We have estimated the free
energy for those systems using phantom wall method, which is described in detail in
the next section. The crossover behavior of water droplet due to pillar height is also
observed in many experimental studies, and the critical roughness factor is found to
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Fig. 12 Configuration snapshots of a water droplet on pillared surfaces for different surface
fractions at h D 2 (top panel) and at h D 4 (bottom panel)

Table 1 Different wetting
states of a water droplet as a
function of surface fraction
and pillar height

f D 0.25 f D 0.39 f D 0.51

h D 1 Wenzel Partial Wenzel Cassie
h D 2 Wenzel Partial Wenzel Cassie
h D 3 Wenzel Cassie Cassie
h D 4 Wenzel/Cassie Cassie Cassie
h D 6 Wenzel/Cassie Cassie Cassie

be in between 1.2 and 1.35 [49, 55, 61, 62]. However, the theoretical prediction for
the critical roughness factor at this range of surface fractions is in between 1.9 and
2.3. Recent studies of molecular dynamic simulations [63, 64] are also in line with
our observation and find the transition roughness factor to be around 1.8–2.0. The
equilibrium states of a water droplet for different pillar heights and different surface
fractions are summarized in the Table 1.

The wettability of the rough surfaces is also examined by the contact angle of an
equilibrated water droplet. It is found that the wetting behavior of a water droplet
is significantly affected by the sharp edges of pillars. As a result, the contact angle
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Fig. 13 Contact angle
variation as a function of
number of water molecules,
at f D 0.25, for different pillar
heights, h D 1–8. The dotted
line represents the contact
angle value predicted by the
Cassie-Baxter equation.
Errors associated with the
contact angles are within 1ı

of a water drop depends on the system size and on the initial configuration as well.
We have rigorously investigated the system size effect on the contact angle of a
water droplet. We measure the contact angle of a droplet as a function of its size for
different pillar heights at a surface fraction f D 0.25. The contact angle of a droplet
varies with its size and with the pillar height as shown in Fig. 13. The droplet is in
the Wenzel and Cassie-Baxter states for h � 3 and h > 3, respectively, as we have
discussed in the previous section for f D 0.25. Thus, the fluctuation of the contact
angle in the Wenzel state with the change in system size is more pronounced in
comparison to that for the Cassie-Baxter state, as clearly visible in Fig. 13. It is
also observed that the contact angle of the droplet on the Cassie state is very close
to the value predicted by the Cassie-Baxter equation (around 136ı). On the other
hand, the contact angle of the water drop in the Wenzel regime is significantly off
from the value predicted by the Wenzel equation. We have also observed that the
base layer of a droplet dose not spread as its size increases in the Wenzel state.
The spreading is blocked in between the grooves of the surface. This results in
fluctuation in the contact angle values with increase in the size of a droplet. We
have extensively studied this issue for one atomic pillar height surface (h D 1). We
have found that a droplet should contain at least 5,000 molecules to minimize the
effect of the surface texture for h D 1. This also suggests that when droplet size is
comparable with pillar dimensions, there could be many possible localized stable
structures of Wenzel drops. In the next section, we describe the different localized
stable structures that coexist on a rough surface and the procedure to estimate the
free energy difference between those structures.

Earlier, we have discussed that there is an intermediate region for surface
fraction (in that case, f D 0.25) for which both the Cassie and Wenzel states can
coexist beyond the critical pillar height (h > 3). In recent years, some methods
are developed to calculate the free energy difference between two wetting states
[64–69]. For example, Koshi et al. [64] applied an external force to visit both the
wetting states and calculated the work done during the transition between the two
states. Kumar et al. [68] also demonstrated a method to evaluate the free energies
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of different wetting states for the Lennard-Jones system using the grand canonical
Monte Carlo (GCMC) simulation. Further, Leroy and Muller-Plathe [69] developed
a phantom wall method to create a path between specific wetting states and that of
a droplet on a smooth surface. Thus, the free energies of different wetting states
were calculated with respect to that of a droplet on a smooth surface. Recently,
we have also created an artificial path to connect the Wenzel state and the Cassie-
Baxter state with a droplet on a smooth surface through solid-fluid interactions
[60]. The solid-fluid interactions is modulated thorough a coupling parameter �,
where � D 1 represents the full interaction between the pillars and the water droplet
and � D 0 represents no interaction between them. We have started with two initial
configurations, one is the Cassie state and the other is the Wenzel state, which are
coexisted configurations for the system f D 0.25 and h D 4 as discussed earlier. The
initial configurations are represented by A and D at � D 1 as shown in Fig. 14. We
have varied the � value from 1 to 0 to reach the target system (a droplet on the
smooth surface). The transformations are shown by the solid red (a droplet at the
Cassie-Baxter to the target system) and blue (a droplet at the Wenzel state to the
target system) lines in the figure. The derivative of free energy with respect to �

value is computed along the routes. The solid red line is quite smooth, whereas the
solid blue line changes abruptly with change in � value. The close examination of
the structures, corresponding to the � values, reveals some metastable structures that
are designated by B and C in Fig. 14. These metastable structures associated with
the thermodynamic route make it difficult to compute the free energy difference
between the wetting states on a rough surface and on a smooth surface. In this work,
we have found four possible equilibrium structures for the surface fraction f D 0.25

Fig. 14 The free energy change during transformation between the pillared surface and the
smooth surface at f D 0.25 and h D 4. States A, B, C, and D represent the different equilibrium
structures during the transformation. Solid line represents the reverse path (� D 1–0) and dotted
line represents the forward path. States A0, B0, C0, and D0 represent intermediate structures during
the transformation
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at h D 4 (one Cassie state and three Wenzel states). We further extend the phantom
wall method to estimate the free energy difference between those stable structures,
which is discussed below.

The phantom wall method is basically a thermodynamic integration technique.
In this method, a phantom wall carries a water droplet and places it on the top of
a texture surface or vice versa, which is completely reversible and computes the
free energy change during the whole transformation. Hence, it basically calculates
the free energy of a droplet on textured surfaces with respect to a droplet on the
phantom wall. In our study, a smooth graphite surface is used as the phantom wall.
An equilibrated droplet on the phantom wall is placed above a pillared surface
beyond the water-pillar interaction cutoff distance. Subsequently, the phantom wall
is then gradually shifted toward the pillared surface, in increment of 1 Å. As there
is no interaction between phantom wall and pillared surface, the water droplet only
interacts with pillars, and it goes through the pillars and finally sits on the base layer
of the pillared surface while the phantom wall crosses the pillared surface. The
free energy difference between the droplet on the pillared surface and the droplet
on the phantom wall is computed along the path and is shown on Fig. 15 as a
function of distance between the base layer of pillared surface and smooth surface.
The reversibility of the transformation is also checked by shifting the phantom wall
with an equilibrated water droplet toward the pillared surface and is represented by
a solid blue line. We have observed a sharp change in free energy at the locations
where the phantom wall crosses the top of the pillars and the base layers of the
pillared surface. In between, the change in free energy is smooth. Therefore, the
whole transformation consists of three distinct regimes: (1) the droplet at the Cassie-
Baxter state transforms into the Wenzel state, (2) the droplet is carried to the base of

Fig. 15 Free energy change for state A during the transformation between the pillared surface and
the smooth surface at f D 0.25 and h D 4. Strength of the phantom wall, "ph D 0.392, is equivalent
to that of the smooth graphite-water system
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the pillared surface, and (3) finally the droplet gets into a specific Wenzel state (here,
it is the state A as defined in the earlier section). The strength of the phantom wall
is found to be the key parameter for determining the final wetting state. Therefore,
the final equilibrated wetting states B, C, and D are also achieved by changing the
strength of the phantom wall, 0.30, 0.20, and 0.10 kJ/mol, respectively. Overall,
the Wenzel states are found to be more stable compared to the Cassie state. In
general, this method can be employed to other complex systems but needs to find
the appropriate phantom wall strength with respect to the fluid.

Water-Ethanol Mixture on Textured Surfaces

The fundamental understanding of wetting behavior of binary mixtures is of great
importance for many biological and chemical processes. One of such mixtures is
ethanol-water, which has many practical applications in chemical, medical, and
pharmaceutical industries. Hence, we have investigated the wetting behavior for
water-ethanol mixture and used the same rough surfaces for the sake of comparison
with the wetting behavior of pure water droplets.

The wetting behavior of an ethanol-water mixture is investigated on the rough
surface with f D 0.25 and h D 4 at different ethanol compositions. As seen earlier,
the equilibrated water droplet on the top of the pillars is in the Cassie-Baxter
state. However, the droplet can change its wetting state to the Wenzel state upon
application of an external force. The external force helps to overcome the free
energy barrier between the Cassie-Baxter and the Wenzel states. In this study,
we have started with a droplet in the Cassie-Baxter state with variable ethanol
concentration and found different wetting states. Figure 16 represents MD snapshots
of those different wetting states with increase in ethanol concentration. Particularly,
the equilibrated droplet is found to be in the Cassie-Baxter state up to ethanol
concentration of 5 wt-%. At 10 wt-%, some water and ethanol molecules are found
to penetrate into groves of the textured surface leading to a state in the partially
wetting regime, referred as the partial Wenzel state. Beyond ethanol concentration

Fig. 16 Configuration snapshots of ethanol-water droplet on a rough surface (h D 4 and f D 0.25)
for different ethanol composition 5, 10, 40, and 75 wt-%, respectively
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of 20 wt-%, the ethanol-water droplet is found in the complete Wenzel state.
The impregnation of the ethanol-water droplet (indicated by a black circle in the
corresponding snapshot) is also found at an ethanol concentration of 75 wt-%.
In general, the addition of ethanol molecules has helped to overcome the free
energy difference between different wetting states. The analysis of the density
and hydrogen bond profile (not shown) has revealed that the change in wetting
state with increasing ethanol concentration is mainly due to the distribution of
ethanol molecules in the droplet. It is clearly seen that the ethanol molecules are
preferentially adsorbed at the vapor-liquid interface and close to the solid surface.
Therefore, the ethanol molecules close to the groves assist in changing its wetting
states from Cassie-Baxter ! partial Wenzel ! Wenzel ! impregnation state with
increase in ethanol concentration.

The presence of ethanol molecules enhances the wetting behavior of water-
ethanol solutions, and as a result, the wetting behavior of water-ethanol solution
shows significant difference from that of pure of water with increase in ethanol
concentration. For example, at a surface fraction f D 0.25, the critical pillar height
for pure water droplet is h >3 (as seen from Table 1); but it increases to h >4 for
10 wt-% ethanol solution and even increases to h >6 for 75 wt-% ethanol solution.
Similarly, for a surface fraction f D 0.39, the water droplet is in the partial Wenzel
state, whereas for 10 wt-% ethanol solution, it is found in the complete Wenzel
state. On the other hand, for a surface fraction f D 0.51, we could not find the water
droplet in the Wenzel state even in the lower pillar heights. However, for 50 wt-%
ethanol solutions, we have observed complete Wenzel state up to h D 2. In general,
the ethanol concentration can be used to modulate the different wetting states on
a given rough surface. We have also computed the work of adhesion for 10 wt-
% water-ethanol solution at different rough surfaces. It is observed that the work
of adhesion is linearly proportion to the surface fraction and surface heterogeneity
factor for both the Cassie and Wenzel states.

4 Phase Transitions Inside Nanopores

Wettability can alter the flow of confined water inside nanopores in response
to external stimuli [70] such as pressure, temperature, chemical patterning, and
external field. Hence, it is very important for various applications to analyze
the phase diagram and dynamical properties of water in nanopores in order to
understand the effects of thermophysical conditions on wetting and dewetting
behavior of confined water. We recently investigated the phase behavior of water
confined inside graphite and mica slit pores of variable size using all-atom molecular
dynamics simulations [71]. In Fig. 17a, b, we plot vapor-liquid phase diagrams for
water confined inside graphite and mica slit pores with the width ranging from 10
to 60 Å.

Our findings reveal that the presence of confining surfaces causes a reduction
in the critical temperature of water inside pores with respect to its bulk value.
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Fig. 17 Vapor-liquid phase coexistence curve of water confined inside (a) graphite and (b)
mica pores, respectively (Reprinted (adapted) with permission from Ref [71]. Copyright (2011)
American Chemical Society)

This is because as the separation between the two surfaces decreases, the surface
effects become increasingly important. The nature of confining surfaces can alter
the capillarity at nanoscale. Capillarity is closely related to wetting of liquid in the
confined space of a narrow tube or between at least two surfaces [72]. If the water-
surface interaction is strong (as in the case of hydrophilic pores), the condensation
occurs at a lower pressure than that in the case of bulk water, and this phenomenon
is called capillary condensation. In the case of hydrophobic pores, condensation
occurs at higher pressure. At the bulk saturated pressure, the hydrophobic pore is
filled with only vapor, and this phenomenon is called capillary evaporation. The
phase transition of the confined fluid, corresponding to capillary condensation and
capillary evaporation, causes the narrowing of the vapor-liquid coexistence curve,
which in turn leads to the lowering of the critical temperature. It is also observed
that the presence of hydrophilic surfaces, such as mica, causes a shift in the critical
density of the confined water and a greater reduction in the critical temperature
as compared to hydrophobic surfaces such as graphite. This is mainly due to the
hydrophilic nature of the mica surface, which allows water to wet the surface leading
to a considerable increase in vapor phase density, in comparison to the bulk value.

As reported above, confining surfaces can profoundly affect the wetting and
phase behavior of fluids. In addition to effects of confining surfaces, there is a
need to understand the behavior of confined water in the presence of external
fields such as electric and magnetic fields. Recent studies have suggested that the
wetting/dewetting of water in nanopores can be switched by applying an electric
field across a nanopore [73] and is a key mechanism for the artificial biological
channels. In our recent study, we have investigated the effect of electric field
on thermophysical behavior of liquids confined in hydrophobic and hydrophilic
nanopores [74, 75]. Our observations reveal that the application of an electric field
perpendicular to the confining surface decreases the liquid phase density of the
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confined water film and increases the evaporation rate of the confined water, which
in turn results in a further decrease in the pore critical temperature of the confined
water. This is in line with the observation that the application of electric field reduces
the free energy barrier for capillary evaporation of water confined between the
surfaces [76].

5 Phase Transitions and Transport Properties of Thin Films

The phase behavior of liquids is strongly influenced by the effects of confinement.
At a very strong confinement, the behavior of confined fluids is very similar to
that of 2D systems. For example, the scaling of critical volume and radius of
gyration of a polymeric molecule with its size in a slit pore of width three molecular
diameters is identical to that in a strictly 2D environment [77]. Thus, a 2D system
represents essential features of strongly confined systems. In this section, we discuss
the coexistence of vapor and liquid phases in a two-dimensional thin film and its
dynamical properties. The thin film is modeled as a 2D monolayer of Lennard-Jones
(LJ) fluid or short LJ chain molecules (oligomers). The van der Waals interaction
between any pair of particles is represented by the truncated and shifted Lennard-
Jones (LJ) potential:
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Here, " and � are the characteristic energy and length scales, respectively. All
quantities are reduced with respect to ", � , and M (the mass of a particle). The
cutoff distance, rc, is taken as 4� . In case of oligomers, m numbers of beads are
connected tangentially; m varies from 1 to 8. Adjacent bead separations are fixed
to 1� . There are no angular or torsional constrains in chain molecules. Therefore,
chains are fully flexible. The grand canonical transition matrix Monte Carlo (GC-
TMMC) simulations are performed to calculate the vapor-liquid phase diagrams of
oligomers. The details of the simulations can be found in Ref. [78].

The temperature-density phase diagrams of thin films are shown in the Fig. 18
for varying m. As the chain length increases, the phase envelope shifted to higher
temperature regions. At a particular temperature, the vapor density of a longer chain
is lower than that of a shorter chain. However, the liquid density of a longer chain is
higher than that of a shorter chain at a fixed temperature. The critical temperature,
calculated from the scaling law [78], of oligomers are represented by filled symbols
in Fig. 18. The critical temperature increases as the chain length increases, which is
also the case for 3D chain molecules (bulk) [79]. However, the critical temperature
is substantially suppressed in 2D in comparison to that in 3D. For example, the
critical temperature (TC) of the 8-mer is 2.65 ˙ 0.05 and 0.835 ˙ 0.002 in 3D and
2D, respectively. On the other hand, the critical density of a chain is significantly
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Fig. 18 Temperature-density
vapor-liquid coexistence of
2D oligomers. The critical
points are represented by
filled symbols. The
corresponding state plot is
shown in the inset (Reprinted
(adapted) with permission
from Ref. [78]. Copyright
(2012) American Institute of
Physics)

Fig. 19 The line tension of
oligomers is shown as a
function of temperature. In
the inset, line tension is
shown as a function of
reduced temperature
(Reprinted (adapted) with
permission from Ref. [78].
Copyright (2012) American
Institute of Physics)

higher in 2D in comparison to its 3D value. The critical density (�C) of 3D 8-mer is
0.234 ˙ 0.007, and it is 0.355 ˙ 0.001 in case of 2D. Further, the critical densities
of 2D polymeric fluids do not change significantly with the chain length, in contrast
with 3D polymeric fluids. The corresponding state (CS) plot is shown in the inset
of Fig. 18. In the CS plot, temperatures and densities of a system are reduced by its
critical temperature and critical density, respectively. The phase envelopes of all the
systems fall onto a single master curve, indicating that 2D polymers follow the CS
principles, similar to 3D polymers [79].

The line tension between the vapor and liquid regions, calculated as per the
Binder’s formalism [80], is shown in Fig. 19 as a function of temperature. The
line tension decreases with increasing temperature. The line tension as a function of
reduced temperature is shown in the inset of Fig. 19. The line tension of various
oligomers at the reduced temperature falls on a master curve. This implies that
the line tension is insensitive to the chain length for the systems considered in our
work. Blas et al. [79] has reported that, in case of 3D systems, the surface tension
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of different chain molecules as a function of reduced temperature falls on a single
curve when the chain length is greater than eight. Thus, the interfacial tension of 3D
oligomers with chain length m <8, at a reduced temperature, depends on their size.
On the other hand, the interfacial tension of 2D oligomers is found to be independent
of their size.

Thin films are characterized by their strong correlations in structural and
dynamical properties. The velocity autocorrelation function (VACF) and stress
autocorrelation function (SACF) are very important to understand the behavior of a
thin film. Further, the VACF and the SACF of a system can be integrated to obtain
its diffusion coefficient and viscosity, respectively, which are known as the Green-
Kubo relations [81]. Molecular dynamics of a monolayer of oligomers is simulated
in the canonical ensemble to study their correlation functions and estimated their
diffusion coefficient and viscosity. The VACF is calculated as

VACF.t/ D hv.t/v.0/i : (9)

Here v(t) is the velocity of a particle at time t. The VACF is integrated to study its
convergence. The integration also gives the diffusion coefficient of the system as

D D 1

d

tD1Z

tD0

hv.t/v.0/idt: (10)

Here, d represents the dimension of the system. The convergence of autocorrelation
functions, calculated from phase space coordinates, is a long-standing issue [82].
Capturing the important fluctuation and essential decay may suffer from numerical
errors. Alder and Wainright predicted a long-time power law decay of the VACF of
moderately dense hard-sphere fluid using MD simulations [83]. They determined
that the VACF decays as t�d/2, where d being the dimension of the system. It
indicates a logarithmic divergence of the VACF in 2D. In a recent study, Isobe
[84] used a large sample population and long correlation time to measure more
accurate VACF. The author demonstrated that the VACF of moderately dense hard-
sphere fluid decays a little faster than t�1 in 2D [84]. In our work, we have further
investigated the convergence of autocorrelation functions for a monolayer of LJ
fluid. The VACF and diffusion coefficient are calculated using Eqs. 9 and 10,
respectively, at a reduced density � D 0:7 and a reduced temperature T D 3.0.

Figure 20 (top panel) shows the VACFs of various molecular systems for one
unit of time. VACFs show oscillatory behavior in the long-time range as shown
in the insets of the top panel. The integrations of VACFs, shown in the bottom
panel of Fig. 20, converge within reasonable time. However, as the chain length
increases, VACF converges very slowly. The diffusion coefficient of a system has
been calculated by taking the average of the data points in the plateau region of its
VACF, as shown in the bottom panel of Fig. 20. Now, we discuss the SACF and
viscosity of oligomers. The SACF of a system is written as
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Fig. 20 Velocity autocorrelation functions (VACF) and diffusion coefficients (time integration
of VACF) of oligomers (Reprinted (adapted) with permission from Ref. [78]. Copyright (2012)
American Institute of Physics)

SACF.t/ D ˝
�xy.t/�xy.0/

˛
; (11)

where a component of the stress matrix is calculated as
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Here, v and M represent the velocity and mass of a particle, respectively; fij is the
total force exerted by the ith particle due to the jth particle, and V is the volume of
the system. The viscosity of the system can be estimated as
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˝
�xy.t/�xy.0/

˛
dt : (13)

Here, kB and T are the Boltzmann constant and temperature of the system,
respectively. The SACFs and their time integrations for oligomers are shown in
Fig. 21, at a reduced density � D 0:7 and a reduced temperature T D 3.0. The long-
time oscillation is seen in SACFs, similar to that seen for VACFs. The integration of
a SACF, which is the viscosity, shows a plateau region indicating the convergence of
the function. As the chain length increases, the SACF takes longer time to converge,
which is also seen for the VACF.
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Fig. 21 Stress autocorrelation function (SACF) and viscosity (time integration of SACF)
(Reprinted (adapted) with permission from Ref. [78]. Copyright (2012) American Institute of
Physics)

Table 2 The ratio of the
diffusion coefficient and
viscosity of oligomers
between 2D and 3D at
different corresponding state
(CS) points

m T/Tc D 0.9 T/Tc D 0.95 T/Tc D 1.5 T/Tc D 2.0
D3D/D2D

1 3.871 (5) 3.138 (7) 2.415 (5) 2.464 (5)
4 7.924 (2) 7.313 (7) 5.031 (1) 4.838 (4)
8 6.992 (2) 8.682 (4) 7.221 (2) 5.231 (2)

�2D/�3D

1 2.18 (3) 2.14 (4) 1.88 (3) 1.63 (3)
4 3.81 (1) 3.78 (2) 4.04 (7) 3.43 (5)
8 5.57 (3) 4.72 (5) 3.68 (2) 3.01 (2)

Reprinted (adapted) with permission from Ref. [78]. Copy-
right (2012) American Institute of Physics

The viscosity of a system is calculated from the average over data points in the
plateau region of its SACF, as shown in the bottom panel of Fig. 21. As the thin film
dynamics differ from that of 3D bulk fluid, the difference in the transport properties
of fluids between 2D and 3D is very important to study. Relative measurements of
the diffusion coefficient and the viscosity of oligomers in 2D with respect to their 3D
bulk properties are shown in Table 2. For the sake of comparison, the calculations
of the diffusion coefficient and the viscosity of oligomers are done at the same 2D
and 3D corresponding state (CS) points. The diffusion coefficient decreases, and
the viscosity increases by many folds in 2D with respect to their bulk 3D values,
as shown in Table 2. The amount of change in the diffusion coefficient and in the
viscosity of an oligomer, while moving from 3D to 2D, depends on its size.
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Finally, a monolayer (2D) has a higher critical density and lower critical
temperature in comparison to its 3D counterpart. The stress correlation and velocity
correlation in a thin film of molecular width converge slowly. Therefore, the strong
dynamical correlation in a thin film makes it highly viscous and less diffusive. We
believe that this has a great impact on the wetting behavior of fluids on substrates
(either confined or monolayer).

6 Conclusions

We have presented some of our recent studies on surface phase transitions using
molecular simulations. Percolation, layering, prewetting, and vapor-liquid phase
coexistence are observed at solid-liquid interface, depending on the structure and
interaction of fluids and solid. The wettability strongly depends on the surface
geometry and the chemical nature of substrate and fluid. Roughness of a substrate
can be tuned to obtain desired contact angle of a droplet on substrate. Further, asso-
ciating fluid exhibits a crossover from vapor-liquid phase coexistence to prewetting
state on functionalized surface, depending on the strength of association. The vapor-
liquid phase diagram shifted as the dimensionality decreases as seen in case of
water under mica and graphite confinements and monolayer of LJ fluids. There is a
reduction in critical temperature and enhancement in critical density, which affect
the wetting phenomena in lower dimension. Wetting phenomena are also affected
by the enhanced structural and dynamical correlations, which cause high shear
viscosity, slow relaxation, and nonliner responses to external perturbations in lower
dimensions. Therefore, this chapter illustrates the wetting phenomena at different
substrate geometry and its dependence on fluid-fluid and fluid-solid interaction.
The molecular level understanding of the wetting behavior of fluids, which we
have presented here, will be useful for designing efficient micro- and nano-fluidic
devices.
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Effect of Electric Field on Planar Fluid-Fluid
Interfaces

Priya Gambhire and Rochish Thaokar

Abstract Electrohydrodynamic instabilities at fluid-fluid interfaces are being
extensively explored for potential technological applications such as soft
lithography. Although extensive work has been done in this field experimentally, the
state of the art in the theory is the leaky dielectric model which might not be valid
in certain practically relevant systems. In the present work, various scenarios where
the leaky dielectric model is found lacking are identified and alternate theories
have been proposed. Experimental validation is also provided to show the practical
relevance of these parametric regimes, and a big picture of the interfacial instability
under electric fields is obtained.

Keywords Electrohydrodynamic instabilities • Pattern formation • Alternating
fields • Leaky dielectric model • Linear stability analysis

1 Introduction

Electrohydrodynamics (EHD) is the study of fluid flow under the action of an
applied electric field. In the context of a planar interface between two fluids, an
applied normal electric field destabilizes the interface to form columns of one fluid
growing into the other [1–5]. This instability termed ‘electrohydrodynamic (EHD)
instability’ carries immense technological importance. The wide applicability of
this phenomenon stems from the fact that it can be modelled using the simple
fundamental laws of electrostatics (Gauss’ law) and fluid dynamics (Navier-Stokes’
equations) (hence the name electrohydrodynamics) providing a robust tool for
making realistic predictions about the features of the instability.
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where E is the electric field, S is the area of the interface, �f is the free charge,
�0 is the permittivity of vacuum, V is the velocity of the fluid, p is the hydrostatic
pressure and � is the viscosity.

Electrohydrodynamics (EHD) is a term unique to the study of systems in which
the effects due to current are minimal. Unlike the related field of electrokinetics,
fluids that show EHD behaviour are generally dielectric materials. Pure or perfect
dielectric (PD) materials have dipoles in them which align along the electric field
to create a polarization field within the fluid. The Gauss’ law for such a fluid is
modified to consider the contribution of the polarization to the field. The differential
form of the Gauss’ law is given as

r2� D �f

�0�
(4)

where � is the electric potential and � is the dielectric constant of the fluid.
To describe the electric field in the present fluid-fluid system, a few boundary

conditions across the interface are made use of. One of the condition being that the
electric field vector is continuous across the interface. In the normal direction,

Œ�0�i .�r�i 	 On/� D 0 (5)

where the operator ŒXi � denotes the jump X1 � X2 across the fluid-fluid interface
h.x; t/. i D 1; 2 denotes the upper and the lower fluid, respectively. A balance of
the tangential component of the field gives the continuity of the potentials across the
interface:

�1 D �2 (6)

An EHD model for a real dielectric material considers both the alignment of
dipoles within the fluid and the flow of a negligible yet finite free charge present
in the fluid, under the action of an electric field. The term ‘leaky dielectric (LD)’
describes such a material. The assumption of an infinitesimal free charge present
in an LD fluid makes this model more powerful in terms of explaining phenomena
which cannot be explained by a simple PD or a perfect conductor theory. The free
charge accumulates at the interface and can be estimated by a material balance
where the net current across the interface is equivalent to the accumulation.

@t q C V1:r sq � q On:. On:r/V1 D Œ�i r�i 	 On� (7)

where q is the free charge density at the interface and � is the conductivity of the
fluid. The last two terms on the left-hand side of the equation physically signify
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Fig. 1 Schematic of a PD-PD interface with dipoles aligned under an electric field

the surface convection of the charge and the change in the surface charge due
to stretching of the interface. The right-hand side denotes the net current due to
conduction. Equation (5) is modified for a leaky dielectric as (Fig. 1)

Œ�0�i .�r�i 	 On/� D q (8)

The coupling of the electrostatics and the hydrodynamics occurs through the
stress balance at the interface. The total stress which has contributions from
hydrodynamic stress tensor and the Maxwell’s stress tensor is balanced by the
surface tension.

Œ On 	 �i 	 On� D �C (9)

where C is the curvature given by C D r 	 On D �@2
xh=.1 C @xh2/3=2. The term

on the right-hand side in the above equation represents the stabilizing force due to
surface tension � . The balance of stresses in the tangential direction is given by

ŒOt 	 �i 	 On� D 0 (10)

�i , the total stress, i.e. the sum of the hydrodynamic and the electrical stresses, for
the fluid i , is given by

�i D �pi I C �i .rVi C rVi
T / C �e (11)

The superscript T indicates transpose, i D 1; 2 denotes the two fluid layers, and �e

is Maxwell’s stress tensor 
e D �0�
�
EE � 1

2
E2I

�
.

Although popular for its simple and elegant mathematical formulation, the LD
theory has certain limitations. With the tremendous evolution of technology, it is
vital to have equivalently powerful tools for modelling and simulation. Hence, in
the present chapter, the limitations of the LD theory in four scenarios which arise
in contemporary technological applications of EHD are discussed and appropriate
alternate theories proposed.
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Fig. 2 Schematic of an EHD instability at an interface when gravity is significant (a, b) and when
it is negligible (c, d)

Early research in the field of EHD interfacial instabilities dealt with inviscid
fluid interfaces [3, 4, 6], destabilizing under the combined action of gravity, surface
tension and high electric fields (refer Fig. 2a, b). It is found that a critical field
is required to induce an instability which consists of a typical undulation, crests
of which grow to form droplet ejecting jets. The wavelength of this instability is
referred to as the ‘Taylor wavelength’ and can be obtained considering the fluids to
be either PD or PC materials, as water, surfactant solutions and organic solvents are
the commonly used fluids in these studies.

A mismatch of experimental observations with either of the PD or PC theory
occurs when a dielectric fluid interface is subjected to a DC field. This is attributed
to interfacial shear stresses that arise as a result of accumulation of the negligible yet
finite charge, present in a real dielectric fluid, at the interface [7]. This is explained
by the LD model [8–13]. Most of the fluids used practically have low conductivities
which indicate a slow albeit finite charge relaxation time. This implies that true
perfect dielectric behaviour can be realized, in practice, only at frequencies high
enough that the rapid alteration of the field doesn’t allow the inherent free charge to
migrate to the interface.
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2 The Effect of AC Fields

This poses quite interesting questions as to what would happen if the frequency
of the applied field is not high enough for the charges to remain fixed at their
position but transits from this high value to a value which is almost constant
when compared to the experimental timescale. How does the conductivity of the
leaky dielectric material compete with the alternating effect of the electric field
and affect the final instability? The leaky dielectric model which assumes time-
invariant electric forcing cannot be used to answer the aforementioned questions,
and hence, the ‘Floquet theory’ is made use of. A systematic linear stability analysis
of a planar fluid interface subjected to an alternating field shows that an AC field
indeed can be used to probe new regimes of system behaviour with the LD and
PD behaviour being the limiting cases at a low and high frequency, respectively
(refer Fig. 3). The transition from a PD behaviour to an LD behaviour occurs when
the frequency equals the inverse of the charge relaxation time. It is found that this
trend is same across the three orders of conductivity values studied except that the
transition frequency (�trans D 
c where � is the scaled frequency and 
c is the
charge relaxation time) shifts to lower frequencies with decrease in the conductivity.

Recent electrohydrodynamic studies at planar interfaces deal more with thin
films of viscous fluids as opposed to reservoirs of inviscid liquids considered in the
previous studies owing to their application in producing micro-patterned devices.
This thin fluid film system (parts c, d in Fig. 2), in contrast to the earlier ones,
has insignificant effects of gravity due to the low length scales involved. The leaky
dielectric theory for viscous systems involves the Stokes’ equation (inertial terms
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Fig. 3 Dependence of the maximum growth rate on frequency for a perfect dielectric-leaky
dielectric system. The parameters used are �1 D 1, �2 D 2:5, � D 10�6, B D 0:01 and �1 D 0
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neglected), governing the hydrodynamics. Due to the small length scales involved in
the system, the so-called thin film approximation (TFA) is found to be a useful tool
in studying this instability. This approximation yields simplified evolution equations
of the position of the interface (h) and the charge at the interface (q) with time.

3 The Effect of Conductivity

It is, therefore, interesting, not only to study the effect of alternating fields on
the instability but also an in-depth study of how the low conductivities of these
viscous fluids effect the wavelength of the instability. The key assumption in the
leaky dielectric model is that the charge relaxation is instantaneous. Although quite
powerful, this assumption cannot be used without a knowledge of the conductivity
of the system which for deionized water itself is �10�6 S/m and can go to as
low as 10�9–10�12 S/m for viscous polymeric fluids. The need of the hour is a
modelling tool which can predict the wavelength of the instability depending upon
the conductivity.

To overcome the limitation of the LD model in the context of low conductivity
fluids, non-linear analysis is used. The evolution equations of the interface position
and interfacial charge, obtained after the TFA, are numerically integrated in time
from an initial condition of a random disturbance of infinitesimal amplitude. The
result from the simulation shows the formation of columns, the mean spacing
between which has been compared to experiments carried out at the same conditions
(a few representative images are given in Fig. 4). It is observed from the results

Fig. 4 Images of the instability in the form of columns rising from the pdms film and seen from
the top view at different voltages. Starting from the left, the images are at 140 V & 1 mHz, 70 V &
1 mHz, 35 V & DC, 140 V & 0.3 Hz, 70 V & 10 Hz and 35 V & 1 Hz, respectively
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Fig. 5 A comparison of kmax as a function of S2 between results obtained from experiments and
non-linear analysis. The values of the parameters used in the theoretical analysis are �1 D 1; �2 D
3; �r D 10�7 and S1 D 0. The (� � � ) lines .a/ and .b/ indicate the linear LD-PD theory, and the
(� � � ) lines .c/ and .d/ indicate the PD-PD theory for ˇ D 0:65 and ˇ D 0:7, respectively. The
(� � � ) line curve and the (� � ��) line curve represent the results from the LD modified theory for
ˇ D 0:65 and ˇ D 0:7, respectively, while the (� � �) curve and the solid line curve represent
the results from the non-linear analysis for ˇ D 0:65 and ˇ D 0:7, respectively. The � symbols
indicate experimental results

of the non-linear analysis (refer Fig. 5) that the wavelength (� D 1=kmax) of the
instability increases with a decrease in the conductivity of the fluid under DC fields.
At very low conductivity, the wavelength predicted by the non-linear analysis is
equivalent to that predicted by a perfect dielectric theory. This dependence of the
instability wavelength can be explained in terms of the timescales involved in the
system, namely, the charge relaxation time (
c) and time for the growth (
s) of
the instability. The system would behave like a PD material or an LD material
depending on whether 
c > 
s or 
c < 
s . If 
c � 
s , then it would show a transition
behaviour which can be predicted by the non-linear analysis alone.

It is interesting to study the effect of using alternating fields in the present
systems. In the presence of AC fields, an additional timescale, that of the time period
(
f ) of the AC field, becomes relevant. The interplay of all the three timescales gives
a total of nine regimes which have been studied in the present work (Fig. 6). It is seen
that at very low values of 
f , in spite of the magnitude of the other two timescales
(
c and 
S ), the system always shows the signature of a perfect dielectric material.
At very high values of 
f , the relative values of 
c; 
f and the type of waveform used
play an important role in deciding the wavelength of the instability. At very large 
f

(low �), the Floquet theory always predicts a limiting value equivalent to that of an
LD fluid under a DC voltage equivalent to the r.m.s voltage of the applied AC field.
It is only through the non-linear analysis that one can show that this limiting case
is not always an LD behaviour but depends on the conductivity of the system. To
elaborate, for low conductivity fluids (i.e. 
c > 
s), the system behaves like a perfect
dielectric material. But at such low frequencies, as the field is constant within the
timescale 
s , the system experiences the peak voltage and not the r.m.s voltage as
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Fig. 6 A comparison of kmax as a function of �=S2 between results obtained from experiments
and non-linear analysis. The values of parameters used are �1 D 0; �2 D 3; �r D 10�7; ˇ D 0:6

and S1 D 0. The (� � � ) lines .a/ and .b/ indicate results from the linear LD-PD and PD-PD theories,
respectively, under DC fields. The (� � � ) curve indicates collapse of results from the Floquet theory
for the three conductivity ranges 0.073–0.16, 1.17–2.56 and 18.73–41.08. The solid line curve,
the (� � �) line curve and the (� � �) curve indicate results from the non-linear analysis for the
conductivity ranges 18.73–41.08, 1.17–2.56 and 0.073–0.16, respectively, while the corresponding
experimental results are indicated by the symbols �, � and �

assumed by the linear theory. It is shown that such regimes are easily realizable in
experiments. A similar deviation from the linear theory is seen when 
c < 
s and

c � 
s at large 
f (low �). In the former case, the system is similar to a leaky
dielectric material subjected to the equivalent of the peak voltage, while in the later
case, one would obtain a limiting value as predicted by the non-linear analysis under
DC fields (refer Fig. 5). At intermediate values of 
f , a smooth transition between
these limiting values is seen.

This study is very important as EHD instabilities in viscous thin films find direct
application in the field of soft lithography. The wavelength of the instability decides
the pitch of the features that can be produced on a polymeric soft film, and hence, it
is vital to be able to predict this value accurately. With the previous work, it is clear
that this wavelength depends critically on the conductivity of the system. It is also
demonstrated that the frequency of AC fields can be used to tune the wavelength of
the instability to any value between those obtained in an LD or a PD material.

4 In the ‘Small Feature Size’ Limit

With the growing popularity of nanofluidics, the demand for producing sub-
micron-sized features on substrates, inexpensively, is increasing. In this regard,
the EHD-based soft lithography can prove to be useful as the size of the features
produced using this technique can easily be controlled by varying the system
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Fig. 7 Comparison between the model with and without the thin film approximation for the case
of a PD-LD system under AC fields. The values of the parameters are �1 D 1; �2 D 3; �r D
0; ˇ D 1; �1 D 0 and �2 D 1. The solid line represents the TFA, (� � �) denotes B D 0:1,
(���) with 	 denotes B D 0:3, (� � � ) denotes B D 0:5, (�� �� �) denotes B D 2, and (�� �� �)
with the � symbol denotes B D 15. Note that the B D 2 and B D 15 curves merge with the TFA
and hence are indistinguishable

parameters such as thickness of thin film, surface tension and electric field. For
a given air-polymer system, there is a practical limit to which the thickness of
the thin film can be decreased to obtain smaller pattern sizes. Further decrease
in the pattern sizes can be obtained by increasing the electric field applied to the
system. This situation violates the TFA which has been used as a simplification
tool. To overcome this limitation, the LD theory without the TFA, referred to as the
‘generalized model’ (GM) in the present work, is used. A detailed study is carried
out with the GM under both DC and AC fields. A comparison of the wavelength and
the growth rate of the instability as obtained from the GM and the TFA is carried
out. It is seen to be dependent on the ratio of the length scales in the normal and the
transverse directions, denoted by ı, with a deviation in the two theories occurring
when ı � O.1/. A parametric plot of the exact values of the validity of the theories
is provided (Fig. 7).

5 In the Presence of Diffuse Layers of Charge

A second outcome of working with sub-micron thick fluid layers is that of an overlap
of diffuse layers (DLs) of charge formed at the electrode surface and at the fluid-fluid
interface. The assumption of electroneutrality made in the LD model leads to an
unrealistic picture of charge being confined to the interfacial plane alone. Although
valid for perfect conductors which form equipotential surfaces under electric field,
this assumption is especially violated when very thin films of fluids are used. A
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Fig. 8 Variation of kmax as a function of the inverse Debye length �. The dotted line indicates
results obtained from the PD-PD theory, the dashed line indicated those from the PD-PC, and
the solid line indicates results from the electrokinetic theory. The values of parameters used are
�1 D 1; �2 D 3; �1 D 0; �2 D 1010; �r D 0; ˇ D 1 and B D 1

typical DL thickness for the commonly used polymeric liquid polydimethylsiloxane
is around 10–100 nm, while the thin films used in the experiments are 100–1,000 nm
thick. This estimate indicates that the thickness of the DLs of charge is comparable
to the length scales in the system and in certain cases the DL from the electrode
surface might overlap with that formed at the interface giving rise to a different
field within the fluid. In the present work, an electrokinetic model is proposed as an
alternative to the EHD LD model. In this model, the Debye-Huckel approximation
is used to get a linear equation for Gauss’ law of electrostatics. That is, r2� D
�2.� � �b/ where � is the potential, � is the inverse Debye length, and �b is a
reference potential. The wavelength of the instability is studied as a function of
the scaled inverse Debye length � which is a ratio of the thickness of the fluid to
the Debye length. The key result of this work is that as � ! 0, i.e. the Debye-
layer thickness is larger than the fluid thickness, the system approaches the perfect
dielectric behaviour. While in the other extreme of � 
 1, the system approaches
the perfect conductor behaviour. A transition from PD to PC is seen with changing
� (Fig. 8).

6 Summary

To summarize, through the present work, a complete understanding of the instabili-
ties at planar fluid interfaces under electric fields is obtained. The key outcomes are
listed as follows:

• The effect of alternating fields on the instability is studied in both the cases,
i.e. where gravity effects are comparable to surface tension and where they are
negligible.

• Using the three different timescales inherent to the present system, a compre-
hensive picture of the various possible wavelengths of the instability has been
studied.
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• Non-linear analysis which was hitherto used for qualitative understanding of the
instability has been shown to possess powerful capabilities in predicting quanti-
tatively the wavelength of the instability, in regimes where the LD theory fails.

• A parametric study of when the thin film approximation can be used and under
which conditions it is violated is carried out and the alternative generalized
model is used.

• The other violation of the EHD theory which occurs when one approaches a thin
film limit is that of the overlap of diffuse layers of charge. This is taken into
account using an electrokinetic theory.

• To conclude, three ways of obtaining a transition behaviour with the limiting
extreme cases of a PD material and an LD material have been studied:

– By changing the frequency of the applied alternating field
– By changing the system timescales via changing the conductivity of the fluids

or the applied field
– By changing the thickness of the fluid layers

This study furthers the understanding of the interfacial EHD phenomenon while
suggesting new tools for analysis and in context to applicability to technologies like
soft lithography.
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Suppression of Interfacial Instabilities using
Soft, Deformable Solid Coatings

V. Shankar and Gaurav Sharma

Abstract Interfacial instabilities in multilayer flows of immiscible liquid layers are
often driven by viscosity contrasts in Newtonian liquids and/or elasticity contrasts
in the case of polymeric liquids. Such instabilities, when present, can often be
detrimental to many applications such as coating applications and polymer extrusion
processes. In this review, we summarize our research which has explored the
possibility of using a soft solid layer coating to manipulate interfacial instabilities.
We have explored a variety of geometric configurations, as well as fluid constitutive
behavior. We show that in general, it is possible to suppress interfacial instabilities
in both Newtonian and polymeric liquids by lining the rigid wall with a deformable
solid layer. We show that there is a window of parameters (shear modulus, layer
thickness, ratio of solid to fluid viscosity) where the solid layer suppresses the
interfacial instabilities at all wavenumbers without triggering new instabilities. We
also show that solid layer deformability can further be used to promote interfacial
instabilities in core–annular flows. This could be potentially used in microfluidic
applications which are used to prepare monodisperse droplets and emulsions.

Keywords Interfacial instability • Viscoelastic flows • Deformable solids •
Manipulation and control of interfacial instability • Core–annular flows

1 Introduction

Multilayer flows involving flow of two or more immiscible liquid layers are fre-
quently encountered in a wide variety of physical settings and technological appli-
cations such as manufacturing of photographic films and coating processes [68],
polymer co-extrusion [16, 44, 62], and lubricating pipelines [36, 50] and more
recently in microfluidic devices [2] to produce monodisperse emulsions. These
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flows of multiple liquid layers are susceptible to various interfacial instabilities at
the interface between two fluid layers owing to jump in viscosity and/or elasticity
across the fluid–fluid interface. It is frequently desired to control and manipulate
(suppress or enhance) these interfacial instabilities depending on the end-product
requirements. For example, instabilities are detrimental to product quality in coating
processes, where they result in nonuniform film thickness. On the other hand, these
instabilities are desirable to enhance mixing properties and in several patterning
applications or in creation of nanoliter-sized droplets in microfluidic devices
involving flow of two or more liquids. An important aspect in multilayer flows is
the ability to control and manipulate the interfacial instabilities depending on the
end-product requirements. In the present review, we demonstrate the capability of
using a “passive” deformable solid coating to inhibit or enhance the instabilities
present between one or more fluid–fluid interfaces.

There have also been several other attempts to explore the possibility of
controlling interfacial instabilities by different methodologies. The effect of in-
plane horizontal oscillations imposed in the direction parallel to the flow has
been investigated for free-surface instability of single Newtonian liquid film falling
down an inclined plane for both two- and three-dimensional disturbances by using
Floquet theory [45, 46]. It was shown that by choosing appropriate amplitudes
and frequencies of forced oscillations, it is possible to completely suppress the
instability of falling liquid film. A similar conclusion for instability suppression
was achieved by Jiang and Lin [33] for the case of two-layer Newtonian liquid film
flow. Huang and Khomami [29, 30] explored the role of imposing such dynamic
modulation on single and two-layer viscoelastic liquid film flow, respectively, and
demonstrated the possibility of using in-plane oscillations to either stabilize or
destabilize flow of Newtonian and viscoelastic fluids down an inclined plane.
Demekhin [12] investigated the possibility of imposing a temperature gradient
along the wall to control free-surface instabilities present for a Newtonian falling
film. A downstream linearly increasing temperature distribution was found to be
stabilizing for small Prandtl numbers, while for large Prandtl numbers, increasing
the temperature gradient first destabilizes the flow and then stabilizes the falling
film configuration. Several studies have also investigated the effect of insoluble
surfactants present at liquid–liquid or gas–liquid interface in context of altering the
stability behavior for different flow configurations [3, 4, 64–66].

While these studies have suggested “active” methods (i.e., externally imposed
oscillations or heating of the plate) toward suppressing the fluid–fluid instabilities,
here, we examine the feasibility of a “passive” method, where a soft solid coating
is proposed for suppressing the interfacial instabilities in different flow situations.
When the fluid flows past a soft, deformable solid with relatively low shear
modulus (�O.10/ kPa �1 MPa), the solid can be deformed by moderate fluid
stresses and these deformations can in turn alter the adjacent fluid flow. Such
“elastohydrodynamic coupling” makes the deformable solid a potential candidate
to (1) trigger new instabilities which remain absent in flow past rigid surfaces
and/or (2) to inhibit the flow instabilities that are already present in flow past rigid
surfaces. The role of this coupling in inducing new interfacial instabilities between
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fluid–solid interface is well known both at zero and nonzero Reynolds number
[18–21, 39, 41, 42]. We are interested in presenting the exactly opposite behavior
of deformable wall, i.e., the suppression and controlling the instabilities that remain
present for flow past rigid surfaces.

Kramer [38] was the first to propose the role of compliant coatings in the post-
ponement of laminar-turbulent transition and related the suppression of Tollmien-
Schlichting waves and the subsequent delay of laminar-turbulent transition to
the efficiency of swimming of dolphins. Following this, there have been exten-
sive studies to explore the role of wall compliance or deformability to delay
the Tollmien-Schlichting instability for boundary layer and pressure-driven flows
[5–7, 11, 15, 25, 31, 49, 54]. The Tollmien–Schlichting mode is present for a single
fluid layer and becomes unstable for high Reynolds numbers. In this work, we
explore the role of deformable solid wall in manipulating the interfacial instabilities
present for multilayer flows at lower values of Reynolds number (Re � O.1/).
The flow configuration, in general, comprises of one or more fluid layers flowing
past a soft, deformable solid layer. The soft solid layer is assumed to be strongly
adhered to a rigid surface. Some of the typical flow configurations that are frequently
encountered in a wide variety of natural and industrial settings are shown in Fig. 1.
For example, falling liquid film(s) past a rigid surface is a fundamental configuration
in different coating applications such as manufacturing of photographic films or
wire coating applications. Similarly, flow of two or more fluid layers often occur
in different polymer processing applications and in lubricated pipeline transport.
A common feature to all these flow configurations is the presence of one or more
fluid–fluid interfaces. The interface could be a liquid–liquid (LL) interface or a gas–
liquid (GL) free surface which are prone to interfacial instabilities caused due to
discontinuity of viscosity and elasticity across the interface [34, 35, 44]. Further,
the stability behavior depends strongly on the physical configuration as well as
the rheological properties of the fluids. For example, plane-Couette flow of two
Newtonian liquid layers or single liquid film falling down an incline cannot become
unstable in the absence of inertia [69, 70], while multiple Newtonian liquid films
falling down an incline or plane-Couette flow of two viscoelastic liquid layers could
become unstable even in creeping flow limit [9, 53, 62, 67]. Similarly, the presence
of a cylindrical fluid–fluid interface causes capillary instability in addition to the
interfacial instabilities caused due to viscosity or elasticity contrasts [27, 50, 63].
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Fig. 1 Different configurations depicting flow of one or more fluid layers past a soft, deformable
solid surface
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As shown in Fig. 1, in this work, a soft solid layer is attached to the rigid surface
in order to demonstrate the possibility of using a soft solid coating to control such
qualitatively different interfacial instabilities in different physical settings.

2 Problem Formulation

2.1 Governing Equations

In general, the physical system of interest involves a fluid–solid interface in addition
to an LL and/or a GL interface. A linear stability analysis is performed for different
flow situations considering both Newtonian and viscoelastic fluids in order to
illustrate the role of fluid–solid interface in manipulating the LL/GL interfacial
instabilities. In the following, we describe the mathematical formulation of the linear
stability problem by taking an example of a Newtonian liquid film falling down an
inclined plane which is coated with a soft, deformable solid layer (refer to Fig. 2).
A similar procedure is followed for any other flow configuration in the respective
coordinate system using the appropriate constitutive relation for both fluid and solid
layers.

2.1.1 Newtonian Liquid Layer

Figure 2 shows the sketch of gravity-driven laminar flow of an incompressible
Newtonian liquid film flowing past an impermeable and incompressible soft solid
layer. The solid layer (of thickness HR, shear modulus G, density �, and viscosity
�s) is strongly bonded to a rigid inclined plane at z� D .1 C H/R which makes

Fig. 2 Schematic diagram
showing the configuration and
nondimensional coordinate
system: gravity-driven flow of
a Newtonian liquid layer
falling down an incline which
is coated with a deformable
solid layer

gravity

z = 1+H

z = 1
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z = h(x)
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Liquid

q

z
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an angle � with the horizontal surface. The liquid layer (of viscosity � and density
�) occupies a region 0 � z� � R and is in contact with a passive gas at z� D 0.
We use the following scales to nondimensionalize various physical quantities: fluid
thickness R for lengths and displacements, free-surface/maximum velocity of the

liquid layer in unperturbed steady base-state V D �gR2 sin �

2�
for velocities, and �V=R

for stresses and pressure. The resulting nondimensional governing equations for the
liquid layer are

r 	 v D 0 ; (1)

ReŒ
@v
@t

C v 	 rv� D r 	 T C 2

sin �
Og ; (2)

where v represents the velocity field in the liquid, Og is the unit vector pointing in
the direction of gravity, and Re D �VR=� is the Reynolds number. The total stress
tensor T for liquid is

T D �pI C � : (3)

where � D ŒrvC.rv/T � is the nondimensional Cauchy stress tensor for Newtonian
liquid.

2.1.2 Deformable Solid Layer

Since, our goal is to demonstrate the potential of deformable solid wall in sup-
pressing interfacial instabilities, it is crucial to choose an appropriate solid model
which would accurately describe the behavior of soft, elastic solids in real systems.
The dynamics of the deformable solid layer is described by using both a simple
linear viscoelastic model and a nonlinear neo-Hookean constitutive relation. While
the linear viscoelastic solid model is quickly amenable to mathematical analysis, it
has a drawback that it is valid only when the deformation gradients in the solid
layer are small compared to unity. The neo-Hookean solid model is one of the
simplest nonlinear rheological solid model for elastic solids which capture the
behavior of real soft, deformable materials like rubber reasonably well [47]. It will
be demonstrated by using a long-wave asymptotic analysis and numerical results
that the deformation gradients that are required to be developed within the solid
layer to suppress interfacial instabilities remain small compared to unity. Hence, the
phenomena of instability suppression is independent of the choice of constitutive
relation used to model the soft solid surface. However, several earlier studies related
to flow past flexible surfaces have shown that the fluid–solid interface becomes
unstable when the strain in the solid layer increases above a critical O.1/ value
[20–22, 39, 42]. This is outside the validity domain of linear theory of elasticity and
it is expected that the linear solid model will not be sufficiently accurate to predict
the instability of fluid–solid mode. Indeed, it has been noted by Gkanis and Kumar
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[20, 21] and Gaurav and Shankar [18, 19] that it is important to include constitutive
nonlinearities in the solid model to accurately capture the stability behavior of fluid–
solid interface. In order to realize instability suppression in a given physical setting,
it is necessary that both fluid–fluid and fluid–solid interfaces remain stable. Thus,
we use both linear elastic and neo-Hookean solid model to represent the dynamics
of the deformable solid layer.

Linear Viscoelastic Solid

Following the earlier works on flow past linear elastic solid [42, 56, 59], the
governing equations for the fluid written above (Eqs. 1 and 2) and linear elastic
solid are written in terms of spatial (Eulerian) coordinates (x D x; y; z). In the
Eulerian description, the nondimensional equations governing the deformation in
linear viscoelastic solid are conveniently written in terms of the displacement vector:

r 	 u D 0 ; (4)

Re

�
@2u
@t2



D r 	 � C 2

sin �
Og ; (5)

where u.x/ � .ux; uy; uz/ is the displacement of a particle from the initial
unstressed (reference) configuration X D .X; Y; Z/ to a current configuration
w � .wx; wy; wz/. The initial reference and current configuration are related through
displacement u.x/ as w D X C u.x; t /. In the momentum equation (5), � is the
nondimensional Cauchy stress tensor similar to the one used in previous studies
[42, 56]:

� D �psI C
�

1

�
C �rs@t

�
Œru C .ru/T � : (6)

where ps is the pressure in the solid layer and �rs D �s=� is the ratio of solid
to fluid viscosity. In the above equation, � D �V=GR is the nondimensional
parameter characterizing the deformability of the solid layer and can be interpreted
as ratio of viscous shear stresses in liquid to elastic stresses in the solid layer. Higher
values of � indicate more soft solid or increasing deformability of the solid layer
and � ! 0 implies the limit of a rigid solid layer.

Neo-Hookean Viscoelastic Solid

In considering flow past neo-Hookean solid, the governing equations for fluid, as
usual, are written in a Eulerian framework, and thus, Eqs. 1 and 2 are used as
mass and momentum conservation equations for the liquid layer. However, we
find it convenient to express the conservation equations for neo-Hookean solid in
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Lagrangian description, where the deformations in the solid layer are expressed
in terms of the spatial positions in a reference (unstressed) configuration denoted
by X D .X; Y; Z/. Thus, X D .X; Y; Z/ denotes the position vector of material
particle in unstressed configuration and is used as the independent variable for all
the dynamical variables in neo-Hookean deformable solid medium. In the deformed
state of the solid, the current position of the material particle is denoted by w.X/ D
.wX ; wY ; wZ/. Thus, the displacement vector u.X/ of a particle in current deformed
state which was originally at spatial location X D .X; Y; Z/ in the reference
configuration is u.X/ D w.X/ � X. The past and present states are related by
deformation gradient tensor F D rXw, where subscript X denotes the gradient with
respect to reference configuration. The mass and momentum conservation equations
for an incompressible neo-Hookean viscoelastic solid are [28, 48]:

det.F/ D 1 ; (7)

Re

�
@2w
@t2




X
D rX 	 P C 2

sin �
Og : (8)

where P is the first Piola-Kirchhoff tensor and is related to Cauchy stress tensor
as P D F�1 	 � . The Cauchy stress tensor for a neo-Hookean viscoelastic solid
comprises of an elastic part � e and a dissipative part, � d [13, 14, 26]:

� D � e C � d ; (9)

� e D �psI C 2GE ; � d D �rs

�
L C LT

�
: (10)

Here, ps is the pressure in the solid medium, G is the shear modulus of the elastic
solid, and L D PF 	 F�1 is the spatial velocity gradient with overdot representing
material time derivative. E is the general nonlinear strain tensor given as [48]:

E D 1

2

�
F 	 FT � I

�
or (11)

Eij D 1

2

�
@ui

@Xj

C @uj

@Xi

C @ui

@Xk

@uj

@Xk

�
: (12)

Note that when the deformation gradients in solid medium are small compared to
unity, the nonlinear quadratic terms in strain tensor can be neglected in comparison

to linear terms and we obtain the linearized strain tensor .Eij /lin D 1
2

�
@ui

@Xj
C @uj

@Xi

	
.

When this linearized strain tensor .Eij /lin is used in � e , we obtain Cauchy stress
tensor for a linear elastic solid. It is important to mention here that these nonlinear
terms give rise to a nonzero first normal stress difference in the base state and several
additional coupling terms in governing stability equations of solid which in turn
significantly affects the stability behavior of fluid–solid mode. Within molecular
framework, the constitutive relation for neo-Hookean solid given above can be
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derived by considering the soft elastomer as a three-dimensional network of polymer
chains connected together at random sites. The elasticity of soft material is a result
of net entropic restoring force when individual chains are stretched from its random
coil conformations. Further, the change in entropy of the network caused due to
deformation is assumed to be the sum of change of entropy for all polymer chains.

2.1.3 Interfacial and Boundary Conditions

For the configuration shown in Fig. 2, a GL free surface and a liquid-solid (LS)
interface are present. The gas adjacent to the liquid layer is assumed to be passive,
and hence, zero tangential and normal stress conditions are used along with the
kinematic condition for the evolution of free surface:

@t h C vx@xh D vz ; (13)

n 	 T 	 t D 0 ; (14)

n 	 T 	 n C †gl.r 	 n/ D 0 ; (15)

where z D h.x/ is the gas–liquid interface position in the perturbed state, n and t
are the normal and tangential unit vectors to the GL interface, respectively, while
†gl D �gl=�V is the nondimensional interfacial tension parameter, with �gl being
the dimensional GL interfacial tension.

In general, a liquid–liquid interface can also be present in the flow configuration
of interest. For example, Fig. 1b, c show the presence of an LL interface in addition
to an LS interface in the case of plane-Couette flow and core–annular flow of two
immiscible liquids past a flexible surface. Similarly, gravity-driven flow of two
liquid layers down an incline coated with a deformable solid layer involves the
presence of all three LL, GL, and LS interfaces. In such cases where an LL interface
is present, the interfacial conditions at liquid–liquid interface are the continuity
of tangential and normal velocities and stresses along with kinematic condition
relating the velocity in two liquid layers to the location of the perturbed LL interface
(denoted by z D g.x/):

@t g C va
x@xg D va

z ; (16)

va D vb ; (17)

n 	 Ta 	 t D n 	 Tb 	 t ; (18)

n 	 Ta 	 n � n 	 Tb 	 n D †ll.r 	 n/ ; (19)

where superscripts a and b are used to denote two fluid layers and †ll D �ll=�V

is the nondimensional liquid–liquid interfacial tension parameter, with �ll being the
dimensional LL interfacial tension. Here, V is the characteristic velocity for the flow
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system under consideration and � will be the viscosity of the liquid layer adjacent
to the deformable solid medium.

At the LS interface, the velocities and stresses in liquid and solid layers are
continuous. For linear elastic solid, the condition of velocity continuity is given
by

v D @u
@t

; (20)

and for neo-Hookean solid

v D @w
@t

: (21)

The normal and tangential stress balance are given as

n 	 T 	 t D n 	 � 	 t ; (22)

n 	 T 	 n � n 	 � 	 n D †ls.r 	 n/ : (23)

Here, n and t are the normal and tangential unit vectors for LS interface. †ls D
�ls=�V is the nondimensional LS interfacial tension parameter, with �ls being the
dimensional LS interfacial tension. The condition at the rigid surface (z D 1 C H )
is the zero-displacement condition, which is given for linear elastic solid as

u D 0 ; (24)

and for neo–Hookean solid as

w D X : (25)

2.1.4 Base State

The laminar steady-state solution of the liquid layer whose stability is of interest is
obtained by solving the governing equations for liquid layer (Eqs. 1 and 2) under
the assumption of unidirectional steady-state flow in x-direction along with the
interfacial conditions at GL interface (Eqs. 14 and 15) and LS interface (Eqs. 20, 22,
and 23 for linear elastic solid and 21, Eqs. 22, and 23 for neo-Hookean solid).
Both GL and LS interfaces remain flat in the base state. The solid layer remains
at rest with a nonzero displacement in x-direction which can be obtained by solving
appropriate governing equation for linear or nonlinear solid (Eqs. 4 and 5 for linear
viscoelastic solid or Eqs. 7 and 8 for neo-Hookean viscoelastic solid) along with
the boundary conditions at LS interface and at rigid surface. The nondimensional
velocity profile and pressure distribution in the liquid layer are given as
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vx D .1 � z2/ ; vz D 0 ; p D .2 cot �/z : (26)

The displacement and pressure field for the linear elastic solid are given by:

ux.z/ D �Œ.1 C H/2 � z2� ; uz D 0 ; ps D .2 cot �/z : (27)

and the deformation and pressure field for the neo-Hookean solid is given as:

wX D X C �Œ.1 C H/2 � Z2� ; wZ D Z ; Ops D 1

�
C .2 cot �/Z : (28)

where Ops is a pressure-like function related to actual pressure in solid as Ops D
ps C 1

�
.

2.1.5 Linear Stability Analysis

A standard temporal linear stability analysis is performed in order to determine the
fate of small perturbations imposed on base-state solution: f D f C f

0

. Here, f

denotes any variable like velocity, deformation, or pressure in a fluid or solid layer;
f denotes the variable in the base state; and f

0

is the small perturbation imposed on
f . This perturbed variable f is substituted in the governing equations and interfacial
conditions and the resulting equations are then linearized to obtain a set of equations
in terms of small perturbation variable f

0

. The perturbations are assumed to be two
dimensional (in x and z directions), which are expanded in the form of Fourier
modes, f

0 D Qf .z/ expŒik.x � ct/�, where Qf .z/ is the complex amplitude function
of the disturbance, k is the wavenumber of perturbation, and c D cr C ici is the
complex wavespeed. If ci > 0 (or ci < 0), the flow will be unstable (or stable). For
the case of flow past neo-Hookean solid, x and z are replaced by X and Z.

The linearized governing equations for the liquid layer are

d Qvz

dz
C ik Qvx D 0 ; (29)

Re Œik.vx � c/ Qvx C .dzvx/ Qvz� D �ik Qp C
�

d2

dz2
� k2



Qvx ; (30)

Re Œik.vx � c/ Qvz� D �d Qp
dz

C
�

d2

dz2
� k2



Qvz : (31)

The governing equations for linear elastic solid are

dQuz

dz
C ik Qux D 0 ; (32)
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�Re k2c2 Qux D �ik Qps C
�

1

�
� ikc�rs

� �
d2

dz2
� k2



Qux ; (33)

�Re k2c2 Quz D �d Qps

dz
C

�
1

�
� ikc�rs

� �
d2

dz2
� k2



Quz ; (34)

and for neo-Hookean viscoelastic solid are

d QwZ

dZ
C ik QwX �

�
dwX

dZ

�
ik QwZ D 0 ; (35)

�ik Qps C .2 cot �/ik QwZ C
�

1

�
� ikc�r

� �
�k2 C d2

dZ2



QwX

�ikc�r

�
�

�
dwX

dZ

�
2ik

d QwX

dZ
C ik

d QwZ

dZ




Cikc�r

"�
dwX

dZ

�2

k2 QwX C
�

d2wX

dZ2

�
ik QwX

#
C k2c2Re QwX D 0 ; (36)

�.2 cot �/ik QwX � d Qps

dZ
C

�
1

�
� ikc�r

� �
�k2 C d2

dZ2



QwZ

�
dwX

dZ

�
ik Qps C ikc�r

��
dwX

dZ

�
.�k2 QwX C 3ik

d QwZ

dZ
/




Cikc�r

"
ik

�
d2wX

dZ2

�
QwZ C 2

�
dwX

dZ

�2

k2 QwZ

#
C k2c2Re QwZ D 0 : (37)

2.1.6 Linearized Interfacial Conditions

In this section, we briefly discuss the linearization of interfacial conditions at LS
and GL interfaces. At LS interface, the velocity and stresses in liquid and solid
layers are continuous. However, the linearization procedure depends upon whether
Eulerian or Lagrangian approach is used to express variables in a fluid or solid layer.
As customary in fluid dynamics, we always express the fluid variables in a Eulerian
framework, while Lagrangian approach is used when the solid is modeled as a neo-
Hookean viscoelastic solid and Eulerian approach is used for linear viscoelastic
solid. Thus, a Eulerian–Eulerian framework is used for flow past a linear solid model
and a Eulerian–Lagrangian approach is used for coupled fluid–neo-Hookean solid
system. Denoting F and S to be solid dynamical variables, the continuity conditions
at perturbed LS interface (see Fig. 3) can be written as
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Fig. 3 Schematic diagram illustrating the application of boundary conditions over the perturbed
fluid–solid interface

F.x; z; t /jP 0 D S.X; Z; t/jP 0 : (38)

for liquid–neo-Hookean solid and

F.x; z; t /jP 0 D S.x; z; t /jP 0 : (39)

for liquid–linear elastic solid interface. Here, point P 0 denotes the current position
of a material particle on perturbed interface which was originally at point P0 in
unstressed configuration and at P in base-state configuration. The current position
of the point P 0 is unknown a priori, and since Eulerian coordinates are used for the
liquid layer, any fluid dynamical quantity on the left side of equation (38) or (39)
is expressed by Taylor expansion about the known position of the unperturbed flat
interface (z D 1). Thus, the fluid variable is expressed as

F.x; z; t /jP 0 D F jP.zD1/ C �.x/
@F

@z
jP.zD1/: (40)

where �.x/ D w
0

Z.X; Z D 1/. Note that the only difference in Eq. (38) or (39) lies
in identifying the material particle in the solid layer by using the spatial positions
in reference unstressed configuration (X; Z) for neo-Hookean solid or using the
current spatial location (x; z) for linear elastic solid. Thus, the labeling of material
particle remains identical in unstressed, or base-state, or perturbed configuration
and the LS interface is always identified by X; Z D 1 in Lagrangian framework.
Because of these reasons, a Taylor series expansion is not required to evaluate any
solid variable on perturbed interface in the Lagrangian description of solid. On
the other hand, if a Eulerian approach is used for solid (as in the case of linear
elastic model), Taylor expansion about flat interface position z D 1 must be used
for the solid layer in a manner similar to the liquid layer (see Eq. 40). The detailed
explanation of the above argument is given in Gaurav and Shankar [19]. Following
it, the linearized conditions at LS interface for flow past a neo-Hookean solid are

Qvz D �ikc QwZ ; (41)

Qvx C QwZ .dzvx/zD1 D �ikc QwX ; (42)
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�
1

�
� ikc�r

� �
d QwX

dZ
C ik QwZ

�

1

�

�
dwX

dZ

�
d QwZ

dZ
� 1

�

�
dwX

dZ

�2

ik QwZ

�k2c�r

�
dwX

dZ

�
QwX � QwZ

�
d2

z vx

� D
�

d Qvx

dz
C ik Qvz

�
; (43)

�eps C 2

�
1

�
� ikc�r

�
d QwZ

dZ
� k2†ls QwZ

C QwZ

dp

dz
� 2k2c�r

�
dwX

dZ

�
QwZ D � Qp C 2

d Qvz

dz
: (44)

The underlined terms present in the above interfacial conditions and governing
equations for neo-Hookean solid represent the additional coupling terms that are
present due to constitutive nonlinearities present in neo-Hookean solid model. As
discussed above, the linearized conditions at LS interface with linear viscoelastic
solid are obtained by Taylor expanding both fluid and solid variables about z D 1:

Qvz D �ikc Quz ; (45)

Qvx C Quz .dzvx/zD1 D �ikc Qux ; (46)

d Qvx

dz
C ik Qvz D 1

�

�
dQux

dz
C ik Quz

�
; (47)

� Qp C 2
d Qvz

dz
C k2†ls Quz �eps C 2

�

dQuz

dz
; (48)

Similarly, the gas–liquid interface (z D 0) also involves only Eulerian variables, and
hence, the interfacial conditions at free surface are linearized by Taylor expanding
the conditions about z D 0. The linearized kinematic and boundary conditions at
unperturbed free surface (z D 0) are

ikŒvx.z D 0/ � c� Qh D Qvz.z D 0/ ; (49)

�2 Qh C .
d Qvx

dz
C ik Qvz/ D 0 ; (50)

� Qp � .2 cot �/ Qh C 2
d Qvz

dz
� k2†gl

Qh D 0 : (51)

Finally, the boundary conditions at rigid surface (z D 1 C H ) are no displacement
condition Qu D 0, for linear elastic solid, and no deformation condition Qw D 0, for
neo-Hookean solid. This completes the description of governing stability equations
for the configuration shown in Fig. 2. Recall that we used this falling film config-
uration as an example to illustrate the general procedure that is followed for any
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other flow setting involving one or more fluid layers past a deformable solid surface.
Several other flow configurations (e.g., see Fig. 1) were analyzed to investigate the
role of wall deformability in controlling interfacial instabilities. Examples include
gravity-driven flow of single polymeric liquid or two Newtonian liquid layers past a
flexible surface, plane-Couette flow of two immiscible viscoelastic or Newtonian
fluid layers past a soft surface, core–annular flows in flexible tubes, and so on.
The stability behavior for each of these configurations in the absence of deformable
wall is different. For example, gravity-driven flow of two Newtonian liquid layers
involves an interaction of LL interface and free surface which renders flow unstable
for any parameter regime [9] or elasticity in the liquid layer causes falling liquid
film to become unstable even in creeping flow limit [43, 60]. Similarly, CAFs
involve capillary instability in addition to long-wave instability due to viscosity
stratification. Note that the above equations were developed considering Newtonian
fluids, while it is evident from the literature that viscoelastic effects in fluids
significantly affect the stability behavior. Here, we evaluate the capability of soft
solid coatings to suppress such interfacial instabilities in different flow settings and
for different types of fluid rheology. While we do not attempt to give a complete
set of stability equations involving a polymeric viscoelastic fluid, it is instructive to
discuss briefly the two commonly used constitutive relation for viscoelastic fluids.

2.1.7 Oldroyd-B Model

One of the simplest constitutive relations useful for describing the behavior of
polymeric solutions is the Oldroyd-B fluid model. The total stress tensor T D
�pI C �, where � is the extra stress tensor which is composed of a polymeric
contribution and a Newtonian solvent contribution:

� D �p C �s ; (52)

The solvent contribution to is simply �s D �sol

h
rv C .rv/T

i
, while the polymeric

contribution is given by upper-convected Maxwell equation:


R

�
@�p

@t
C v 	 r�p � .rv/T 	 �p � �p 	 rv



C �p D �p

h
rv C .rv/T

i
; (53)

where �p is the polymer contribution to the shear viscosity and 
R is the polymer
relaxation time. If solvent contribution is set to zero, the model reduces to upper-
convected Maxwell model which describes the rheological behavior of polymer
melts. The constitutive equation for the Oldroyd-B model can be derived by
idealizing the polymer molecule consisting of two Brownian beads (representing
the source of hydrodynamic resistance) connected by an infinitely extensible spring
which mimics the entropic elasticity of a single polymer molecule. This model
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retains essential physics, like nonzero first normal difference in simple shear
flows, which is necessary to capture interfacial instabilities in multilayer flows
of polymeric liquids. If we assume a characteristic shear rate like V=R and a
characteristic length scale for the flow, then, two dimensionless parameters arise
out of the Oldroyd-B equation. These are Weissenberg number W D 
RV=R which
is a measure of elasticity or relaxation time of fluid and a ratio of solvent to total
viscosity S D �sol=.�sol C �p/.

2.1.8 FENE-p Model

The Oldroyd-B model presented above predicts the shear-independent viscosity
and first normal stress difference. It also predicts the zero second normal stress
difference and unbounded growth of extensional viscosity, while viscosity saturates
in real polymeric fluids because of finite extensibility of the polymer molecule.
Similar to the Oldroyd-B fluid model, FENE-p constitutive relation can also be
derived by considering two Brownian beads connected by a finitely extensible
spring. This model predicts a shear-dependent viscosity and shear-dependent first
normal stress difference for simple shear flows and, hence, overcomes the limitation
of the Oldroyd-B model. The polymeric contribution to the stress tensor is given as

�p D f .Q/c � I

W
(54)

where c is the nondimensional conformation tensor characterizing the average
second moment of end-to-end vector Q of the polymer molecule, and c reduces to
the identity tensor I at equilibrium. The conformation tensor is nondimensionalized
by group kBT=Hspring, where Hspring is the spring constant, kB is the Boltzmann
constant, and T is the absolute temperature. The equation governing the time-
evolution of conformation tensor is

@c

@t
C v 	 rc � �

c 	 rv C .rv/T 	 c
� D �

�
f c � I

W

�
(55)

The term f .Q/ in Eq. 54 is the Peterlin function given as

f D b � 3

b � trace.c/
(56)

where b is the square of the nondimensional maximum extensibility of the spring
(nondimensionalized by kBT=Hspring) and trace.c/ � b. This parameter b character-
izes the finite extensibility and the limit b ! 1 represents the limit of an infinitely
extensible polymer molecule chain and hence, the model reduces to the Oldroyd-B
model.
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3 Suppression of Long-Wave Interfacial Instabilities

It is well known that the discontinuity of viscosity or elasticity across the interface
causes a long wavelength instability in the flows involving a GL or LL interface in
the absence of deformable solid wall. Thus, in this section, we carry out an analysis
similar to Yih’s original long-wave analysis [69, 70] but include a deformable solid
layer adjacent to the fluid layer in order to demonstrate the role of soft solid coatings
in manipulating these long-wave interfacial instabilities. The configuration shown in
Fig. 2 is used as an illustration to show the procedure and key features of long-wave
or low-k asymptotic analysis. Subsequently, we discuss long-wave results for other
flow configurations.

3.1 Suppression of Falling Film Instabilities with Free Surface

3.1.1 Single Newtonian Falling Film

Considering a Newtonian liquid film and linear viscoelastic solid, the equations that
govern the stability of the present system are Eqs. 29–31 (liquid layer), (32)–(34)
(solid layer), free- surface conditions (49)–(51), interfacial conditions at LS inter-
face (45)–(47), and no displacement conditions at rigid surface. For dimensionless
solid thickness H � O.1/, k � 1 implies low-k or long-wave limit and parameters
Re and � are treated as independent parameters which do not show any particular
scaling with wavenumber. The complex wavespeed c is expanded in an asymptotic
series in k: c D c.0/ C kc.1/ C 	 	 	 . The order of magnitude of different variables
in liquid and solid layers (e.g., Qvz; Qvx; Qp; Quz, etc.) with respect to k is determined by
using the respective governing equations in the fluid or solid layer. For example,
if we assume Qvz � O.1/, then the continuity equation and x-momentum equation
implies Qvx � O.k�1/ and Qp � O.k�2/, respectively. Thus, liquid variables are
expanded as

Qvz D Qv.0/
z C k Qv.1/

z C 	 	 	 ; (57)

Qvx D k�1 Qv.0/
x C Qv.1/

x C 	 	 	 ; (58)

Qp D k�2 Qp.0/ C k�1 Qp.1/ C 	 	 	 ; (59)

In a similar fashion, setting Quz � O.1/ and determining scalings of Qux and eps , these
variables are expanded as:

Quz D Qu.0/
z C k Qu.1/

z C 	 	 	 ; (60)

Qux D k�1 Qu.0/
x C Qu.1/

x C 	 	 	 ; (61)

Qps D k�2 Qps
.0/ C k�1 Qps

.1/ C 	 	 	 ; (62)
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The kinematic condition at GL interface (Eq. 49) shows that h � O.1=k/ and

hence Qh D k�1
� Qh.0/ C k Qh.1/ C 	 	 	

	
. All the above expansions are substituted in

the governing equations and boundary and interfacial conditions to obtain sets of
equations governing the problem at different orders in k. The analysis shows that
it is sufficient to calculate the leading order and first correction to velocities in the
fluid layer, while only the leading-order displacement field is necessary to reveal the
role of wall deformability for the present configuration. The equations for liquid (at
O.1/ and O.k/) and solid (leading-order) layers are

d4
z Qv.0/

z D 0 ; (63)

d4
z Qv.1/

z D iRe
��

vx � c.0/
�

d2
z Qv.0/

z � �
d2

z vx

� Qv.0/
z

�
; (64)

d4
z Qu.0/

z D 0 : (65)

The leading-order conditions at z D 1CH are Qu.0/
x D 0; Qu.0/

z D 0 and at free surface
(z D 0) are

�2 Qh.0/ C dz Qv.0/
x D 0 I � Qp.0/ D 0 (66)

The leading-order LS interfacial conditions show that the leading order fluid
velocities ( Qv0

z and Qv0
x) vanish at LS interface similar to the case of flow past a rigid

boundary.

Qv.0/
z D 0 ; (67)

Qv.0/
x D 0 ; (68)

dz Qv.0/
x D 1

�
dz Qu.0/

x ; (69)

Qp.0/ D eps
.0/ : (70)

The leading-order governing equation for the liquid layer (Eq. 63), two free-surface
conditions, and two velocity continuity conditions do not involve solid variables and
are sufficient to solve for leading-order velocity field in the liquid layer. Therefore,
the liquid layer is decoupled from the soft solid layer and the velocity field at this
order remains identical to the velocity field for flow past rigid incline. Further, it is
expected that the leading-order wavespeed c.0/ will be identical to that of Yih’s [69]
analysis for flow past rigid incline. However, an important feature that emerges out
of these interfacial conditions is that the liquid layer exerts a tangential stress on the
deformable solid medium (see Eq. 70) which in turn sets up the deformation field in
the solid layer at leading order. Subsequent analysis shows that this leading-order
deformations in the solid layer affects the first correction to the fluid velocity field
via velocity continuity conditions. At leading order, the fluid governing equation
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(Eq. 63), the boundary conditions (Eqs. 66–68), and the leading order linearized
kinematic condition (Eq. 49) can be solved to obtain leading-order wavespeed:

c.0/ D 2 : (71)

As expected, this is exactly identical to the result for flow past rigid inclined plane
[69], and the value of c.0/ shows that the configuration is neutrally stable at leading
order and it is necessary to perform the analysis at the next higher order in k to
determine the stability of the system.

The leading-order displacement field (Qu.0/
z and Qu.0/

x ) in the solid layer which
is required to calculate c.1/ can be obtained by solving Eqs. 65 along with zero-
displacement conditions and leading-order stress continuity conditions (refer to
Eqs. 69–70):

Qu.0/
z D �Œz � .1 C H/�2 I Qu.0/

x D 2i�Œz � .1 C H/� : (72)

This leading-order deformation field developed in the solid layer affects the first
correction to velocity field in the liquid layer via velocity continuity conditions at
z D 1.

Qv.1/
z D �ic.0/ Qu.0/

z ; (73)

Qv.1/
x C dzvxjzD1 Qu.0/

z D �ic.0/ Qu.0/
x : (74)

The first correction to free-surface conditions are

�3 Qh.1/ C dz Qv.1/
x D 0 I � Qp.1/ � 3 cot ˇ Qh.0/ D 0 : (75)

The final steps involved in calculation of c.1/ are as follows. The first correction
to the velocity field is determined from Eq. 64 and the constants of integration
are calculated using LS interfacial conditions (Eqs. 73–74) and the normal stress
balance at free surface. (Eq. 75). The first correction to wavespeed c.1/ is then
obtained using tangential stress balance at free surface and the first correction to
linearized kinematic condition (Eq. 49) [59].

c.1/ D 2i

15
Œ.4Re � 5 cot �/ � 30�H� : (76)

This expression of c.1/ is purely imaginary and hence determines the stability of
the composite fluid–solid system. Qualitatively, the expression for c.1/ consists of
two contributions. The first contribution consists of terms proportional to Re and
cot � which are identical to the expression of c.1/ for flow past a rigid incline [69].
The term proportional to �H represents the contribution of the deformable solid
layer and it occurs with a negative sign which implies that the effect of the solid
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layer is always stabilizing for this flow configuration. The rigid contribution clearly
shows that flow becomes unstable to low-k disturbances when Re > 5=4 cot � in
the absence of deformable solid layer (� ! 0 or H ! 0). In such cases, nonzero
values of � and H , i.e., the presence of a soft solid coating, can suppress the free-
surface instability in a low-wavenumber limit.

The low-k analysis presented above was performed for the gravity-driven flow
of a Newtonian liquid past an inclined plane coated with a soft solid layer. However,
there are several qualitative salient features that are common in the long-wave
analysis of the problems involving GL and/or LL interface in the presence of a
deformable LS interface. For example, the leading-order velocity field in fluid
layers always gets decoupled from the solid layer (refer to Eqs. 67 and 68), and
hence, the leading-order wavespeed (with deformable wall) remains identical to
the leading-order wavespeed in the absence of a deformable solid layer regardless
of the flow configuration under consideration. In several cases, this leading-order
wavespeed is real and hence it is necessary to determine the first correction in
order to determine the stability of the system. The expression for first correction
to wavespeed c.1/ generally consists of two qualitatively different Contributions:
first, the rigid contribution which consists of terms that are present for a particular
configuration when the flow occurs past a rigid surface. For example, in the
expression of c.1/ above (Eq. 76), the terms proportional to Re and cot � are present
identically in the absence of a deformable solid layer as well and are termed as
rigid contribution in the present discussion. The second contribution arises due to
soft solid layer. This soft solid contribution could be stabilizing or destabilizing
depending on the flow configuration and parameter regimes under consideration.
Thus, rigid contribution remains unchanged in the presence of deformable wall,
while an additional soft solid contribution arises and both rigid and soft solid
contributions appear at O.k/. Therefore, wall deformability could affect the stability
of flow system at this order. For example, the destabilizing inertial contribution, i.e.,
the term proportional to Re in the expression of c.1/ given above, appears only at
the first correction to the fluid velocity field. The leading-order deformations in the
solid layer induce a perturbation flow field at O.k/ in fluid layers. Thus, leading-
order deformations in solid affect the first correction to fluid velocity field which in
turn affects the first correction to wavespeed c.1/. In the above problem, c.1/ can be
related to Qv.1/

x as: c.1/ D 3i
4

dz Qv.1/
x jzD0. It is observed that the quantity dz Qv.1/

x jzD0 is
negative in the presence of a soft solid layer, while it is positive for rigid surface.
These arguments lead to the conclusion that the O.k/ flow field created by leading-
order deformations in solid are responsible for altering the nature of free-surface
instability in the above example and interfacial instabilities in general. However, it
is important to mention here that the effect of the deformable solid layer could be
either stabilizing or destabilizing depending on the flow configuration and parameter
regimes, in contrast to the results presented above, where the effect of deformability
was always found to be stabilizing.
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3.1.2 Single Newtonian Falling Film: Neo-Hookean Solid

In the preceding section, we presented the long-wave asymptotic analysis consider-
ing the deformable solid layer as a linear viscoelastic medium. In this section, we
represent the dynamics of deformable solid medium by a more accurate nonlinear
neo-Hookean model. The governing equations are reported in Sect. 2.1.5 (Eqs. 35–
37) and conditions at LS interface are Eqs. 41–44. The underlined terms in these
equations are the additional coupling terms between the base state and perturbations
which are present because of nonlinear neo-Hookean constitutive relation. We
demonstrate that these additional terms remain absent in the long-wave limit and
hence, the instability suppression predicted by the linear model in low-k limit holds
for a more accurate neo-Hookean model as well. The scalings for fluid variables,
governing equations for the liquid layer and conditions at GL interface, remain
identical as presented in the previous section. Thus, Qvz � O.1/, Qvx � O.k�1/

and Qp � O.k�2/ and expansions 57–59 holds. Similarly, we set QwZ � O.1/, and
this implies that QwX � O.1=k/ and eps � O.1=k2/ according to solid continuity
(Eq. (35)) and x–momentum balance (Eq. 36), respectively. If we expand the solid
variables according to the scalings mentioned above, the following equations govern
the leading-order continuity and momentum balance for neo-Hookean viscoelastic
solid:

d Qw.0/
Z

dZ
C i Qw.0/

X D 0 ; (77)

�ieps
.0/ C 1

�

d2 Qw.0/
X

dZ2
D 0 ; (78)

deps
.0/

dZ
D 0 : (79)

Note that all the additional coupling terms remain absent in the leading-order
equations for the neo-Hookean solid layer. Similarly, it is ensured that the additional
underlined terms in tangential and normal stress balance at LS interface (Eqs. 43
and 44) remain at least O.k/ smaller than the other terms present in these equations.
This implies that at leading order, the equations for both linear and neo-Hookean
model are identical. Also, the low-k analysis reveals that only leading-order
deformations are required to determine the stability of system in long-wave limit.
Thus, the leading-order and first correction to wavespeed with neo-Hookean solid
is identical to the wavespeed obtained for linear elastic model in Shankar and Sahu
[59] or in the preceding section:

c.0/ D 2 ; (80)

c.1/ D 2i

15
Œ.4Re � 5 cot �/ � 30�H� : (81)

Hence, the conclusion of free-surface instability suppression holds for a nonlinear
neo-Hookean viscoelastic model as well.
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3.1.3 Viscoelastic Falling Film Past a Deformable Solid

Here, we discuss the low-k asymptotic results for the gravity-driven flow of single
liquid film as shown in Fig. 2 but considering the liquid layer to be a viscoelastic
fluid modeled as the Oldroyd-B fluid. Recall that the Oldroyd-B model predicts
a nonzero first normal stress difference in the base state for simple shear flows.
Two dimensionless parameter appear: Weissenberg number W D 
RV=R which
is a measure of elasticity of fluid and a ratio of solvent to total viscosity S D
�sol=.�sol C�p/. The limit S D 0 corresponds to upper-convected Maxwell model.
The original long-wave analysis for a viscoelastic liquid film falling down a rigid
incline predicts an additional destabilizing contribution due to elasticity of the fluid
[24, 43]:

c.0/ D 2 I c.1/ D 2i

15
Œ.4Re � 5 cot �/ C 10W.1 � S/� : (82)

Note that the terms proportional to Re and cot � are present for Newtonian film
as well, while the term proportional to W represents the additional destabilizing
contribution due to the viscoelastic nature of fluid. A low-k analysis with the
Oldroyd-B fluid in the presence of a deformable solid layer reveals that while c.0/ is
identical to the case of flow past rigid surface, the expression for c.1/ is modified and
wall deformability affects the stability behavior of viscoelastic film falling down an
inclined plane [32]:

c.1/ D 2i

15
fŒ4Re C 10W.1 � S/ � 5 cot �� � 30�H g: (83)

The above equation for c.1/ shows that the rigid contribution is not altered and is
identical to as given in Eq. 82. However, similar to the asymptotic analysis presented
above for Newtonian liquid, a stabilizing contribution proportional to �H appears
due to the presence of soft solid coating. Thus, for the viscoelastic liquid layer as
well, it is possible to suppress free-surface instability by appropriately choosing wall
deformability (or �) and solid thickness H . A more striking feature on comparing
the above Eq. 83 with Eq. 81 is that the contribution of the soft solid layer remains
identical to the earlier result for Newtonian fluids past a neo-Hookean or linear
elastic solid surface. This implies that the contribution due to wall deformability is
independent of both fluid (Newtonian vs. viscoelastic) and solid (neo-Hookean vs.
linear model) rheology. This can be understood if we recall the general comments
mentioned in the last of the preceding section for long-wave analysis for any flow
configuration. The leading-order velocity field and the wavespeed for the Oldroyd-
B model is identical to those in the Newtonian case, and hence, the leading-order
deformation field set up in the solid layer also remains unaltered for the case of
viscoelastic fluids. It is this leading-order deformations in solid which affects the
first correction to velocity field and wavespeed c.1/, and hence, the solid contribution
remains identical to the Newtonian case.



200 V. Shankar and G. Sharma

Fig. 4 Schematic diagram
showing the configuration and
(nondimensional) coordinate
system: two Newtonian liquid
films flowing past an inclined
plane lined with a viscoelastic
neo-Hookean solid layer
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3.1.4 Gravity-Driven Two-Layer Flow with Free Surface

In this section, we extend the analysis given in the previous Sect. 3.1.1 to include
one more liquid layer. The configuration under consideration consists of two liquid
layers falling down a flexible surface which is inclined at an angle � to the horizontal
(see Fig. 4). It was shown in Sect. 3.1.1 that the GL free-surface instability could
be completely suppressed for long-wavelength disturbances by manipulating the
deformability of the wall. Here, we address the question whether the instability
suppression by the deformable solid layer holds if an LL interface is also present
in addition to a GL free surface. For such a two-liquid-layer flow configuration in
the absence of soft solid coating, i.e., gravity-driven flow of two liquid layers past a
rigid incline, a key nondimensional parameter, apart from Re and � , which govern
the stability behavior, is viscosity ratio �r D �a=�b . Here, �a is the viscosity of
the top liquid layer and �b is the viscosity of the layer adjacent to the (rigid or
deformable) wall. This implies that �r < 1.�r > 1/ represents the case when more
(less) viscous fluid is adjacent to the wall. The dimensionless mean position of the
LL interface is represented as z D ˇ and the undisturbed mean position of the GL
interface is z D 0. The qualitative nature of rigid and soft solid contribution in low-k
limit depends on whether more or less viscous fluid is adjacent to the wall. We first
discuss the case of �r < 1 and then proceed to the results pertaining to �r > 1.

As a representative example of results in low-wavenumber limit for �r < 1,
we consider �r D 0:5 and ˇ D 0:5. In the expressions for c.1/ given below, the
underlined terms represent the contributions that are identically present for flow past
rigid surface [37], while the term proportional to �H represents the contribution due
to wall elasticity:

c
.0/
gl D 2:42539 ; (84)

c
.1/
gl D i Œ0:904.Re/ � 0:720.cot �/ � 4:319.�H/� ; (85)
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c
.0/
ll D 0:824609 ; (86)

c
.1/
ll D iŒ3:86 � 10�3.Re/ � 3:011 � 10�2.cot �/ � 1:807 � 10�1.�H/�: (87)

Before making any comments related to the role of wall deformability, it is first
instructive to discuss briefly the results in rigid limit. For flow past rigid incline,
two interfaces, i.e., GL and LL interface, are present, and hence, we obtain two
expressions for the c.0/ and first correction to wavespeed c.1/ corresponding to the
GL and LL interface, respectively. The underlined terms, i.e., the rigid contributions,
for both GL and LL mode show that inertia is destabilizing and the term proportional
to cot � is stabilizing. Thus, both LL and free surface become unstable above a
critical Re for rigid inclined plane and for any nonzero Re for vertical incline.
The third term, proportional to �H in expressions of c

.1/
gl and c

.1/
ll , shows that the

deformability of the solid layer is stabilizing for both GL and LL mode, respectively.
Thus, for �r D 0:5; ˇ D 0:5, the wall elasticity can be chosen appropriately to
suppress the long-wave perturbations for the present two-layered configuration. We
have verified that the qualitative nature of different terms in the expression of c.1/ for
both interfaces remains independent of the values of mean LL interface position ˇ

and �r < 1. This implies that when more viscous liquid is adjacent to the deformable
wall, the solid contribution is stabilizing and it is possible to simultaneously stabilize
both free- surface and liquid–liquid interfacial instability.

The qualitative nature of different terms in the expression of c.1/ changes when
the less viscous liquid flows next to the deformable (or rigid) wall. We consider
�r D 2 and ˇ D 0:5 to illustrate results for �r > 1. The leading order and first
correction to wavespeed for both interfaces are

c
.0/
gl D 1:80902 ; (88)

c
.1/
gl D i Œ0:406.Re/ � 0:638.cot �/ � 3:831.�H/� ; (89)

c
.0/
ll D 0:690983 ; (90)

c
.1/
ll D iŒ�1:20 � 10�3.Re/ C 1:36 � 10�2.cot �/ C 8:156 � 10�2.�H/�: (91)

The qualitative nature of each term in the expression of c
.1/
gl remains similar to the

�r < 1 case. The solid contribution is stabilizing, inertia is destabilizing, and term
proportional to cot � is stabilizing. Therefore, �H can be altered to stabilize the GL
interface. However, the behavior of both rigid and deformable solid contribution is
reversed as compared to the �r < 1 case. For example, the inertia is stabilizing,
while the term proportional to cot � and �H is destabilizing. A careful analysis
of relative magnitudes of each term in the expressions of c

.1/
gl and c

.1/
ll reveals

that it is not possible to simultaneously stabilize both GL and LL interface for
�r > 1. For example, if �r D 2; ˇ D 0:5; � D 	=2, then .�H/ < 0:0147Re

for LL mode to remain stable, while .�H/ > 0:106Re for stabilizing the GL-mode
low-k perturbations. Thus, it is not possible to obtain stable flow configuration by
manipulating wall elasticity.
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We performed the low-k analysis and presented the results for this three-
layered composite system considering Newtonian fluid layers and a neo-Hookean
or linear viscoelastic solid. We have already shown in Sect. 3.1.3 that the solid layer
contribution remains identical, both in magnitude and in terms of stabilizing nature,
for both the Newtonian and Oldroyd-B fluid models in the case of a liquid film
falling down a flexible inclined surface. Following the same arguments given in
Sect. 3.1.3, we expect that the role of the deformable solid layer and its contribution
will not be altered even if we consider the flow of two viscoelastic Oldroyd-B fluid
films past a flexible surface. To summarize the low-k results, the effect of the soft
solid layer could be stabilizing or destabilizing depending on the viscosity ratio �r,
and it is possible to obtain a stable flow configuration by using a deformable solid
layer only for �r < 1, when the configuration is otherwise unstable in the rigid limit.

3.2 Suppression of Fluid–Fluid Interfacial Instabilities in
Plane-Couette Flow

In the previous Sect. 3.1.1, we demonstrated the ability of deformable solid surface
in suppressing the low-k free surface instabilities for single liquid (Newtonian or
Oldroyd-B) falling film or simultaneous suppression of free surface and liquid–
liquid interface in the case of two liquid films flowing down a plane under the
influence of gravity. Here, we consider Couette flow of two fluid layers past a
flexible surface as shown in Fig. 5. Thus, liquid–liquid and liquid–solid interfaces
are present, while gas–liquid free surface is absent in the present configuration. As
mentioned earlier, the LL interface undergoes a long-wave interfacial instability
due to viscosity stratification in the case of two-layer Newtonian fluid flow [70]
and due to a jump in elasticity (and/or viscosity) in the case of two viscoelastic
liquid layers [8]. A long-wave asymptotic analysis similar to the analysis presented
above in Sect. 3.1.1 is carried out for the system shown in Fig. 5 to explore the
role of deformable solid surface on fluid–fluid interfacial instabilities caused by a

Fig. 5 Schematic diagram
showing the configuration
and (nondimensional)
coordinate system: two fluid
layers flowing past a
deformable solid
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viscosity/elasticity jump across the interface. A linear viscoelastic model is used as
it is sufficient to accurately capture the effect of the soft solid layer in the long-
wave limit (refer to Sect. 3.1.2 or [17]). The two fluid layers are first considered
as Newtonian fluid layers in order to focus on instability caused by viscosity
stratification and finally as two upper-convected Maxwell (UCM) fluids to consider
the effect of the jump in fluid elasticity in addition to a viscosity jump across the
interface. In either case (Newtonian or UCM fluids), the asymptotic results for c can
be written as

c D c.0/ C k.c
.1/
visc C c

.1/
elas C c

.1/
solid/ (92)

As observed in earlier low-k results, the leading-order wavespeed c.0/ is real and is
identical to the leading-order wavespeed for plane-Couette flow of two Newtonian
liquid layers past a rigid surface [70]. Thus, neither solid deformability nor fluid
elasticity affects the stability problem at leading order. The first correction to
wavespeed c.1/ has three contributions and all three are imaginary. The first term
c

.1/
visc is proportional to Re and is present because of discontinuity of viscosity

across the interface. This c
.1/
visc remains identical to the first correction to wavespeed

obtained by Yih [70] for the two-layer flow of Newtonian liquids. The second
term c

.1/
elas arises due to elasticity stratification and is proportional to difference

in Weissenberg number of two fluids. This is identical to Chen’s result [8] for
plane-Couette flow of two UCM fluids. Finally, c

.1/
solid is the contribution from the

soft solid layer which represents the effect of deformable solid surface on two-
fluid interfacial mode which could undergo instability due to viscosity/elasticity
stratification. All these three terms could have a stabilizing/destabilizing effect
depending on �r; Wa; Wb , and ˇ. In the following, we first discuss the result for
two Newtonian liquid layers flowing past a deformable solid surface.

3.2.1 Two-Layer Newtonian Plane-Couette Flow

In the case of two-layer Newtonian plane-Couette flow past a deformable solid
surface, the key nondimensional parameters that determine the stability behavior are
viscosity ratio �r, mean dimensionless LL interface position ˇ, solid deformability
parameter � , and thickness of the solid layer H . The analytical expression for
c.1/ (refer to Eq. 92) consists of only the viscous contribution c

.1/
visc and soft solid

contribution c
.1/
solid, where c

.1/
visc is exactly identical to Yih’s [70] result for two-layer

Newtonian plane-Couette flow past a rigid surface. For flow past a rigid surface,
the fluid–fluid interface becomes unstable to long-wave disturbances when less
viscous fluid occupies more space. In terms of dimensionless parameters introduced,
the above statement translates as c

.1/
visc D C1Re, where C1 > 0, i.e., inertia is

destabilizing, for �r < 1; ˇ < 0:5, and C1 < 0 which implies that the contribution
is stabilizing for �r > 1; ˇ > 0:5. It is also important to remark here that the
placement of more or less viscous fluid with respect to moving plate does not affect
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the stability behavior. For example, the above-written conditions clearly show that
if the less viscous fluid occupies less space, the two-fluid configuration is stable
irrespective of whether the less viscous fluid is adjacent to moving or stationary
plate.

Let us consider a case when �r D 0:5; ˇ D 0:4:

c.1/ D iŒ0:00012Re � 0:034�H.H 2 C 2:24H C 1:5/� (93)

For �r D 0:5; ˇ D 0:4, the more viscous liquid occupies less Space, and the term
proportional to Re is destabilizing, and hence, the configuration remains unstable
in the absence of solid wall. However, the contribution proportional to �H , i.e.,
c

.1/
solid occurs with a negative sign and is stabilizing. Therefore, in the presence of

the deformable solid layer, i.e., for nonzero values of � and H , it is possible to
suppress the long-wave fluid–fluid interfacial mode instability originally present in
the rigid configuration due to a jump in viscosity. Next, we increase ˇ from 0:4 to
0:7 keeping �r D 0:5. This implies that the less viscous fluid now occupies less
space and for such cases, the c

.1/
visc contribution becomes stabilizing. Thus, such a

configuration is stable in the rigid limit. The asymptotic result with the solid layer
included, for �r D 0:5; ˇ D 0:7, is given as

c.1/ D iŒ�0:000152Re C 0:026�H.H � 0:286/.H C 0:8/� (94)

The above expression for c.1/, with the deformable solid layer included, brings
out an interesting feature that the role of the solid layer could be stabilizing (if
H < 0:286) or destabilizing (if H > 0:286) depending on the solid layer thickness.
A careful analysis of long-wave results for several values of �r and ˇ reveals
the general qualitative trend for the role of deformable LS interface. The low-k
asymptotic result for the present two-layer Newtonian configuration can, in general,
be expressed as

c.1/ D iŒC1Re C �Hf .H/� (95)

where the qualitative nature of rigid contribution c
.1/
visc D C1Re has already been

described in the above discussion. The soft solid contribution c
.1/
solid D �Hf .H/

could be stabilizing (negative) or destabilizing (positive) depending on �r; ˇ, and
H . A few representative values of C1 and f .H/ are shown in Tables 1 and 2 for
�r D 0:5 and �r D 2, respectively, at different values of ˇ. The results presented
in these tables illustrate that the solid layer usually has a stabilizing effect when
the two fluid layers are so arranged such that the system undergoes a long-wave
fluid–fluid interfacial instability due to a viscosity jump across the interface. On
the other hand, when the configuration remains stable in the rigid limit, the solid
contribution is usually destabilizing, but for certain values of H , for which the solid
layer could further provide an additional stabilizing effect. The results presented
in Tables 1 and 2 also show that the stabilizing/destabilizing behavior of the soft
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Table 1 Qualitative
summary of long-wave
results for �r D 0:5 at
different values of ˇ

ˇ f .H/ C1Re

0.1 Stable for all H 6:811 � 10�5Re

0.2 Stable for all H 1:781 � 10�4Re

0.3 Stable for all H 2:006 � 10�4Re

0.4 Stable for all H 1:2 � 10�4Re

0.5 Stable for all H 2:860 � 10�3Re

0.6 Stable for H < 7:92 �9:6 � 10�5Re

Unstable for H > 7:92

0.7 Stable for H < 0:286 �1:527 � 10�4Re

Unstable for H > 0:286

0.8 Unstable for all H �1:553 � 10�4Re

0.9 Unstable for all H �9:504 � 10�5Re

Table 2 Qualitative
summary of long-wave
results for �r D 2 at different
values of ˇ

ˇ f .H/ C1Re

0.1 Unstable for all H �4:75 � 10�4Re

0.2 Unstable for all H �7:76 � 10�5Re

0.3 Unstable for all H �7:63 � 10�5Re

0.4 Unstable for all H �4:80 � 10�5Re

0.5 Unstable for H < 0:865 1:43 � 10�6Re

Stable for H > 0:865

0.6 Stable for all H 6:002 � 10�4Re

0.7 Stable for all H 1:003 � 10�4Re

0.8 Stable for all H 8:906 � 10�5Re

0.9 Stable for all H 3:406 � 10�5Re

solid layer crucially depends on the placement of two fluid layers with respect to
the deformable solid layer. For example, when �r D 0:5; ˇ D 0:6 (i.e., more
viscous fluid near deformable surface), Table 1 shows that the solid contribution
is stabilizing for H < 7:92 and destabilizing for H > 7:92. On the other hand, for
�r D 2; ˇ D 0:4, i.e., when the two fluid layers are interchanged and less viscous
fluid is adjacent to soft solid, the solid contribution is always stabilizing. This is in
contrast to the rigid results where the relative placement of two fluid layers with
respect to moving/stationary plate was not important in determining the sign of C1.

3.2.2 Two-Layer Viscoelastic Plane-Couette Flow

While the preceding section demonstrated the control of LL interfacial mode
instability caused due to viscosity contrast, in the following, we discuss the effect
of the deformable solid layer in the presence of both elasticity and viscosity jump
across the LL interface. The two fluid layers are represented by an upper-convected
Maxwell model and the expression for c.1/ contains all three contributions due to
viscosity jump (c.1/

visc), elastic stratification (c.1/
elas), and soft solid contribution (c.1/

solid)
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(refer to Eq. 92). Thus, apart from �r; ˇ; � , and H , the stability also depends on the
difference of Weissenberg number of two fluids. The elastic part in the expression of
c.1/ could be stabilizing or destabilizing depending on the difference in Weissenberg
number of two fluids. The viscous part c

.1/
visc remains identical to the case of flow of

two Newtonian fluid layers and is stabilizing if less viscous liquid occupies less
space. The third part, i.e., the soft solid contribution, depends on �r and ˇ. As an
illustration, consider low-k results for �r D 0:5 and ˇ D 0:4:

c.1/ D i�10�2Œ0:012Re C 1:8.Wb � 1:13Wa/�3:4�H.H 2 C2:24H C1:5/� (96)

The underlined terms in the imaginary part of the above expression are present
identically in the absence of the deformable solid layer, i.e., for flow past rigid
surface. Thus, the term proportional to Re is identical to the Yih’s result [70] for
two Newtonian fluid layers, and the term proportional to difference in Wa and
Wb is identical to Chen’s result [8] for flow of two UCM fluids in rigid channel.
The contribution due to viscosity stratification is destabilizing; the second term in
c.1/, i.e., the elastic part, is destabilizing for Wb > 1:13Wa; and the third term
representing the effect of solid layer deformability occurs with a negative sign and
is therefore stabilizing. More importantly, the soft solid contribution for Couette
flow of two UCM fluids remains identical to the soft solid contribution for plane-
Couette flow of two Newtonian fluid layers (refer to Eq. 93). A similar behavior was
also observed for the case of falling film past a deformable solid surface where
the contribution due to solid deformability remains independent of whether the
liquid film is Newtonian or Oldroyd-B viscoelastic film (refer to Eqs. 81 and 83,
respectively). This essentially indicates that the effect of solid deformability does
not depend on the fluid elasticity and is dictated mainly by viscosity jump across
the interface. This feature is more clearly illustrated in the low-k results presented
in Tables 3 and 4 which reports the three distinct contributions to c.1/ for two
different values of mean fluid–fluid interfacial position ˇ D 0:4 and ˇ D 0:6 for
various values of �r. The results for ˇ D 0:4 show that the solid deformability is

Table 3 Long-wave results for ˇ D 0:4 at different values of �r

�r c
.1/
elas c

.1/
visc c

.1/
solid

0.2 0:012.Wb � 1:75Wa/ 7:37 � 10�4Re �0:048�H.H 2 C 2:08H C 1:36/

0.4 0:018.Wb � 1:21Wa/ 1:98 � 10�4Re �0:042�H.H 2 C 2:18H C 1:44/

0.6 0:017.Wb � 1:07Wa/ 7:49 � 10�5Re �0:026�H.H 2 C 2:32H C 1:57/

0.8 0:015.Wb � 1:02Wa/ 2:59 � 10�5Re �0:011�H.H 2 C 2:5H C 1:75/

1 0:011.Wb � Wa/ 0 0

1.1 0:0098.Wb � 1:005Wa/ �8:96 � 10�6Re 0:00413�H.H 2 C 2:9H C 2:16/

2 0:0008.Wa � 3:94Wb/ �4:8 � 10�5Re 0:007�H.H C 1:03/.H C 8:92/

4 0:008.Wa � 2:1Wb/ �7:06 � 10�5Re �0:0963�H.H � 1:22/.H C 0:87/

6 0:0086.Wa � 2:73Wb/ �7:2 � 10�5Re �0:247�H.H � 0:481:03/.H C 0:8/
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Table 4 Long-wave results for ˇ D 0:6 at different values of �r

�r c
.1/
elas c

.1/
visc c

.1/
solid

0.2 0:0088.Wb � 2:37Wa/ �3:64 � 10�4Re �0:034�H.H 2 C 2:89H C 2:18/

0.4 0:0041.Wb � 2:018Wa/ �8:37 � 10�3Re �0:037�H.H C 10:02/.H C 1:03/

0.6 0:0093.Wb � 2:43Wa/ �6:4 � 10�5Re 0:007�H.H � 2:74/.H C 0:93/

0.8 0:00727.Wb � 1:035Wa/ �2:43 � 10�5Re 0:0069�H.H � 1:08/.H C 0:88/

1 0:011.Wa � Wb/ 0 0

1.1 0:013.Wa � 1:0036Wb/ 9:21 � 10�6Re �0:005�H.H � 0:456/.H C 0:828/

2 0:018.Wa � 1:13Wb/ 6 � 10�5Re �0:0685�H.H C 0:019/.H C 0:738/

4 0:014.Wa � 1:52Wb/ 1:2 � 10�4Re �0:197�H.H C 0:267/.H C 0:629/

6 0:0098.Wa � 2Wb/ 1:65 � 10�4Re �0:271�H.H C 0:378/.H C 0:548/

stabilizing for �r < 1 and destabilizing/stabilizing for �r > 1 depending on H .
Similarly, the solid layer is stabilizing for �r > 1 and destabilizing/stabilizing for
�r < 1 when ˇ D 0:6. In both cases, the solid layer has a stabilizing contribution
whenever the term c

.1/
visc is destabilizing. Further, we have verified that the c

.1/
solid for

two UCM fluid flow is always identical to the c
.1/
solid for flow of two Newtonian fluid

layers. The Weissenberg number or alternatively elasticity of fluid layers does not
affect the soft solid contribution, and the stabilizing/destabilizing nature of the solid
layer is controlled only by viscosity ratio of the two fluid layers. Thus, as in the
case of two Newtonian fluid layers, it is possible to suppress fluid–fluid interfacial
mode whenever the two fluids (viscoelastic or Newtonian) are placed in such a
manner that viscosity stratification is destabilizing. For other configurations, the
solid deformability could be stabilizing or destabilizing depending on ˇ and H .

Another feature worth noting is that the solid layer contribution vanishes for
�r D 1. Shankar [55] investigated the effect of solid layer deformability on two-fluid
interfacial instability with discontinuity in elasticity across the interface but with
matched viscosities. Their results demonstrated that the dimensionless parameter
� / k�1 for k � 1 in order for the solid layer to have an effect on two-fluid
interfacial instability. On the other hand, we have assumed � � O.1/ in the present
analysis, which implies that � does not scale with the wavenumber in any particular
fashion. For the case of unmatched viscosities (�r ¤ 1), this assumption � � O.1/

is sufficient in order for the solid deformability to have an effect on fluid–fluid
interfacial mode. However, when �r D 1, � must increase as 1=k in k � 1 limits
in order for solid deformability to effect the fluid–fluid perturbations. This limit of
� � 1=k physically corresponds to an ultra-soft solid layer. We have verified that if
we let � � O.1=k/ in the low-k analysis, then the asymptotic results matches with
earlier results of Shankar [55] for the special case of matched viscosities. In real
situations, viscosity difference would always be present and hence the conclusions
presented for �r ¤ 1 are more relevant for any practical situation.
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3.3 Simultaneous Suppression of Capillary and Interfacial
Instabilities

Thus far, we have demonstrated the efficacy of the deformable solid layer in sup-
pressing free-surface and/or two-fluid interfacial instabilities. However, due to the
planar nature of flow configurations, the surface tension forces remain subdominant
in low-k limit. We now consider interfacial flows in cylindrical geometry where
capillary forces destabilize fluid–fluid interface in addition to existing free-surface
or two-fluid interfacial instability. Specifically, we consider Newtonian liquid film
flow outside wires and inside tubes where a free-surface instability is present along
with the presence of capillary instability. Following it, we consider the pressure-
driven flow of two immiscible Newtonian liquids in a core–annular arrangement in
a tube where two-fluid interfacial instability (due to a viscosity jump) and capillary
instability is present.

The configurations under consideration for liquid film flow outside the wire and
inside the tube are shown in Fig. 6. For both cases, r0; L0, and h0 are dimensional
tube radius, solid thickness, and unperturbed liquid film thickness, respectively. The
lengths are nondimensionalized using unperturbed liquid film thickness, and the
dimensionless wire/tube radius, solid thickness, and film thickness are, respectively,
S , H , and unity. For the flow inside the tube, the geometry imposes the constraint
S �H �1 > 0 for liquid film to exist inside the tube. For both cases in the presence
of the deformable solid layer, the value of leading order wavespeed is c.0/ D 2

which is identical to the case of liquid film flow past rigid cylindrical surface. The
first correction to wavespeed c.1/ is purely imaginary and consists of three different
contributions:

Fluid
Film

h0 L0 r0

h0 L0
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r

z
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Fig. 6 Schematic diagram showing the configuration and coordinate system when there is liquid
film flow outside the wire and inside the tube
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c.1/ D .c
.1/
free C c.1/

cap C c
.1/
solid/ (97)

The underlined terms represent rigid contributions. The first term c
.1/
free is pro-

portional to Re and represents free-surface instability. The second term c
.1/
cap is

proportional to †gl and represents contribution due to capillary forces, while the
third term represents the effect of the deformable solid layer. The values of different
terms in the expression of c.1/ for the flow outside the cylinder coated with a soft
solid layer are shown in Table 5 at different values of S and H D 1. These results
show that both c

.1/
free and c

.1/
cap are always destabilizing and hence it is not possible

to obtain stable film flows in the rigid limit. Again, the contribution proportional
to � always occurs with a negative sign, and hence, the effect of the deformable
solid layer is stabilizing. We have also observed a similar qualitative nature of the
three contributions in the expression of c.1/ for the case of the flow inside the tube
lined with a deformable solid coating. Thus, for both cases, the wall deformability
effect is stabilizing and it is possible to choose solid thickness and elasticity in such
a manner that both capillary and free-surface instabilities are suppressed for long-
wave perturbations. Note that in the limit of very high radius of curvature (S 
 1),
the present result reduces to the case of planar liquid film flow past a vertical incline
coated with deformable solid layer (refer to Eq. 81).

We now consider the effect of wall deformability on capillary and two-fluid inter-
facial mode instability present for core–annular flow of two immiscible, Newtonian
liquids in a flexible tube. The configuration is shown in Fig. 7. This core–annular
fluid arrangement in the rigid tube is susceptible to long-wave capillary instability
which is independent of the viscosity ratio of two liquids. The interface between
core and annular liquids also becomes unstable to low-wavenumber perturbations

Table 5 Effect of the soft
solid layer for the flow
outside the cylinder coated
with the deformable solid
layer of thickness H D 1

S c.1/

1 �5:234 � C 0:6114 Re C 0:037895 †gl

5 �4:269 � C 0:561 Re C 0:0068 †gl

10 �4:1344 � C 0:549 Re C 0:0232 †gl

50 �4:026 � C 0:537 Re C 0:000123 †gl

100 �4:0131 � C 0:535 Re C 0:000032 †gl

Fig. 7 Schematic diagram
showing the configuration and
(nondimensional) coordinate
system: two immiscible fluids
flowing in core–annular
arrangement in a tube coated
with a deformable solid layer
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Table 6 Long-wave results for �r D 0:5 and H D 2 at different values of a

a c.0/ c.1/

0.1 0.98990 i.�1:3602 � 10�6Re C 4:5067 � 10�2† � 0:00784�/

0.2 0.95847 i.�2:0210 � 10�5Re C 5:5552 � 10�2† � 0:11740�/

0.3 0.90269 i.�8:6712 � 10�5Re C 5:3401 � 10�2† � 0:52378�/

0.4 0.81903 i.�1:9466 � 10�4Re C 4:4125 � 10�2† � 1:33954�/

0.5 0.70588 i.�2:2769 � 10�4Re C 3:1496 � 10�2† � 2:34480�/

0.6 0.56657 i.�5:9478 � 10�6Re C 1:8834 � 10�2† � 2:94633�/

0.7 0.41125 i.4:1462 � 10�6Re C 8:8005 � 10�3† � 2:61970�/

0.8 0.25539 i.5:9698 � 10�6Re C 2:7445 � 10�3† � 1:51624�/

0.9 0.11472 i.2:9115 � 10�6Re C 3:4476 � 10�4† � 0:41716�/

Table 7 Long-wave results for �r D 2 and H D 2 at different values of a

a c.0/ c.1/

a c.0/ c.1/

0.1 0.99005 i.6:5539 � 10�7Re C 3:6062 � 10�2† C 0:00392�/

0.2 0.96077 i.8:7759 � 10�6Re C 3:9639 � 10�2† C 0:05912�/

0.3 0.91370 i.3:2523 � 10�5Re C 3:4191 � 10�2† C 0:27159�/

0.4 0.85089 i.6:3829 � 10�5Re C 2:5685 � 10�2† C 0:75101�/

0.5 0.77419 i.7:5613 � 10�5Re C 1:7087 � 10�2† C 1:54678�/

0.6 0.68434 i.4:1090 � 10�5Re C 9:9002 � 10�3† C 2:59604�/

0.7 0.57957 i.�4:1336 � 10�5Re C 4:7319 � 10�3† C 3:66622�/

0.8 0.45271 i.�1:3441 � 10�4Re C 1:6207 � 10�3† C 4:22275�/

0.9 0.28275 i.�1:4953 � 10�4Re C 2:4594 � 10�4† C 3:12267�/

due to discontinuity in viscosity when more viscous liquid is placed adjacent to the
rigid wall (�r > 1). Stable core–annular flow configuration could be obtained in
the rigid limit when less viscous liquid is near the rigid wall and occupies much
less space than the core viscous liquid [50]. We performed a long-wave asymptotic
analysis in order to determine the effect of the deformable solid layer on these low-k
capillary and fluid–fluid interfacial instabilities. Again, the stability in low-k limit
is determined by the first correction to wavespeed and the leading-order wavespeed
is real and remains unaffected by the presence of a deformable solid layer. The
result for c.1/ comprises three different contribution, and the expression for c.1/ is
qualitatively similar to the expression of c.1/ given above for the case of liquid film
flow inside a tube or outside a cylinder (see Eq. 97). Tables 6 and 7 reports the
expression of c.0/ and c.1/ for �r D 0:5, i.e., when more viscous fluid is adjacent to
the wall, and for �r D 2 when the less viscous liquid is placed near the tube wall.
These results clearly show that the effect of the deformable solid layer is stabilizing
for �r D 0:5 and destabilizing for �r D 2. We have verified that the qualitative
nature of soft solid contribution remains similar to �r D 0:5 for all �r < 1 and
to �r D 2 for all �r > 1. Therefore, for �r < 1 when the more viscous liquid is
near the wall, it is possible to suppress the fluid–fluid interfacial mode perturbations



Instability Suppression using Soft Solid Coatings 211

caused due to either capillary forces or viscosity contrast by using a deformable
solid coating on the inside of tube wall. On the other hand, when �r > 1, the solid
layer provides a destabilizing contribution and the flow can be rendered unstable by
altering wall properties when the flow can be otherwise stable in the rigid limit.

4 Suppression of Interfacial Instabilities for Arbitrary
Disturbances

The central conclusion of the foregoing discussion on the effect of the deformable
solid layer on fluid–fluid interfacial instabilities in long-wave limit is that the
wall elasticity could be tuned to control gas–liquid and/or liquid–liquid interfacial
instabilities for a wide variety of flow configurations and for different fluid
rheological behaviors. The solid deformability parameter � and dimensionless solid
thickness H can be chosen appropriately to suppress interfacial instabilities in
low-k limit for different flow settings when the corresponding flow configuration
was otherwise unstable in the rigid limit. While for parameter regimes where
flow is already stable in the rigid limit, the deformable solid layer could have a
stabilizing/destabilizing effect. However, as noted, the above asymptotic results for
the control of interfacial instabilities by the soft solid layer are valid only in the
limit of very long-wave perturbations. An arbitrary disturbance is expected to be
composed of modes with all wavelengths. Thus, if the predicted suppression is
to be realized in real systems, it is necessary to ensure that the instabilities are
suppressed for disturbances corresponding to all wavelengths. Therefore, the first
objective of this section is to extend the low-k asymptotic results to finite and
arbitrary values of wavenumber by solving the governing stability equations using
numerical methods. This will ensure whether the predicted long-wave suppression
holds for any arbitrary disturbance or not. Second, there have been several studies
exclusively focusing on the stability of deformable fluid–solid interface, and these
studies demonstrated that the fluid–solid interface could become unstable even
in creeping flow limit when the solid deformability parameter � is increased
above a critical value [20, 21, 39, 40, 42]. Further, several additional liquid–solid
unstable modes proliferate in the presence of inertia when the wall deformability is
sufficiently increased [10, 18, 19, 57, 58]. Thus, when � increases beyond a critical
value, the fluid–fluid interfacial instabilities wherever possible are suppressed. With
further increase in � � O.1/, the fluid–solid interface also becomes unstable.
Consequently, the question arises whether there exist sufficient gap in between the
two values of � where both fluid–fluid and fluid–solid interfaces remain stable. If
we envisage the use of deformable solid coating in suppressing instabilities, we must
ensure that the fluid–solid interface also remains stable. The results are presented in
terms of neutral stability diagrams which demarcate the stable and unstable regions.
These neutral curves are constructed by solving governing stability equations using
a numerical shooting technique and Chebyshev spectral collocation method. In the
following, we first present results for free-surface problems and then proceed to
discuss results for other flow configurations.
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However, before proceeding to discuss results for arbitrary wavenumbers, it is
important to remark here the procedure that we follow in identifying and labeling
an interfacial mode. In general, the flow configuration under consideration will
consist of fluid–fluid (gas–liquid and/or liquid–liquid) interface and a deformable
fluid–solid interface. All of these interfaces could potentially become unstable
as parameters are varied. As clear from the previous section, for Re � O.1/,
the fluid–fluid interface undergoes a low-wavenumber instability caused due to
a jump in viscosity or elasticity across the interface. For Re � O.1/ and in
the absence of deformable wall, the only eigenmode which becomes unstable is
this low-k fluid–fluid interfacial mode. This long-wave interfacial mode will be
referred as fluid–fluid interfacial mode or gas–liquid (GL) mode when a gas–
liquid interface is present or liquid–liquid (LL) mode if a liquid–liquid interface
is present. The other potential interface which could become unstable is liquid–
solid (LS) interface. This LS interfacial mode could become unstable via different
mechanisms depending on the presence/absence of inertial forces. In the absence
of inertia, the flow past a linear elastic or neo-Hookean solid becomes unstable
for finite wavenumber perturbations when � is increased over a critical value [39].
The short-wave perturbations also become unstable when � � O.1/ is sufficiently
increased as predicted first by Gkanis and Kumar [20] for a more accurate neo-
Hookean solid model. In addition to this creeping flow interfacial unstable mode,
the coupled fluid–solid problem also admits multiple solutions which correspond
to shear waves in a solid medium which exist only for finite inertia in the solid
[1]. These free shear waves in solid could also be destabilized by fluid flow in
the presence of inertia when the solid deformability parameter increases beyond
a critical value [18, 19, 57, 58]. Thus, there are two broad categories of LS unstable
modes: first, the creeping flow finite wavenumber and short-wave instability which
continue to finite Re and second, the free shear waves in solid destabilized by fluid
flow for which the presence of inertia, however small, is necessary. Here, since
we are more interested in the question that whether a deformable solid layer could
be used to suppress interfacial instabilities or not, therefore, we refer both these
unstable LS modes as simply LS modes even though a more precise term for a
second class of LS modes would be inertial LS modes.

4.1 Suppression of Falling Film Instabilities with Free Surface

Following the sequence presented in Sect. 3, we first present the neutral stability
diagrams for Newtonian liquid film falling down an inclined plane (refer to Fig. 2
for schematic). The low-k analysis in the previous Sect. 3.1.1 demonstrated that
it is possible to suppress the long-wave free- surface instability by appropriately
choosing solid deformability parameter � and dimensionless solid thickness H .
Figure 8 presents the neutral stability curves for GL and LS modes for both neo-
Hookean and linear elastic solid model. In the limit of � ! 0, i.e., the rigid limit,
the GL free surface remains unstable. As � is increased above the lower neutral
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Fig. 8 Complete suppression of free-surface instability and comparison between results from
linear elastic and neo-Hookean models. Neutral curves for GL and LS modes: � vs. k for
H D 1; Re D 1:5; � D 50ı; and †gl D †ls D 0

curve, there is a transition from unstable to stable region for the free-surface GL
mode. This lower neutral curve is obtained by extending the low-k asymptotic result
(Eq. 81) to finite wavenumbers and is referred as lower GL-mode neutral curve.
Further, note that the lower GL-mode neutral curve, which gives the threshold
value of � above which the GL- mode perturbations are stabilized, is identical
for both neo-Hookean and linear elastic solid model. This implies that both linear
and nonlinear constitutive relations predict free-surface instability suppression for
finite wavenumbers as well. With further increase in � , we obtain a set of two
neutral curves, for both linear elastic and neo-Hookean solid models, corresponding
to the destabilization of GL and LS interfaces. Importantly, there is a range of
� values between the lower and upper neutral curves where both GL and LS
interfaces remain stable for all wavenumbers. Thus, there exists a stable gap in
terms of parameter � (or alternatively in terms of shear modulus of solid) where
falling film is stabilized by the deformable solid coating. The low-k asymptotic
expression for c.1/ contained two stabilizing contributions: the first one which is
present due to wall deformability and is proportional to � while the second which
is rigid contribution and is proportional to cot � . For a vertical incline, this rigid
stabilizing contribution vanishes. We have verified that there exists a sufficiently
wide gap in terms of parameter � where the free- surface instability is suppressed
without exciting the LS interfacial mode for a vertical incline as well. Note that, even
though, the details for upper neutral curves for two solid models differ significantly
(like a range of unstable wavenumbers), but both models predict a sufficiently wide
stability window in terms of parameter � .
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For linear elastic solid, the upper LS-mode neutral curve corresponds to the
continuation of creeping flow viscous LS interfacial instability, while for neo-
Hookean solid, it is a combination of inertial LS mode and the short-wave
unstable LS mode first predicted by Gkanis and Kumar [20] for flow past a neo-
Hookean deformable surface. This short-wave instability for neo-Hookean solid is
a consequence of nonzero first normal stress difference in the base state for neo-
Hookean constitutive relation and this instability remains absent for flow past linear
elastic solid. Also, note that the upper neutral curves predicted by two solid model
differ significantly from each other and the solid deformability parameter � � O.1/

for these upper neutral curves. This is outside the validity domain of linear elastic
solid model, and we expect the results predicted by neo-Hookean model to be more
accurate for these upper neutral curves. In this connection, note that while Fig. 8
shows a stable gap for H D 1 for both solid models, Fig. 9 for H D 5 shows
that the stability window vanishes for linear elastic model. The neo-Hookean solid
model still predicts a sufficient gap in � where stable flow configuration could be
achieved. Since we expect neo-Hookean model to be more accurate, particularly in
capturing upper neutral curves for which � � O.1/ (proportional to deformation
gradients in solid layer), it can be concluded that the instability suppression would
be valid for higher values of solid thickness as well. This difference in prediction of
upper neutral curves also highlights the importance of using a nonlinear constitutive
relation even for linear stability analysis.

Figures 8 and 9 illustrated the stabilization of free- surface mode for the case
of Newtonian falling film down an inclined plane. We next present the neutral
stability curves when the falling liquid film is represented by an Oldroyd-B

0.001 0.01 0.1 1 10 100
Wavenumber, k

0.0001

0.001

0.01

0.1

1

Γ 
= 

μ 
V

/(G
R

)

GL mode: NH
LS mode: NH
GL mode: LE
LS mode: LE

Fig. 9 Neutral stability data showing the differences in predicting the stability window for higher
solid thickness H for linear and nonlinear solid models: � vs. k for H D 5; Re D 1:5; � D
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constitutive relation. Recall that two additional parameters appear: Weissenberg
number W which represents the elasticity of fluid or is a measure of relaxation
time of the viscoelastic liquid and second the ratio of solvent to total viscosity S .
When S D 0, the solvent is absent and the model reduces to UCM fluid which
describes the behavior of polymer melts. The low-k asymptotic result (Eq. 82)
shows that the elasticity or Weissenberg number has an additional destabilizing
effect on falling liquid film, while the soft solid layer still has a stabilizing effect
(Eq. 83) as was observed in the Newtonian film case. Figure 10 shows the neutral
stability diagrams for pure polymer with no solvent (S D 0) and Fig. 11 shows
neutral curves for polymer solution with solvent S D 0:5. Both these figures
show a wide stability window in parameter � where none of the mode becomes
unstable. Figure 11 shows neutral stability data for a vertical incline for which
the stabilizing contribution proportional to cot � remains absent. In this case as
well, the stabilizing contribution of the deformable solid alone is sufficient to
obtain stable flow configuration. Therefore, the conclusion of free-surface instability
suppression holds for viscoelastic liquid films as well. Note that in Fig. 11 several
additional unstable modes are depicted as compared to Fig. 10. These additional
modes correspond to the inertial LS modes which become unstable at very high
values of � . The neutral curves which are critical for determining stability window
are the lower GL-mode neutral curve and the upper GL- or creeping flow viscous
LS mode.

The Weissenberg number, which is a measure of elasticity of fluid, is kept at 0:5

in both neutral stability diagrams of Figs. 10 and 11. The numerical results in terms
of neutral stability curves show that increasing W has destabilizing effect on the
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configuration under consideration. The width of stability window decreases as W

is increased above 0:5 and finally vanishes above a particular value of Weissenberg
number. One such case is shown in Fig. 12 which depicts neutral stability diagram
for a particular set of parameters with sufficiently high Weissenberg number
(W D 8). This figure shows that an island of instability appears on increasing W
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which closes the stability gap. Thus, while instability suppression for viscoelastic
film is possible for sufficiently low values of W , the free-surface instability cannot
be stabilized when W increases above a critical value.

The results presented above demonstrated that the single liquid film, Newtonian
or viscoelastic, could be stabilized by using a soft solid coating for a wide variety
of parameters. We next consider the possibility of simultaneously suppressing the
free-surface GL mode instability in the presence of an additional LL interface. The
configuration of interest is the gravity-driven flow of two Newtonian liquid falling
films down an inclined plane. The inclined plane is again assumed to be coated with
a deformable solid layer (refer to Fig. 4) to investigate the possibility of obtaining
stable flows when the flow is otherwise unstable in rigid limit.

Before discussing the effect of deformable wall on the stability of two-layer
flow, it is instructive to briefly summarize earlier results for gravity-driven flow of
two liquid layers down a rigid inclined plane [9]. The stability of this two-layered
configuration depends on the relative placement of two liquid layers with respect
to the rigid surface and the relative thickness of two liquid layers. The parameter ˇ

denotes the dimensionless thickness of the top liquid layer. The relative placement
of the two liquid layers with respect to the wall is characterized by viscosity ratio
�r: when �r > 1 (�r < 1) the less (more) viscous liquid is adjacent to the wall.
The stability characteristics of the GL mode are qualitatively independent of �r and
ˇ, and for any given �r and ˇ, the GL mode becomes unstable above a critical
Reynolds number. On the other hand, when the less viscous liquid is adjacent to the
wall (�r > 1), the LL interface can become unstable even in the absence of inertia
[9]. This is also clear from the expression of c

.1/
ll for �r D 2 given in Sect. 3.1.4

(see Eq. 91). In fact, this low-k expression for c
.1/
ll shows that inertia is stabilizing,

while the term proportional to cot � is destabilizing. Chen [9] demonstrated that
the LL interface can be completely stabilized at sufficiently higher values of Re

when the LL interfacial tension increases above a critical value. However, at such
higher values of Re, the GL interface becomes unstable and hence simultaneous
stabilization of both GL and LL interfacial modes is not possible for �r > 1. For
�r < 1, both GL and LL mode become unstable above a critical value of Re. The
long-wave results presented in Sect. 3.1.4 illustrated that the soft solid contribution
is stabilizing for �r < 1 and destabilizing for �r > 1 for both GL and LL modes
irrespective of the value of ˇ. We first discuss the results corresponding to �r < 1

for which the effect of deformable solid is stabilizing for both LL and GL interfaces.
Figure 13 shows the neutral stability curves for all three interfaces for �r D

0:5; Re D 0:1; � D 90ı; †gl D †ll D 0:25; †ls D 0:1, and H D 2. Earlier results
[9] and low-k results show that both GL and LL interfaces become unstable for
any nonzero Re for �r D 0:5 and � D 90ı (also see Eqs. 85 and 87). The solid
layer has a stabilizing effect on both the modes for �r D 0:5 in the long-wave
limit. Therefore, in � � k plane, two lower neutral curves exist corresponding to the
stabilization of LL and GL interfaces as � is increased from zero (rigid limit) beyond
the respective critical value for LL and GL modes. This figure shows that the LL
mode is first stabilized followed by stabilization of GL mode on further increasing
� above the lower GL- mode neutral curve. Similar to previous results for single
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Fig. 13 Neutral stability diagram illustrating the simultaneous suppression for LL and GL
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liquid layer falling under the action of gravity, when � is sufficiently increased, all
three interfaces (GL, LL, and LS) become unstable due to wall deformability as
depicted by the presence of three upper neutral curves showing the destabilization
of LL, GL, and LS interfaces. For this three-layered configuration as well, there
exists a sufficiently wide gap in terms of parameter � where all three interfaces
remain stable. For the parameter set selected in Fig. 13, this stability window is
determined by lower GL- and upper GL- or LL-mode neutral curves. Figure 14
shows the neutral stability diagram for the same parameter set, but with a lower
value of solid thickness. This figure shows that the critical value of � above which
both GL and LL modes become stable increases with decrease in solid thickness.
However, decreasing solid thickness has an overall stabilizing effect as in evident by
increase in width of stability window. Note that the upper GL-mode neutral curve
shifts upward and the upper LL-mode neutral curve vanishes for H D 0:5. As a
result of this, the stability gap is now determined by lower GL and LS mode neutral
curves. A comparison of Figs. 13 and 14 clearly illustrates that there is a wider
region in � (from � � O.0:01/ to � � O.1/) for H D 0:5 as compared for H D 2

(from � � O.0:01/ to � � O.0:1/) where all three interfaces remain stable. Thus,
solid thickness can be varied to increase the width of the stable region. We have
verified a similar presence of sufficiently wide stability window for different values
of ˇ and for various angles of inclination. It is observed that increasing the thickness
of the top liquid layer, i.e., ˇ, reduces the width of stability window, and for certain
parameter regimes with sufficiently higher values of ˇ, it is not possible to obtain
stable flow configuration.
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We next turn our attention to the case when the less viscous liquid is adjacent
to the soft solid layer (�r > 1). In the low-wavenumber limit, the deformable solid
layer has a stabilizing effect on the GL interface and destabilizing effect on the
LL interface. Figure 15 shows the neutral stability diagram for � D 	=2, �r D
2; ˇ D 0:5; Re D 0:1; H D 2; †gl D †ll D 0:1; †ls D 0:1, and �rs D 0. In
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the rigid limit for �r D 2, the long-wave results show that the LL interface remains
stable, while the GL mode is unstable due to inertia. Since wall deformability is now
destabilizing for LL mode, there is a transition from stable to unstable perturbations
for LL interface as � increases above LL-mode neutral curve. With further increase
in � beyond the lower GL neutral curve, GL-mode perturbations are suppressed
due to wall elasticity. On further increasing � , both GL and LS modes become
unstable similar to the case when �r < 1. The LL-mode neutral curve is now a
single continuous curve with wavenumbers lying above and left of the neutral curve
being unstable. Figure 15 clearly shows that it is not possible to simultaneously
stabilize all three interfaces for �r D 2.

4.2 Suppression of Fluid–Fluid Interfacial Instabilities in
Channel Flows

The results presented in the preceding section demonstrated the capability of
deformable solid coating in suppressing interfacial instabilities for both Newtonian
and viscoelastic liquid film flows down an inclined plane. We now focus our atten-
tion on plane-Couette flow of two liquid layers which could be either Newtonian or
viscoelastic fluid layers. The configuration under consideration is shown in Fig. 5,
and it shows that the top plate is moving with velocity V and the bottom plate, which
is coated with a deformable solid layer, is stationary. When the two fluid layers are
Newtonian, this configuration in the absence of the soft solid layer becomes unstable
when the less viscous fluid occupies more space. In terms of the nomenclature
used here, it translates as: flow is unstable when �r < 1; ˇ < 0:5 or when
�r > 1; ˇ > 0:5. The long-wave results presented in Sect. 3.2.1 illustrated that
the effect of deformable solid coating is always stabilizing when the contribution
present due to viscosity stratification is destabilizing, i.e., when �r < 1; ˇ < 0:5 or
when �r > 1; ˇ > 0:5. Figure 16 shows neutral stability data for �r D 0:5; ˇ D 0:4,
and Fig. 17 shows data when the two fluids are switched with one another, i.e.,
�r D 2; ˇ D 0:6 for the case of plane-Couette flow of two Newtonian fluid layers
flowing past a deformable solid surface. For both cases, the flow is unstable in the
rigid limit (� ! 0). This figure clearly shows that the suppression predicted in
low-k limit holds for finite wavenumbers as well and there exists a wide stability
window where the fluid–fluid interfacial mode instability is completely suppressed
by deformable solid coating. We have verified the existence of such a stable gap for
a wide variety of parameters where the two-fluid configuration otherwise remains
unstable in rigid limit.

Recall that the long-wave results presented in Sect. 3.2.1 show that the solid
layer contribution could be destabilizing or stabilizing depending on the solid
thickness when the viscosity stratification contribution is stabilizing. For example,
Table 1 illustrates that for �r D 0:5 and ˇ D 0:6, the contribution proportional
to Re is stabilizing, while the soft solid has stabilizing effect for H < 7:92 and
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Fig. 16 Neutral stability diagrams illustrating the instability suppression for two-layer Newtonian
plane-Couette flow when more viscous fluid is near the deformable solid surface: � vs. k for
�r D 0:5; ˇ D 0:4; H D 4; Re D 1; and †ll D 0:04

destabilizing effect for H > 7:92. On the other hand, when ˇ � 0:8, the solid
layer contribution is always destabilizing for any value of solid thickness, while
the viscosity discontinuity across the interface is stabilizing. For such a case (i.e.,
when ˇ � 0:8), the two-fluid interfacial mode remains stable in rigid limit, and as
solid deformability parameter � increases beyond a critical value, the fluid–fluid
interfacial mode becomes unstable due to wall deformability. We have verified that
the destabilization continues to finite wavenumbers and the neutral curves obtained
in this case will be qualitatively similar to the neutral curve presented in Fig. 15 for
gravity-driven flow of two Newtonian liquid films falling down an inclined plane
coated with a soft solid layer. The only difference would be that the GL-mode
neutral curve will be absent because there is no gas–liquid interface present in the
case of two-layer plane-Couette flow. The neutral stability diagram obtained for
�r D 0:5; ˇ D 0:6, and for H > 7:92 will also be qualitatively similar to Fig. 15
with GL- mode neutral curve remaining absent and a presence of lower neutral
curve for two-fluid interfacial mode showing destabilization of this interfacial mode
by soft solid coating. For H < 7:92, when both soft solid and rigid contributions are
stabilizing, lower neutral curves remain absent. However, in this case, LL mode and
LS mode can become unstable when � is sufficiently increased. Thus, while lower
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Fig. 17 Neutral stability diagrams illustrating the instability suppression for two-layer Newtonian
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neutral curves remain absent, upper LL- and LS-mode neutral curves will be present
showing the destabilization of the configuration due to excitation of fluid–fluid and
fluid–solid interfacial mode.

We now discuss whether a similar instability suppression holds for the flow
of two viscoelastic fluid layers as well or not? It was shown in the limit of low
wavenumbers that stabilizing or destabilizing contribution of the soft solid layer is
dictated solely by viscosity stratification and remains independent of discontinuity
in elasticity across the interface. Thus, the soft solid contribution is again stabilizing
when the (viscoelastic) fluid with lower viscosity occupies more space. However,
an additional destabilizing contribution proportional to difference in Weissenberg
numbers of two fluid layers is present due to the elastic nature of the fluid layers.
For example, the long-wave results presented in Table 3 for �r D 0:5 and ˇ D 0:4

show that the term proportional to Re is destabilizing, soft solid contribution is
stabilizing, and contribution present due to elastic stratification is destabilizing when
Wb > 1:13Wa. A comparison of different rigid contributions in the expression of
c.1/ (i.e., c

.1/
visc and c

.1/
elas) for W � O.0:1/ reveals that the destabilizing contribution

proportional to the difference in Weissenberg numbers is at least an order of
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magnitude larger than the term proportional to Re. The low-k results show that
it is possible to suppress the interfacial instability by sufficiently increasing the
wall deformability for a given solid thickness. However, due to the presence of an
additional destabilizing contribution, the critical value above which flow becomes
stable due to wall elasticity increases as compared to the critical value of � required
for stability of two Newtonian fluid layers. Also, it is known that both fluid–fluid and
fluid–solid modes become unstable when � is sufficiently increased. Consequently,
it is important to find out whether there exists a sufficiently wide stability window
for two-layer UCM fluid flow as was observed in the case of two-layer Newtonian
fluid flow. Figure 18 shows the neutral stability diagram for one such case of plane-
Couette flow of two viscoelastic fluid layers. This figure clearly shows the presence
of a wide gap between lower and upper neutral curves where the two-fluid mode and
the fluid–solid mode remain stable. We have verified the existence of such stable
gap for a variety of parameter regimes for the case of plane-Couette flow of two
viscoelastic fluid layers. Thus, the results presented in this section show that it is
possible to use a soft solid coating for suppressing interfacial instabilities for two-
layer plane-Couette flow of both Newtonian and viscoelastic fluids.
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Fig. 18 Neutral stability diagram illustrating the stabilization of two-layer viscoelastic plane-
Couette flow by deformable solid layer: � vs. k for �r D 0:5; Wa D 0:1; Wb D 0:5; ˇ D
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4.3 Suppression of Capillary Instability in the Presence of
Interfacial Instabilities

Thus far, we have demonstrated the potential of the deformable solid layer in
suppressing free-surface instabilities, liquid–liquid interfacial instabilities in the
presence of free-surface instability, and fluid–fluid interfacial instabilities present
in different configurations due to viscosity or elasticity contrast across an interface
(liquid–liquid or gas–liquid). We now demonstrate the efficacy of the soft solid
layer in suppressing capillary instability induced due to surface tension in the
presence of free-surface and fluid–fluid interfacial instabilities, again present due
to viscosity contrast across the interface. It is well known that the cylindrical fluid–
fluid interfaces become unstable due to surface tension-induced capillary instability
both in the presence or absence of inertia [23, 50–52, 61]. We consider two cases:
first, the gravity-driven annular liquid film flow outside the wires and inside the
tubes where the free surface becomes unstable in addition to instability induced due
to surface tension, and second, the pressure-driven core–annular flow (CAF) of two
immiscible liquids in a tube where capillary instability is present along with two-
fluid interfacial mode due to a viscosity jump across the fluid–fluid interface.

The schematics showing the flow outside the wire and inside the tube where
the outer and inner walls, respectively, are coated with a deformable solid layer are
shown in Fig. 6. The results in low-k limit show that it is not possible to obtain stable
flow configuration in rigid limit for both flow outside the wire and for cylindrical
film flow inside the tube. However, the soft solid has a stabilizing effect and it is
possible to suppress long-wave capillary instability in the presence of free-surface
instability by manipulating the deformable wall properties (wall elasticity, i.e., �

and soft solid thickness H ). For Re D 0 and †gl ¤ 0, only capillary instability is
present, and the neutral stability data in Fig. 19 shows the presence of a stable gap
illustrating essentially the suppression of capillary instability by deformable solid
coating. We have verified that such suppression holds for a different values of S and
H which correspond to different values of radius of curvature and hence variation
in the destabilizing contribution proportional to gas–liquid interfacial tension.

Figure 20 shows that the width of stability window decreases significantly on
increasing Re from 0 to O.1/ value. This implies that increasing destabilizing
contribution due to the presence of free surface reduces the width of stable gap, and
for sufficiently high Re � O.1/, the stable gap vanishes and it will not be possible
to obtain stable configuration by altering wall elasticity. However, note that the film
flow in rigid limit is unstable for any nonzero value of Re. We have verified that
it is possible to suppress both capillary and free-surface instability for †gl � O.1/

and Re � O.0:1/. The above results are shown for outside the wire. The results
for flow inside the tube coated with a soft solid layer and with a presence of free
surface also show similar qualitative features, i.e., it is possible to obtain stable
flow configuration for Re � O.0:1/; †gl � O.1/ for inside tube flow by using a
deformable solid coating. Thus, it is possible to suppress capillary instability for
free-surface film flows for Re � O.0:1/ and †gl � O.1/.
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We next consider the core–annular flow of two immiscible fluids in a flexible tube
(see Fig. 7). Here, capillary forces render the flow unstable even in the absence of
inertia and the qualitative nature of this surface tension-induced instability remains
independent of the viscosity of core and annular liquids. Further, the fluid–fluid
interface could also become unstable due to viscosity contrast. Preziosi et al. [50]
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have shown for CAFs in the rigid tubes that the viscosity stratification is stabilizing
when the less viscous liquid occupies thin annular space compared to more viscous
core fluid (i.e., �r > 1 and higher values of mean fluid–fluid interface a). It was
demonstrated that for such a case, there exists a window of stability in terms of Re

where stable core–annular flow can be achieved. On the other hand, when �r < 1,
it is not possible to obtain stable core–annular flow in rigid tubes. It was illustrated
in the long-wave asymptotic results above that the soft solid layer has a stabilizing
effect for �r < 1 and destabilizing effect for �r > 1. We present results for �r < 1

in more detail when the effect of deformability of the solid layer is stabilizing on
fluid–fluid interface in long-wave limit, and hence, there is a possibility of obtaining
stable CAFs in a flexible tube when the flow is otherwise unstable in a rigid tube.

Figure 21 shows the neutral stability curves for two different values of Reynolds
number. Let us first focus on neutral curves corresponding to Re D 0:1. For
�r D 0:5; a D 0:9; Re D 0:1, and †ll D 0:1, the low-k results clearly illustrate
that the flow remains unstable in rigid limit (� ! 0) because of the contribution
proportional to Re (present due to viscosity jump) and the term proportional to
†ll (capillary instability). Similar to the results presented above for suppression
of interfacial instabilities in different configurations, as � increases above the
lower LL-mode neutral curve, there is transition from unstable to stable LL-mode
perturbations. There exist a range of values of � for which both LL and LS interfaces
remain stable and with further increase in � both LL and LS modes become
unstable because of wall deformability. There is a significant gap between lower
and upper neutral curves where stable core–annular flow configuration is achieved
for �r D 0:5 which was unstable in rigid limit. A similar stable gap is present
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for Re D 5 as well; however, the stable region is quite small as compared to the
Re D 0:1 case. Note that the stable gap for both values of Re is determined by
lower and upper LL-mode neutral curves. When Re is increased from 0:1 to 5, it is
observed that the upper LL-mode curve remains largely unaffected, while the lower
LL-mode neutral curve, which gives transition value of � above which the flow
becomes stable, shifts upward by almost two orders of magnitudes for Re D 5 as
compared to Re D 0:1. Therefore, there is much wider gap for lower Re and the
width of stability window decreases with increase in Re. Our results show that the
stable gap is absent for Re � O.10/ and stable CAF arrangement in a deformable
tube could be attained only for Re � O.1/.

The numerical results presented above are shown for the case when annular
liquid occupies much less space as compared to the core fluid (a D 0:9 in Fig. 21).
Our numerical results for �r D 0:5 and a D 0:7 also demonstrate the capability
of deformable solid coating in achieving stable CAF configuration for Re � 1

and †ll � 0:1 � �1. However, the low-k results demonstrated that the qualitative
nature of term proportional to Re changes from destabilizing to stabilizing with
decrease in mean LL interface position, while the term proportional to †ll still
remains destabilizing. Further, it is observed that the capillary instability becomes
more and more stronger as compared to term proportional to Re with decrease in a.
Figure 22 depicts neutral stability curves for a D 0:5 and †ll D 0:1. For a D 0:5,
the low-k results show that the term proportional to Re becomes stabilizing. This
figure shows that for †ll D 0:1 and a D 0:5, there exists a sufficiently wide stable
gap for both zero and nonzero Re. Thus, the stabilizing contribution of the soft
solid layer is adequate for suppressing the capillary as well as two-fluid interfacial
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instabilities. Figure 23 presents neutral curves for a D 0:3 and †ll D 0:1. The
stabilizing contribution due to Re is suppressed by putting Re D 0 and the only
destabilizing contribution present is due to capillary forces. This figure shows that
while it is possible to suppress the LL- mode perturbations in low-wavenumber
limit, it is not possible to suppress the fluctuation with k � 1 by manipulating the
wall elasticity. For a D 0:3, the strong capillary forces dominate over the stabilizing
soft solid contribution and it is not possible to obtain stable flow configuration for
lower values of a for †ll � O.0:1/. This is in contrast to the results presented in
Fig. 22 for a D 0:5 and † D 0:1, where stable CAF configuration is achieved by
manipulating wall elasticity. However, Fig. 23 shows that the stable gap disappears
when †ll is increased from 0:1 to 1 for a D 0:5. We investigated the effect of
varying †ll for different values of a and observed the presence of stability window
at a D 0:9 for †ll values as high as 10. On the other hand, for a D 0:6, stability
window disappears when †ll is increased from 2 to 4:5. Thus, for Re � O.1/,
the presence or absence of a stable region depends on the competition between
the stabilizing contribution of the soft solid layer and destabilizing contribution
due to capillary forces. This discussion suggests that it is possible to attain stable
flow configurations for sufficiently higher values of a by using a deformable solid
coating. On the other hand, the presence of strong destabilizing capillary forces
prevents the stabilization of LL interface at lower values of a.

At this point, we provide some estimates of the various dimensional parameters
for which the predicted suppression of instability may be realized in experiments. As
an illustration, we choose the data given in Fig. 21 which presents neutral stability
curves for core–annular flow of two immiscible Newtonian liquids in a flexible tube.
The density of common liquids is usually � � 103 kg=m3. The interfacial tension
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between different immiscible liquids and between different liquids and soft solids
like PDMS is typically �0:01 N/m; thus, we set �ll and �ls � O.0:01/ N/m to
estimate nondimensional surface tension parameter. We further set R � 10�3 m,
�b � 1 Pa.s and centerline velocity V � 0:1 m/s. These choices of parameter
implies that Re � 0:1, †ll and †ls � 0:1. For these set of parameters, Fig. 21
clearly shows that CAF remains unstable in the rigid limit � ! 0 and this
interfacial instability is suppressed for a range of � values (� O.0:001�0:1/). This
corresponds to a shear modulus values of 103 < G < 105 Pa. Thus, the predicted
suppression can be realized in experiments for very viscous liquid layers flowing
past a soft deformable solid wall.

5 Conclusions

The effect of deformable solid layer coatings on interfacial instabilities in liquid–
liquid and liquid–gas interfaces was analyzed for a variety of configurations and for
both Newtonian and viscoelastic fluids. A long-wave (low-k) asymptotic analysis
is carried out first which clearly elucidates the stabilizing or destabilizing role of
solid deformability. We find that in the low-k analysis, dissipative effects in the
solid layer do not play any role. Interestingly, the effect of the solid layer appears at
the same order (i.e., O.k/) at which the other effects such as viscosity stratification,
elasticity stratification, and interfacial tension (for curved interfaces) appear. Thus,
by appropriately choosing the shear modulus and thickness of the solid layer, it is
possible to completely suppress the interfacial instability when it is present without
the deformable solid or even to destabilize the interface when it is stable without the
deformable solid. Numerical computations were carried out using spectral method
in order to verify whether the low-k predictions extend to all values of k and to
investigate whether the deformability of the solid layer induces new instabilities
at finite wavenumber. Using our numerical computations, we presented neutral
stability diagrams wherein we show regions (in nondimensional shear modulus)
where the interfacial instabilities are completely suppressed at all wavenumbers.
These predictions were shown to be generic and were demonstrated for both
Newtonian and viscoelastic fluids and for different geometric configurations. Thus,
the present study demonstrates that soft deformable coatings could be used for
passive manipulation and control of interfacial instabilities.
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Soft Matter Dynamics



Effect of Asymmetry on Adhesion
and Locomotion of Soft-Bodied Objects

Subrata Mondal and Animangsu Ghatak

Abstract Limbless locomotion of soft-bodied objects has been achieved by variety
of mechanisms: volume phase transition of hydrogels, periodic alterations of electric
and photochemical field, rectification of noise on a substrate having asymmetric
friction, and so on. In this report, we have presented a new method of inducing
locomotion of soft elastomeric objects by generating geometric asymmetry in
it. The asymmetry is generated by incomplete swelling of the material with an
organic solvent. In particular, we have prepared cross-linked elastomeric cylinders
which adhere weakly to a substrate. We have swelled these cylinders partially by
dispensing a small quantity of solvent leading to their bending along length; the
solvent however evaporates from portion of it exposed to the atmosphere. The
bending causes a forward rolling motion which is sustained via continued supply
of solvent from one side and its evaporation from the other. The velocity of rolling
depends on several geometric and material properties: diameter and elastic modulus
of the cylinder, surface tension, density and vapor pressure of the liquid, and its
ability to swell the cross-linked network. The above mechanism enables the cylinder
to locomote not only on a horizontal substrate but also up an inclined plane.

Closely associated with locomotion is adhesion on a substrate, specifically the
ability to adhere to it strongly from one direction but to separate easily from the
other, which we have achieved by preparing adhesives embedded with closely
spaced fluid-filled microchannels. The microchannels are arranged in pairs with a
liquid filling on only one of them which generates spatial anisotropy in respect to
surface topography and shear modulus of the adhesive. As a result, when an adherent
is lifted off the adhesive, it requires different lift-off load to be exerted for separating
it from two different directions.
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1 Introduction

Direction specificity is prevalent in many natural systems, e.g., many plants and
insects make use of direction-specific hydrophobicity or hydrophilicity to channel-
ize water condensed on their outer skin in a preferred direction, soft-bodied animals
use directional friction for their locomotion on any substrate, many bacteria have
developed methods for rectification of thermal noise to power their cilia used for
swimming in water, and so on [1–3]. The directional effect is generated by a variety
of symmetry-breaking mechanisms. For example, slender-bodied animals such as
earthworms and snails make use of elongation-contraction waves that propagate
along their body axis for their locomotion. Both the locomotion speed and direction
can be controlled by these animals by asymmetric friction with the substrate at
different parts of their body [4]. Similarly inside, unicellular animals like amoeba
locomote via direction-specific conversion of specific proteins in cytosol from more
gelatinous to liquid-like state [5].

Generation of directed motion in micro-mechanical systems is however a difficult
task to accomplish with currently available micro-fabrication techniques, because
conversion of energy into motion becomes increasingly difficult with reduction in
the dimension of the systems. As an example, electromagnetic [6, 7] or pneumatic
signals [8] which are often used to create motion in micro-systems are restricted
because of their essential need of wires, onboard energy supply arrangements, etc.
Therefore, efforts have been made to develop processes and systems which help
direct conversion of chemical energy to mechanical energy without involving any
transitional steps and motion-bearing parts. More than 100 years ago, J. H. van’t
Hoff showed theoretically that chemical energy can be converted in mechanical
work using osmotic cells equipped with pistons. van’t Hoff’s theoretical osmotic
engine is however very different from living organisms which produces the motility
through the appropriate accumulation of protein molecules [9]. More than 50 years
ago, Katchalsky et al. [10, 11] showed that when collagen fibers are cyclically
immersed in salt solution and water, their morphology alters reversibly from cyclic
helices to random coils resulting in change in dimension. Katchalsky et al. referred
to this as a “mechanochemical system,” defined as a thermodynamic system which
can convert chemical energy into mechanical work. Since then, many approaches
to create chemomechanical motion are currently being investigated, several of them
being specifically based on soft material. These materials are capable of deforming
their shape by external stimuli such as electric field [9, 12], temperature [13, 14],
photo [15, 16], pH [17], and solvent [18].

1.1 Various Mechanisms of Creating Asymmetry
and Locomotion

There have been innumerable attempts to generate asymmetry in soft objects leading
to net forward motion. For example, when light is illuminated asymmetrically on
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porous polymer microstructures of NVOC-Gly TRIM/HEMA, the resultant photo-
chemical alterations in surface chemical processes lead to substantial asymmetric
change in volume, which causes motion of the structure [19]. Light also induces
shape variation of gel which can result in wormlike motion of poly (NIPA-Ru
complex) gel as shown in Fig. 1a [15]. Chemomechanical actuators have also
been designed using ionizable polymeric gel placed within an electrolyte solution.
When an electrical potential is applied across two electrodes, surfactant molecules
bind selectively to one side of the gel, resulting in its contraction along its axis;
reversing the electric field leads to contraction of the opposite side of the gel [9].
Thus, alternating electric field causes alternate expansion and contraction which is
rectified leading to forward motion, which is shown in Fig. 1b.
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Fig. 1 (a) Model of peristaltic motion of the surface of poly (NIPA-Ru complex) gel: represents
spatiotemporal color patterns of oscillating behavior for rectangular bulk poly (NIPA-Ru complex)
gel can be observed because of the difference in color between the reduced state and the oxidized
state of Ru complex [15]. (b) A series of images that represents the motion of polymer gel is
induced by external electric field [9]. (c) Motion of PSA gels: translational motion of a disk-shaped
gel is induced by spreading of organic solvent on water [18] (Reprinted from Refs. [9, 15, 18] with
permission)
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Fig. 2 A series of images represents (a) motion of polyacrylamide hydrogel cylinder on a thin
elastomeric film of polydimethysiloxane, which is subject to vibration. Each cylinder is placed
on a single slanted incision with opposite orientation so that the motion of the gel gets rectified
because of preferential lubrication in one direction [20]. (b) Directional motion of gel is induced
by temperature [21] (Reprinted from Refs. [20, 21] with permission)

Similar rectified motion of hydrogel cylinder on a soft substrate is also generated
by vibrating the substrate and by using asymmetric interfacial interaction between
the gel and the substrate, which is shown in Fig. 2a [20]. Vibration has been
used also to induce bidirectional locomotion of the cylindrical body on top of a
lubricated platform using ratchet-shaped surfaces. The cylindrical body consists of
two PDMS rods with their ratchet-shaped legs having different densities and facing
opposite directions [22]. In thermosensitive gels, direction-specific motion ensues
in response to infinitesimal change in temperature of the environment triggering
spatially varying propagation of volume phase transition along their length, which
is shown in Fig. 2b [21]. Similar phase transition has been achieved by application of
an electric field across polyelectrolyte gel [23]. Osmotic pressure has also been used
to generate locomotion. For example, when a polymeric gel swollen by an organic
solvent is placed on the surface of water, it instantaneously forms a thin skin across
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Fig. 3 (a) Images represent reversible actuation of microstructure with chromium/copper hinges
based on stress reversal obtained in oxidative or reductive environment [24]. (b) The scheme of
a gliding assay in which a microtubule with attached magnetic nanoparticles is transported by a
kinesin motor functionalized glass surface [25] (Reprinted from Refs. [24, 25] with permission)

which an osmotic pressure develops. Large difference in pressure between inside
and outside of the gel ejects the organic solvent out of the gel which imparts reactive
thrust on it making it to move forward (Fig. 1c) [18].

Asymmetry can also be generated using chemical reaction, which induces
reversible curling of metallic bilayers when exposed to oxidative or reductive
environment. These metallic bilayers can be easily deposited and patterned on
microstructures such as bidirectional microgrippers and container. As a result, it
is used as hinge to reversibly open and close microstructures which is shown in
Fig. 3a [24]. In addition, there are devices also which are more akin to biological
systems, for example, it has been shown that direction-specific motion can be
induced with the help of adenosine triphosphate (ATP)-powered biomolecules like
motor proteins. Microtubules, i.e., protein filaments, undergo directed motion when
the kinesin molecules, after acquiring energy from the hydrolysis of ATP molecules,
move along these microtubules in discrete steps of 8 nm [26, 27]. Functionalization
of these microtubules with the help of magnetic nanoparticles and the application
of external magnetic fields can also cause directed motion which is shown in
Fig. 3b [25]. These mechanisms for directional motion and transport in variety of
microfluidics, microelectromechanical system (MEMS), and drug delivery systems
can bring about new advancements leading to variety of smart applications.

While the above modes of locomotion all occur on a horizontal surface,
locomotion on a vertical wall requires also strong adhesion on a vertical wall,
rapid release, direction-specific adhesion, and reusability. Rapid locomotion on
a smooth vertical wall requires directionality along with strong adhesion and
reusability. Directionality in adhesion implies that the adhesive strength depends
on the direction in which the detachment load is applied. In a particular direction,
adhesion strength may be large enough to strongly resist separation, whereas in
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some other direction, it may be quite low resulting in easy separation or pull off.
Development of engineering material with such reversible adhesion capabilities is
motivated by many potential applications such as robotic manipulation, transport
of delicate cargo, and fabrication of biomedical devices with specific features
[28–31]. For example, climbing robots are required to operate in complex and
harsh environmental conditions, such as vertical wall, ceiling, outer surface of space
shuttle, and volcanoes. One of the most challenging tasks in climbing robot design
is to develop a proper adhesion mechanism to ensure that the robot sticks to the wall
surface reliably without sacrificing mobility. Previously vacuum suction technique
[32], magnetic devices [33], and aerodynamic principle [34] were often used to
adhere to a variety of smooth, flat, vertical surfaces, but they are not applicable for
nonsmooth surface. In essence, the man-made wall climbers have fallen far short
of their natural counterpart, e.g., the geckos, crickets, ants, and beetles which have
strong climbing ability irrespective of the roughness of the contact surface.

The basic principle of adhesion of biological system has been the subject of
many recent studies. It is now known that animals do not use one single adhesion
mechanism but a gamut of physical principles using which they can stand or walk
on smooth a vertical surface, even upside down, in dry condition or under water as
the environment demands. Dry adhesion, involving micro- to nanoscale filamentous
structures, is used by many reptiles, and adhesion force mainly engenders from
van der Waals force (Fig. 4a) [35]. van der Waals force is the sum of attractive
force between two atoms or molecules or surfaces other than those due to covalent
bond, hydrogen bond, or electrostatic interaction between ions, neutral molecules, or
charged molecules. Similarly, wet adhesion, involving thin liquid film between two
surfaces, is also used by many animals like arthropods, vertebrates, and Mollusca,
and the adhesion force essentially engenders from surface tension or capillary force

Fig. 4 (a) Images represent the hierarchical structures of gecko foot: (a–f ) represent structures in
the order of decreasing size [35] (Reprinted from Ref. [35] with permission). (b) Images represent
morphology of tree frog toe pads. (a) White tree frog. SEM images of (b) toe pad, (c) epidermis
with hexagonal epithelial cells, (d) high-magnification image of surface of a single hexagonal cell
showing peg-like projections, and (e) transmission electron microscope image of cross section
through cell surface (Reproduced by permission of the original source of publication and Taylor &
Francis Ltd [36])
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Fig. 5 (a) Images represent smooth pad and secretion of insects. (a) Smooth pad of stick insect.
Arolium (Ar), claws (Cl). (b) SEM image of the microstructure of the pad. (c) SEM image of a
footprint of stick insect [28]. Reproduced by permission of the original source of publication [67,
28] (d) Secretion. (b) Images represent flexible muscular foot and structure of adhesive protein of
mussel [39] (Reprinted from Ref. [39] with permission)

generated by fluid-filled joint or fluidic interface between the pad and substrate
[28, 37, 38]. For example, the tree frog can stand or walk on smooth vertical surface,
even upside down under the surface, due to their wet adhesion pads. The toe pads of
the tree frog are covered with regular hexagonal microstructures of epidermal cells
separated by a deep channel into which mucus glands open (Fig.4b); the secretion
from these glands augments the adhesive force at the interface which allows the
animal to stand or walk on smooth vertical surface [37]. Arthropods like insects use
tarsal attachment pads that adhere via small volume of fluid secreted in the contact
zone that aid in wet adhesion (Fig. 5a) [28, 38, 40]. Molluscs like snails and mussels
adhere to a surface using its flexible muscular foot and adhesive mucus. The mucus
is composed of water, mucopolysaccharides, and glycol proteins (Fig. 5b). It forms
a strong yet reversible bond with the surface [39]. Recently, biomimetic adhesive
pad with good adhesion and direction dependence has been developed based on
mechanical micro-fabrication, etching, or carbon nanotube growth technologies
[29, 40–42].

In what follows we will summarize some of the recent works done on
asymmetry-driven locomotion and direction-specific adhesion of soft-bodied
objects made of cross-linked elastomer.

1.2 Method

Cylindrical rods of PDMS were prepared by following the procedure described in
Ref. [43]. Briefly, PDMS precursor and the curing agent mixed at 10:1 w/w were
cross-linked inside the steel shells at 80 ıC for 1 h. After curing, the PDMS cylinders
were pulled gently out and were cut into pieces of length l D 10 mm using surgical
blade.
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PDMS films embedded with pairs of channels were prepared by assisted method
described in Ref. [44]. Briefly, the channels of circular cross section were prepared
using cylindrical shells as templates, which were located in a pool of PDMS
monomer mixed with curing agent (10:1 by weight). Here, also prepolymer liquid
was cross-linked between two glass plates by two-step heating. The templates were
withdrawn from the film after cross-linking at 60 ıC for 1-h. Finally, the film was
cross-linked at 80 ıC for 1 h.

2 Rolling Motion of an Elastomeric Cylinder

While the mechanisms described above all lead to rectilinear motion, in this section
we show autonomous “rolling” of a soft elastomeric cylinder powered by a solvent
[43]. Figure 6a shows the experiment in which a cylinder made of cross-linked
elastomer (� � 1 MPa) remains weakly adhered to a rigid substrate while a small
quantity of a solvent is released at one side of it. The quantity of solvent is small
enough that it does not entirely submerge the cylinder, but only partially, the portion
where it remains in contact with the solvent. Solvent evaporates from the portion
of cylinder exposed to the atmosphere where it shrinks. This asymmetric swelling
and shrinking leads to bending of the cylinder with its convex side in contact with

solvent
substrate

cylinder
rolling

cylinder

sol
ven

t

sstop
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Fig. 6 (a) Represent schematic of the experimental setup. Here a micro cylinder made of PDMS
kept on a glass plate and solvent was applied using a micropipette. (b) The magnified side view
of the cylinder. (c–g) Video micrographs depict a typical sequence of rolling of a cylinder of
diameter d D 520 �m and length l D 10 mm following release of 2 �l of chloroform (Reproduced
by permission of the Royal Society of Chemistry [43])
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the solvent, with the extent of bending depending on the extent of swelling of the
solvent-rich side of the cylinder with respect to the solvent-indigent side.

While bending results in forward motion of the center of mass of the cylinder,
the rest of the cylinder tends to catch up with it and the cylinder starts to roll.
Therefore, evaporation of the solvent is necessary for maintaining the asymmetric
swelling and consequently for the rolling motion to occur. Experiments show that
the cylinder does not roll, if the solvent does not evaporate from its surface. Solvents
like chloroform, n-hexane, n-heptane, toluene, and triethylamine can all drive the
cylinder to roll. Boiling point (T), vapor pressure (p), surface tension (� ), density
(�), and solubility parameters (ı) are the physical properties of the solvent that
determine the rolling velocity.

In Table 1 we present a list of solvents and the value of their different physical
properties. Boiling point and vapor pressure are important as they define the
dynamic balance of quantity of solvent that swells the network and that evaporates
from the surface of it; higher rate of evaporation of the solvent results in larger
asymmetry in swelling. Surface tension is important as it determines wetting of
the cylinder surface and rate of wetting by the solvent and thereby the extent of
swelling. Density of solvent defines the quantity that goes to swell the elastomer
and evaporates out of it. The solubility parameter is a measure of the intermolecular
interactions between the solvent and the cross-linked network. The solvent swells
the solid most when its solubility parameter ı matches with that of the solid.
For example, PDMS swells most in solvents with ı similar to that of PDMS:
ıPDMS D 7:3 [45]. The experiment can be carried out at ambient or elevated
temperature resulting in varying velocity of rolling.

Another important condition for rolling to occur is the interfacial adhesion
between the cylinder and the plate. A cylinder with smooth outer surface adheres

Table 1 Table shows different solvents used in the experiment and their physical properties

Solvent
Boiling
point (ıC)

Vapor
pressure at
27 ıC (kPa)

Surface
tension
(mN/m)

Solubility
parameter
(cal1/2 cm�3/2)

Swelling
ratio

Density
(gm/cm3)

Acetone 56.53 33.33 25.20 9.9 1.06 0.785
Chloroform 60 26.14 27.5 9.2 1.39 1.489
n-hexane 69 20.25 18.4 7.3 1.35 0.655
Ethanol 78.4 8.75 22.39 12.7 1.04 0.789
Cyclohexane 80.7 13.17 24.9 8.2 1.33 0.779
TEA 90 9.13 23.4 7.5 1.58 0.730
n-heptane 98 6.07 20.1 7.4 1.34 0.680
Water 100 3.51 72.86 23.4 1.00 1.000
Toluene 111 3.8 28.4 8.9 1.31 0.862

Reproduced by permission of the Royal Society of Chemistry [43]
Here vapor pressure is calculated using Antoine equation. Antoine constant data of liquid are
taken from Ref. [68]. Solubility parameter and swelling ratio data are taken from Ref. [45] of
the manuscript. Surface tension data of liquid are obtained from Ref. [46]. The density data are
taken from Ref. [47]
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strongly to the substrate forming a large, continuous area of contact as shown in
Fig. 7b. In order to smoothen the rough surface of the cylinder, it is first coated with
a thin layer of PDMS mixed with the cross-linking agent and then cross-linked as
done previously. When such a cylinder is gently placed on the substrate, it forms
a contact of constant width which does not debond at this interface nor does the
rolling motion sets in. A rough surface of the cylinder forms only partial contact
which easily releases from the substrate. Therefore, rough surface is necessary for
the cylinder to roll on the substrate. On the other extreme, if the cylinder does not
adhere at all on the substrate, it rotates with slippage at one place without rolling
forward.

Figure 8a shows a schematic of the experiment in which the cylinder is placed
within the confined gap l between two parallel plates. A PDMS cylinder of diameter
d D 870 �m is driven to roll using n-heptane as the solvent. When the gap is large,
the rolling velocity of the cylinder coincides with that when the cylinder placed
in open atmosphere, i.e., 1.4 mm/s. The rolling velocity decreases as the gap is
diminished, finally the velocity decreasing to zero at a threshold gap between plates
(Fig. 8b).

Fig. 7 Optical micrographs
represent contact area of
cylinder. (a) Cylinder with
rough outer surface does not
form continuous area of
contact. (b) Cylinder with
smooth surface forms a
rectangular area of contact.
(Reproduced by permission
of the Royal Society of
Chemistry [43]) 100 mm
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Fig. 8 (a) Schematic diagram of the experiment in which a cylinder was induced to roll in the
confined spaced between two parallel glass plates. The confined space is used to control solvent
evaporation rate from cylinder surface. (b) The rolling velocity v of cylinder of diameter 870 �m
is plotted against distance l between two glass plates for solvent n-heptane
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Fig. 9 (a) A PDMS cylinder of diameter d D 550 �m is made to roll by addition of chloroform
as the solvent. The distance travelled is plotted against time for addition of different quantities of
solvent. The slope of the data defines the rolling velocity which increases with progress in rolling,
eventually attaining a constant value. The symbols ♦, �, , and ı represent drop sizes 3, 4, 10, and
15 �l, respectively. (b) Typical data of constant rolling velocity v and the final distance travelled
Sstop are plotted against the quantity Q of the solvent (Reproduced by permission of the Royal
Society of Chemistry [43])

Quantity of solvent is another parameter which controls the degree of asymmetry
in swelling. Figure 9a shows the distance to which a cylinder of typical diameter
rolls with respect to time for different quantity of solvent used. A cylinder of
diameter 550 �m is made to roll for 3, 4, 10, and 15 �l chloroform. For large
quantity of solvent used in experiment, for example, asymmetry in swelling of the
cylinder diminishes; therefore, the cylinder does not begin to roll. The rolling motion
sets in only when some of the liquid gets evaporated. The rolling velocity increases
till a constant velocity is reached. Since the solvent remains affine to the cross-
linked network, the pool of solvent remains adhered to the cylinder as it rolls and
continues to supply the solvent required for maintaining the asymmetric swelling.
The cylinder continues to roll till all the solvent is consumed. This observation is
important as it brings out a significant point in regard to the rolling mechanism. The
inertia of the liquid does not drive the rolling motion; on the contrary, the liquid pool
exerts backward drag on the motion of the cylinder.

The data presented in Fig. 10 shows how rolling velocity varies with cylinder
diameter for different solvents demonstrating that multiple properties become
important. For example, chloroform and toluene having similar solubility and
surface tension but different boiling point or vapor pressure (Table 1) result in
different rolling velocities. Although both the solvents swell the cylinder to almost
similar extent, higher vapor pressure of chloroform than toluene leads to higher
rate of evaporation and faster deswelling. As a result, the asymmetry in swelling
becomes more pronounced for chloroform than toluene, resulting in larger rolling
velocity v of the cylinder. Difference in surface tension and solubility too affects
v. For example, n-hexane has lower surface tension and higher solubility parameter
than chloroform so that it spreads faster onto the surface of the cylinder. As a result,
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Fig. 10 The rolling velocity is plotted against diameter of cylinder for 4 � l of various solvents.
The symbols ♦, �, 4, ı, ♦, and � represent the following solvents: n-hexane, chloroform, TEA,
cyclohexane, toluene, and n-heptane, respectively. The inset depicts the velocity of cylinders (d D
550 �m, l D 10 mm) plotted with respect to their shear modulus. The cylinders are driven by 4
�l of hexane. The error bars represent standard deviation of data obtained from several experiments
(Reproduced by permission of the Royal Society of Chemistry [43])

despite having similar boiling temperature, n-hexane spreads over larger surface
area and evaporates at a rate faster than that of chloroform.

Here too asymmetric effect becomes more pronounced for n-hexane, resulting in
higher rolling velocity. It is then natural to expect that solvents with similar ”, p,
and ı should bring about similar rolling velocity of cylinders, which is found with
n-heptane and triethylamine, both result in similar rolling velocity of the cylinder.
Effect of elastic modulus of cylinder on rolling velocity was also studied. Elastic
modulus of the cylinder was varied by using different weight fractions of the cross-
linker: 5–20 % by weight of the prepolymer liquid. As a result, shear modulus � of
the material varies from 1.5 to 5.0 MPa. Inset in Fig. 10 shows that with hexane,
rolling velocity v of the cylinder increases linearly with �.

2.1 Scaling of the Rolling Velocity

An expression of rolling velocity can be derived by equating the interfacial energy
released due to wetting of the solid surface by the liquid to the strain energy
associated with swelling-shrinking of the cylinder. Assuming that the cylinder
swells uniformly along its length, the elastic strain energy of swelling of the cylinder
over one complete cycle of rotation is written as � 	d2L

4
�.d ’=d � 1/2, where d ’

is the effective diameter of an equivalent uniformly swelled cylinder and � is its
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Fig. 11 Plot of linear
velocity v of cylinders against
pd�/�� shows that data from
all solvents can be fitted to a
master curve represented by
the solid line (Reproduced by
permission of the Royal
Society of Chemistry [43])
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shear modulus. The surface energy released because of wetting of the cylinder over
time 
 through which the cylinder undergoes one complete rotation is expressed as
(v
 )L� l, where � l is the surface tension of the liquid and v is the rolling velocity.
Balancing these two expressions yields an expression for the velocity of rolling, v �
	d2�

4
�l
.d ’=d � 1/2. An expression for 
 can be estimated by equating the quantity of

solvent lost from the swollen cylinder to that evaporated over one complete cycle
of rotation from its surface. The former is estimated by multiplying the change in

volume of the cylinder with the density of solvent �� 	d2L
4

�
.d ’=d/2 � 1

	
. The

latter is obtained by considering the rate of mass transfer per unit time and per unit
differential pressure given as the difference in vapor pressure of the solvent p(T) to
its partial pressure p0 at the surroundings: .p.T / � p0/, where T is the surrounding
temperature. Over time 
 , this quantity is estimated as �	dL .p � p0/ 
 , in which
� is the mass transfer coefficient. Noting that partial pressure p0 is negligibly small
and that swelling increases the cylinder diameter only infinitesimally, the expression
for 
 is obtained as 
 � �d

4�p
. Substituting this expression for 
 into that of v, we

obtain the following simple scaling relation: v D �
dp�

��
. The plot in Fig. 11 shows

that the data of linear velocity v for different solvents and cylinders indeed follow
the above scaling: v D 1:32 � 10�9 pd�

��
m=s.

2.2 Rolling up an Inclined Plane

Since the rolling motion of the cylinder is essentially driven by asymmetric swelling,
it is natural to think that the degree of asymmetry can be increased by placing it on
a plane inclined at an angle with the horizontal surface so that solvent accumulates



248 S. Mondal and A. Ghatak

v
(mm/sec)

(deg)

0.0

0.8

1.6

2.4

3.2
a

b

c

d

0 15 30 45 60

t = 0

t = 12 sec
3.2mm

t = 6.5 sec
climbing

Fig. 12 Video micrographs (a–c) show a chloroform-driven PDMS cylinder (d D 870 �m)
rolling up a plane, inclined at an angle 16ı to the horizon. (d) The velocity � of cylinder of
d D 870 �m is plotted against angle of inclination � of a substrate. Symbols �, ♦, , ı, and
• represent the following solvents: hexane, chloroform, TEA, n-heptane, and toluene, respectively
(Reproduced by permission of the Royal Society of Chemistry [43])

more in the rear side, resulting in larger differential swelling at the rear side of the
cylinder than that the front side. Indeed the cylinder can roll up a stiff inclined plane
on application of the solvent as depicted by the sequence of video micrographs
A–C in Fig. 12. Here chloroform is the solvent that drives a cylinder of diameter
d D 870 �m up an inclined plane at angle � D 16ı. In Fig. 12d, � is plotted �

for five different solvents: chloroform, TEA, n-heptane, n-hexane, and TEA which
show that the rolling velocity � increases with the inclination angle � till a critical
angle is reached beyond which it decreases. The cylinder and the accompanying
solvent are subjected to two opposing forces: gravitational pull drags both the solid
and the liquid down the inclined plate, whereas asymmetric swelling-induced torque
pulls the cylinder up the plane. At a small value of � , the liquid accumulates more
in the rear side, so that the difference in meniscus height of the solvent at the two
sides of the cylinder increases more compared to that on the horizontal plane. The
enhanced effect of asymmetry following addition of both these effects increases
the rolling velocity more than what is achieved on a horizontal plane. The rolling
velocity continues to increase with � till a threshold �max is reached beyond which
the gravitational pull dominates, thereby exerting an arresting effect on the cylinder
which slows down. Eventually, the cylinder stops rolling. This novel mechanism
of increasing the velocity while moving against gravity distinguishes it from other
known physical mechanisms that can drive limbless locomotion. Different solvents
(Fig. 12d) increase the rolling velocity and the range of � through which this
mechanism becomes effective to different extents. For example, the maximum
achieved rolling velocity remains larger for chloroform than for TEA and n-heptane,
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yet v decreases to zero within 0o<�<30o for chloroform with � D 1:39 gm=cc,
but for n-heptane with � D 1:34 gm=cc, the cylinder continues to roll for � as
high as 55

ı

. This result suggests that velocity decreases more when solvent density
increases.

3 Direction-Specific Adhesion of an Adhesive Pad

We will now turn our attention to another aspect associated with locomotion, e.g.,
directional adhesion which is important because locomotion in many situations
requires strong adhesion in forward direction but easy release from the back.
Attaining both the demands using the same adhesive layer has not been easy as
described earlier. Conventionally, adhesives have been prepared using viscoelastic
materials in the form of thin layers which can follow the roughness of an adherent
when subjected to external normal or shear loads and come in intimate contact with
it. While van der Waals force of attraction causes adhesion between the adhesive and
the adherent surface, viscous dissipation results in amplification of this adhesion
strength. Viscoelasticity also renders the adhesive susceptible to easy fouling by
particulate matters which prevents repeated application of the adhesive. However,
locomotion, artificial or natural, requires repeated attachment and detachment of
the adhesive and in a specific direction. Diminishing the viscous component of
the material, i.e., by turning the adhesive more elastic, overcomes this problem
of reusability but decreases the adhesion strength quite significantly. Application
of elastic adhesive surfaces patterned with hairs, pillars, and islands has proved to
be a possible alternative. Several studies on model-textured adhesives have shown
that surface patterns suitably designed can enhance adhesion strength remarkably
[48–50]. This is because propagation of a crack at the interface of the adherents is
arrested when it meets a surface discontinuity and has to be reinitiated again. The
maneuverability of these micro-nanoscopic patterns however depends strongly on
the hierarchical structure of the adhesive, the aspect ratio, and thickness, stiffness,
and structure of the patterns, all of which appear to be perfectly optimized for foot-
hairs at the feet of gecko which allow them not only to adhere to any surface but also
to achieve both strong adhesion, easy release, resistance against contamination, and
many other functions. Several attempts have been made to mimic these biological
adhesives beginning from adhesive surfaces decorated with pillars [30, 51, 52], ones
with circular cross section [53], but also ones fitted with directional flaps [54],
hierarchical pillars [55, 56], to adhesive layers patterned with discontinuities [57,
58], finally the ones grafted with vertically aligned multiwall carbon nanotubes.
Dhinojwala et al. showed a dry adhesive that was based on construction on polymer
surfaces with strong nanometer-level adhesion [42]. J. Tuma et al. showed adhesive
microstructure that was based on polymer fibers which amplify adhesion of flat
contact [59]. These adhesives have the potential to be self-cleaning owing to the
reason that they employ stiff, hydrophobic materials. Careful surface preparation
and high preloads are a must to obtain the required levels of adhesion in most of
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these cases. Cutkosky et al. showed a different approach using structured arrays
of moderately soft elastomeric material, termed directional polymer stalks, which
are designed to exhibit adhesion only in that particular direction where load is
applied [31]. Lee et al. showed that arrays of angled microfibers, with structure
similar to that of gecko structure, which were fabricated from a stiff thermoplastic
polymer (polypropylene) with elastomeric properties similar to those of “-keratin of
natural setae, exhibit directional adhesion [60]. In addition to chemical modification
and texturing of the surface of an adhesive layer, it has been shown also that
subsurface microstructures too can enhance several characteristics of an adhesive.
For example, air and viscous domains buried within the bulk of the adhesive can
have strong dissipative effect on the work of adhesion while offering also a clean
reversible separation [61–63]. For a soft solid, filling in subsurface channels with a
suitable liquid can add additional features via alteration of the interfacial tension.
Importantly change in surface tension can be strong enough that it can cause elastic
deformation of the wall of the channel leading to change in topography of the
layer [64]. Calculations show that adhesive layers, decorated with small amplitude
perturbation in surface topography and oscillatory shear modulus, are expected to
enhance adhesion to a flexible adherent via crack pinning effect. Besides alteration
in solid-liquid interfacial tension for liquid-filled channels, change in solid-solid
interfacial tension in the way of self-adhesion of subsurface microstructures too
can influence adhesion [65]. It has been shown that for hierarchically structured
adhesives embedded with multilayer channels, adhesion enhances significantly via
hysteresis associated with self-adhesion of walls of microchannels and can cause
also direction-dependent adhesion. In fact small modifications of the arrangement
of subsurface microchannels lead to different adhesive strengths when peeled along
two different/opposing directions [44]. In what follows we will describe some of
these results to some detail.

Here we describe another mechanism for creating directional adhesion in which
the surface of the adhesive remains smooth, but directional adhesion is generated by
embedding fine microchannels in pairs with desired intra-pair and inter-pair lateral
spacing [62–64]. Figure 13a shows the schematic of this adhesive: a thin PSMS
film, h D 0:55 � 1:05 mm, embedded with cylindrical channels, d D 0:5 � 1:0

mm such that the channels remain at different vertical heights (skin thickness, t
�m). The channels incorporate heterogeneity in two different ways: the effective
shear modulus of the adhesive gets altered from being completely uniform for
a featureless adhesive to a value which remains minimum where the thickness
of the channel wall remains smallest. The spatial variation in modulus can be
altered as desired by embedding a suitable network of channels. Furthermore, when
these channels are filled with a liquid, the effective deformability of the film and
the rate of deformation both alter depending on the viscosity of the liquid and
geometric characteristics of the channel. The liquid inside the channels has another
effect; as it wets the inner surface of the channel, interfacial energy gets released
which causes the thin skin at the vicinity of the channel to bulge out. As a result,
the topography of the adhesive no longer remains uniform but undulating with
periodicity depending on the distance between the embedded channels. Excess
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Fig. 13 (a) Schematic of the experiment shows a model adhesive in which PDMS layer bonded
to a rigid substrate and embedded with pairs of microchannels of same or different diameter. A
flexible adherent is lifted off at a constant rate �5 �m/s, which is in contact with the adhesive
surface [62]. A load cell attached to the substrate and interfaced with a computer is used to
measure the lifting load. (b–d) Optical micrographs show the side view of a pair of channels
(d D 550 �m), embedded inside the adhesive with skin thickness t D 20 �m and inter channel
spacing s D 70 �m. The images (b–d) represent both channels filled with air, both filled with
oil, and either one of the channels filled with oil, respectively. The bulge of the thin skin above the
channel is indicated by arrow (Reproduced by permission of the Royal Society of Chemistry [44])

energy of � D .�sl � �s � �l / per unit wetted area is released, which causes
a bulging height of ı � d

p
2	�=� .h � d=2/. In addition, the channel cross

section alters from circular to oval shaped [64, 66]. Figure 13c, d shows optical
micrographs of a typical bulging profile of the adhesive surface at the vicinity of a
single channel, which changes to a double hump when a pair of channels is used
in close vicinity. In order to capture the side view, a cross-linkable liquid was
used which also spontaneously filled in the channel, e.g., Sylgard 170 which was
then cured at 65 ıC to permanently fix the deformed shape of the channel and the
adhesive. Nevertheless, the bulged out profile is found to remain symmetric for all
these cases. It is expected that variation in modulus too remains symmetric for all
these cases with periodicity equal to that of the channel spacing. The coupled effect
of variation in effective shear modulus and bulging profile of the adhesive surface
introduces combined material and geometric heterogeneity which has pronounced
effect on adhesion and several other properties. Heterogeneity remains symmetric
when uniformly spaced channels are embedded inside the adhesive and are all
filled with the same fluid, however turns asymmetric when spatial distance between
channels remains nonuniform, and in addition, they are filled with different fluids,
the degree of asymmetry being spatially tunable as desired (Fig. 14).
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Fig. 14 Optical micrographs show the side view of channels of diameter 700 �m which are placed
in pairs inside a layer of adhesive with skin thickness of 50 �m. Micrographs (a, b) represent
one sample in which the channels remain far apart. Micrographs (c, d) represent the case when
channels remain closely spaced. The figures show that for widely spaced channels, channels deform
independently. However, when the channels are closely spaced, filling one of the channels deforms
both the channels from being circular and also results in the asymmetric bulging of the adhesive
surface (Reproduced by permission of the Royal Society of Chemistry [44])

Figure 15b shows such adhesive profile in which one of the channels in a pair
is filled with the wetting liquid. The channel surface bulges out at the vicinity of
the liquid-filled channel but bulges in for the one filled with oil. The cross section
of the respective channels too alters, but differently for the two channels leading to
highly asymmetric topography. Since the effective modulus of the adhesive surface
depends strongly on geometry, it too remains asymmetric, in effect resulting in
asymmetric heterogeneity both in topography and shear modulus.

We have shown that this asymmetric heterogeneity can be used to yield direc-
tional adhesion, i.e., different adhesion strength when an adherent separated from
the adhesive from different directions. The experiment is shown in Fig. 13a in
which a flexible contactor is first placed in contact with the adhesive layer such
that it remains oriented normal to the channel axis. A lifting load is then exerted
on the hanging end of the plate in a displacement-controlled experiment so that the
contact line between the adhesive and the adherent propagates in a direction normal
to the channel. It has been shown earlier that an adhesive with heterogeneity of
the above kind does not allow the contact line to propagate continuously but with
intermittent arrests at the vicinity of the channels. With continued lifting of the plate,
the lifting torque, calculated by multiplying the lift-off load P with the distance a
between the point of application of load M � P a, increases while the contact
line remains arrested, till a critical torque Mmax is reached. For an adhesive with
symmetric heterogeneity, Mmax remains almost constant for all the channels. The
situation however changes when adhesive with asymmetric heterogeneity is used.
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Fig. 15 (a–d) Represent surface profile of the adhesive embedded with liquid-filled channels. The
figures (a, b) correspond to when both the channels in a pair and only one of the channels are
filled with oil. These profiles were obtained by analyzing the side view of channels as presented in
Fig. 14c, d (Reproduced by permission of the Royal Society of Chemistry [44])

In one case, the direction of peeling is such that the contact line between the two
adherents encounters the oil fill channel first followed by the one which remains
empty. When the flexible plate is lifted off from the opposite direction, the contact
line encounters sequentially first the empty channel followed by the one filled with
oil.

The data in Fig. 16a correspond to two pairs of channels with an inter-pair
distance of s D 7 mm and intra-pair spacing of s1 D 56 ˙ 3 �m and 77 ˙ 3 �m,
respectively. For all cases the flexible plate is lifted off from complete contact with
the adhesive; as a result, a cusp-shaped crack is first required to be initiated. The first
peak in the torque vs. displacement plot corresponds to this initiation from the edge
of the film. Case 1 representing the experiment with both channels of a pair filled
with air shows two additional peaks corresponding to crack arrest and initiation
at the vicinity of each of these two pairs of channels. When both the channels are
filled with oil, close spacing between the channels results in a single combined peak,
instead of individual peaks for each channel in a pair. The height of this peak far
exceeds the individual peaks, suggesting that crack arresting effect of this pair of
channels remains more pronounced than when they remain far apart. Nevertheless,
the maximum torque Mmax is obtained same when the flexible adherent is lifted off
the adhesive from either side of the adhesive showing no directionality. Situation
changes when only one of the channels in a pair is filled with oil. When the
plate is lifted such that the contact line encounters the filled channel first then
the empty channel, corresponding to pairs of channels, the M vs. � plot shows
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Fig. 16 (a) An adherent of flexural rigidity 0.02 Nm is lifted off an adhesive of thickness 750 �m
embedded with channels of equal diameter (d D 710 �m). The torque M is plotted as a function
of lifting height  of plate. While case 1 is obtained for both channels in the pair kept empty,
2 and 3 are obtained with one in pair filled with oil. (b) Represents plot of the maximum lifting
torque Mmax against the spacing s1 between the channels of equal diameters in a pair. (c) The bar
chart depicts the adhesion strength G for different cases with respect to the filling status of the
channels and direction of lifting of the adherent (Reproduced by permission of the Royal Society
of Chemistry [44])

two different peaks, the height of which does not show any increase over what is
observed in case 1, i.e., corresponding to the single channels. A significantly larger
Mmax is however required to be exerted for initiating a crack from the vicinity of
the channel pair when the plate is lifted from the reverse direction such that the
contact line encounters the empty and filled channels in sequence. For adhesive
embedded with series of large number of such channel pairs, the separation of the
flexible plate off it requires significantly more effort in case 3 than in case 1. This
directional effect on adhesion can be rationalized by considering that the pressure at
the vicinity of the empty channel is zero while that closed to the oil-filled channel
remains compressive. The zero pressure region behaves like a virtual discontinuity
preventing transfer of elastic energy behind the crack tip with consequent trapping
of the crack, whereas the positive pressure region arrests the crack by diminishing
the stress concentration at the crack tip. When a surface crack propagates from zero
to positive pressure regime, both these effects add up (Fig. 15d). For the reverse
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case of crack propagating from positive to zero pressure regime, their combined
effect diminishes as the channel pair behaves like a single channel but with reduced
compressive pressure (Fig. 15c). As a result, the stress concentration gets frustrated
but to a lesser extent, so that now smaller Mmax is required to initiate the crack.
Figure 16b depicts typical numbers: for spacing s1 D 60 �m, Mmax is found
to be 0:25 ˙ 0:015 Nm=m and 0.11 Nm/m, respectively. Question arises if this
directionality in adhesion remains prominent for all spacing between channels. The
data presented in Fig. 16b show that maximum effect of directionality is achieved at
an intermediate spacing, for very small spacing the individual effect of channels in a
pair is no longer felt, whereas for very large spacing, the channels in a pair behave as
single units. In either case, the asymmetry in geometric and material heterogeneity
diminishes, eliminating the directional effect of adhesion.

Beside Mmax, these adhesives are characterized also by estimating the fracture

strength of the interface: G D
Z

F d=Acontact, the numerator representing the

area under the lift-off load vs. displacement plot and the denominator representing
the area of contact between the two adherents. Typical data presented in bar
chart of Fig. 16c corresponds to the following: d D 710 �m, t D 40 �m,
and s1 D 60 �m. For cases 3 and 2, G is obtained as 2, 200 and 300 mJ/m2,
respectively, i.e., about an order of magnitude difference in adhesion strength in
two directions. Similar directional effect on adhesion is observed for different other
geometric parameters of the adhesive. When both the channels within a pair are
filled with oil, adhesion strength increases to 3, 800 mJ/m2 which is more than
60-fold increase over what is observed on a smooth adhesive layer �60 mJ=m2

without any heterogeneity. Thus, heterogeneity in geometry and material properties
can enhance the adhesion strength of the adhesive and also impart directionality
to it.

4 Summary

To summarize, we have described in this chapter few novel strategies of generating
geometric and material asymmetry in soft-bodied objects which drives their locomo-
tion and adhesion on a substrate towards a desired direction. In the first section, we
have described an autonomous rolling motion of an elastomeric cylinder on a glass
slide powered by a solvent which swells the cross-linked network of the elastomer.
By using a small quantity of solvent, we have shown that the cylinder can be swelled
asymmetrically leading to its bending. As the bent cylinder tends to straightens
out, it debonds from the substrate at the rear side but adheres onto it at the front,
thereby ensuing a rolling motion. The rolling motion continues as fresh portion of
the cylinder continues to come in contact with the solvent while swollen portion
rolls out of the solvent which evaporates out to the atmosphere from the cylinder
surface. The solvent remains stuck to the cylinder surface and is pulled along with
it while continuously powering the cylinder to roll. What makes this mechanism
distinct is that effect of gravity can be utilized to increase the degree of asymmetry;
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as a result, in contrast to all known physical mechanisms of locomotion, the velocity
increases while rolling against gravity up an inclined plane. The rolling motion does
not require any expensive equipment or complex synthetic routes involving special
chemicals nor does it involve any rotating parts or delicate electrical connections as
is commonly observed with several micro-mechanical systems. Since the cylinder
is made of environmentally benign elastomer of sufficient mechanical strength, it
can be used over and over again without getting destroyed unlike several soft gels
which are susceptible to fracture during handling and even moderate mechanical
impact. The rolling can occur in even harsh environmental conditions, e.g., against
dead load: the cylinder can drag a body weight eight to ten times its body weight.
The rolling motion occurs also over large range of temperature (80 ıC) which
allows it to roll on a hot surface not possible with several other mechanisms of
locomotion and materials. Such rolling motion may specially be useful in pushing
around soft sessile solids, or precious solids which any way is difficult to handle in
conventional tweezing and gripping mechanisms. Besides, the mechanism of rolling
is expected to inspire design of more efficient machines in macroscopic scale. In the
second part of this chapter, we have extended the idea of asymmetry in designing
adhesives which exhibit different adhesion strengths in different directions. The
motivation of this work stems from the requirement of developing adhesives which
can simultaneously produce strong adhesion and quick release during locomotion
up an inclined or vertical wall along with reusability. Here, we have described
adhesive layers which are embedded with channels in pairs and filled suitably
with a wetting liquid. We have shown that geometric and material asymmetry
results when only one of the channels in the pair is filled with a wetting liquid
which diminishes the interfacial energy from a finite value. Systematic adhesion
experiments on such adhesive layers not only bring out the anisotropic nature of
the adhesive, but also adhesion strength varied reversibly over large range. All these
are achieved without requiring the rheology of the adhesive material to be altered.
This principle may better predict and explain the behavior of geckos and guide the
design and control of climbing robots. Besides adhesion, the strategy described
here also creates the possibility of generating a new, unique class of solid-liquid
composite soft materials whose physical properties like modulus, compressibility,
lubrication, refractive index, dielectric constant, and several others can be controlled
spatially and reversibly by selecting a network of embedded channels filled with an
appropriate liquid and by regulating its filling status.
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Dynamics of Soft Glassy Materials under Tensile
and Squeeze Flow Fields

Asima Shaukat, Ashutosh Sharma, and Yogesh M. Joshi

Abstract In this chapter, we study the deformation and physical aging behavior of
model soft glassy materials. In the first part of this work, we systematically investi-
gate the effect of the initial time scale of deformation and material viscoelasticity on
the energy and strain response of the material under a tensile flow field. We discuss
the results in the light of increased importance of either viscous dissipation at high
deformation rates or brittleness induced in the material at a longer aging period.
We further assess the validity of the process time–aging time–stress deformation
field under tensile creep flow field. We next study the behavior of various types
of soft glassy materials under the simultaneous application of tensile and rotational
stress fields. We determine the yielding criterion for these materials when more than
one stress field is present. Finally, we study the squeeze flow dynamics of a soft
glassy material sandwiched between a rough and a smooth plate under application
of a deformation field of varying strength. The effect of aging and rejuvenation
is also analyzed under squeeze flow field. The results are compared with a time-
independent Herschel–Bulkley model for yield stress fluids.

Keywords Soft glassy materials • Yield stress • Tensile flow • Squeeze flow

1 Introduction

Soft solid-like or pasty materials are thermodynamically out of equilibrium and are
referred to as “soft glassy materials”. The primary constituents of these materials are
structurally arrested by the neighboring particles. Since the translational mobility
of these particles is restricted, they are unable to explore the total available phase
space over the practical time scales [12, 37]. In order to attain a lower-energy
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state, the arrested particles continuously rearrange themselves, reorganizing the
structure [13, 14, 38, 116, 127, 137, 163], leading to change in the physical
properties of the system with time [12, 36, 37, 41, 42, 95, 99, 100, 116, 127, 133,
139, 157, 163]. However, owing to kinetic constraint, since thermodynamically
driven lowering of free energy cannot lead to complete structural relaxation over
practical time scales, these materials adopt a disordered, metastable configuration.
This phenomenon of an incessant evolution of the system with respect to time is
known as physical aging [69, 157, 163] and is affected by temperature [6, 118,
157] and applied stress/deformation field [38, 51, 52, 73, 130, 133]. Some examples
of these materials are colloidal suspensions, emulsions, gels, biopolymers, pastes,
foams, slurries, etc. These materials find wide usage in everyday life as well as
in several industrial applications. The thixotropic behavior associated with these
materials imparts strong history dependence and often poses challenges in their
commercial processing as well as in application. Under an application of a strong
deformation field, a structural breakdown takes place leading to the plastic flow
in the material [28, 38, 73, 74]. Thus, these materials, in a broad sense, can be
classified as rheologically simple thixotropic yield stress fluids which flow when
a critical stress is overcome. The yield stress of these materials depends upon the
deformation history as well as the aging time subsequent to mechanical quenching
[38, 41, 54, 74, 150].

A fairly common problem involving soft glassy materials is that of elongational
flow or tensile flow of these materials confined between two surfaces. Some
examples of this problem are extensional flow of creams [30] and cosmetic pastes
[96], application of coatings [77], processing of foodstuffs like jams and jellies [19],
elongational flow of oil drilling fluids while passing through drill bit [93], stretching
flow in lubricants [107], deformation of biological films like corneal tear films [142],
biomechanics of hip joints [25], calendaring of highly filled polymer melts, mixing
and sheeting of pastry dough, etc. Further, the problem of elongational flow of soft
solids has attracted a lot of interest in the field of adhesives [70, 128]. Often, a
technique called as the probe-tack test [22, 31, 46, 47, 55, 63, 87, 151] is employed
to assess the tensile deformation in viscoelastic fluids. In this test, a rigid probe is
brought into contact with a fluid film on a substrate and then detached from it by
moving the probe away from the film at a constant rate. The output of this test is a
force–displacement curve which is analyzed to obtain information about the work
of separation, peak force, and details of defects formed during plate separation like
finger propagation and cavitation [46–48, 66, 115]. In literature, this class of test
has been widely employed to investigate the Saffman–Taylor [1, 5, 85, 88, 89, 120,
126, 134, 152, 160, 161, 165] and contact instabilities [64, 65, 67, 68, 114, 131,
141] in viscous and viscoelastic fluids under tensile flow. Though a lot of attention
has been paid to the characterization of the debonding mechanisms in several types
of fluids [18, 35, 39, 53, 60, 90, 91, 94, 124–126, 135, 136, 164, 167] and the
eventual adhesive [46, 47, 53, 115, 151, 164] or cohesive [46, 47, 53, 91, 115, 126,
151, 153, 164] breakage in the material film due to tensile deformation, a relatively
fewer number of studies have focused on carrying out a detailed interpretation of the
force–displacement curves [159] and determining the total work of separation as a
function of various experimental and geometrical variables [18, 53, 62]. Further,
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as explained above, most of the commonly encountered soft materials display
thixotropic behavior [15, 109], that is, their properties change significantly with
passage of time as well as under the application of deformation field. Therefore,
apart from the flow dynamics arising from the presence of the yield stress in soft
glassy materials, it is also important to assess the influence of time dependency or
aging in these materials.

In several applications, a combination of deformation fields rather than a single
stress field acts on soft solids. For instance, in polymer extrusion, drilling of mud,
fiber spinning, spiral vortex flow under axial sliding, etc. [16, 56, 123, 158], a
combination of tensile and rotational deformation fields acts simultaneously. As
the response of soft glassy materials is a strong function of the nature of the
applied stress/strain field, it is expected to be different in this case as compared
to unidirectional deformation fields. Despite a common prevalence of situations in
which more than one stress/strain fields are present, only a few studies so far have
been carried out in this direction. Further, since the soft glassy materials possess a
three-dimensional microstructure, the yield stress of these materials is expected to
be strongly influenced not only by the magnitude but the type and direction of the
stress/strain field as well. Therefore, the criterion that could successfully describe
the unjamming of these materials under the scenario of more than one deformation
field should possess information regarding the three-dimensional resistance to flow
and would essentially be more complex than the case of simple one-dimensional
flow. Ovarlez and coworkers [119] experimentally studied the yielding behavior
under a combination of rotational and squeeze flow fields by carrying out shear
rate-controlled experiments. They found that if the unjamming in the material
takes place in one direction due to an applied stress, it simultaneously yields in
all other directions. Further, they observed that the overall viscous flow behavior
post yielding is dominated by the primary flow in the material. Moreover, they
experimentally determined the yield surface for the case of simultaneous rotational
and squeeze flow and found that it could be closely described by the Von Mises
criterion. Brader and coworkers [29, 59] recently proposed a single-mode MCT
(mode-coupling theory) model with a tensorial structure. In their work, the dynamic
yield surface was presented as a function of various combinations of components
of applied stress tensors. Interestingly, their estimated yield surface also closely
matched the Von Mises criterion.

Another well-studied problem owing to numerous applications is the squeeze
flow of soft glassy materials wherein the reverse of tensile flow takes place.
This flow field is often encountered in material processing [56] and biology [78].
In previous studies, a squeeze flow between two parallel plates has either been
produced by applying a constant compressive force [102] or by moving the top
plate at a constant rate [33, 76]. Owing to the industrial and academic importance
of this field, an extensive amount of work consisting of theory, simulations, and
experiments has been carried out for various types of inelastic and viscoelastic
fluids. In particular, detailed attention has been paid in determining the size and
shape of the unyielded regions within the material undergoing squeeze deformation
[45, 50, 92], the effect of slip at material–plate interface [57, 104, 166], and the
measurement of various rheological properties [45, 101, 129]. Though this flow is
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similar to the tensile flow with the exception of direction, however, defect formation
like fingering, cavitation, etc., is absent in this type of flow. This flow field is
often considered as a class of rheometry and is used to determine various material
properties like the yield stress. In particular, it is employed for those materials which
are too stiff to be characterized using conventional rheological techniques. However,
the presence of a wall slip [82, 83, 149], unyielded pockets of material [50, 84, 92],
and phase separation due to nonmatching radial motion of constituent phases [105]
make the interpretations more complex than conventional methods, thereby limiting
the usage of this technique.

In the first part of this chapter, we present the results for the deformation behavior
of an aqueous Laponite suspension, a model soft glass, under tensile flow field
rendered by progressive separation of the two plates holding the material film
between them. In this work, the deformation field intensity was varied by changing
the magnitude of velocity of separation of the plates/applied force, and the gap
between the plates and its effect on the response of the material were investigated.
Further, the effect of the aging time duration on the tensile deformation behavior
of this material was studied. In the second part of this work, compliance was
measured as a function of time under the application of a tensile creep flow field
for various samples of a Laponite suspension aged for different time periods. We
report the effect of the variation in the aging time as well as the magnitude of the
tensile stress on the behavior exhibited by the Laponite suspension. Further, the
validity of the process time–aging time–stress correspondence was assessed under
this flow field. In the third part of this chapter, we discuss the deformation behavior
of soft glassy materials simultaneously acted upon by two stress fields, namely,
tensile and rotational stress fields. A yielding phase diagram was also constructed
for various categories of soft glassy materials under a combined application of these
two stress fields. Further, the validity of the Von Mises criterion was tested for the
case of combined tensile and rotational stress fields. The final part of this chapter
is concerned with the squeeze flow behavior of a Laponite suspension. In this case
also, like the first problem, the deformation field intensity and the aging time of
the sample were varied. We compare and contrast the results with the theoretical
prediction of a Herschel–Bulkley fluid model for squeeze flow field.

2 Materials and Experimental Procedure

2.1 Materials

A material which has largely been employed in this work is a 3.5 wt% aqueous
Laponite suspension. Laponite (Laponite RD®) was procured from Southern Clay
Products, Inc., and the suspension was prepared by dispersing the requisite amount
of Laponite in water. Laponite is a smectite–hectorite clay which is prepared
synthetically [162]. Laponite powder is composed of stacks or aggregates of circular
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disk-like layers which are around 1 nm thick and 25 nm in diameter [81]. When
these particles are dispersed in water, the negative charge on the surface of Laponite
layer leads to repulsion between the adjacent layers [111]; however, an attractive
interaction between the layer edge and the surface of other particles, due to a
dissimilarity in charge, might also be present [110]. The dispersion of Laponite
particles in water undergoes ergodicity breaking with passage of time to convert
into a soft solid if the concentration of Laponite is above 1 vol.% (�2.6 wt%)
[72]. Beyond ergodicity breaking, a Laponite suspension demonstrates physical
aging with time [14, 137]. This material possesses all the generic characteristic
features of a model soft glassy material [2, 3, 7–9, 12, 20, 26, 74, 117, 140]
like the essential nonequilibrium state of existence with a continuously evolving
microstructure which results in an aging time and deformation field-dependent
relaxation time and elastic modulus [6, 73], weak frequency dependence of modulus
[139], and incomplete stress relaxation upon application of step strain [14]. The
details of the method followed for the preparation of the Laponite suspension are
mentioned in Ref. 133. A few samples were prepared by following this method
and were left undisturbed for a period ranging from 1 to 3 months in a sealed
polypropylene bottle.

Other soft glassy materials employed in the studies discussed in this chapter are
a commercial hair gel, a foam, and a paint. The hair gel Brylcreem Ultra Hard gel®

is a water-based, yield stress fluid. Unlike a clay suspension where interactions
between anisotropic particles lead to jamming, in this case, the stretching out
of constituent polyelectrolyte polymer chains causes resistance to flow. We also
employ a commercial foam called Gillette® regular shaving foam. This foam has
an aqueous-based formulation composed of closely packed gas bubbles dispersed
in a surfactant solution [86]. When the deformation field is stronger than the
yield stress, the constituent bubbles are deformed which causes microstructural
rearrangements within the material eventually leading to flow [58]. The paint used
in this work was purchased from Berger Paints® (British Paints). Emulsion paints
commonly constitute acrylic polymer droplets dispersed in an aqueous continuous
phase. These materials are also classified as soft glassy materials as they show all
the characteristic features of the same like physical aging and thixotropy. Further,
like yield stress fluids, they too undergo a visco-plastic flow above a threshold stress
[10].

2.2 Rheological, Tensile, and Squeeze Tests

In all the problems discussed in this chapter, a parallel plate geometry (50 mm
diameter) of an Anton Paar MCR 501 rheometer was employed. The sample was
shear melted before the start of each experiment by first passing it through a syringe
needle several times followed by application of an oscillatory rotational shear stress
much larger in amplitude than the yield stress of the material after loading it on the



266 A. Shaukat et al.

lower plate of the rheometer. This step was necessary in order to ensure the same
initial state of the material before the beginning of every experiment. Subsequent
to shear melting, the sample was left unperturbed between the parallel plates for a
period of time equal to the requisite aging time of the material.

The tensile tests which were performed in this study were divided into two
categories: constant velocity mode experiments in which the top plate moves at a
constant rate while the bottom plate stays stationary and constant force experiments
in which a constant normal force was applied to the top plate. Both the top and the
bottom plates were smooth (roughness: 0.8 �m) for all the tensile experiments. In
the part of this work which relates to the squeeze flow of soft glassy materials, the
oscillatory shear and squeeze flow experiments (both constant force and velocity
mode) were carried out using a rough sandblasted top plate (roughness: 5.74 �m),
unless mentioned otherwise where a smooth top plate (roughness: 0.8 �m) was used.
The bottom plate was a smooth plate (roughness: 0.8 �m) in all the experiments.
In order to avoid aging during the course of both tensile and squeeze tests, the
experimental time was kept considerably smaller (around 10 %) than the waiting
time (aging time) of the sample. In all the experiments, the temperature was
maintained at 25 ıC. The exposed surface of the sample which was not in contact
with the plates was coated with a small amount of low-viscosity silicone oil to
prevent evaporation as well as contamination with CO2 [112]. The rheometer used
in this study has a finite compliance equal to 5.9 � 10�7 m/N. The compliance can
cause considerable deviation of the actual value of the gap between the plates from
the set/displayed value. In these tests, the compliance was taken into account while
measuring the position of the top plate; therefore, the values of gap reported in this
work are the true values of the gap between the top and bottom plate.

3 Tensile Deformation Behavior of an Aging Laponite
Suspension

In this problem, we carry out tensile tests to study the deformation and breakage of
thin films of the Laponite suspension. As explained above, an aqueous suspension
of Laponite is a soft glass whose microstructure evolves with time, leading to
a continuous variation in its physical properties. We investigate the force and
energy response of this material to applied tensile deformation field by varying
the field intensity (initial thickness of the material film and the magnitude of the
velocity/force applied to the top plate) and material viscoelasticity (aging time).
We carry out experiments in either constant velocity or constant force modes. We
also discuss the effects of the aging time and the strength of the deformation field
intensity on the mechanism of failure of the Laponite films.
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Fig. 1 The evolution of elastic modulus (G0, filled circles), viscous modulus (G00, open circles),
and relaxation time (
; C) with respect to waiting time (f D 0.1 Hz, �0 D 1 %). Power law fits to
elastic modulus–waiting time data
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are shown with the help of thick gray line and dashed gray line, respectively (Reprinted with
permission from [143]. Copyright (2009) American Chemical Society)

3.1 Physical Aging in the Laponite Suspension

Figure 1 shows the aging dynamics of a 3.5 wt% aqueous suspension of Laponite
(idle time equal to 3 months) [143]. This material undergoes physical aging which
causes an increase in the elastic modulus with waiting time (aging time) [74].
The figure shows an evolution of elastic G0 and viscous modulus G00 with waiting
time tw in a small amplitude oscillatory experiment (�0 D 1 %, and frequency
f D 0.1 Hz). As mentioned before, the oscillatory test was carried out using the
same parallel plate geometry which was employed for carrying out the tensile tests.
The figure clearly shows that G0 increases with waiting time, and the dependence
is approximately given by a power law: G0 � t 0:15

w . If the material response is
approximated with a time-dependent single-mode Maxwell model [73, 74], the
dominating relaxation time of the material is given by 
 D G0=!G00 [74]. We
have also plotted the relaxation time in Fig. 1, which obeyed a stronger power
law dependence on the waiting time (
 � t 0:27

w ) compared to the elastic modulus.
Although we employ a single mode of the Maxwell model to evaluate the relaxation
time, it gives a good first estimate [74].

3.2 Constant Velocity Mode Experiments

The movement of the top plate away from the bottom plate at a constant velocity
leads to the contraction of the fluid–air interface leading to the eventual failure in
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the fluid film. A typical response to applied constant velocity (V) is shown in Fig. 2.
The normal force (F) shows a rapid increase in the beginning until it reaches a
peak value (Ff) followed by a slow decline in its magnitude as a function of time
(t). As explained before, the rheometer is not infinitely rigid; therefore, the initial
increase in the force can be attributed to the elastic stretching of the rheometer
rather than deformation in the material film. At the start of the experiment, the
traverse starts to move at a constant velocity; however, the true gap between the
plates does not increase as the top plate remains more or less stationary. This
happens because it is easier to stretch the apparatus than to move the upper plate
owing to a high value of the lubrication force. Once the upper plate begins to move,
the lubrication force declines rapidly with further increase in the gap between the
plates. This results in acceleration of the top plate to a high velocity in a short time
period before decreasing again to the desired value of the velocity. Therefore, the
experiment in the very beginning does not follow the constant velocity mode in a
strict sense. Figure 2 shows the deviation of the velocity [rate of change of gap (d)]
from the desired value at the start of the experiment. Nevertheless, excluding the
short period of time in the beginning, just after starting the experiment (<1 s), the
rheometer maintained the desired constant velocity of the upper plate for the rest
of the experiment. The energy of separation was determined by measuring the area
under the force–displacement curves. It was observed that as plates separated, the
cross-sectional area of the material reduced to a fractal-like branched pattern which
eventually underwent cohesive breakage in the bulk of the material. We characterize
the basic features of these fractal-like branched patterns later in this section.

3.2.1 Aging Time Variation

In this set of experiments, we have varied the material viscoelasticity by employing
samples which were aged for different periods of time. The initial gap between the
plates di and the velocity of the top plate V were the same in each experiment. The

Fig. 2 The normal force F
(thick black line) and the gap
between the plates (thick gray
line) as a function of
experimental time t. For this
test, the velocity
V D 50 �m/s, aging time
tw D 15 min, and initial gap
between the plates
di D 107 �m (Reprinted with
permission from [143].
Copyright (2009) American
Chemical Society)
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Fig. 3 Force–displacement curves for experiments carried out at various aging times (tw D 0 min,
filled squares; 5 min, open circles; 10 min, cross; and 15 min, filled triangles) for V D 50 �m/s
and di D 106 ˙ 1 �m. At higher aging times, a sharp decline in force is observed over a small
displacement, which is pointed out with the help of a gray arrow. The inset shows the same plot on
a double logarithmic scale. Also shown in the inset are dashed and dotted lines which represent the
prediction for a Newtonian

�
F � d �5

�
and a yield stress fluid (Herschel–Bulkley model for small

deformation rates)
�
F � d �5=2

�
, respectively (Adapted with permission from [143]. Copyright

(2009) American Chemical Society)

aging time was always kept significantly larger than the test duration (tw >> t ), so
that further aging during the experiment is small enough to be neglected. Figure 3
shows variation of force–top plate displacement curves for various ages. The inset
shows a double logarithmic plot of the data shown in the main figure.

The normal force F for Newtonian fluids can be determined by solving Navier–
Stokes equations for a tensile deformation. The expression thus obtained is given by
[22, 53]

F D 3	�R4d 2
i V=2d 5 (1)

where R is the initial radius of the fluid film (equal to radius of the top plate) and
� is viscosity of the fluid. Soft glassy yield stress fluids are often modeled using a
Herschel–Bulkley constitutive relation given by 
 D 
y C m P�n where 
 is applied
stress, m is the consistency, and 
y is the yield stress. Derks et al. [53] derived an
expression for normal force for a Herschel–Bulkley model in the limiting case of
small deformation rates given by

F D 2	mR3d
3=2
i 
y=3d 5=2 (2)

The inset in Fig. 3 also shows the variation of force with the gap between the
plates for a Newtonian fluid and a Herschel–Bulkley model (for small deformation
rates where the shear stress can be approximated with the yield stress) for which
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Fig. 4 Energy dissipated per
unit initial area (open circles)
and stress at failure (filled
squares) as a function of
waiting time for V D 50 �m/s
and di D 106 ˙ 1 �m. A
power law fit to the
engineering stress at failure
data, �f � t 0:15

w , is shown
with a thick gray line
(Reprinted with permission
from [143]. Copyright (2009)
American Chemical Society)
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decay in force follows power law relations, F � d �5 and F � d �5=2, respectively.
The Laponite suspension shows a weaker dependence on the gap in comparison to a
Newtonian fluid but stronger than a yield stress fluid. The dependence progressively
changed from closer to the Newtonian fluid to the yield stress fluid with an increase
in the aging time.

The peak stress � f and energy dissipated per unit initial area EA are plotted
against aging time in Fig. 4. Interestingly, the tensile stress at failure � f (or force
at failure Ff) follows the same dependence on aging time as that of elastic modulus
(as shown in Fig. 1). We do not consider the data point corresponding to the test
with no waiting time because aging is expected to take place during this test, and
therefore, the viscoelastic properties of suspension would change over the duration
of the experiment.

For a Herschel–Bulkley model prediction [53], energy dissipated increases with
increase in yield stress or elastic modulus. In the present case, the energy dissipated
in the material decreased with increased aging time (or elastic modulus). This trend
is essentially due to a decrease in strain at complete breakage with increase in aging
time. Further, it can be seen in Fig. 3 that for the force–displacement curves at higher
aging times of 10 and 15 min, there is a sharp fall in the magnitude of force just after
attaining its peak value. A more severe drop is observed for the higher aging time.
A gray arrow in Fig. 3 points toward this sharp drop in force. Therefore, it is evident
from the figure that the response of the material becomes more brittle with increase
in aging time. We believe that such behavior results from an enhancement in the
elastic modulus which limits the dissipation of energy while an increasingly slower
relaxation process (an enhanced relaxation time) causes progressively more limited
modes of energy dissipation, thereby leading to an enhanced brittle response.

In viscoelastic materials, the failure takes place by finger/crack formation or
through cavitation in the bulk of the fluid or the fluid–substrate interface. The
fingering occurs due to Saffman–Taylor instability which causes the interface to
distort away from its initial circular form. This instability comes into play when
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Fig. 5 The photographs of the top plate just after complete breakage. (a) tw D 0 min (perimeter of
the suspension–air interface per unit area D 0.2458 /mm, number of branches D 35), (b) tw D 5 min
(perimeter of the suspension–air interface per unit area D 0.3215 /mm, number of branches D 47),
and (c) tw D 10 min (perimeter of the suspension–air interface per unit area D 0.3492 /mm,
number of branches D 54), and (d) tw D 15 min (perimeter of the suspension–air interface per
unit area D 0.4034 /mm, number of branches D 63). The initial gap di D 106 ˙ 1 �m and velocity
V D 50 �m/s for all experiments (Reprinted with permission from [143]. Copyright (2009)
American Chemical Society)

a less viscous fluid (like air) displaces a more viscous fluid [85, 90, 91, 115, 153,
164]. We also observe fractal branched patterns formed due to fingering/cavitation
on both the plates upon complete failure of the material film. The failure was
cohesive; therefore, identical patterns which were mirror images of each other were
obtained on both the plates on complete breakage. Figure 5 shows photographs
of the top plate immediately after the completion of cohesive failure in the aging
time-dependent experiments. The perimeter of the fluid–air interface per unit initial
area of the film, as well as the number of branches in the fractal pattern, for each
experiment was also determined. We find that both of these parameters which
characterize the intensity of branching in the structure increase with the aging
time. An increased branching was also observed with an increase in the plate
separation velocity and with decrease in the initial gap. Interestingly, for the aging
time experiments, an increase in the intensity of branches was accompanied with
a decrease in the dissipated energy. In contrast to this, for the set of experiments
corresponding to various velocity and initial gap values but fixed aging time, we
observe an increase in the intensity of branches along with an increase in dissipated
energy. We find that increasing the suspension elasticity and decreasing the time
scale of initial deformation (di/V) both induce more frequently bifurcating and
shorter fingers/cracks. A similar effect of higher failure speed on fingering patterns
has also been studied in simple liquids [53, 75, 90, 115, 126].

3.2.2 Rate of Deformation (Velocity) and Initial Thickness of the Film

In this group of experiments, we investigate the effect of the time scale of initial
deformation (di/V) on the force–displacement curves. In the first set of experiments,
we varied the velocity of the top plate while keeping the initial gap around 100 �m
and aging time equal to 15 min for each experiment. It was observed that the energy
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of separation EA is a weak function of velocity and varies as EA � V 0:2. In the
second set, we varied the initial gap (V D 50 �m=s and tw D 15 min) and found
that the dependence of the energy dissipated on the initial gap is given as EA �
d �0:36

i . The experimentally observed dependence of energy on the velocity and the
initial gap is much weaker than that for a Newtonian fluid (EA � d �2

i ; V �1), while
it is stronger than that given by Hershel–Bulkley fluid model for small shear rates
for which the energy dissipated is independent of both the initial gap and velocity.
We further found that the strain at complete breakage "b (the instantaneous strain is
evaluated by employing the relation " D .d.t/=di/ � 1) decreases with an increase
in the top plate velocity or a decrease in the initial gap. We assess the role of the
material viscoelasticity by plotting the energy dissipated in the separation process
and the strain at breakage as a function of the Deborah number, De D .
V=di/,
where di/V represents the time scale of initial deformation and 
 is the relaxation
time of the suspension, in Fig. 6. A high De (>1) denotes a predominantly elastic
behavior, whereas De < 1 corresponds to viscous behavior. We find that both the
energy dissipated and the strain at breakage increase with an increase in the Deborah
number.

According to the mechanical energy balance, the dissipated energy is propor-
tional to rj ui [24], where rj is a vector differential operator and ui is a velocity
vector. An increase in the Deborah number is equivalent to an increase in rj ui , and
therefore, we find that viscous dissipation increases with an increase in De. Further,
a higher strain before breakage is observed at smaller time scales of deformation
because of a decreased elastic storage of the energy.

We also observe from Fig. 6 that both strain at breakage and dissipated energy
do not depend solely on De because the data points do not collapse on a single
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Fig. 6 A plot of strain at break (filled symbols) and energy dissipated (open symbols) as a function
of the Deborah number, De, for various velocity (circle), initial thickness (square), and aging
time (triangle)-dependent experiments. The open symbols have been plotted according to the scale
shown on the right axis, while the filled symbols correspond to that on the left axis (Reprinted with
permission from [143]. Copyright (2009) American Chemical Society)
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curve when plotted against this dimensionless number. We believe that the following
factors could be responsible for such behavior. Apparently, the energy dissipated
does not follow a dependence of the form di/V but rather has a different dependence
on the velocity and initial gap between the plates. The second possibility could
be the continuous increase in the deformation time scale as distance between the
plates increases, which causes a continuous decrease in De with time. Therefore,
even the experiments corresponding to the same value ratio of di/V may lead
to different strain and dissipated energy values. The third reason could be the
thixotropic character of the present system. The partial rejuvenation of the material
might reduce its viscosity as the deformation progresses. Due to the abovementioned
reasons, the behavior might not be solely defined in terms of the initial time scale of
deformation, di/V or De.

We have also shown the data points corresponding to aging time experiments in
Fig. 6. As can be seen in the figure, both the strain at breakage and energy dissipated
decrease with De or the relaxation time of the material. This trend is opposite in
nature when compared to that of the velocity and initial gap-dependent tests carried
out at the same age. The aging time data showed enhanced brittle failure, while
the velocity/initial gap data showed pronounced viscous dissipation with increase
in time scale of deformation di/V. The observations corresponding to the aging time
experiments further support the claim that the tensile deformation of the suspension
does not solely depend on the Deborah number but could also be influenced by
various other reasons discussed above.

3.3 Constant Force Mode Experiments

In this group of experiments, the displacement of the top plate was measured
under the application of a constant tensile force. A constant stress is maintained
by the rheometer by controlling the movement of the top plate through a feedback
mechanism which causes the force to fluctuate around its mean value. However, at
a critical strain, the material starts to fail subsequent to which a constant stress can
no longer be maintained by the rheometer. Therefore, after the initiation of failure,
the value of normal force drops sharply, as shown in Fig. 7. For this reason, we have
considered the data points only until the point of failure.

3.3.1 Variation of Aging Time and Deformation Field Strength

We carry out identical experiments, that is, under application of a constant force
of the same magnitude (F D 15 N) and the same initial gap (di � 100 �m) for
samples which were aged for different time periods. Figure 8 shows a plot of time to
failure tf which refers to the time at which failure commences in the material which
is accompanied by a sharp decrease in the force value. We find that tf increases
with increase in aging time following a power law dependence, tf � t 0:3

w . This
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Fig. 7 Normal force F
measured (filled squares)
when the set value is equal to
5 N and variation of gap
(open circles) between the
plates as a function of
experimental time t for
tw D 15 min, di D 100 �m
(Reprinted with permission
from [143]. Copyright (2009)
American Chemical Society)
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Fig. 8 The variation of time
to failure (filled squares) and
strain at failure (open circles)
with aging time for F D 15 N
and di D 104 ˙ 1 �m. A
power law fit to time to
failure dependence on aging
time, given by tf � t 0:3

w , is
shown with the help of a solid
gray line (Reprinted with
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Copyright (2009) American
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dependence is almost the same as that of relaxation time on aging time (as shown
in Fig. 1). This suggests that the time to failure varies linearly with relaxation time
.tf � 
/. The figure also shows that the strain at failure "f decreases with the aging
time (the point associated with zero age, for which case t << tw, is not taken into
consideration). For a constant force, strain at failure should be directly proportional
to the energy dissipated in the process. Therefore, we find that strain at failure, like
the energy dissipated, decreases with the aging time. This observation based on the
constant velocity mode experiments also suggests that increase in elastic modulus
induces brittleness in the system.

We next study the effect of the magnitude of the applied force and the initial
gap between the plates on the tensile deformation of the Laponite suspension.
We carried out force-dependent experiments by applying a constant tensile force
of varying magnitude while keeping the initial gap (di � 100 �m) and aging
time (tw D 15 min) identical for each experiment. Similarly, for initial gap-
dependent experiments, we varied the initial gap between the plates, but the aging
time (tw D 15 min) and the applied force (F D 15 N) were the same in
every experiment. We observe that both the time to failure and strain at failure
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decrease with increase in applied normal force and the initial gap between the
plates. The time of separation (which is approximately equal to time to failure) for
a Newtonian fluid under application of a constant normal force is given by [21, 97,
153]: ts D 3	�R4=2Fd 2

i . In similarity to the constant velocity experiments, we find
that response of the Laponite suspension is weaker in comparison to a Newtonian
fluid.

Thus, in this study, we find that a soft glass exhibits interesting tensile flow
dynamics which is greatly affected both by the extent of physical aging in the
system and the deformation field intensity. Further, both the velocity and force
mode experiments indicate that the tensile behavior of this material is far more
complicated than what can be explained by simple fluid models. Therefore, we
believe that a further detailed study would be required to identify the important
dimensionless groups in this problem and to develop a suitable theoretical model
which could predict the experimental behavior of this material.

4 Time–Aging Time–Stress Superposition Under Tensile
Deformation Field

The characteristic relaxation time of a soft glass like a Laponite suspension follows
a power law dependence on the aging time given by the following equation:


 � 
1��
m t�

w (3)

where 
 is the dominant relaxation time of the material, 
m is a microscopic time
scale which represents the time scale of attempt made by a particle to escape the
energy well, tw is the aging time, and � D d ln 
=d ln tw represents the rate of
aging and is a function of the applied stress [61, 157]. The parameter � tends to
unity under the limit of weak stress fields, while it tends to zero when the applied
stress exceeds the yield stress of the material causing complete destruction of the
microstructure. Under this limit, the system is in an unjammed state, and therefore
no aging takes place in this situation [38].

A dependence of the relaxation time of the material on the aging time forms the
basis of time–aging time correspondence which can be used to predict long-time
behavior of a soft glass by carrying out short-time tests [69, 157]. Sollich et al.
[61, 154, 155] developed a theoretical model known as soft glassy rheology (SGR)
model to predict the rheological behavior of these materials. Further, Fielding et al.
[61] developed the mathematical equivalent of the experimentally observed “time–
aging time” superposition procedure which was originally developed by Struik for
amorphous polymeric systems. Moreover, as explained above, the strength of the
applied stress/strain field greatly affects the rate of aging. This suggests a presence
of time–stress/strain correspondence which has indeed been validated in several
studies [4, 71, 80, 156]. However, McKenna [98] claimed that application of stress
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does not lead to mechanical rejuvenation (or reversal of aging) in the material;
rather, it leads the system to polyamorphism or a new deformation-induced phase.
This report puts a question mark on the validity of time–stress superposition for
these materials.

As the relaxation time is affected by both the aging time and the stress/strain, the
time–aging time superposition was extended to include stress in the work carried
out by Joshi and Reddy [73, 130] where they proposed the possibility of time–
aging time–stress superposition. Owing to a strong influence of temperature on
the relaxation behavior, a time–aging time–temperature superposition has also been
shown to exist for this class of materials [6].

4.1 Linear Oscillatory and Tensile Creep Tests

A linear small amplitude oscillatory test on the sample used in this problem
(3.5 wt% Laponite suspension with idle time equal to 3 months) revealed that the
elastic modulus varied as G0 � t 0:22

w . The average relaxation time was calculated
by employing a time-dependent single-mode Maxwell model (
 D G0=!G00). The
relaxation time thus determined follows a power law dependence on the aging time
given by 
 � t 0:67

w .
Under the application of a constant normal force, the top plate moves in the

upward direction causing an enhancement in the tensile strain. As explained in the
previous section, after the commencement of the failure in the film, the rheometer
is not able to maintain a constant force. Therefore, we have considered data
points only in the range in which the force remains constant. However, the tensile
stress decreases even when the force is constant due to shrinking of the cross-
sectional area as the material elongates in the normal direction. Thus, these tensile
creep experiments can be termed as constant force or constant engineering stress
experiments.

4.1.1 Tensile Compliance vs. Time Curves for Various Aging Times

Figure 9 shows the tensile compliance (J .t C tw/ D " .t C tw/ =�N where " is the
tensile strain and �N is the constant engineering stress) as a function of creep time
(t) for four different aging times under the application of a constant normal force
equal to 10 N (�N D 5:1 kPa) [145]. We find that an increase in aging time reduces
the compliance induced in the material. As evident from the figure, the compliance
curve shifts toward larger creep times with increase in the aging time. We believe
that this happens due to an enhancement in the elastic modulus and the relaxation
time of the material with increase in aging time. It has been suggested in literature
that the increase in both of these variables with aging time can be compensated by
normalizing the compliance and the creep time by the elastic modulus and the aging
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Fig. 9 Tensile compliance as
a function of time for
different aging times at a
constant force of 10 N
(�N D 5:1 kPa,
di D 100 ˙ 3 �m) (Reprinted
from [145], with permission
from Springer)

0.25 1

0.01

0.1

0.2

tw:  5 min

 10 min
 15 min
 20 min

J(
t+

t w
) [

1/
kP

a]

t [s]

3.5
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time-dependent factor of the relaxation time, respectively. This leads to a collapse
of all the data points corresponding to different aging time experiments on a single
curve. The superposition of data, thus obtained, is known as the creep (process)
time–aging time superposition [157]. Following a similar procedure, we shifted all
the compliance curves horizontally by multiplying with a shift factor a and vertically
by multiplication with G0(tw) to obtain a superposition as shown in Fig. 10. The
value of the vertical shift factor G0(tw) was determined from the linear oscillatory
shear experiment data. The inset of Fig. 10 shows a plot of the horizontal shift
factor a as a function of the aging time tw. The shift factor a represents that part of
the relaxation time which depends on the aging time. From Eq. 3, the dependence
of 1/a on tw should lead to the dependence of the relaxation time 
 on tw. Figure 10
suggests that for a constant force of 10 N, the dependence of relaxation time on the
aging time is given by 
 � t 0:26

w .
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Fig. 11 Time–aging time
superpositions from left to
right correspond to the
constant normal forces of
20 N (�N D 10:191 kPa,
open diamonds), 17 N
(�N D 8:662 kPa, open
triangles), 15 N
(�N D 7:643 kPa, open
circles), and 10 N
(�N D 5:095 kPa, open
squares), respectively (initial
gap di D 100 ˙ 3 �m)
(Reprinted from [145], with
permission from Springer) 4x10-2 10-1 100 3x100
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4.1.2 Time–Aging Time Superposition for Various Normal Stresses

We repeated a similar exercise to obtain process time–aging time superpositions at
three more values of normal force: 15, 17, and 20 N. The master curves are shown in
Fig. 11. Each of these superposed curves corresponding to a creep stress suggests a
unique value of the shift rate � which indicates a different dependence of relaxation
time on the aging time at each stress. Figure 12 shows that � decreases with an
increase in stress which implies that the rate of aging is smaller at larger stresses.
This decrease in � can be attributed to an enhanced rejuvenation of the material
under stronger deformation fields which could weaken the dependence of relaxation
time on the aging time. The value of � almost reduces to zero for the largest stress
which indicates a near-complete rejuvenation of the material. Under this situation,
the relaxation time becomes independent of the aging time, or in other words, the
process of aging stops in the material. These observations are consistent with the
qualitative trend of � reported in literature for a shear flow field, in which case too
a decrease in � is observed with an enhancement in the strength of the stress field
[38, 73].

4.1.3 Master Curve (Time–Aging Time–Normal Stress Superposition)

As the relaxation time depends both on the aging time and applied stress (through
�), it is expected that the superposed curves shown in Fig. 11 should collapse on a
single master curve when the creep time is normalized by the relaxation time. We
indeed find that a master curve can be obtained by shifting the superposed curves
horizontally by multiplication with shift factor b(�N) as shown in Fig. 13. Therefore,
this shift factor represents the stress-dependent part of the relaxation time which can
be determined as follows:
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Fig. 12 The variation of
power law index
� D d ln 
=d ln tw with
normal stress (Reprinted from
[145], with permission from
Springer)
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Fig. 13 The superposed
curves shown in Fig. 11 are
shifted on the horizontal axis
to obtain a master
superposition. A plot of the
horizontal shift factor b with
respect to � � 1 is shown in
the inset (Reprinted from
[145], with permission from
Springer)
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Since a .tw/ � t
��
w , b(�N) should depend on � according to b .�N/ � 


��1
m [or

ln b � .� � 1/ ln 
m]. The inset in Fig. 13 indeed shows that ln b varies linearly
with � � 1 which verifies this dependence. Therefore, the master curve shown in
Fig. 13 demonstrates the validity of creep time–aging time–stress superposition
under tensile deformation field. The slope of ln b vs. � � 1 curve gives an estimate
of the microscopic time scale 
m D 1:23 � 10�4 s. In the limit of complete
rejuvenation, the dependence of relaxation time on aging time disappears, and it
varies as 
 � 
m.
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The process time–aging time–stress superposition has several implications. An
important one is that the aging that occurs under a strong deformation field over
a long duration of time would be equal to what would occur under a weaker
deformation field over a shorter duration. This suggests that long-time rheological
behavior of these materials can be predicted by carrying out short-time tests. This
concept had been introduced for the behavior of soft glassy materials under shear
flow [73]. Despite several fundamental differences between shear and tensile flow
fields, in this work, we have shown that this superposition is valid for tensile
deformation fields as well. Although time–stress superposition has been reported to
be valid for amorphous polymers in literature [4, 71, 80, 156], we have validated, for
the first time in our knowledge, time–aging time–stress superposition under tensile
stress field.

5 Shear-Mediated Elongational Flow and Yielding in Soft
Glassy Materials

Most of the previous studies concerned with deformation behavior of soft glassy
materials are confined to the case of a stress/strain field which acts in a single
direction, for instance, pure rotational shear flow [38, 73], elongational flow [4, 71,
80, 143, 145, 156], squeeze flow field [56, 102, 132], etc. However, one can find
numerous examples in industrial applications and everyday life in which more than
one stress field act simultaneously on these materials. In this problem, we study the
deformation and yielding behavior of various soft glassy materials under a combined
application of tensile and rotational shear stresses. We have chosen four soft glasses
in this study: a commercial hair gel, a Laponite suspension (3.5 wt% with idle time
of 3 months), a shaving foam, and an emulsion paint. All of these materials belong to
a distinct category of soft glassy materials as they have different underlying micro-
dynamics which leads to unjamming in the system. The quantity of hair gel in a
commercially available container is around 100 ml which is not sufficient to perform
the whole set of experiments. Due to this reason, we have used four samples of hair
gel (from different batches) which we have labeled as hair gels 1, 2, 3, and 4 for
performing different sets of experiments in this study. The rheological behavior of
all these samples was identical qualitatively, but the material properties varied to
some extent from batch to batch.

In the first part of this work, we study the deformation behavior of these materials
under simultaneous application of two stress fields in directions perpendicular to
each other, namely, a tensile force field (which produces a radial shear stress field)
and a rotational stress field. In the second part, we study the yielding dynamics of
soft glassy materials. Based on the experimentally determined values of yield stress
for different combinations of applied stresses, we construct a universal yielding
phase diagram for these materials.
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5.1 Deformation Under a Combination of Tensile
and Rotational Stress Fields

Under a combined application of constant tensile force F and torque T, the top plate
starts to move upward while also undergoing rotation. This causes an enhancement
in both the tensile " and the rotational strain ��z with time. As discussed earlier, the
rheometer maintains a constant force only until the initiation of failure in the film.
Thereafter, the normal force starts to decrease sharply. Hence, we consider the data
points only until the commencement of failure in the film.

As the top plate moves up under the application of a normal force, a pressure
gradient is created in the radial direction. This induces a radial shear stress 
 rz which
causes the material to move radially inward, thereby reducing the cross-sectional
area of the film. As the instantaneous radial dimension of the film rin is much larger
than the vertical one (d << rin), the radial velocity vr should also be much greater
than the vertical velocity vz (vr >> vz). In the limit of small gap, the lubrication
approximation holds valid, and therefore, the only nonzero components of the stress
tensors are the radial shear stress 
 rz and the rotational shear stress 
�z. For very
small Reynolds number (Re << 1), the radial stress value can be determined from
the normal force by employing the following relation:


rz D 3Fd

2	rin
3

(5)

and the rotational stress is related to torque as follows:


�z D 3T

2	rin
3

(6)

The radial strain rate is given by [119]

P�rz D V rin

Œd.t/�2
(7)

Replacing the velocity V by d[d(t)]/dt in the above equation and integrating, we
obtain the radial strain:

�rz D 2Rd
1=2
i

3

"
1

d
3=2
i

� 1

Œd.t/�3=2

#
(8)

The true rotational strain is given by

��z D
tZ

0

�.t/rin.t/

d.t/
dt (9)
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Fig. 14 Tensile strain
variation with respect to time
for a constant normal force
F D 10 N and various
rotational shear stresses for
hair gel 1. The corresponding
rotational strain ��z as a
function of time, for each
rotational shear stress 
�z, is
shown in the inset ([144] -
Reproduced by permission of
The Royal Society of
Chemistry)

10-3 10-2 10-1 100 101 102
10-2

10-1

100

10-1 100 101

100

101

102

γ θz

t [s]

1 0 Pa
 100 Pa
 150 Pa  
 200 Pa
 300 Pa   500 Pa

ε

t [s]

1

where � is angular velocity and �rin/d is the true rotational strain rate ( P��z)
experienced by the material [23].

In Fig. 14, we plot the tensile strain as a function of time under application of a
constant normal force (F D 10 N) but different rotational shear stresses 
�z for hair
gel 1 sample [144]. As mentioned above, the radius of the material film reduces with
increase in the tensile strain. Therefore, the true values of the radial and rotational
shear stresses change with time even though the values of normal force and torque
remain constant. As can be seen in the figure, the temporal evolution of the tensile
strain has a linear slope which increases sharply close to failure. Remarkably, we
observe that an increment in rotational shear stress not only leads to an increase
in the rotational shear strain as expected, but it also causes an enhancement in the
tensile strain. We believe that this behavior is extraordinary, as application of a stress
field results in an enhancement of strain in a direction perpendicular to itself.

We also investigated the response when the rotational shear stress is held constant
and the normal force is varied. Similar to the observation in Fig. 14, in this case too,
an enhancement in the rotational strain was observed with increase in the tensile
force. However, the increment observed in the rotational strain is small relative to
the increase in the value of the normal force. This is probably because the value of
the rotational stress 
�z is much greater in magnitude as compared to 
 rz induced
due to normal force. Also, the rotational stress applied in this problem is either
comparable or greater than the yield stress of the hair gel. This causes unjamming
of the material in all directions. Therefore, an increase in rotational stress leads to
an enhanced tensile strain and vice versa. Further, it is evident from Figs. 14 and 15
that all the tensile and rotational strain time curves have a similar curvature. This
suggests that an increment in the magnitude of the resultant stress field merely shifts
the curves toward smaller values of time. Apparently, the same path is followed in
each case during deformation; however, depending on the strength of stress fields,
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Fig. 15 Radial shear strain
� rz as a function of time for
the data shown in Fig. 14 for
constant normal force of 10 N
(
rz D 30:6 Pa) but different

�z values. The inset shows
the theoretical prediction of
� rz (Eq. 12) with respect to
normalized time for n D 0.5,

rz=
y D 2, and varying

�z=
y D 0; 2; 4; 8 (from
right to left) ([144] -
Reproduced by permission of
The Royal Society of
Chemistry)
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the time scale involved in the process might be different. We further carried out a
similar exercise for the Laponite suspension and the foam. We find that both of these
soft glassy materials also demonstrate a deformation behavior qualitatively similar
to that of the hair gel under a combination of stress fields. As mentioned above, all
of these materials possess very different microstructures; therefore, we believe that
these findings are consistent with the behavior of soft glassy materials in general.

A general constitutive relation for a yield stress fluid is given below [23, 50]:
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where 

 is the deviatoric stress tensor, G is elastic modulus, �



is strain tensor, P�
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rate of strain tensor, 
y is the yield stress, P� is the second invariant of rate of strain
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, and � is the consistency which is a function of the shear rate P� .

For the case of Herschel–Bulkley fluid model, � D m P�n�1 where m and n are model
parameters [40]. Therefore, in this case, Eq. 5 can be written as 
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where Q
�z D 
�z=
y and Q
rz D 
rz=
y.
We determined the radial shear strain in the limit of small gaps (d.t/=R0 � 0:05)

from the tensile strain values shown in Fig. 14 by using Eq. 5. In Fig. 15, we plot
the radial shear strain as a function of time. As expected, the temporal evolution
of the radial strain shows the same trend as that of the tensile strain. In the inset
of Fig. 15, we plot the radial shear strain calculated from Eq. 12, with respect to
normalized time, for a constant value of Q
rz but different values of Q
�z. It can be seen
that the radial strain–time curves shift toward lower times with an increase in 
�z

even though 
 rz is constant; therefore, the Herschel–Bulkley fluid model describes
the experimental behavior qualitatively. Similarly, Eq. 11 predicts an enhancement
in the rotational strain with increase in the normal force (or 
 rz) which also matches
with the experimental observations.

In Fig. 16, we plot the time to failure tf for the experiments carried out for hair
gel 1, foam, and the Laponite suspension as a function of the second invariant of
the applied stress tensor. Interestingly, we find that the time to failure does not only
depend on the value of the normal force as expected, but it also decreases with an
increase in the value of the rotational stress. We believe that the reduction in the
time to failure occurs, even when the normal force is unchanged, due to a greater
unjamming of the material caused by a larger rotational stress. We observe from
Fig. 16 that for approximately the same value of the invariant of the stress tensor, the
time to failure varies significantly with a change in normal force. It has been reported
in literature that tf varies inversely with applied normal stress [153]. Remarkably, we
find that when more than one stress field is applied, time to failure follows an inverse
dependence on invariant of the stress tensor.

5.2 Yielding Phase Diagram

Under application of a stress/strain field, partial or complete unjamming of the
material takes place depending on the yield stress of the material. These materials
deform elastically when the stress field is weaker than the yield stress of the material.
If the yield stress is exceeded, a structural breakdown in the material takes place
resulting in plastic flow [11, 17, 27, 32, 36, 38, 44, 73, 79, 121, 122, 133]. Hence,
the yield stress plays an important role in determining the response of the material to
the applied deformation field; however, due to the shear localization and thixotropic
behavior of the material, an accurate determination of the yield stress value is
considered to be a difficult exercise [15, 108, 109]. Further, the yield stress is also
greatly influenced by the deformation history and the aging time of the material [38,
41, 54].
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Fig. 16 The variation of time to failure with the invariant of true stress tensor corresponding to
various normal force values, 5 N (
rz D 15:3 Pa, stars), 10 N (
rz D 30:6 Pa, squares), 15 N
(
rz D 45:9 Pa, triangles), and 20 N (
rz D 61:2 Pa, circles), and various shear stress values
(
�z D 0 � 500 Pa). Black, red, and blue symbols represent hair gel 1, shaving foam, and the
Laponite suspension, respectively ([144] - Reproduced by permission of The Royal Society of
Chemistry)

In order to determine the yielding curve for soft glassy materials, we determine
various combinations of radial and rotational shear stresses which lead to the
yielding event in the material. For determining these combinations, we carry out
tests in which a constant normal force was applied to the material, but the rotational
stress is varied. The value of rotational stress at which the yielding event takes place
(which is evident from a sharp decrease in the value of the viscosity) is considered
to be the critical rotational stress 
�zy for that force or radial stress. However, as the
soft glassy materials employed in this study are thixotropic in nature, the critical
rotational stress may depend on the rate at which the rotational stress was varied.
To investigate this point, we carry out a separate set of experiments on another hair
gel sample, hair gel 2, in which we vary the rotational stress at different rates under
application of a constant normal force and determine the critical rotational stress in
each case. We find that the critical rotational stress is almost independent of the rate
of variation of the rotational stress in the range explored in the experiments.

In Fig. 17, we plot the viscosity as a function of rotational shear stress for various
values of the normal force for hair gel sample 3. The applied 
�z ramp in these
experiments was within the explored range wherein the critical rotational stress was
found to be independent of the applied ramp. We repeat this procedure for four more
soft glassy materials: hair gel 4, the Laponite suspension, foam, and emulsion paint.
In Fig. 18, we plot the yielding phase diagram for all the soft glassy materials under
study. This plot constitutes the normalized combinations of the true values (based on
the instant value of the film area) of the radial and critical rotational shear stresses
at which the yielding event takes place. Interestingly, we find that all the yielding
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Fig. 17 The variation of
viscosity � with respect to
rotational shear stress under
the application of various
normal forces for hair gel 3.
The rotational stress at which
the yielding in the material
takes place is considered to
be the critical rotational stress

�zy for that normal force
([144] - Reproduced by
permission of The Royal
Society of Chemistry)
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Fig. 18 The yielding phase diagram for various soft glassy materials (the Laponite suspension,

y D 80 Pa; hair gel 3, 
y D 135 Pa; hair gel 4, 
y D 18:3 Pa; foam, 
y D 68 Pa; paint, 
y D
35 Pa) where 
y is the yield stress in simple shear. The symbols represent various combinations
of the normalized rotational and radial shear stress values at which the yielding takes place. The
behavior can be predicted closely with the Von Mises criterion which is shown as a solid line ([144]
- Reproduced by permission of The Royal Society of Chemistry)

data points fall on the curve representing the Von Mises criterion. According to this
criterion, the yielding event takes place in a material when the invariant of the stress
tensor exceeds the yield stress of the material [119]. However, some scatter in the
data can be observed in the limit of tensile stress-dominated flows. We believe that
this results due to the formation and propagation of fingers and/or cavitation which
is usually present in pure tensile flows.

As mentioned before in the Introduction section, in a previous study, the Von
Mises criterion for yielding was observed to work well for the experimentally
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determined data for the case of simultaneous rotational and squeeze flow [119]. On
the other hand, we find that this criterion also works well in the case of combined
rotational and tensile flow fields. This result is interesting because a tensile flow
between two separating parallel plates is not merely a reversal of direction of
squeeze flow but is much more complicated in comparison to a squeeze flow.
As explained earlier, this type of flow can become increasingly complex with an
increased strength of deformation field because of increased possibility of finger
formation or cavitation due to the presence of a large pressure gradient in the radial
direction which can significantly alter the behavior.

6 Squeeze Flow Behavior of Thixotropic Soft Glassy Material

A Herschel–Bulkley or Bingham plastic model has been employed in numerous
studies in literature to predict the behavior of soft glassy materials possessing yield
stress [23, 33, 40, 102, 103, 119, 129]. However, under some situations, these mod-
els, owing to their simple nature, fall short of satisfactorily predicting the behavior
of soft glassy materials. An important drawback associated with these models is
the absence of a time-dependent term. Such a term becomes mandatory when the
fluid properties vary with time. Most of the yield stress fluids possess a thixotropic
character as well because of the fact that the same underlying phenomenon of
the rearrangement/destruction of the constituent microstructure gives rise to both
[109]. Several models have been developed to predict the thixotropic behavior.
These models usually employ a structural parameter which evolves with time. This
parameter is a function of the degree of flocculation and jamming or the fraction of
particles trapped in energy wells [15, 34, 43, 113].

In this work, we study the behavior of a soft glass (3.5 wt% Laponite suspension
with idle time equal to 1 month) when squeezed between two parallel plates. The
plates employed in this study had a different surface roughness: the top plate was
comparatively rough, while the bottom plate was smooth. In literature, plates having
dissimilar characteristics have been employed for shear flow studies [138]. Many
commercially important soft glassy materials undergo squeeze flow between two
surfaces, for example, highly filled polymer melt, wheat dough, etc. In applications
where preferential sticking of the material on one of the surfaces is desired, solid
substrates with a dissimilar surface roughness are employed. Therefore, the present
study finds relevance in this context.

6.1 Elastic Modulus and the Yield Stress as a Function
of Aging Time

As mentioned in detail earlier, the Laponite suspension demonstrates physical
aging, and therefore, various properties of this material like the elastic modulus
and the yield stress are expected to evolve with time. In order to determine the
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Fig. 19 Normalized elastic modulus as a function of normalized shear stress amplitude for the
Laponite suspension in oscillatory tests at frequency f D 1 Hz for various aging times (square,
5 min; circle, 15 min; triangle, 20 min; diamond, 30 min; star, 60 min; and plus, 90 min). The
variation of yield stress (
y) and linear regime elastic modulus (G0) with aging time (tw) is shown
in the inset. Both 
y and G0 exhibit the same dependence on tw given by 
y; G0 / t 0:4

w (Reprinted
from [146], with permission from Elsevier)

dependence of the yield stress on the aging time, we carry out a set of shear stress
ramp oscillatory experiments for samples aged for different durations of time and
determine the yield stress in each case. In Fig. 19, we plot the elastic modulus (G0)
normalized with the elastic modulus associated with linear response regime (G0),
as a function of shear stress amplitude (�0) normalized with yield stress (
y), for
various aging times [146]. Interestingly, all the curves corresponding to different
aging times show superposition indicating a similarity in the yielding transition
for all the aging times. Moreover, at the instance of yielding, the elastic modulus
decreases to a very low value over a very narrow range of stress amplitudes, thus
enabling the determination of the yield stress. As the material is thixotropic in
nature, an error in the value of the yield stress might get introduced due to the same;
however, the rate of change in shear stress was high which allowed the completion of
the whole experiment in a few seconds. Also, as this time period was much smaller
than the aging time of material, the structural evolution that takes place in duration
of the experiment is negligibly small. The inset of the figure shows that 
y and G0

follow the same dependence on the aging time (
y; G0 / t 0:4
w ).

In order to find the dependence of stress on shear rate and to determine material
parameters for the Laponite suspension under study, we carry out a steady shear rate
ramp test. We find that the Herschel–Bulkley fluid model satisfactorily describes
the behavior shown by this material. Upon fitting the data points with this model,
we obtained the value of the power law index n and the consistency k (we have
used this notation for consistency in place of m to differentiate it from the plate
frictional coefficient which we have employed in the squeeze flow analysis later in
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this problem) equal to 0.28 and 8 Pa.sn, respectively, for a sample aged for 15 min.
However, as explained above, due to thixotropy, the behavior is expected to be
greatly dependent on the flow field and the history. Therefore, it is possible that
one might obtain a different set of Herschel–Bulkley model parameters for different
rates of variation of shear rate.

Unlike the tensile experiments discussed in the previous sections, in all of the
squeeze flow experiments (both constant force and velocity modes) performed in
this study, the cross-sectional area of the film remains constant throughout the
experiment. As the squeeze flow progresses, the sample volume has to continuously
decrease due to the decreasing gap between the plates. The excess sample is pushed
out from between the plates which gets accumulated on the periphery of the plates.
This may lead to a small pressure buildup [56, 106]; nevertheless, a constant sample
area is still preferred over the constant volume because it gives an advantage of a
known sample area at all times.

6.2 Constant Force Experiments

In the constant force mode, a constant compressive force was applied to the top
plate, and the variation of gap between the plates was observed as a function of
time. Figure 20 shows the gap vs. time for two cases: a rough top plate with a
smooth bottom plate and both smooth top and bottom plates, respectively. It can be
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Fig. 20 The variation of gap (d) between the plates with respect to time (t) for rough (black
symbols) and smooth top plate (gray symbols) for two normal compressive forces: F D 2.5 N
(circles) and F D 10 N (triangles). For all the experiments shown in the figure, the bottom plate
is smooth and the aging time is tw D 15 min. The limiting gap dL subsequent to which no further
deformation takes place is always higher for the rough plate (Reprinted from [146], with permission
from Elsevier)
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seen in the figure that in both the cases, the gap decreases with time in the beginning,
but it eventually reaches a plateau. In literature, it has been shown that in contrast to
viscous fluids where the plate separation continuously decreases with time, for yield
stress fluids, the gap between the plates ceases to reduce any further after a certain
time. This plateau value of the gap is dependent on the yield stress of the material
and therefore can be used to determine the value of the same [45, 129]. Further, it
can be observed in the figure that the plateau value of the gap for smooth top plate
is smaller than that for the rough plate. This suggests a considerable influence of the
boundary condition (slip between material and plate surface) on the squeeze flow
behavior of the material.

An important dimensionless group often mentioned in squeeze flow literature

for yield stress fluids is the plasticity number S D �
V k1=nR

�
=

�



1=n
y d 2

	
which

represents the contribution of viscous stress to the yield stress. In the limit of small
plasticity number (S << 1) and under no-slip boundary condition, the limiting gap
dL (or plateau value of the gap) is given by [45]

dL D 2	R3
y

3F
(13)

The value of yield stress determined using Eq. 13 by substituting the value of dL

for F D 2.5 N was around 0.74 times of the value predicted from the oscillatory
experiments shown in Fig. 19. As the value of the limiting gap is smaller for the case
of smooth top plate in comparison to the rough plate at this force, the value of the
yield stress determined in this case is even smaller. We believe that this discrepancy
arises due to the presence of a slip between the material and the plate surface whose
effect intensifies for the case of smooth top plate. Sherwood and Durban [148]
developed an expression for a Herschel–Bulkley fluid under squeeze flow when a
partial slip is present at the fluid–plate interface and the friction coefficient m .� 1/

or the roughness of both the plates is the same. For d << R, m2 << 1, and
m >> d=R, the limiting gap is given by [101]

dL D 2	R3m
y

3F
(14)

For the case of smooth top and bottom plates, Eq. 14 gives m D 0.53 for F D 2.5 N.

6.2.1 The Expression for Limiting Gap for the Case of Dissimilar Plates

We derived an expression for the case of squeeze flow of Herschel–Bulkley fluid
confined between plates with dissimilar surface roughnesses by carrying out an
exercise on the same lines as that of Sherwood and Durban [147, 148] with the
exception of different boundary conditions at the two confining surfaces. In the limit
of d << R, m2

1; m2
2 << 1, and m1; m2 >> d=R, where m1 and m2 are the friction

coefficients of the top and bottom plates, respectively, the limiting gap is given by
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dL D 	R3 .m1 C m2/ 
y

3F
(15)

On substitution of the value of friction coefficient for the smooth plate (m2 D 0.53),
we determine the friction coefficient for the rough plate, m1 D 0.94 for F D 2.5 N.
Interestingly, for F D 10 N, Eqs. 14 and 15 give m1 D 0.4 and m2 D 0.14. As
the friction coefficients of the plates should be independent of the applied force,
we believe that a much smaller value of the limiting gap is observed due to the
thixotropic behavior of the fluid which leads to partial shear melting (rejuvenation)
at larger forces, causing a reduction in the value of the elastic modulus and the
yield stress. As a Herschel–Bulkley model is time independent in nature, it fails to
completely describe the observed behavior of a soft glassy fluid under a squeeze
flow field. Further, we believe that the value of the limiting gap is smaller for the
case of a smooth top plate as compared to a rough plate possibly due to an enhanced
shear melting in the former case. A squeeze flow for no slip at the material–plate
interface should mainly comprise a radial shear flow in the limit of d << R

(lubrication approximation) [40, 49]. However, when slip is present between the
plate and sample surfaces, an elongational flow takes place in addition to the shear
flow [104]. As elongational flow field is a much stronger flow field in comparison
to shear flow field, a greater extent of shear melting is expected in the presence of
slip, which results in a smaller value of the limiting gap.

6.2.2 Dependence of Limiting Gap on Initial Gap, Aging Time, and Force

For these set of experiments, we have employed a rough top plate. Figure 21 shows
the variation of the gap between the plates with respect to time under the application
of the same constant force F D 2.5 N but for different initial values of the gap. The
inset of the figure shows the force as a function of time. Though a constant value
of force equal to 2.5 N was set in the rheometer program, we find that the value of
the force fluctuates around the set value. This is because the rheometer maintains
a constant value of the force by a feedback mechanism, and therefore, there is a
slight delay before the value is corrected following a deviation from the desired
value. Interestingly, the main figure shows that the limiting gap is nearly the same
irrespective of the value of the initial gap between the plates. However, the rate of
change of the gap with time until the plateau value is attained is different for each
initial gap. We believe that a difference in the approach of the gap to the limiting
value is observed due to the fluctuations in the value of the applied force which can
possibly effect the deformation of the sample. The Herschel–Bulkley model (Eq. 15)
predicts the limiting gap to be independent of the initial gap, and therefore, it is in
agreement with the experimental observations.

We also observe that the limiting gap increases with increase in the aging time
with the dependence: dL � t 0:42

w (at F D 2.5 N and initial gap di D 1,000 �m).
We believe that this behavior originates from an increased yield stress with an
increase in aging time. Indeed, it can be seen in Fig. 19 that the yield stress follows
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Fig. 21 The variation of gap between the rough top and smooth bottom plates (d) with time (t)
for different initial gaps (circle, 500 �m; square, 700 �m; diamond, 850 �m; triangle, 1,000 �m)
under the application of a constant force F D 2.5 N. The aging time is tw D 15 min for all the
experiments shown in the figure. The inset shows the fluctuations in the magnitude of the normal
force F around the set value of 2.5 N as a function of time. In the inset, the colors represent the
same initial gap as in the main figure (Reprinted from [146], with permission from Elsevier)

approximately the same dependence on the aging time (
y � t 0:4
w ); therefore, it can

be inferred from these experimental observations that dL � 
y. This dependence
of the limiting gap on the yield stress is the same as that predicted by the
Herschel–Bulkley model (Eq. 15). Therefore, for a relatively weak deformation
field (F D 2.5 N), when the thixotropic effects are not pronounced, the Herschel–
Bulkley model can correctly predict the squeeze flow behavior exhibited by this
material. However, when we vary the magnitude of the applied force (tw D 15 min
and di D 500 �m for each test), we find that the limiting gap varies as dL � F�1.5.
This dependence is stronger than what is predicted by a Herschel–Bulkley model,
according to which dL should vary inversely with the force F (Eq. 15). A possible
reason for a smaller value of the limiting gap observed at larger forces, than what
is theoretically predicted, could be an enhanced thixotropic effect which may cause
shear melting in the sample to a greater extent in comparison to the case of smaller
forces. Further, an enhanced shear melting would cause a reduction in the yield
stress value which may lead to a much stronger reduction in the limiting gap with
increase in force than what is theoretically predicted by this model.

6.3 Constant Velocity Experiments

In this group of experiments, the top plate moves at a constant velocity V toward
the bottom plate leading to a squeeze flow in the sample. In Fig. 22, we plot the
normal force as a function of gap between the plates for a rough and a smooth top
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Fig. 22 The normal force
(F) as a function of gap (d)
between the plates for
different top plate
roughnesses for an initial gap
of 200 �m. For both the tests
shown in the figure, the
velocity (V) is 10 �m/s and
the aging time tw D 15 min.
The value of slope is different
for the force–gap curves
corresponding to smooth and
rough top plates (Reprinted
from [146], with permission
from Elsevier)
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plate for the same constant velocity V D 10 �m/s and aging time tw D 15 min. As
pointed out earlier, the bottom plate in both these cases is smooth. We observe that
as the experiment progresses, a decrease in the gap between the plates leads to an
enhancement in the normal force. However, a difference can be noticed in the man-
ner of the variation of the force with the gap for rough and smooth top plates. The
value of the normal force is significantly larger for the rough plate at all the values
of the gap. Further, the slope of the force–gap curve is smaller in the case of the
smooth top plate. These observations point toward a greater extent of shear melting
prevalent in the case of smooth plate due to a pronounced thixotropic effect. This
is in agreement with the observations made for the constant force experiments for
rough and smooth top plates. As discussed earlier, we think that an increase in slip at
the material–plate interface introduces an elongational flow in addition to the shear
flow which leads to an enhanced shear melting or rejuvenation in the sample. This
causes a weaker dependence of force on the gap for the case of smooth top plate.

6.3.1 Effect of Initial Gap, Aging Time, and Force

Figure 23 shows the variation of normal force with the gap for various initial gaps
between the plates but the same top plate velocity V D 10 �m/s and aging time
tw D 15 min. Interestingly, we find that all the curves corresponding to various
initial gaps fall on top of each other. Therefore, the normal force follows a unique
dependence on the gap (given that the velocity and the aging time are not changed).
This suggests that under squeeze deformation, the system has an identical state for
a certain plate separation irrespective of the initial gap. As mentioned before, we
derived an expression for the normal force for squeeze flow of a Herschel–Bulkley
fluid in the constant velocity mode between parallel plates of dissimilar roughnesses
(in the limit of d << R, m2

1; m2
2 << 1, and m1; m2 >> d=R) which is given as

follows:
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Fig. 23 The variation of the
normal force (F) with
distance between the rough
top and smooth bottom plates
(d) for different initial gaps
but the same squeeze velocity
V D 10 �m/s and waiting
time tw D 15 min (Reprinted
from [146], with permission
from Elsevier)
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This equation reduces to Eq. 13 by substituting V D 0 in this expression. According
to Eq. 16, the normal force does not depend on the initial gap between the plates;
therefore, our experimental observation is in agreement with the prediction for a
Herschel–Bulkley fluid. Further, Fig. 23 shows that for large gaps between the
plates (or small values of normal force), the normal force varies as F � d�1. In
the limit of low plasticity number, the yield stress has a greater contribution toward
the normal stress in comparison to viscous stress. In this scenario, the first term
of the equation would be dominant which also predicts an inverse dependence
of force on the gap. It can be observed in the figure that the dependence of the
normal force on gap progressively weakens with decrease in gap as evident from
the decreasing slope of the F vs. d curve. At smaller gaps between the plates, the
normal force has a high value, and therefore, in this situation, a greater extent of
shear melting is expected. Hence, we believe that a weaker dependence of force is
observed due to partial yielding of the sample which causes a decrease in the yield
stress [50]. The observations made in the case of velocity-controlled experiments
support the argument made based on the constant force experiments that the squeeze
flow behavior of the soft glassy fluid under study closely follows the theoretical
prediction of a Herschel–Bulkley model under weak deformation fields; however,
it considerably deviates from the same due to thixotropic effects under strong
deformation fields.

Figure 24 shows the normal force as a function of gap between the plates for
various aging times but for the same top plate velocity V D 10 �m/s and initial
gap di D 200 �m. We observe that the value of the normal force is higher for a
sample aged for longer duration at all the values of the gap. This is expected as
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Fig. 24 The normal force
(F) as a function of distance
between the rough top and
smooth bottom plates (d) for
different aging times (tw).
The squeeze velocity V is
10 �m/s, and initial gap di is
about 200 �m (Reprinted
from [146], with permission
from Elsevier)
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Fig. 25 A master curve
comprising of superposed
initial gap-dependent data
shown in Fig. 23 and
age-dependent data shown in
Fig. 24. In this figure, all the
age-dependent data curves
have been shifted onto
15-min data curve (Reprinted
from [146], with permission
from Elsevier)
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the yield stress increases with age which should cause an increase in the normal
force. However, the slope of the F � d curve decreases with an increase in age.
This is probably because a sample aged for a longer duration is at a more advanced
stage in the process of time-dependent microstructure buildup and therefore has a
greater potential to undergo deformation-induced rejuvenation or breakage of the
constituent microstructure. Interestingly, the dependence of force on gap at higher
ages and larger gaps matches closely with that in the case of smaller ages and smaller
gaps. In such a scenario, there is a possibility of obtaining a superposition of all the
aging time F �d curves. We indeed find that all the curves collapse to form a single
curve when horizontal shifting was carried out by multiplication with a shift factor
a. This shift factor follows a dependence on the aging time given by a � t�0:26

w . The
superposed curves for the aging time-dependent data are shown in Fig. 25 (black
symbols).
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The observation of superposed F � d curves for different initial gaps in Fig. 23
and for different aging times strongly suggests self-similarity in the squeeze flow
behavior. Therefore, an overall superposition of all the initial gap-independent and
aging time-dependent curves is expected. In order to check this point, we plot all
the F � d curves belonging to these two sets of experiments in Fig. 25. We find that
indeed a comprehensive superposition is obtained, thus suggesting a similar path
followed and the same material states attained owing to structural changes due to
deformation under squeeze flow.

In another set of experiments, a higher value of normal force was observed at all
plate separations for larger values of plate velocities (the initial gap and the aging
time were 200 �m and 15 min, respectively, in each experiment). The first term of
Eq. 16 is the yield stress-dependent term which is independent of the plate velocity.
The second term of the equation is the viscous stress-dependent term which has
velocity dependence. Therefore, in agreement with experimental observation, this
model predicts an increase in the normal force with an increment in the velocity.
The dependence on velocity would be especially prominent at larger velocities when
the deformation-induced melting decreases the value of the first term in Eq. 16
owing to a reduced yield stress. Thus, the relative importance of the second term
in the equation increases which suggests an enhanced viscous contribution to the
normal force in this case. Hence, based on the observations made in this study,
we conclude that under the instance of squeeze flow of a soft glassy material,
the Herschel–Bulkley model for yield stress fluids works satisfactorily well for
weak deformation fields; however, it fails under strong deformation fields owing
to a strong thixotropic behavior demonstrated by the material in this condition. A
modified model which includes a structural parameter, whose evolution with time
accounts for aging/rejuvenation in the material, could perhaps qualitatively predict
the behavior in the limit of strong deformation fields.

7 Conclusions

In this chapter, we present the results for the deformation and aging behavior of soft
glassy materials under tensile deformation field. In the first problem, we study the
response of a model soft glass, a Laponite suspension, to tensile deformation. We
find that the energy dissipated in the deformation and breakage of the suspension
films increases with an increase in deformation field strength, that is, an increase
in the plate separation velocity or with decrease of the initial gap between the
plates. An increase in the aging time leads to a larger peak force; however, the
energy dissipated decreases with increase in age of the sample. We believe that the
system demonstrates an increasingly brittle behavior with increase in age due to an
increased elastic modulus and relaxation time, which restrict the modes for dissi-
pation of energy, thereby reducing the strain at which breakage occurs. This claim
is further supported by a steeper drop in the force subsequent to the peak, which
also indicates a greater amount of brittleness present in the material at higher ages.
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Interestingly, the dependence of aging time-dependent data and deformation field
(velocity and initial gap)-dependent data demonstrates discrepancy when plotted
as a function of the Deborah number. Further, all the data points corresponding to
various aging time, velocity, and initial gap experiments do not superpose, which
implies that the tensile deformation behavior is not solely governed by the Deborah
number, but apparently, other factors also play an important role. The constant force
experiments show that the strain at failure decreases for older samples which also
suggests an enhancement in brittle behavior with increase in age.

In the second problem, the aging time-dependent tensile creep flow experiments
for the Laponite suspension demonstrate a shift in the data due to the evolution of
microstructure with time, which causes an increase in elastic modulus and relaxation
time with aging time. An increase in the applied normal stress causes a destruction
of the microstructure that leads to a decreased rate of aging. As the rheological
behavior exhibited by the material is largely governed by the dominant relaxation
time, an increase in the same, either due to longer aging time period or a decrease
in the magnitude of the applied stress field, is expected to affect the behavior in
the same fashion. We validated the abovementioned argument by showing a process
time–aging time–stress superposition under tensile deformation field.

In the third part of this work, we find that when a soft glassy material is subjected
to tensile and rotational flow fields, an increment in the magnitude of either one of
the stresses causes an increase in strain in a direction perpendicular to that of the
stress in addition to an enhancement in the same direction as that of the stress. We
find that this behavior is universally true for all the soft glassy materials employed in
the study. A Herschel–Bulkley model for yield stress fluids qualitatively predicts the
experimentally observed deformation induced in the material for combined tensile
and rotational fields. We further determined the yielding curve which separates the
regions in which the material exists in the solid and liquid phases. This curve is
closely predicted by the Von Mises criterion, according to which the yielding event
takes place in a soft glassy material when the invariant of the stress tensor becomes
greater than the yield stress of the material.

In the final part of this chapter, we find that the Herschel–Bulkley model for
squeeze flow between plates with dissimilar surface roughnesses correctly predicts
the behavior for both constant velocity and force experiments when the applied
deformation field is weak. When the magnitude of the deformation field is large,
the sample exhibits thixotropic behavior due to which a time-dependent reduction
in elastic modulus and yield stress takes place. As the Herschel–Bulkley model
is time independent in nature, this leads to a significant deviation of the behavior
from the theoretical prediction. We also observe that enhanced thixotropic effects
are present when a smooth top plate is employed instead of a rough one due to
increase in slip at the fluid–plate interface. Further, we find that in constant velocity
experiments, a sample aged for a longer duration shows a weakened dependence of
normal compressive force on the gap between the plates as it demonstrates a greater
ability to undergo deformation-induced rejuvenation. The curvature of the force vs.
gap curve is similar for the case of a greater age at smaller gap and lower age at
larger gap, which enable us to successfully superpose all the aging time-dependent
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curves on a single curve. Moreover, due to a unique variation of force with change in
gap, we obtain a comprehensive superposition for all aging time and initial gap data,
which indicates the same path followed under squeeze deformation flow irrespective
of the initial experimental, geometrical, and material parameters.

We believe that an analysis of the results presented in this chapter for tensile,
squeeze, and tensile combined with rotational deformation fields provides novel
information regarding the deformation dynamics of this class of materials. We also
discuss in detail the effect of thixotropy (both physical aging and rejuvenation) and,
under certain set of conditions, were able to successfully define the experimental
observations with theoretical predictions. Therefore, we hope that this work would
further our understanding of rheological dynamics exhibited by soft glassy materials
in regard to the geometrical parameters of the material film, confining surfaces,
material properties, and time elapsed since preparation.
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Microstructured Reactors for Hydrogen
Production from Ethanol

Nageswara Rao Peela and Deepak Kunzru

Abstract The continuously increasing demand for clean and renewable energy
warrants the development of renewable, nonpolluting energy resources. Hydrogen
is emerging as a natural choice as a more secure and cleaner energy carrier. Fuel
cells can be used to produce clean energy from hydrogen, particularly for portable
applications. Hydrogen can be produced from a variety of fossil fuel sources,
but to decrease the dependence on fossil fuels, hydrogen has to be produced
from a renewable source. Hydrogen production from steam reforming of ethanol
(a renewable fuel) has emerged as a promising alternative in recent years. For
conducting this reaction on board a vehicle, a compact reactor system is required.
A microchannel reactor is more efficient and attractive for this purpose, because of
the high surface to volume ratio, resulting in high heat and mass transfer rates.

The reactions involved in producing CO-free hydrogen from ethanol include
steam reforming of ethanol, water–gas shift reaction, and preferential oxidation of
carbon monoxide. This chapter discusses the steps involved in the development of a
microfuel processor for producing hydrogen from ethanol that include fabrication of
the microchannels on the metal substrate, coating of the catalyst and support on the
microchannels, assembly of the microchannel reactor, optimization of the catalysts
for the three reactions, and, finally, heat integration of the different processes to
maximize the efficiency of the fuel processor.
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1 Introduction

The demand for clean and renewable energy is continuously increasing because
of rapid depletion of conventional fuels and stringent environmental constraints.
Therefore, renewable, nonpolluting energy resources need to be developed. In the
historical background of the decarbonization pattern of primary fuel usage, hydro-
gen is emerging as a natural choice as a more secure and cleaner energy carrier
[6]. Fuel cells can be used to produce clean energy from hydrogen, particularly
for portable applications. An added incentive for using fuel cells is that, with the
ongoing research, the cost per unit of power is continuously decreasing.

The production of hydrogen from methane and naphtha by steam reforming is
a well-established commercial process. Hydrogen can be produced from a variety
of other sources including fossil fuels (coal, natural gas, LPG, gasoline, diesel,
methane, propane, wind, solar, methanol, ethanol, biofuel, etc.), but to decrease the
dependence on fossil fuels, fully or partially, current situation strongly demands
that hydrogen be produced from a renewable source. Although other methods,
such as electrolysis of water, photochemical splitting of water, fermentation of
carbohydrate-rich substrates, etc., have been proposed, the preferred method is
still the steam reforming or oxidative steam reforming of hydrocarbons. In this
context, ethanol/bioethanol is a promising biomass-derived liquid fuel for hydrogen
production [5, 22].

Advantages of ethanol as a fuel include a relatively high hydrogen content
(on molar basis), non-toxicity, ease of storage, and handling safety. Ethanol can
be readily produced from renewable feedstocks such as sugarcane, municipal
solid waste, and agro-waste. Another advantage of using ethanol is that the CO2

produced during steam reforming reaction is equal to the CO2 required for biomass
growth and thus provides a closed cycle for CO2 consumption. Therefore, no
net pollutants are released into the environment. Primary demerit includes high
reforming temperatures (�600 ıC).

1.1 Why Use Microreactors?

Another very important aspect to be addressed for portable energy needs is the
reactor design. Use of hydrogen for transportation applications can be accomplished
in two ways: one is to store hydrogen and another is to produce hydrogen on board
a vehicle. Storing hydrogen on board a vehicle would reduce the payload capacity
and is also not safe. Therefore, producing hydrogen on board a vehicle is the
preferred option. If conventional reactors are used for producing hydrogen on board
a vehicle, then the payload capacity will be reduced because of the requirement of
larger space to accommodate these devices. In this aspect, microreactors are more
suitable. During the last two decades, micro-devices and systems (popularly known
as microreactors), having their characteristic dimensions typically in the order of
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a few micrometers, have attracted the interest of the chemical process industry
because of certain inherent advantages [15, 43, 44].

The distinctive feature of microreactors is their high surface to volume ratio
compared to conventional chemical reactors, due to the small size of the channels
through which the reactants flow. This results in high heat and mass transfer rates.
Due to the small channel dimensions in microflow reactors, the flow is usually
laminar, and, thus, the heat/mass transfer coefficients are inversely proportional
to the channel hydraulic diameter. Moreover, since the catalyst is deposited as a
thin layer, the pore diffusional resistances are usually negligible, and the catalyst
can be utilized more effectively. Due to the compact size and low holdup, the
system response is faster and results in better process control. Although there is
an increase in the corresponding momentum flux transfer, i.e., pressure drop, the
overall pressure drop is not appreciable.

The higher heat and mass transfer characteristics of microreactors are especially
advantageous for conducting highly endothermic/exothermic reactions. Thus, local
hot spot formations are avoided because of high heat removal capacity. This
leads to low operating cost and higher system efficiency. Finally, because of
smaller reactants and products’ inventories, a high level of safety is achieved. The
technical feasibility of using microreactors for fabrication of fuel processors has
been demonstrated by several workers [25].

1.2 Reforming of Ethanol

Three processes can be used for producing hydrogen from ethanol: (1) steam
reforming of ethanol (SRE), (2) partial oxidation (POX), and (3) oxidative steam
reforming of ethanol (OSRE). Steam reforming is the reaction of ethanol with steam
to produce hydrogen and carbon monoxide by the following reaction:

C2H5OH .g/ C H2O .g/ ! 2CO .g/ C 4H2 .g/ Ho
298 D C256 kJ=mol (1)

This is a highly endothermic reaction and requires high temperatures to proceed.
Acetaldehyde is also produced by dehydrogenation of ethanol:

C2H5OH .g/ ! CH3CHO C H2 Ho
298 D C71 kJ=mol (2)

However, at high temperatures and high residence times, acetaldehyde decomposes
to methane and CO. The CO can react with steam to give CO2, and additional
hydrogen is further produced by the water–gas shift reaction as follows:

CO C H2O $ CO2 C H2 Ho
298 D �41:1 kJ=mol (3)

Thus, the reformate contains H2, CO, CO2, CH4, and CH3CHO, together with any
unreacted ethanol and water.
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In partial oxidation (POX), the fuel is reacted with insufficient oxygen to give
CO and H2:

C2H5OH .g/ C 0:5O2 ! 2CO .g/ C 3H2 .g/ Ho
298 D C13 kJ=mol (4)

Together with the above reaction, total oxidation to give CO2 also occurs simulta-
neously. POX is highly exothermic and hence does not require any external heat
supply. The major drawback of POX is that hydrogen yield in this process is lower
in comparison to SRE. Moreover, because of the high heat generation, hot spot
formation can occur resulting in catalyst damage.

Oxidative steam reforming (OSRE) is essentially a combination of SRE and
POX:

C2H5OH .g/ C .1 � 2n/ H2O .g/ C nO2 .g/ ! 2CO .g/ C .4 � 2n/ H2 .g/ (5)

For ethanol, the OSRE process can be made autothermal at an oxygen/ethanol molar
ratio of approximately 0.35. Moreover, CO yield is lower in comparison to SRE
because of the CO oxidation reaction. Hydrogen yields are in between the other
two processes. As the oxygen/ethanol molar ratio increases, the hydrogen yield
decreases. Therefore, an optimum value of oxygen/ethanol ratio must be used to
maximize H2 yield and to minimize CO yield. Due to the presence of steam, the hot
spot phenomenon is less pronounced in comparison to POX.

1.3 Integrated Microfuel Processor

The production of H2 from ethanol for use in a polymer electrolyte membrane fuel
(PEMFC) includes the reaction of ethanol with steam, followed by steps to reduce
the CO content of the product stream to less than 50 ppm because the fuel cell
catalysts are poisoned by even small amounts of CO. A schematic of a microfuel
processor is shown in Fig. 1. The premixed stream of water and ethanol is vaporized
in a preheater and then fed to the ethanol reforming reactor. Here, ethanol reacts
with steam to produce hydrogen as well as other products such as CO2, CO, and
CH4. After the reformer, the concentration of CO in the effluent is �10 mol%, and
this is reduced by further processing. As discussed by Moharana et al. [40], three
routes can be used for reducing the CO content in the product stream: (a) membrane
separation, where the effluent is passed through a membrane after reforming, which
allows only H2 molecules to pass through it. In this way, 99.99 % pure hydrogen can
be produced [48]. The other two, (b) and (c), are chemical routes in which CO is
reduced to ppm levels by WGS followed by either PROX or selective methanation
of CO.

The steps involved in the development of a microfuel processor for producing
hydrogen from ethanol include fabrication of the microchannels on the metal
substrate; coating of the catalyst and support on the microchannels; assembly of
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Fig. 1 Schematic of an integrated reactor system for generation of hydrogen from ethanol and
water (Reproduced with permission from Moharana et al. [40], copyright © 2011 Elsevier)

the microchannel reactor; optimization of the catalysts for SRE, WGS, and PROX;
and, finally, heat integration of the different processes to maximize the efficiency of
the fuel processor. In subsequent sections, the different steps are discussed further.

2 Fabrication of Microchannels

In recent years, microchannel reactors have been used for conducting various
catalytic and non-catalytic reactions [23, 26]. For reaction temperatures below
300 ıC, microchannel devices are usually fabricated using materials such as silicon,
glass, copper, etc.; however, these materials cannot withstand high temperatures. As
many of the chemical processes operate at temperatures above 300 ıC, it is essential
to fabricate these devices with materials that can withstand higher temperatures.
Several methods such as micro-molding; wet chemical etching; a combination of
lithography, electroforming, and molding (LIGA process); micro-electro-discharge
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machining (�EDM); and mechanical techniques such as milling, punching, and
embossing and laser ablation have been reported for fabrication of microchannels
on metals [14].

The LIGA process, developed in Germany, is based on a combination of deep
lithography, electroforming, and molding. Using the LIGA process, micro-devices
with high precision and high surface quality can be fabricated. The �EDM method
is very well suited for making microstructures in metals, with minimum features
in the order of 10 �m. The basic equipment consists of a voltage generator, an
electrode, and the part to be machined. Due to a high-energy discharge between the
electrode and the workpiece, the unwanted material is removed by erosion. In this
process, there is no contact between the electrode and the part being machined, and,
therefore, contamination of the workpiece is minimized.

An attractive method for the fabrication of microchannels is wet chemical
etching. Chemical etching is one of the oldest nontraditional machining processes. It
uses a chemical solution, which is called an etchant, to remove unwanted workpiece
material by controlled dissolution [9]. Besides low cost, the advantages of this
method include fast processing, no burring on the edges of the walls, possibility
of processing very thin materials, precise control of the channel dimensions, and
a short lead time between prototyping and production [13, 35]. However, this
method has the disadvantage that the etching is anisotropic so that the depth of
the channel is always less than the width of the channel. Moreover, the removal of
photoresist can occur during the process with concentrated etchant and also at high
temperature [1].

Several publications have discussed the general aspects of wet chemical etching
[19, 30, 33, 36, 68], but the information on the fabrication of microchannels on
stainless steel is limited. A commonly used etchant in industry is aqueous ferric
chloride solution. The disadvantage of using ferric chloride alone is that, as the
etching proceeds, concentration of ferrous ion increases and these ions do not
dissolve in the etching solution. Moreover, ferrous ions are deposited on the parts
being etched making penetration of the etchant to the etching surface difficult. By
addition of acids such as hydrochloric acid, the solubility of ferrous ion in the
etchant solution can be increased [3]. In their patent, Matthews and Hanneman
[36] revealed that saturated ferric chloride solution (4 parts), concentrated nitric
acid (1 part), and concentrated hydrofluoric acid (1 part) will give a uniform,
nonselective, and rapid etching of stainless steel. Others [30, 33, 68] have also
used combinations of ferric chloride, different acids, and other agents as etchants
to enhance the etch rate and uniformity of etching of stainless steels. However, for
making microchannels, the width of the photoresist between the channels is very
small and results in the photoresist peeling off very easily during etching. Moreover,
in this situation, it is very difficult to obtain uniform etching [21]. Therefore,
developing an etchant that will give reasonable microchannel depths without the
photoresist peeling off is a challenging task.

Rao and Kunzru [57] fabricated microchannels in stainless steel by using
solutions of various concentrations of FeCl3, HCl, and HNO3 in water as etchants.
Their study showed that for obtaining smooth uniform channels on stainless steel
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substrates, an etchant consisting of FeCl3, HCl, and HNO3 is necessary. An increase
in the concentration of HCl in the etchant increased the etch rate as well as etch
factor but adversely affected the roughness. Addition of HNO3 was necessary to
obtain smooth uniform channels. The depth and etch factor were significantly
affected by the composition of etchant, operating temperature, and initial width
of the channel. In the range of operating conditions studied, an etchant containing
10 wt% FeCl3, 10 wt% HCl, and 5 wt% HNO3 at 40 ıC and initial width of 190 �m
gave the best results. At these conditions, a channel depth of 180 �m with an etch
factor of 1.36 was obtained after 160 min of etching. With this etchant, the channels
were smooth and uniform without any cavities on the edges of the channels.

Laser micromachining (LMM) can also be used for creating micro-features in
metallic substrates. The parts to be removed are locally vaporized using a laser
beam, and the vapor is sucked out with a vacuum pump. The physical principle
of laser ablation uses a beam of electromagnetic waves in phase, photons focalized
with optical medium and concentrated on the workpiece, thereby creating highly
localized powers. When the laser beam strikes the work surface, its energy is
partially reflected and partially absorbed causing fusion of the material. If the
intensity exceeds a certain limit, there is instantaneous vaporization of the base
metal in the zone where the beam is more concentrated. Around this zone, the metal
is in the molten state. Metallic vapor at high temperature and pressure pushes the
melted material laterally, and the beam proceeds to the metal further below. The hole
created is defined as a keyhole. Equilibrium is created between the vapor pressure
that tends to enlarge the hole and the hydrostatic pressure of the melted metal that
tends to close the hole. This equilibrium determines the penetration depth of the
hole in the workpiece.

Several process parameters can affect the uniformity and smoothness of the
channels as well as the machining time. These include the power and frequency of
the laser, the scan speed, and the number of passes. By increasing the laser power,
the depth obtained per unit time increases. On increasing the laser frequency, the
depth obtained per unit time decreases, but the smoothness of the channels increases.
Therefore, the laser power and frequency have to be adjusted such that smooth
channels are obtained in a reasonable time.

3 Deposition of Catalysts in Microchannels

The surface area of the fabricated microchannels is not sufficient for performing
catalytic reactions, and it is necessary to increase the specific surface area by
chemical treatment of the channels and/or by applying porous coatings on the
walls. This is a crucial step. The coating has to be of uniform thickness and
should adhere strongly to the metal substrate. Moreover, the active phase should
be well dispersed and have long-term stability. Depending on the properties of the
surface and the catalyst to be coated, several methods can be used to deposit the
catalyst. These can be broadly classified as coating methods based on a liquid phase,
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thin film techniques such as chemical vapor deposition (CVD) and physical vapor
deposition (PVD), and thermal spraying methods (powder plasma spraying, flame
spray deposition, etc.).

A commonly used technique is washcoating of the channels with a suspension
of the support material, followed by impregnation of the active phase or directly
washcoating the ready-made catalyst [38]. For nonporous substrates, a pretreatment
step is necessary in order to improve the adherence of the catalyst layer. One way
is by thermal treatment of the substrate to form an oxide layer. This is often used
with Fecralloy substrates in which a surface aluminum oxide layer forms when the
substrate is heated to �900 ıC. In the subsequent washcoating step, the ceramic
support adheres strongly to this oxide layer. Although an oxide layer also forms on
metals in which Al is not present, in such cases, the adherence of the washcoat is not
as good. Another pretreatment method is to oxidize the substrates with acids such
as HCl or HNO3 [71]. For aluminum-free substrate, a primer coating of a sol can
also be used to form a thin layer of alumina that can enhance the adherence of the
subsequent washcoat [18, 51].

In the suspension method, the adherence and uniformity of the washcoat depend
on the particle size, pH of the slurry, viscosity, and slurry concentration. The
washcoating slurry usually consists of powder (catalyst support or catalyst itself),
binder, dispersant, acid, and solvent (usually water). The particle size of the solids
has a very strong influence on the uniformity and adherence of the washcoat, and the
average particle size should typically be less than 3 �m. The stability of the slurry
depends on the pH, and for alumina, it should be less than 5 or more than 9.

Peela et al. [51] studied the effect of primer and slurry composition on the
washcoat characteristics of ”-alumina on stainless steel substrate. Washcoating was
done following a two-step procedure: primer coating followed by slurry coating.
Primer deposition was done by using a mixture of boehmite sol and binder in water.
The boehmite sol was prepared by adding aluminum hydroxide powder (Disperal
P2, average particle size D 45 �m, Sasol®, Germany) to a 0.4 wt% HNO3 aqueous
solution. The dispersion was stirred for 30 min and then aged for 2 days. During this
period, its pH and viscosity gradually increased to a constant value, respectively,
and did not change thereafter. When Disperal is dispersed in 0.4 % HNO3 aqueous
solution, acid progressively breaks the powder particles. This process (peptization)
is slow and requires about 48 h to reach equilibrium. The binder used was polyvinyl
alcohol (PVA), and its concentration in the dispersion was varied from 0 to 4 wt%.
The deposition was done by filling the microchannels with the primer and then
wiping out any excess dispersion from the plate. The substrate was dried at room
temperature for 3 h and then at 120 ıC for 8 h, followed by calcination at 600 ıC
for 5 h with a ramp rate of 2 ıC/min.

After primer coating, the channels were coated with a slurry containing ”-
alumina, PVA, and, in some cases, an alumina sol as binder. The average particle
size of the as-received ”-alumina was 50 �m, and this was reduced to less than
3 �m by wet milling in a ball mill. For milling, a 30 wt% aqueous slurry of alumina
was prepared, and the pH was adjusted to around 3 by adding concentrated nitric
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Fig. 2 (a) Variation of viscosity with shear rate and (b) weight loss with sonication time for
different primer compositions (Reproduced with permission from Peela et al. [51], copyright ©
2009 Elsevier)

acid, to avoid gelation. The milled slurry was then mixed with the required amount
of binder and the pH adjusted to the desired value by adding HNO3 or KOH. After
adding all the required components, the slurry was stirred for 2 h. Then, the slurry
was deposited onto the channels by following the same procedure used for primer
coating.

To study the effect of primer composition on adherence of the washcoat, different
amounts of PVA (0–4 wt%) were added to 2 % Disperal in water. In each case, the
pH of the primer suspension was kept at 3.5. The effect of primer composition on the
viscosity and weight loss on ultrasonication is shown in Fig. 2. The viscosity of the
suspension increased drastically with increasing wt% of PVA (Fig. 2a). The increase
in the weight of the substrate after the primer coating was approximately 2 mg. After
the primer coating, all the samples were coated with an aqueous slurry containing
20 wt% ”-alumina and 4 wt% PVA. For comparison, this slurry was also coated
on microchannels without any primer coating. Within experimental error, there was
no effect of primer composition on the final washcoat loading (�24.7 mg/plate).
The weight loss from the plate pre-coated with 2 wt% Disperal and no PVA as
primer was slightly higher than that from the plate washcoated without any primer
pre-coating (refer Fig. 2b). This was most probably due to the settling of the
primer in the channels, resulting in poor adherence of the subsequent coating. In
contrast, with 2 wt% Disperal C PVA, the adherence was better, and weight loss
was lowest for a primer solution containing 2 wt% Disperal and 4 wt% PVA. In all
cases, the weight loss increased with time of sonication till 45 min and leveled off
thereafter.

Peela et al. [51] also studied the effect of slurry concentration, slurry pH, and
binders on the washcoat characteristics. The washcoat loading increased almost lin-
early with slurry concentration. Without any binder, the weight loss was significant,
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Fig. 3 SEM photographs of the washcoated microchannels for different PVA concentrations (a)
2 % PVA and (b) 4 % PVA (Reproduced with permission from Peela et al. [51], copyright © 2009
Elsevier)

and, moreover, the washcoat was not crack-free. When a binder (PVA) was added
to the slurry, the slurry viscosity increased, and the cracks in the washcoat, as well
as the weight loss on sonication, decreased with an increase in the concentration of
PVA. The SEM images of the washcoated substrate at two binder concentrations are
shown in Fig. 3.

The approximate thickness of the coating on the sidewalls of the microchannels
was measured from these photographs and was found to be maximum for 4 % PVA
(�65 �m) and almost negligible for coating with the slurry without any added PVA,
even though the washcoat loading was similar in both the cases. When the viscosity
of the slurry is low, the washcoat is not distributed uniformly over the surface of
the channel, and the amount of washcoat deposited is low on the walls and more at
the bottom. The surface area of the dried and calcined powder obtained from 20 %
”-alumina C 4 % PVA slurry (161 m2/g) was relatively lower when compared to
that of ”-alumina powder (183 m2/g).

To study the effect of pH of the slurry on washcoat loading and adhesion, the pH
of the slurry (20 wt% ”-alumina C 4 wt% PVA) was varied from 2 to 6.5. Slurry
viscosity increased with pH. The results showed that pH affected only the adhesion
and not the loading. With increasing pH, the weight loss passed through minima
at a pH of 3.5. At high pH, the dispersion of the slurry was poor, whereas at low
pH, there could have been dissolution of smaller alumina particles resulting in poor
adhesion.

The results of this study confirmed that a primer coating and the use of binders
are essential for obtaining well-adhered, uniform crack-free washcoats on stainless
steel substrates.
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4 Steam Reforming of Ethanol

SRE has been extensively studied in packed bed reactors and several review articles
are available [18, 42, 55, 70]. In contrast to the steam reforming of methanol, the
published information on steam reforming of ethanol in microreactors is limited.
Although nickel-based catalysts are extensively used for reforming of hydrocarbons
in packed beds, their activity is not good enough for use in microreactors. Due
to the lower mass per unit volume in a microreactor, more active catalysts are
required. Several investigators have studied SRE on noble metal catalysts. Out of
the noble metal catalysts studied, rhodium shows the highest activity and selectivity
toward H2 due to its capability to break the C–C bond. Men et al. [39] tested
nickel, rhodium, and ruthenium catalysts on different supports for ethanol steam
reforming in a microchannel reactor and found Rh/Ni/CeO2/Al2O3 to be the most
active and selective catalyst. This catalyst gave 100 % conversion at 500 ıC. Roh
et al. [60] studied a series of Rh catalysts supported on various supports such as
Al2O3, MgAlO4, ZrO2, and CeO2–ZrO2 and found that among the various catalysts
tested, 2 wt%Rh/CeO2–ZrO2 exhibited the highest H2 yield at 450 ıC, possibly due
to the high O2 storage capacity of CeO2–ZrO2. For rhodium supported on alumina,
Dictor and Roberts [11] reported an increase in the dispersion of Rh on addition of
ceria. Romero-Sarria et al. [61] reported an increase in coke formation when Ni was
added to a Rh catalyst and attributed this effect to deeper reduction, resulting in a
greater amount of metallic particles of larger size. As an alternative to noble metals,
Domínguez et al. [12] coated the microchannels with Co3[Si2O5]2(OH)2. At 375 ıC
and a steam/carbon ratio of 3, complete conversion of ethanol was achieved.

Kunzru and coworkers [52, 58] investigated the steam reforming of ethanol over
Rh/CeO2/Al2O3 catalysts in a microchannel reactor. The catalyst was coated on a
SS304 plate of 1 mm thickness and consisted of 25 microchannels (depth D 400 �m,
width D 500 �m, width of separating fin between channels D 300 �m and
length D 60 mm) along with inlet and outlet chambers. The channels were made
by laser micromachining. First, the microchannels were coated with ”-Al2O3 by
washcoating and then impregnated with ceria (precursor: cerium nitrate) followed
by the active metal (Rh and/or Ni) using incipient wetness method. For preparing
catalysts containing Rh and Ni, both co-impregnation and sequential impregnation
were used. The catalyst-coated plate was joined to another uncoated SS plate by
laser welding. The plates before and after welding are shown in Fig. 4. The reactor
so fabricated was sandwiched between two guiding plates, in which four cartridge
heaters, each of 400 W, were inserted to maintain the temperature of the whole
block at the desired value. The temperature of the microreactor was controlled by
a thermocouple, connected to a PID controller and inserted in the middle of the
microreactor.

The SRE was studied in the temperature range of 400–600 ıC at 1 atm. Addition
of CeO2 to a 2 wt% Rh/Al2O3 (2Rh/Al) catalyst increased the dispersion of
the active metal. As the CeO2 content increased, the dispersion also increased
and reached about 95 % for the catalyst with 30 % CeO2. Moreover, the TPR
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Fig. 4 Photographs of the microreactor plates: (a) before and (b) after laser spot welding
(Reproduced with permission from Peela et al. [52], copyright © 2011 Elsevier)

0

20

40

60

80

100

120

650 700 750 800 850 900
Temperature, K

C
on

ve
rs

io
n,

 %

2Rh/Al
2Rh/20Ce/Al
2Rh/10Ce/Al
2Rh/30Ce/Al

Fig. 5 Effect of ceria loading on conversion of ethanol (water/ethanol D 6 mol/mol and
W/FA0 D 1.6 g h mol�1) (Reproduced with permission from Peela et al. [52], copyright © 2011
Elsevier)

results showed that the strength of the interaction between the support and catalyst
decreased with increasing CeO2 content. The variation of ethanol conversion with
temperature on 2Rh/Al catalysts containing different amounts of CeO2 (0–30 wt%
of alumina) is shown in Fig. 5. As can be seen from this figure, addition of CeO2

enhanced the ethanol conversion, most probably due to the higher metal area of Rh
in the presence of ceria and the easier reducibility of Ce containing Rh/Al catalysts.



Microstructured Reactors for Hydrogen Production from Ethanol 321

Fig. 6 Effect of Rh and Ni loading on ethanol conversion

The effect of Rh loading and nickel loading on the conversion of ethanol is shown
in Fig. 6. At identical conditions, conversion increased with Rh loading. In contrast,
there was no effect of Ni loading on the conversion.

It should be emphasized that the method of incorporation of nickel to the catalyst
affected its performance. When Rh/Ni catalyst was prepared by co-impregnation,
the conversion of ethanol was reduced considerably at low temperatures. On the
other hand, when Ni was incorporated by sequential impregnation, there was no
effect on the activity; however, the coke formation was significantly reduced.

The following reaction scheme was proposed to explain the product distribution
obtained with Rh/CeO2/Al2O3 catalyst at different temperatures:

Dehydrogenation W CH3CH2OH ! CH3CHO C H2 (6)

Decomposition of acetaldehyde W CH3CHO ! CH4 C CO (7)

Steam reforming of acetaldehyde W CH3CHO C H2O ! 2CO C 3H2 (8)

Steam reforming of methane W CH4 C H2O $ CO C 3H2 (9)

Water gas shift reaction W CO C H2O $ CO2 C H2 (10)

At low temperature (<773 K), the H2 selectivity was more or less constant, whereas
at high temperatures, it increased with temperature. On this catalyst, ethanol was
first dehydrogenated to acetaldehyde and hydrogen by reaction (6), and at the
lowest temperature (673 K), the rate of dehydrogenation was higher than that
of reaction (7). With an increase in temperature, the selectivity to CO and CH4

increased, indicating that the rate of decomposition of CH3CHO increased. The drop
in selectivity to CO and the increase in the selectivity to CO2 in the temperature
range of 723–773 K indicated that the rate of WGS reaction increased. As the
temperature was further increased, the CO2 selectivity remained constant, and
CO selectivity increased while the selectivity to methane decreased, most likely
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Fig. 7 Variation of selectivities of different products with temperature on catalyst
5Rh/10Ni/20Ce/Al in microchannel reactor (water/ethanol D 6 mol/mol; W/FA0 D 1.6 g h mol�1)

due to the onset of steam reforming of methane (reaction 9). Similar variations
of product selectivities with temperature have been reported by others [17, 41].
The productivity of hydrogen on 2Rh/20Ce/Al2O3 at 873 K was approximately
65 l/gcat h.

The variation of selectivities to products with temperature, obtained on catalyst
5Rh–5Ni/20Ce/Al, is shown in Fig. 7. A comparison of the product selectivities
obtained on catalysts with and without Ni showed that addition of Ni reduced the
CO selectivity and increased CH4 selectivity due to CO hydrogenation.

Longer-duration tests, conducted at 500 ıC, showed that 2Rh/20Ce/Al catalyst
was stable for �35 h, and after that, the conversion decreased gradually with
�20 % conversion loss in 25 h. On the other hand, for the nickel-containing catalyst
prepared by sequential impregnation, i.e., 5Rh/10Ni/20Ce/Al, there was no change
in conversion or product distribution even after 100 h. A TGA analysis confirmed
that there was no coke deposition on the catalyst.

Thus, for SRE in microchannels, Rh-based catalysts containing ceria and nickel
seem to be the most active and stable.

5 Water–Gas Shift Reaction

The reactor effluent from the steam reforming reaction, in addition to hydrogen and
carbon dioxide, also contains significant amounts of carbon monoxide and unreacted
water. The CO and H2O can be further converted to H2 and CO2 by utilizing the
water–gas shift reaction (WGS). Water–gas shift reaction is a mildly exothermic
reversible reaction (H298 D �41.1 kJ/mol). Compared to the other reactions in the
fuel processor (steam reforming and preferential oxidation of CO), it is the slowest
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reaction, and hence it is essential to enhance its rate. The purpose of this reaction
is to process the output of the reformer to produce additional hydrogen and also
reduce the CO content of the exit gases. Since the WGS is an exothermic reaction,
the equilibrium conversion increases with a decrease in temperature; however, at
lower temperature, the reaction rates are low. Therefore, to fully exploit WGS for
reducing CO, it is desirable to carry out the reaction at a lower temperature with
high reaction rates.

Conventionally, to maximize the conversion and limit the reactor size, the
reaction is carried out in two adiabatic reactors with interstage cooling. In the first
reactor, the high-temperature stage (HTS) operates at 350–450 ıC, the kinetics
of the reaction governs the conversion, and most of the CO is converted. The
conventional catalyst used for HTS reaction is Fe2O3/Cr2O3. The second stage is the
low-temperature stage (LTS) that operates at 200–300 ıC, and here the conversion
is governed by the equilibrium effect. It is carried out by using a CuO/ZnO catalyst.
Typically, at the exit of the LTS, 90 % of the inlet CO is converted. The conventional
catalysts are pyrophoric, are sensitive to poisoning, and require high residence times
and are therefore not suitable for use in microreactors [63]. Also, it would be
preferable if the same catalyst could be used for HTS and LTS rather than using
different catalysts.

Several catalysts have been tried for the combined HTS/LTS reaction, most of
which are based on noble metals such as Pt, Ru, Rh, Au, or Pd supported on
CeO2, CeO2/ZrO2, ZrO2, or TiO2. Radhakrishnan et al. [56] tested various noble
metals and found Pt to be more active, selective, and stable than Pd, Ru, Rh, Ir,
or Au. Kolb et al. [28] tested various bimetallic catalysts such as Pt/CeO2/Al2O3,
Pt/Rh/CeO2/Al2O3, Pt/Pd/CeO2/Al2O3, and Pt/Ru/Al2O3 in a microreactor in the
temperature range of 290–340 ıC and found Pt/CeO2/Al2O3 to be the most active
and selective. The optimum platinum and ceria contents were found to range
between 3–5 and 12–24 wt%, respectively.

The nature of the support can also affect the rate of reaction. Azzam et al. [4]
measured the WGS activity of Pt supported on different oxides such as CeO2, ZrO2,
CeO2–ZrO2, and TiO2. Out of these, Pt/CeO2 was reported to be the most active.
In contrast to this study, Ricote et al. [59] found that Pt supported on ceria–zirconia
was more active and stable than on ceria or zirconia alone. It is well-known that
addition of ZrO2 to CeO2 increases the oxygen storage capacity of the catalyst.
Sandupatla [64] investigated the water–gas shift reaction at atmospheric pressure
in the temperature range of 250–400 ıC on Pt-based catalysts in a microreactor.
The catalyst composition used was 2 wt% Pt/10 wt% reducible oxide and 88 wt%
”-Al2O3. The reducible oxides tested were CeO2, ZrO2, TiO2, and CeO2–ZrO2

(CeO2/ZrO2 D 0.76 mol/0.24 mol).The feed (in vol%) was 4 % CO, 12 % CO2, 30 %
H2O, 40 % H2, and balance N2. For these runs, the weight of alumina washcoated
on the microchannels was 34 mg, and the total flow to the reactor was 50.9 sccm.
Further details are available elsewhere [54]. The variation of CO conversion with
temperature on the different supports is shown in Fig. 8.

As can be seen from Fig. 8, the nature of the support significantly affects the
conversion of CO. The highest activity was obtained with ceria–zirconia support,
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Fig. 8 Variation of conversion of CO with temperature in water–gas shift reaction for Pt supported
on different oxides (Reproduced with permission from Peela et al. [54], copyright © 2014
Inderscience)

whereas alumina showed no activity. For Pt-based WGS catalysts, a hydrophilic
support is essential to adsorb and activate water because platinum does not interact
internally with water. It has been proposed that that CO adsorbs on Pt sites and H2O
on ceria sites [16]. The high activity of Pt/ceria–zirconia/alumina catalyst was most
probably due to the better reducibility and higher oxygen storage/release capacity of
this support. This facilitates the removal of carbonaceous deposits from the surface
of Pt which are reported to be the cause of deactivation. This catalyst showed no
deactivation in a 10 h run. Kolb et al. [29] have reported a stable activity of Pt/CeO2

catalyst for WGS in microchannels for more than 1,000 h at 325 and 400 ıC.
To fully realize the benefit of using noble metals for WGS in microreactors,

it is desirable to have a decreasing temperature profile in the reactor. This can
significantly improve the conversion compared to isothermal or adiabatic reactors.
Numerical calculations by Zalc and Löffler [74] showed that such a profile can
be obtained by countercurrent cooling. Experimental confirmation of implementing
such a profile in an integrated WGS heat-exchanger reactor has been discussed by
O’Connell et al. [46].

6 Preferential Oxidation of Carbon Monoxide

After steam reforming and water–gas shift reaction, the reactor effluent contains
approximately 1 % CO. This CO needs to be reduced to ppm levels because
the electrode of PEMFC is prone to poisoning if the CO concentration exceeds
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50 ppm. The different methods available for reducing the concentration of CO
to ppm levels include pressure swing adsorption, Pd-based membrane separation,
catalytic CO methanation, and preferential oxidation of CO (PROX). PROX is a
simple method of removing CO from H2-rich gas streams and has been studied
by several investigators. The following reactions take place during the preferential
oxidation of CO:

Desired reaction:

CO .g/ C1

2
O2 .g/ ! CO2 .g/ HR D �283 kJ=mol (11)

Undesired reaction:

H2 .g/ C1

2
O2 .g/ ! H2O .g/ HR D �242 kJ=mol (12)

Undesired reverse water–gas shift reaction can also take place in an oxygen-
deficient atmosphere:

H2 .g/ C CO2 .g/ ! H2O .g/ C CO .g/ HR D C41 kJ=mol (13)

To minimize the hydrogen oxidation, the catalyst should have a high selectivity for
CO oxidation. A wide variety of catalysts have been studied for the PROX reaction
such as precious metals (Rh, Ru, Pt, Pd, and Au) and transition metal oxides [7].
Typical supports are ceria, alumina, and zeolites. Oh and Sinkevitch [49] carried out
the PROX reaction over noble metals supported on alumina for a feed containing
0.09 % CO, 0.08 % O2, 0.85 % H2, and balance N2 and found 100 % CO conversion
for all noble metals except Pd. For Rh and Ru, complete conversion was obtained
below 100 ıC, whereas for Pt, it occurred at 200 ıC. The complete conversion at low
temperature for Ru and Rh was associated with methanation which is undesirable.
Ko et al. [24] used very low amount of Pt (0.05 %) for a feed stream containing 1 %
CO, 1 % O2, 80 % H2, 2 % H2O, and balance He and obtained only 70 % conversion
along with 30 % selectivity at a temperature of 200 ıC.

Ouyang et al. [50] used microkinetic modeling to show that at low CO conver-
sions, the metal sites are mostly covered by adsorbed CO leading to high selectivity,
but at high conversions (i.e., when very little CO was present in the gas phase),
the metal sites are occupied by adsorbed oxygen and hydrogen resulting in loss of
hydrogen by oxidation. Moreover, with an increase in temperature, the coverage of
active sites by CO decreases, and more hydrogen is adsorbed which again results in
lower selectivity at high temperature.

Kumar and Kunzru [31] conducted PROX on 1 % Pt/”-Al2O3 in the presence
of 40 % H2 at different CO/O2 ratios, and the results are shown in Fig. 9. CO
conversion passed through a maximum with increasing temperature, and complete
CO conversion was obtained for all the cases, i.e., for 1, 2, and 3 % O2.

Both CO and H2 compete for the active sites, and the decrease in CO conversion
at high temperature is due to the onset of hydrogen oxidation which decreases
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Fig. 9 Variation of conversion of CO with temperature for 1 %Pt/”-Al2O3 (feed composition: 1 %
CO, 1–3 % O2, 40 % H2, balance nitrogen)

the availability of oxygen for CO oxidation. The maximum conversion window
widened with an increase in the oxygen concentration. For the same amount of
O2 concentration (i.e., for 1 % O2), the maximum CO conversion was obtained at a
lower temperature for PROX in the presence of 40 % H2 than that for PROX in the
absence of H2. As reported by Ouyang et al. [50], the oxidation of CO is due to the
reaction between adsorbed CO and adsorbed OH rather than adsorbed O species.
Consequently, the rate of CO oxidation is higher in the presence of hydrogen.

The above discussion illustrates that both a suitable catalyst and the reactor
design are important in PROX. Kolb (reaction 7) has discussed the different types
of microreactors and operating conditions that have been tested for PROX.

7 Microstructured Fuel Processors

Fuel processors are miniaturized complex chemical plants, consisting of mixers,
evaporators, reactors, separators, and heat exchangers [47]. The goal of a fuel
processor is to produce fuel cell grade hydrogen. The steps shown in Fig. 1 are
generally used for any fuel that requires high temperature for steam reforming
and produces significant amounts of CO. However, some of these steps may be
eliminated for simple fuels such as methanol. In addition, if the hydrogen is used
in other types of high-temperature fuel cells such as solid oxide fuel cells (SOFC),
then the CO clean-up step can be completely eliminated.

Integrated microstructured reactors can be considered as one class of multifunc-
tional reactors. Multifunctional reactors have been developed in the past as part of
process intensification. A classic example of such a reactor is reactive distillation
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in which both reaction and mass transfer take place simultaneously. Integrated
microstructured reactors are already undergoing industrial trials. An example is
the production of synthetic oil in microstructured reactors by Velocys®, a spin-
out company from Battelle Memorial Institute [refer: www.velocys.com]. Microfuel
processors have several advantages. For example, due to their compactness, these
can be very easily integrated with fuel cell stack to generate power on board a
vehicle. These can also be used for decentralized power generation for household
utilization and other industrial purposes, where the needs are moderate and com-
pactness is essential. Such devices can also be used in sub-watt power applications
in electronics such as laptops, cell phones, and tablets in place of batteries.

In 2004, Holladay et al. [20] reviewed the developments in portable hydro-
gen production using microreactor technology. The authors presented an exten-
sive review of various classes of fuel processors based on their power capacity.
O’Connell et al. [47] reviewed the recent progress at Mainz Institute of Microtech-
nology (IMM) in mass production of microstructured fuel processors for application
toward distributed energy generation systems. The authors, in particular, reviewed
various techniques used at IMM for fabrication of microstructures, catalyst coating,
and reactor sealing. As case studies, the authors have briefly discussed three fuel
processors, namely, 100 W methanol, 250 W LPG, and 50 kW ethanol. Recently,
Kolb [25] reviewed the progress in microstructured reactors for distributed and
renewable production of fuels and electrical energy.

Till now, fuel processors have been developed with capacities from sub-watt
up to kilowatt range. Different types of fuels (methane, gasoline, diesel, methanol,
ethanol, ammonia, etc.) have been used as a hydrogen source. Various designs such
as microstructured reactors, microchannel reactors, ceramic and metallic monoliths,
etc., have been used. Several computational fluid dynamics studies have also been
conducted to optimize the flow distribution and other parameters, such as channel
geometry, inlet and outlet geometry, etc. Micromembrane separators have also been
used to integrate the reactors and to separate the hydrogen from toxic gases such as
carbon monoxide.

Due to the discovery of shale gas reserves worldwide, natural gas has become
available in abundance [37], and several researchers have focused on this fuel for
production of hydrogen [32, 37, 67]. Other aspects of shale gas, such as life cycle
assessment and greenhouse gas footprint, have also been studied [72, 73]. Moreover,
the catalysts for steam reforming of methane are well developed and are being used
industrially. Infrastructure is also available reasonably well for distributing this fuel.
For these reasons, methane could be a potential fuel for production of hydrogen
and electricity. Different types of integrated microstructured reactors have been
developed for producing hydrogen from methane [10, 45, 65, 66, 69].

A number of studies have been reported for producing hydrogen from methanol
using microreactors. Methanol is extensively used in fuel processors to produce
hydrogen for various applications such as laptops, military applications, etc. The
major reason that methanol has been used extensively as the fuel is the simpler
design and the requirement of a relatively lower temperature for reforming. Due to
the relatively low CO content at the reformer exit, the WGS reactor is often not

www.velocys.com
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necessary. Available infrastructure for distribution of the fuel is another advantage.
However, the disadvantages of methanol are that it is very toxic and is also
not a renewable fuel. Asian researchers, particularly Japanese and Koreans, have
developed methanol-based microfuel processors for use in mobile phones and
laptops.

Till now, there are relatively few studies devoted to the development of ethanol-
based fuel processors, but in recent years, the interest in using ethanol as the
feed has increased [2, 34, 53]. In our group, we combined the SRE and WGS to
produce hydrogen from ethanol [53]. The micro-device and various parts of it are
shown in Fig. 10. In Fig. 10a, the catalyst-coated microchannel plates are shown,
and a scanning electron microscope image can be seen in the inset. In the same
figure, the design of the inlet and outlet chambers to maintain a uniform flow
along the channels can also be observed. The integrated micro-device, consisting
of evaporator, reformer, heat exchanger, and water–gas shift reactor, is shown in

Fig. 10 Micro-devices for steam reforming of ethanol: (a) catalyst-coated microchannel plates
(inset: scanning electron microscope image of catalyst-coated plate); (b) integrated device,
consisting of evaporator, reformer, heat exchanger, and water–gas shift reactor; (c) water-cooled
heat exchanger, and (d) grooved stainless steel plates for thermal separation of individual parts
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Fig. 10b. This figure also shows the guiding plates for supporting all the individual
devices and for holding the heaters to maintain the temperature at the required level.
The heat exchanger used in this study is separately shown in Fig. 10c. The heat
exchanger was used to reduce the reformate temperature from 600 ıC to that of
the water–gas shift reactor temperature (370 ıC). Water was used as the coolant.
Two grooved stainless steel plates (Fig. 10d) were used to maintain an air gap
between the three units to thermally separate them. The external dimensions of the
integrated device were 100 � 45 � 28 mm. The microfuel processor was tested using
5%Rh/20%CeO2/”-Al2O3 at 600 ıC for SRE and 2%Pt/10%CeO2–ZrO2/”-Al2O3

at 370 ıC for WGS. At these conditions, the ethanol conversion was 100 %, and no
catalyst deactivation was observed for a run time of 10 h.

Aicher et al. [2] developed a 250 W capacity fuel processor with autother-
mal reforming of ethanol. The authors first carried out process simulation using
CHEMCAD® to obtain the optimal operating parameters, expected hydrogen yield,
and system efficiency. The reformer was operated at 730 ıC and at an oxygen-
to-steam ratio of �0.9, with minimal methane production and no soot formation.
Selective methanation was used as a CO clean-up step to maintain the CO levels
below 10 ppm. The start-up and shut down procedures were also optimized to
minimize the degradation of the catalysts. Authors claimed a fully automated
operation of the integrated reformer fuel cell system with the use of system controls.

Bowers et al. [8] from Nuvera Fuel Cells Inc., USA, developed an on-board fuel
processor for PEM fuel cells in collaboration with Renault, France. The volume
of the fuel processor was 80 and 150 l with all the plant control components. The
processor can be operated with ethanol, methanol, and gasoline and gave a power
output of 200 kWh with hydrogen efficiencies of more than 77 %. The start-up time
was below 4 min. The photograph of the fuel processor is shown in Fig. 11.

Rossetti et al. [62] demonstrated a 5 kWe C 5kWt bioethanol processor for
PEMFC. The processor consists of a pre-reformer, reformer/combustor, high-
temperature water–gas shift and low-temperature water–gas shift, and two metha-
nation reactors. The reformate of the processor consists of CO concentration levels

Fig. 11 Two versions of integrated ethanol fuel processor with a power generation capacity of
200 kWth (Adapted, with permission, from Bowers et al [8] copyright © 2007 Elsevier)
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less than 20 ppm. The system is capable of producing 5 kW electrical power and
5 kW of thermal power.

Kolb et al. [27] presented the development work on a 50 kW ethanol micro-
fuel processor carried out in collaboration with Rosetti Marino, an Italian plant
engineering company. The system consists of an ethanol reformer operated at
10 bar, water–gas shift reactor, and a pressure swing adsorption for separating
hydrogen from the rest of the reformate. Several heat exchangers and coupled
evaporators/catalytic burners were also included as the balance of plant. The work
included the development of catalysts and evaluation of their stability. The entire
system was simulated using Aspen Plus and Aspen Dynamics.

8 Conclusions

The use of microreactors for producing hydrogen from ethanol is potentially
very attractive for on-board and distributed power applications. For the successful
development of a microfuel processor, not only are active, selective, and stable
catalysts required for SRE, WGS, and PROX, but the reactor design, operating
parameters, and heat integration strategies also need to be optimized. Although
significant advances have been made in catalyst development, particularly with the
use of noble metals, more active and selective catalysts are required. Moreover,
further work is required in the design, fabrication, and operation of integrated
reactors.
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Axial Back Conduction through Channel Walls
During Internal Convective Microchannel Flows

Sameer Khandekar and Manoj Kumar Moharana

Abstract Recent developments during the last decade in the field of manufacturing
and development of many high-power mini-/micro-devices led to increased interest
in microfluidic devices involving heat transfer. Since the pioneering work by
Tuckerman and Pease (IEEE Electron Device Lett 2:126–129, 1981) on the use
of microchannels for high heat flux removal, certainly a lot of developments
has been witnessed through ever-increasing analytical, experimental, and highly
sophisticated numerical studies by many researchers across the globe. In spite of this
progress, many fundamental understandings of flow and heat transfer phenomena in
mini-/microchannel systems are still obscure. One such phenomenon is the flow of
heat in the solid wall of microchannel systems by means of conduction normally in
a direction opposite to that of internal convective mini-/microchannel flow of fluid,
called “axial wall conduction” or “axial back conduction.” Axial back conduction
is not a new phenomenon, rather mostly neglected unintentionally because of its
convincingly smaller influence on heat transfer in conventional-size channels. As
the hydraulic diameter of a channel decreases, the coupling between the substrate
and bulk fluid temperatures becomes significant because of the relative size of the
fluid to the solid wall. Unlike in conventional-size channels, negligence of axial
back conduction along the solid walls of micro heat exchangers frequently leads
to erroneous conclusions and inconsistencies in the interpretation of transport data.
Thus, it is important to explicitly identify the thermofluidic parameters of interest
which lead to a distortion in the boundary conditions and thus the true estimation of
species transfer coefficients. In this chapter, we focus our attention on the axial back
conduction in the solid substrate/channel wall as against the axial back conduction
in the liquid flow domain; thus, a detailed review of the state-of-the-art on axial back
conduction in both conventional as well as mini-/microchannel systems is presented.
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1 Introduction

The pioneering work by Tuckerman and Pease [62] had demonstrated that internal
convective flow through microchannel geometries is capable of removing very high
heat flux. For a given available temperature difference, owing to their higher surface
area per unit volume compared to a conventional-size channel, microchannels
provide higher heat removal rate. With advances in microfabrication techniques,
microchannels of different shape and size can be fabricated easily using a wide
variety of materials ranging from metals to nonmetals.

The recent developments in micro-manufacturing technology and the seminal
work by Tuckerman and Pease [62] have led to the widespread use of microchannel
heat exchangers for a variety of applications, including, but not restricted to, elec-
tronics thermal management, micro-reaction, spacecraft thermal management, etc.
A summary of developments in the last three decades with a historical perspective is
available in Goodling [13] and Mehendale et al. [39]. With the growing literature in
this field, quite a few topical books and monographs dedicated to microchannel fluid
flow and heat transfer have also been published [5, 20, 22, 24, 66, 67, 69], including
a recent update by Kandlikar [21].

It has been established that scaling effects play a vital role in microscale single-
phase fluid flow and heat transfer devices [14, 47, 54]. Among these effects, axial
back conduction in the solid substrate plays a critical role in the performance of
a microscale heat exchanger device. In this background, we focus our attention
in understanding the nuances of axial back conduction in the solid substrate and
its effect on thermal transport phenomena, as applicable to single-phase internal
convective flows in microchannel geometries.

2 What is Axial Back Conduction?

We consider laminar fluid flowing through a circular duct subjected to a “constant
heat flux” or “constant temperature” boundary condition on the duct wall. Under
non-conjugate heat transfer conditions, it is conventionally assumed that channel
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Fig. 1 Streamwise variation of bulk fluid and local temperature of the wall in a circular duct
subjected to (a) constant wall heat flux, (b) constant wall temperature, boundary condition

wall does not affect the transport behavior, i.e., the channel wall has negligible
thermal inertia. The axial temperature profile for the fluid and the wall, for these
two respective boundary conditions, is as shown in Fig. 1.

From Fig. 1a, b, it is observed that, for both the solid as well as the fluid domain,
there is a temperature gradient between any two points along the axial direction.
By virtue of this temperature gradient, there is a net heat flux which also gets
transported in the axial direction (from upstream towards the downstream direction),
both in the fluid and the solid domain of the substrate. Under what conditions this
flux associated with the axial direction starts affecting the boundary layers, so as
to eventually affect the local and average heat transfer coefficient? In this work,
we focus our attention on the axial back conduction in the solid substrate/channel
wall as against the axial back conduction in the liquid flow domain. Alternately
speaking, the Peclet numbers considered in this chapter are typically quite large so
as to assume that the axial conduction effects in the fluid domain are negligible, as
compared to that of the solid substrate [66]. Second, the work by Xu et al. [64], Koo
and Kleinstreuer [25], and Morini [47] clearly highlights that the viscous dissipation
in the liquid domain can also be neglected for the range of parameters considered in
this discussion.

In all real-time engineering applications, the channel wall is not “inertia-free”;
it has finite thickness and thermal diffusivity. Practically speaking, the boundary
conditions can only be applied on the outer surface of the channel wall, as shown
in Fig. 2, for a conventional-sized circular tube. Thus, the heat transfer is always
conjugate in nature, and as will be appreciated in the later sections, the conjugate
nature of the problem strongly affects the estimation of the local and average heat
transfer coefficient.
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Fig. 2 Schematic diagram of a conventional circular tube. (a) Circular tube with conductive wall.
(b) Cross-section view. (c) Transverse section view

A detailed review on early developments on axial wall conduction in
conventional-size heat exchangers was presented by Peterson [49], according
to which, one of the first studies in this field dates back to as early as 1926.
Subsequently, a range of related issues have been addressed in the literature [2, 3,
8, 11, 12, 46, 50] for conventional-size heat exchangers.

3 Axial Back Conduction in Conventional-Size Channels

The concept of “conduction parameter” can be invoked to quantify the effect of axial
conduction in the solid walls during single-phase internal convective flows. As per
the existing definitions in the literature definition, it gives a relative importance of
back conduction heat transfer compared to the thermal energy flow carried by the
fluid. It is defined as the ratio of axial heat transfer within the solid duct or tube due
to axial temperature gradient in it to the thermal energy carried by the fluid in the
channel in the axial direction. Mathematically, it can be defined as

P D ksAsTs=L

Pmcp;fTf
(1)

The driving force for axial back conduction 4Ts is the difference in temperature
between the inlet and outlet location of the solid wall, and 4Tf is the difference
between fluid outlet and inlet temperature. Considering that Ts � Tf, Eq. 1
becomes

P D ksAs

Pmcp;fL
(2)

The parameter given by Eq. 2 was applied to the analysis of recuperators by Bahnke
and Howard [2].
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Petukhov [50] used the following parameter to characterize the effect of axial
conduction in a conventional-size circular tube.

P D ksf

h
1 � .1 C .ı=ri//

2
i

(3)

Mori et al. [46] studied the effect of conduction in the tube wall on steady-state heat
transfer to laminar flow in circular tube. For the case of a circular tube, Faghri and
Sparrow [12] indicated that the wall conduction parameter measures the strength of
axial conduction in its wall and defined it as

P D ksf .ı=ri/ (4)

Chiou [8] presented a dimensionless parameter for a circular duct called “conduc-
tance number” for quantitative description of axial back conduction by rearranging
Eq. 3 as follows:

P D ksfAsf

P e 	 .L=di/
(5)

From Eq. 5, it is seen that the effect of axial back conduction depends on
conductivity ratio (ksf), area of cross-section ratio (Asf), and Prandtl number (Pr).
Asf is a geometric function, and for a circular tube, it depends on ı/ri. Chiou [8]
indicated that if the conduction parameter defined in Eq. 5 is less than 0.005, the
effect of axial heat conduction along the tube wall can be neglected.

Barozzi and Pagliarini [3] studied conjugate heat transfer in fully developed
laminar flow in a circular pipe. Cotton and Jackson [11] had presented dimensionless
parameter for axial conduction in circular tube, given by

P D ksf

P e2

ı

di
.1 C .ı=di// (6)

In the context of conventional channels, the literature suggests that sufficient
information was generated for designers and open literature on the subject declined
after mid-1990s (Peterson [49]). Due to the advent of microchannels and rapid
maturity in associated manufacturing routes, scrutinizing this issue has again
become necessary.

4 Microchannels vs. Conventional-Size Channels

To appreciate the difference between micro and macro ducts, in the context of axial
conduction in the substrate, consider the case of circular ducts. In conventional-sized
heat exchangers and other heat transfer application devices, the duct wall thickness
is substantially smaller as compared to the inner diameter (or flow cross-sectional
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Fig. 3 Cross-sectional view of microtubes ((a) [65] (b) [35])

area). But for flow in microchannels, the solid wall thickness is normally of the same
order or quite, often, larger than the channel diameter. This is exemplified in Fig. 3,
which shows an example of cross-sectional views of some microtubes used for the
purpose of experimental investigations or in engineering applications.

In the context of laminar duct flow in individual flat plate microchannel structures
or an array of flat plate microchannels too, conjugate heat transfer leads to a
strong multidimensional coupling. The small dimensions of microchannels in the
transverse direction are often comparable to the thickness of the substrate. As the
hydraulic diameter of microchannels decreases, this thermofluidic coupling between
the substrate and the bulk fluid temperatures becomes significant. It is important to
explicitly identify the thermofluidic parameters of interest which lead to a distortion
in the applied boundary conditions and thus affecting the true estimation of the
transfer coefficients of species.

5 Axial Back Conduction in Micro-Sized Channels

Bier et al. [4] experimentally studied heat transfer in micro heat exchangers
consisting of approximately 8,000 rectangular microchannels arranged in a cube-
shaped volume of 1 cm3 in a cross flow. They found that heat exchanger made from
stainless steel yields significantly higher heat transfer efficiency than copper. Bier
et al. [4] attributed this to axial heat conduction in the walls of the microchannels;
the axial heat conduction effect is much less evident in stainless steel compared to
copper because of lower thermal conductivity of steel than copper. Stief et al. [57]
numerically studied influence of the thermal conductivity of the wall on heat transfer
efficiency of micro heat exchangers. They found that efficiency of heat exchanger
depends on wall conductivity, and there exists optimum conductivity at which the
efficiency is highest.
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Peterson [49] numerically studied conduction effects in counter flow microscale
heat exchangers and found that higher wall thermal conductivity leads to excessive
conduction losses in the device. Peterson [49] recommended that very low thermal
conductivity material should be used for the construction of micro counterflow heat
exchangers in order to achieve reasonable performance in small devices.

Some of the early works on microchannel heat transfer (e.g., [9, 61]) reported
that at microscale, the results are deviating significantly from conventional theory
of heat transfer and fluid flow; early studies proposed this deviation to be an effect
of additional, unexplored flow physics. Herwig [15] and Herwig and Hausner [16]
questioned the new results in microchannel heat transfer. Practically, the bulk mean
fluid temperature cannot be measured experimentally inside a microchannel along
its length. Therefore, it is normally interpolated linearly between the inlet and
the outlet temperature of fluid as it passes through a microchannel. As explained
earlier, the axial variation of bulk fluid temperature will be linear in nature if and
only if the applied “constant heat flux” is felt at the solid–fluid interface of the
microchannel. This is not true when a microchannel system is under the influence
of conjugate condition wherein the actual location of application of boundary
condition is away from the real-solid–fluid boundary. Herwig [15] and Herwig and
Hausner [16] introduced “standard macroanalysis” and “scaling effects with respect
to standard macroanalysis.” Based on these considerations, they postulated five
different scaling effects. The prominent among them are (1) conjugate heat transfer
attributed to relatively thick microchannel wall, and (2) and axial heat conduction
due to very small Peclet number. Herwig [15] and Herwig and Hausner [16] also
presented a critical view on the experimental work of Tso and Mahulikar [61].
Through numerical simulation, they had taken into account axial conduction and
conjugate effects to explain the result of Tso and Mahulikar [61] in a conventional
manner. Through numerical simulation, Herwig [15] and Herwig and Hausner
[16] found that the bulk fluid temperature is not at all linearly varying between
the inlet and the outlet fluid temperature values; the experimental results of Tso
and Mahulikar [61] were based on linear interpolation for bulk fluid temperature.
Taking these considerations, the corrected value of fully developed Nusselt number
was indeed found to be in line with the conventional value of 4.36 (for constant
heat flux boundary condition). Although Herwig [15] and Herwig and Hausner
[16] highlighted the importance of axial conduction in microchannels, they did not
propose any specific recommendations as regards selection of material or thickness
of microchannel walls, vis-à-vis the flow conditions.

Kroeker et al. [27] considered three-dimensional numerical analysis of circular
and rectangular parallel microchannels in a solid substrate subjected to constant heat
flux on one face, while the other face was kept insulated. It was found that axial
back conduction intensifies with increasing (1) interchannel distance, (2) substrate
thickness, and (3) conductivity ratio of wall material and the fluid. The variation of
heat flux in the circumferential direction of the circular microchannel is negligible,
but it varies significantly in the axial direction. Kroeker et al. [27] compared the
performance of circular and rectangular parallel microchannels on the basis of equal
hydraulic diameter and equal Reynolds number and found that heat sinks with
rectangular channels have less thermal resistance than their circular counterpart.
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Maranzana et al. [36] considered flow between two parallel plates of which the
lower plate was kept adiabatic and the upper plate (thickness ıs and length L)
was subjected to constant heat flux on its outer surface. Considering unit width
and assuming one-dimensional heat transfer, Maranzana et al. [36] reintroduced
the concept of conduction parameter (as defined in Eq. 2 considering Ts � Tf

and was used by Bahnke and Howard [2]) as axial conduction number (M) and
rearranged Eq. 2 as follows:

M D NTU 	 ˛2

Bi
(7)

where the Biot number (Bi), number of transfer units (NTU) of the system, and
upper plate aspect ratio (˛) are defined as

NTU D h 	 L

Pm 	 cp;f
; Bi D h 	 ıs

ks
; ˛ D ıs

L
(8)

Here, the heat transfer coefficient h is assumed to be uniform. Maranzana et al. [36]
reported that at higher value of M (say M D 0.05, which occurs at lower flow rate,
i.e., at Re D 100 in this case), the axial variation of bulk fluid temperature is not
linear. The slope of this curve is higher near the inlet due to large axial conduction
effects. Secondly, with increasing value of M, the deviation of axial variation of bulk
fluid temperature from linearity also increases. Maranzana et al. [36] also stated
that the effect of axial back conduction was negligible for all the cases considered
when M was less than 0.01. Maranzana et al. [36] also studied effect of axial wall
conduction on efficiency of counterflow heat exchanger and found that exchanger
efficiency is a function of wall conductivity and showed that axial wall conduction
results in lowering the exchanger efficiency. They also reported that there exists an
optimal wall conductivity which maximizes the heat exchanger efficiency.

Parallel microchannel array heat sink requires inlet and outlet collectors for
uniform flow distribution across all the microchannels. Tiselj et al. [59] studied
effect of axial heat conduction in the channel wall under such conditions. They
performed both experimental and numerical study of microchannel array heat sink
made from silicon chip with 17 parallel triangular microchannels with inlet and
outlet collectors made of steel. Tiselj et al. [59] reported that the axial heat flux has
a maximum near the inlet collector and decreases in the flow direction up to zero.
Therefore, heat flows in the solid walls in a direction opposite to the flow. Away
from the inlet, again heat flux acts in the direction of flow. In this case, the wall
temperature decreases, and the heat is transferred from the fluid to the silicon wafer.

Hetsroni et al. [17] analyzed possible sources of unexpected effects, including
axial conduction, via an experimental and theoretical investigation. They reported
that at Re > 150 axial conduction number M becomes less than 0.01; thus, axial
conduction effects are negligible. But when Re < 150, M becomes higher than 0.01.
In such case, heat transfer through the solid substrate should be considered.

As mentioned earlier, both the conduction parameter (�) and the axial conduction
number (M) are based on the assumption that the axial temperature difference
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between the inlet and outlet locations in the solid substrate (Ts) as well as in fluid
(Tf) domain is equal; this assumption is, in reality, rather unrealistic. To address
this shortcoming in the definition of parameter M (or �), as defined by Maranzana et
al. [36], Li et al. [32], and later Zhang et al. [68], incorporated the effect of individual
temperature differences between the inlet and outlet locations in the solid substrate
(Ts) as well as in fluid (Tf) domain. The conduction number, as revised by Li et
al. [32], is given by

M D ks

�fcp;fuL

As

Af

Ts

Tf
(9)

where Ts and Tf are the difference in average temperature of the cross section at
inlet and outlet of solid and fluid region, respectively.

Based on the outcome of numerical simulations and investigations, Zhang et al.
[68] stated that the discerning criteria (M < 0.01), as proposed by Maranzana et al.
[36], is not always valid. It was highlighted that the specificities of the situation
or the problem under investigation will affect the criteria for judging the effect of
axial heat conduction in the substrate wall. The studies showed that there was a
significant effect of wall axial heat conduction in the circular tube considered by
them, in spite of the fact that the parameter M was less than 0.01. The study revealed
that the criteria proposed by Maranzana et al. [36] is not suitable for the analysis of
thermally developing fluid flow and heat transfer in microchannels.

Stutz and Poulikakos [58] numerically studied the effects of microreactor wall
heat conduction on the reforming processes of an autothermal tubular methane
micro-reformer. They found that conversion of methane and hydrogen yield strongly
depends on the inner surface temperature of the wall, which is influenced by the
heat conduction through the channel wall. They found that conversion of methane
is highest for nonconductive channel wall and methane conversion is reduced by
up to 16 % by using a conductive channel wall. Based on their numerical study,
Stutz and Poulikakos [58] concluded that neglecting the thermal conductivity of
the channel wall significantly overpredicts the amount of conversion of methane,
hydrogen yield, and maximum temperature of the microreactor wall.

Liu et al. [35] experimentally studied axial wall heat conduction in stainless
steel microtube and found that the axial heat conduction can reduce the convective
heat transfer. They also found that the influence of axial wall heat conduction on
convective heat transfer decreases with increase in applied heating power.

Microreactors assist in utilization of maximum potential of catalysis used during
endothermic/exothermic reactions [43]. Axial wall conduction also affects the
performance of microreactors. Therefore, selection of substrate material is an
important issue in the design of microreactor systems [45]. Depending on the
constraints on large thermal gradients, localized hot-spot formation, isothermal
operation, etc., substrate thermal conductivity may be selected to facilitate by
limiting the rate of axial heat conduction. Moreno et al. [45] presented a parametric
study to highlight design challenges of thermally integrated microchannel networks
for chemical and/or fuels reforming and investigated the influence of solid-phase
thermal conductivity and thermal packaging on (1) thermal efficiency (2) reaction
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conversion and (3) steady-state multiplicity. Their results indicated that low thermal
conductive substrates provide optimal reactor performance.

Mathew and Hegab [37] analytically studied the effect of axial heat conduction
on the thermal performance of balanced counterflow microchannel heat exchanger.
They found that effectiveness of the fluid depends on axial heat conduction
parameter, in addition to other parameters such as NTU, manifold fluid temperature,
and Biot number. Mathew and Hegab [38] numerically studied the effect of axial
heat conduction on the hot and cold fluid effectiveness of a balanced parallel
flow microchannel heat exchanger. They found that axial conduction influences
the effectiveness of the heat exchanger. They also found that the effectiveness of
the counter flow microchannel heat exchanger is better than that of parallel flow
microchannel heat exchanger subjected to similar axial heat conduction parameter.

Nonino et al. [48] used a hybrid finite element procedure to study the effect
of axial heat conduction in the solid walls of simultaneously developing flow in
circular microducts. They found that higher value of ksf leads to a more uniform
streamwise temperature distribution at the solid–fluid interface, thus lowering the
Nusselt number. They also verified the reliability of axial conduction number M and
the commonly adopted criterion (proposed by Maranzana et al. [36]) and found that
M is not the only criterion for judging whether the axial heat conduction can be
neglected.

Kosar [26] numerically studied the effect of substrate thickness and sub-
strate material on heat transfer in microchannel heat sinks by considering square
microchannels (size 200 �m� 200 �m) on different substrate thicknesses (100–
1,000 �m) and different substrate materials (polyimide, silica glass, quartz, steel,
silicon, copper). For constant heat flux applied on the bottom of the substrate,
Kosar [26] found that the Nusselt number is lower for low thermal conductivity
materials and higher for high conductivity materials. It was concluded that for low
thermal conductivity materials, a significant deviation from the constant heat flux
boundary condition occurs at the solid–fluid interface. Kabar et al. [19] numerically
studied simultaneously developing flow through parallel-plate microchannel heat
sinks. They found that due to axial conduction, the thickness of the plate may have
an influence on both thermally developing length and asymptotic Nusselt number,
corresponding to fully developed region.

Moharana et al. [40], both experimentally and numerically, studied conjugate
heat transfer in a minichannel array and found that for higher value of the axial
conduction number (M), the experimental setup is prone to conjugate effects
as a consequence of axial back conduction in the solid substrate. This causes
the observed experimental local Nusselt numbers to be smaller than the actual
counterparts predicted by the numerical model (without considering the axial
conduction), and its axial variation is also affected.

For conjugate heat transfer in a parallel-plate microchannel, Cole and Cetin [10]
have reported an analytical solution using the Green’s functions. They reported that
axial conduction in the channel wall is important under the conditions when (a)
length over height ratio of the microchannel is very small; (b) flow Peclet number
is very small; (c) thickness of the channel wall, relative to the channel height is
large; and (d) conductivity of wall material is high, relative to conductivity of
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the fluid. Karakaya and Avci [23] simulated coupled methane oxidation/isooctane
steam reforming in parallel microchannels and found the effect of axial conduction
in the microreactor substrate on its axial temperature distribution and subsequent
hydrogen yield. Chein et al. [7] numerically studied the effects of axial conduction
in the reformer wall on performance of methanol–steam reforming. They suggested
that the methanol–steam reformer with low wall thermal conductivity and thin wall
thickness has small axial conduction parameter and results in higher performance.

Rahimi and Mehryar [52] numerically studied the effect of wall conductivity and
wall thickness on the local Nusselt number at the entrance and end regions of a
circular microduct. They found that due to axial back conduction in the duct wall,
the local Nusselt number at the entrance and end region decrease, as compared to
their values for circular microduct without conjugate effects.

Avci et al. [1] numerically investigated conjugate heat transfer in a microtube
where flow is steady, laminar, hydrodynamically fully developed, and thermally
developing in nature. They considered interactive effects of thermal conductivity
ratio (solid to fluid) with varying length and wall thickness. They observed that the
dimensionless wall flux (which ideally should be equal to unity along the channel)
decreases gradually near the outlet. This effect becomes more pronounced for higher
conductivity ratio (solid to fluid) and lower length to diameter ratio. This observation
is in line with the observation of Nonino et al. [48] and Rahimi and Mehryar
[52]. They also reported that a decrease in thermal resistance in the wall, which
corresponds to larger value of ksf and ı/ri, leads to lower value of Nusselt number
along the channel.

Lin and Kandlikar [33] have recently developed a theoretical model to ana-
lyze the effect of axial conduction on heat transfer during single-phase flow in
microchannels. This model is based on the assumption that flow is thermally and
hydrodynamically fully developed. They found that the axial conduction effects in
the wall are severe for gas flows through any tube material. Lin and Kandlikar [33]
also found that axial conduction effects in the wall are negligible for water flowing
through stainless steel microtubes, while for higher conductivity materials, it is not
negligible even for water.

Normally wall temperatures are measured at different axial locations of a
microchannel, while only inlet and outlet bulk fluid temperature are practically mea-
sured in experimental investigation. Any intrusive technique used to measure bulk
fluid temperature along the axial locations will distort the flow field, thus deviation
from the ideal fluid flow condition. From numerical investigations, it is clear that
axial wall conduction caused nonlinear variation in bulk fluid temperature between
the inlet and the outlet fluid temperature values. However, most analyses of experi-
mental investigations consider linear variation, thus arriving at wrong conclusions.
To overcome this experimental difficulty, Huang et al. [18] used molecule-based
temperature sensors in their experimental investigation to study the effect of axial
heat conduction on the heat transfer analysis in microchannel flow. Rhodamine
B/DI water and Ru(bpy)/dope have been respectively applied as temperature-
sensitive fluid and temperature-sensitive paint for fluid and surface temperature
measurements. Based on their experimental evidence, they validated the effects of
axial heat conduction in microchannel flow with detailed temperature evolution.
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6 Axial Wall Conduction in Square Microchannels

Bases on the detailed review of the literature on axial wall conduction in mini-
/microchannels discussed in Sect. 5, it can be inferred that clear, concise, and
conclusive statements on effects of axial wall conduction and its remedial sug-
gestions are not available. While the phenomena is well acknowledged, there is a
need of thorough investigation of effects of axial wall conduction, especially on the
performance of microscale heat transfer devices by considering a wide parametric
variation. In this backdrop, Moharana et al. [44] numerically studied the effect of
axial wall conduction in a conjugate heat transfer situation involving simultaneously
developing laminar flow in a square microchannel (carved on a flat substrate) with
constant wall heat flux applied on the bottom of the substrate.

Figure 4 schematically shows details of the microchannel considered by Moha-
rana et al. [44]. Constant heat flux (q0) is applied at the bottom face of the substrate
simulating heat generation, e.g., from an electronic chip, and all other surfaces of
the substrate exposed to the surrounding are assumed to be insulated. Considering
symmetry conditions and to reduce computational effort, only one half of the
microchannel was considered as the computational domain as shown in Fig. 4c.

Fig. 4 Details of the microchannel. (a) Square microchannel carved on a solid substrate. (b)
Substrate cross section. (c) Cross section of computational domain. (d) Transverse section view
along the plane of symmetry [44]
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The width (!f), height (ıf), and length (L) of the microchannel in the com-
putational model are kept constant at 0.4, 0.4, and 120 mm, respectively. As the
thickness of the substrate increases, the boundary on which constant heat flux
applied moves away from the actual solid–fluid interface (in this case, the three
sides of the channel through which heat transfer to the fluid takes place). Therefore,
the width of the substrate (2!s C !f) is kept constant (1.2 mm), and the thickness
of the substrate (ıs C ıf) is varied in the Y direction to understand the effect of the
substrate thickness on the conjugate heat transfer behavior. The values of ıs and
ısf are varied in the range of 0.4–9.6 mm and 1–24 respectively. Pure water (at an
inlet temperature of 300 K, Pr D 5.85) is used as the working fluid, which enters the
microchannel with a slug velocity profile (ū). The fluid flow Re is maintained in the
range of 100–1,000. The substrate material thermal conductivity (ks) is varied such
that the conductivity ratio (ksf D ks/kf) varies in the range of 0.34–703.0.

The species conservation equations as applicable to the fluid and the solid
domain, i.e., the continuity, Navier–Stokes, and the energy equation, along with
the boundary conditions are solved using commercially available software ANSYS
FLUENT®. The details of numerical solution methodology and grid independence
check can be found in Moharana et al. [44]. The following dimensionless variables
are used for interpretation of the results:

� D q0

q0
; ısf D ıs

ıf
; z� D z

ReP rDh
; Nuz D hDh

kf

‚ D T �Ti
To�Ti

; ‚f D Tfjz�Tfi
Tfo�Tfi

; ‚w D Twjz�Tfi
Tfo�Tfi

(10)

where the temperature of bulk fluid at location z D 0 (inlet) and z D L (outlet) is
represented by Ti and To, respectively; the local heat flux at any axial location z* is
represented by q0

z, which is calculated by taking the peripheral average of heat flux
along the three conjugate walls of the substrate (AB, BC, and CD in Fig. 4b) at the
X–Y plane at that location; and q0 is the ratio of the applied heat at the bottom of the
substrate and available at the net area of the conjugate walls (i.e., total area of the
solid–fluid interface), given by

q0 D q0 .2!s C !f/

.2ıf C !f/
(11)

The flow Reynolds number is estimated as Re D � 	 u 	 Dh=�, and the peripheral
average local heat transfer coefficient is denoted by hz. The local values (hz and
Twjz) are calculated by performing peripheral averaging along the three conjugate
walls (AB, BC, and CD in Fig. 4b) of the channel, at the particular location of
interest. The local fluid temperature Tfjz is the average bulk fluid temperature, taken
across the channel cross-sectional area, at any axial location z. The average Nusselt
number over the channel length is estimated as:

Nu D .1=L/

LZ

0

Nuzd z (12)
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As discussed in Sect. 5, most of the existing studies on axial wall conduction are
concerned with circular microtubes. There is a crucial difference between a circular
microtube and a rectangular microchannel carved in a flat substrate. In a circular
microtube, the solid–fluid interface always remains parallel to the outer surface
(irrespective of the tube thickness) on which constant heat flux/wall temperature
boundary condition is applied. In contrast, in a square/rectangular microchannel
carved in a solid substrate as shown in Fig. 4a, only one wall of the microchannel
(bottom wall) is parallel to the base of the solid substrate on which heat is applied
(in the present case, constant heat flux is applied); the remaining two vertical walls
(solid–fluid interface) are perpendicular to the base of the substrate. This makes the
heat transfer from the base to the working fluid three dimensional in nature, whereas
it remains two dimensional in case of a microtube due to angular symmetry.

Constant heat flux at the solid–fluid interface leads to maximum heat transfer
coefficient. When the solid–fluid interface is away from the base of the substrate
on which constant heat flux is applied, the actual condition at the solid–fluid
interface gets distorted depending on the situation. It is evident that the boundary
condition experienced at the solid–fluid interface of the channel governs the heat
transfer process from the substrate to the working fluid. The parameters that discern
the effect of axial wall conduction and which leads to alteration in the boundary
condition at the solid–fluid interface are axial variation of peripheral averaged
wall heat flux and wall temperature and bulk fluid temperature. Therefore, the
axial variation of dimensionless local heat flux � (averaged over the microchannel
periphery) experienced at the solid–fluid interface is presented in Fig. 5 for selected
range of the parameters used by Moharana et al. [44]. It is obvious from these results
that the real distribution of heat flux values experienced at the solid–fluid interface is
roughly axially uniform at low conductivity ratio (ksf), irrespective of the thickness
ratio (ısf) and flow Re (see Fig. 5a, b). At higher values of conductivity ratio (ksf),
with increasing thickness ratio (ısf), the real heat flux experienced at the solid–
fluid interface deviates from the constant value applied at the bottom surface of
the substrate (see Fig. 5b). At very low thickness ratio (ısf), the actual heat flux
experienced at the solid–fluid interface is identical to the actual value of flux applied
at the substrate bottom (i.e., � � 1), except at the region very near to the inlet of the
channel, where developing nature of the thermal boundary layer dominates.

Qualitatively speaking, this ensuing pattern of axial variation in the local heat
flux values is attributed to the fact that low value of the thermal conductivity
ratio leads to higher axial thermal resistance in the solid substrate and vice versa.
Accordingly, for cases having higher value of ksf, low axial thermal resistance of
the substrate leads to significant back conduction; this effect naturally becomes
more prominent with increasing thickness ratio ısf. It can be observed that for
higher ksf and ısf (in Fig. 5b), the boundary condition at the solid–fluid interface
increasingly approaches the trend which is closer to an isothermal temperature
boundary condition, although constant heat flux boundary condition was applied
at the bottom surface of the substrate. Similar observations were also reported by
Zhang et al. [68]; in their case, a constant temperature boundary condition was
applied at the outer surface of a circular tube, and it was found that the dimensionless
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Fig. 5 Axial variation of dimensionless local surface heat flux at the solid-fluid interface [44]

heat flux at the solid–fluid interface tends to become constant when axial conduction
in the tube wall dominates. With increasing flow Re, the value of � approaches
towards unity (compare Fig. 5b, d) even at higher value of ksf and ısf as the fluid
carries comparatively more heat, thus reducing the effect of axial conduction.

Figure 6 presents the axial (streamwise) variations of ‚w (dimensionless wall
temperature which is averaged over the periphery of the channel wall) and the bulk
temperature of the fluid ‚f. At low values of the conductivity ratio ksf, irrespective
of the thickness ratio (ısf), the wall and the fluid temperatures rise as per the usual
conventional theory, as applicable for ducts with a zero wall thickness (as shown
in Fig. 1a). Under such circumstances, after the flow has fully developed inside
the duct, the temperature difference (Tw–Tf or ‚w � ‚f) attains a constant value
(Fig. 6a). In contrast to this conventional case, as the value of the conductivity
ratio ksf increases, there is a clear and noticeable deviation in the “well-ordered”
or “standard” behavior of the wall and the fluid temperatures, respectively. The
increase in the fluid temperature is no longer linear indicating; this indicates that
the condition of constant heat flux boundary is being compromised due to the
prevailing conjugate nature of heat transfer occurring in the substrate (see Fig. 6b).
The variation of wall temperature profile clearly indicates that heat flows from the



350 S. Khandekar and M.K. Moharana

Fig. 6 Streamwise variation of the dimensionless (peripheral averaged) local wall temperature and
the bulk fluid temperature, respectively, in the channel [44]

downstream location of the substrate towards the upstream direction. This thermal
exchange process tends to “isothermalize” the wall temperature distribution on
the solid–fluid boundary of the channel. This phenomenon is also reflected in the
gradual occurrence of exponential component superimposed on the linear fluid
temperature profile, indicative of a clear shift towards a pseudo-constant temperature
boundary condition experienced by the fluid at the boundary interface. Such an
effect is obviously more dominant as the thickness ratio ısf goes on increasing
(see Fig. 6b); this further reduces the diffusional thermal resistance offered by the
substrate, manifesting the conjugate nature of heat transfer.

The local Nusselt number (Nuz) is function of local heat flux, local wall and
bulk fluid temperature. Thus, the axial variation of local Nusselt number (Nuz) is
presented in Fig. 7, which corresponds to Figs. 5 and 6. In these figures, the two
dotted lines indicate the two respective asymptotic values of the Nusselt number, as
applicable for fully developed flow, without any conjugate heat transfer (i.e., wall
thickness D 0) in a square cross-sectioned channel, which is (1) heated from three
of its sides and is insulated from the fourth side; for which the fully developed
Nu D 3.556 and, (2) heated from one side, three remaining sides being insulated;
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Fig. 7 Axial variation of local Nusselt number (Nuz) [44]

for which the fully developed Nu D 2.712 (Shah and London [56]). For substrates
having very high value of conductivity ratio (i.e., ksf D 635) and very low thickness
ratio (ısf D 1), Nu converges to a value which is close to 3.556. As the thickness ratio
(ısf) of the substrate is increased, the Nu for thermally developed region decreases
and drifts away from 3.556. Such a behavior can be explained in the background of
the fact that, as detailed earlier for these cases in Figs. 5 and 6, the applied boundary
condition at the fluid–solid interface gets modified due to the prevailing conjugate
effects; it tends to be experienced as a ‘pseudo-isothermal’ boundary condition by
the flowing fluid. This is attributed to axial back conduction, as was also seen earlier
in Figs. 5 and 6. For substrate materials having exceedingly low conductivity ratio
(�ksf D 0.8), Nuz converges to 2.712. This suggests that under such situations heat
transfer takes place prominently through the bottom channel wall, leading to the
asymptotic behavior, in accordance with the data suggested in Shah and London [56]
for a channel with only one side heating and the rest three sides being insulated.

For benchmarking purpose, Nuz estimates for two more reference cases, which
are not exactly as the present case under study, nevertheless are similar in some
respects, are also shown in Fig. 7:
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• Case 1: Correlation for thermally developing but hydrodynamically fully devel-
oped flows [29].

• Case 2: Data for simultaneously developing laminar flow in a square channel
for a fluid with Pr D 0.7, as reported in Shah and London [56]. For the case of
simultaneously developing flows, the dependency of Nusselt number on the fluid
Prandtl number is much stronger (Shah and London [56]). For the present study,
since Pr D 5.85, Nuz is always smaller than this reference case having Pr D 0.7,
as expected for a simultaneously developing flow.

From the above discussion, with reference to Fig. 7, it can also be concluded that
the dominance of ksf in affecting the alteration in the local Nusselt number due to
conjugate heat transfer effects is higher than the geometric ratio of the system, ısf.
Secondly, another important finding is that, while a higher value of ksf increases the
effect of axial conduction in the substrate, thereby lowering Nu, a lower value of
ksf tends to fundamentally alter the spatial distribution of heat as it gets transferred
to the fluid through the three walls of the channel; this, in turn, again lowers the
applicable effective local Nusselt number. Thus, it is logically expected that an
optimum value of ksf for maximizing the ensuing Nusselt number exists, in-between
these two asymptotic mechanisms of heat transport. The occurrence of this optimum
ksf for maximizing the average Nusselt number can be observed in Fig. 8., which
shows the variation of average Nusselt number over the channel length (Nu) as a
function of the conductivity ratio (ksf), while Re and ısf are parametrically varied.

Fig. 8 Average Nusselt number, of the square microchannel, as a function of conductivity ratio
(ksf) at different values of thickness ratio (ısf) and flow Re [44]
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At ksf D 0, the Nu will obviously be zero, irrespective of thickness of the
substrate, as the substrate becomes nonconductive (perfectly insulated). As the value
of ksf increases to a vanishingly small value, heat flow can now commence and
Nu rapidly increases; this can be observed for the entire range of flow Re and
ısf. Nu attains a peak maximum value and then follows a downward trend with
further increase of ksf; it can however be noted that the downward slope of this
decrease in Nu is comparatively rather moderate. This decrease in Nu is primarily
attributed to the increasing conjugate heat transfer effects in the solid substrate,
leading to axial back conduction of heat in it. The numerical simulations suggest
that the ksf corresponding to the maximum Nu is the function of both flow Re and
ısf – however, its dependence on the latter is not very strong. For a given flow Re
condition, the importance of conductivity ratio ksf as the dominating parameter in
affecting the maximum Nu, as compared to the geometric parameter ısf, is also
quite obvious from these simulations. From Fig. 8, it can also be observed, in
line with conventional observation for developing flows in channels and ducts, that
the average Nusselt number value, for a given geometry and conductivity ratio,
increases with increasing the value of flow Re.

To understand the effect of ksf more clearly, Fig. 9 shows the peripheral variation
of dimensionless heat flux passing through the solid–fluid interface for different
values of ksf, at Re D 100 and ısf D 1 and 16. There is a substantial change in the
boundary condition at the solid–fluid interface for lower values of ksf. The heat
flux through the vertical interfaces of the channel (AB and CD; see inset in Fig. 9)
decreases, and the heat flux through the horizontal interface (BC) increases, with
decreasing ksf; this shifts the situation closer to one side heating rather than three-
side heating of the channel. Under such condition, resistance for heat flow through
the vertical interfaces is quite high as compared to that of the horizontal interface. In
contrast to this, at very high thermal conductivity, the heat flow resistance through
the vertical interfaces considerably decreases and thereby manifests the heat flux
distribution, as is shown on Fig. 9. In addition, increasing the thermal conductivity
ratio also decreases the thermal resistance in the longitudinal direction (i.e., along
the flow), leading to axial back conduction of heat; this combined effect causes Nu
to again decrease with increasing ksf. Qualitatively speaking, there is little difference
in the behavior of Nu, if the thickness ratio ısf is increased, as shown in Fig. 9b. This
parameter directly affects the cross-sectional area of the substrate in the transverse
and longitudinal directions and therefore the resulting thermal resistance to heat
flow. Unlike the previous case, as was shown in Fig. 9a, for higher values of ısf,
there is less appreciable change in the net thermal resistance between the vertical
and horizontal sections of the solid–fluid interface. As a result of this, in Fig. 9b, the
heat flux through the vertical interfaces, i.e., AB and CD, is not maximum for the
case of highest ksf – rather, it is maximum corresponding to some intermediate value
of ksf. This intermediate value of ksf corresponds to that given in Fig. 8, at which the
Nusselt number, Nu, is a maximum.

Another noticeable effect seen here is the change in the nature of heat flux near
the wall corners B and C, with varying value of ksf. The local heat flux passing
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Fig. 9 Peripheral variation of dimensionless heat flux at a section in X–Y plane, midway along
the length of the substrate (z* D 0.256) with varying conductivity ratio, ksf, when (a) Re D 100,
ısf D 1, and (b) Re D 100, ısf D 16, and (c) isotherms corresponding to Re D 100, ısf D 1, and (i)
ksf D 0.8 (ii) ksf D 635 [44]

through these corners drastically increase with decreasing ksf, asymptomatically
approaching negligibly diminishing value for very high ksf, and vice versa. This
trend gets clarified from Fig. 9c, where the isotherms inside the computational
substrate domain on the same plane, corresponding to the case of Fig. 9a, are shown,
respectively, for (1) ksf D 0.8 and (2) ksf D 635. The shift in the local heat flux value
from local minima (for the case of large ksf) to local maxima (for the case of small
ksf) at location B (so also at C) is attributed to the interplay of local conductive
resistance of the substrate to the convective resistance offered by the flowing fluid at
the fluid–solid boundary. Qu and Mudawar [51] also observed this local minimum
at the corners. However, their study was only limited to higher values of ksf; as a
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reason, therefore, they did not report the entire nature of variation of local heat flux
with varying ksf, as done here in Fig. 9a, b. As can be seen, qualitatively similar
isotherms are also obtained for the case described in Fig. 9b.

7 Effect of Channel Aspect Ratio on Axial Wall Conduction

As discussed in Sect. 6 (with reference to Fig. 8), with decreasing conductivity ratio,
the thermal resistance to flow of heat to the two vertical walls of the square channel
increases. From this observation, it is expected that, while all other factors remaining
the same, the aspect ratio of the channel will also play a dominant role in the
conjugate heat transfer process during convective flows. It is to be noted that, as the
aspect ratio of the channel varies, the heating perimeter, hydraulic diameter, ratio of
area of cross section of solid to fluid of the substrate, substrate thickness to channel
height ratio, etc., also vary. This makes the conjugate heat transfer system more
complicated. In this background, Moharana and Khandekar [42] had carried out
three-dimensional numerical investigation in rectangular microchannels of different
channel aspect ratio (ratio of channel width to the channel height) carved on a fixed-
size substrate. The width W D 2!s C !f, thickness H D ıs C ıf, and length (L) of
the substrate in the computational model are kept constant at 0.6, 0.4, and 60 mm,
respectively (see Fig. 10a). While the length (L) of the channel is kept constant

Fig. 10 Four different ways in which the aspect ratio of the microchannel flow area is varied:
maintaining constant. (a) Area of cross section (!f � ıf) of microchannel. (b) Heating perimeter
(2ıf C !f). (c) Channel width (!f) and (d) channel height (ıf) [42]
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at 60 mm, the width (!f) and the height (ıf) of the channel are varied such that
the channel aspect ratio (" D !f/ıf) varies in the range of 0.45–4.0. The substrate
material thermal conductivity (ks) is varied such that ksf varies in the range of 0.34–
703. In all cases Re D 100, considering that the lower the Re, the more prone it is to
axial back conduction, as indicated in Sect. 6. With increasing Re, the effect of axial
back conduction decreases; thus, there is increase in magnitude of both average and
local Nu. But the overall trend remains the same. The details of simulation condition
used can be found in Moharana and Khandekar [42].

To understand the effect of channel aspect ratio on axial back conduction, the
aspect ratio of the channels is varied in four different ways, as detailed in Fig. 10:

(a) Constant area of channel cross section (!f 	 ıf): The aspect ratio of the channels
is varied such that the area of cross section of the channel is always kept
constant, i.e., (!f 	 ıf) D constant. In this way, the ratio of area of cross section
of solid and fluid remains constant and equals to 5.

(b) Constant heating perimeter (2ıf C !f): Normally, the more the heating perime-
ter, the more the heat transfer. But in conjugate heat transfer situation, this may
not be true. So the channel aspect ratios are varied in such a manner that the
heating perimeter always remains constant.

(c) Constant channel width (!f): The height of the channel is varied, while the
width is kept constant to understand the effect of channel height on conjugate
heat transfer.

(d) Constant channel height (ıf): The width of the channel is varied, while the
height is kept constant to understand the effect of channel width.

Figure 11 highlights the variation of average Nusselt number as function of
conductivity ratio, ksf, as the channel aspect ratio is varied. First, the occurrence of
the optimum ksf for maximizing the average Nusselt number is seen in Fig. 11a–d,
for every channel aspect ratio considered, which is in line with the results depicted
in Fig. 8. Figure 12 shows the value of ksf at which Nu is maximum at different
channel aspect ratio, denoted by k*

sf. It shows that as channel aspect ratio increases,
the ksf value at which Nu is maximum goes down. However, at higher value of the
channel aspect ratio, it again slightly goes up.

In Fig. 11, it can also be seen that the value of average axial Nusselt number
(Nu), corresponding to any value of ksf, initially decreases with increasing value of
channel aspect ratio ("). However, on very close observation, it can be seen that the
value of Nu is again increasing beyond certain value of channel aspect ratio ("). This
trend is almost same in all the four cases considered in Fig. 11. This indicates the
presence of a minimum for at certain value of channel aspect ratio (") in each of the
four cases considered.

To understand the effect of channel aspect ratio more precisely, the variation
of average Nusselt number, Nu, as a function of the aspect ratio of the channel,
at ksf D 635, 12.19 and the ksf value at which Nu is maximum in each case,
respectively (as depicted in Fig. 11), is shown in Fig. 13a–d. It can be observed
in Fig. 13a that the magnitude of average Nusselt number is minimum at chan-
nel aspect ratio " D 2.0, which corresponds to minimum heating perimeter, i.e.,



Axial Back Conduction through Channel Walls During Internal Convective. . . 357

5.25a b

c d

5.00

4.75

4.50

4.25

4.00

3.75

5.00

4.75

4.50

4.25

2.23
1.34

2.0

4.00

3.75

5.00

4.75

4.50

4.25

4.00

3.75

4.50

4.35

Constant channel heightConstant channel width
ε = 0.9ε = 0.67

1.0

1.3

1.5
2.2

2.0

4.20

4.05

3.90

3.75

0

0 130 260 390
Ksf Ksf

Ksf Ksf

520 650

1.0

0.8

0.64
Aspect ratio

Constant area of cross section Constant heating perimeter

1.00
1.56
1.69
2.00
2.56
4.00

0 130 260 390 520 650

150 300 450 600 750 900 0 150 300 450 600 750 900

0.73
Aspect ratio

1.00
1.34
1.75
2.0
2.3
2.6
3.0
4.0

N
u

N
u

N
u

N
u

Fig. 11 Variation of average Nusselt number of the rectangular microchannel with varying
channel aspect ratio as a function of conductivity ratio, ksf, at (a) constant area of channel cross
section. (b) Constant heating perimeter. (c) Constant channel width. (d) Constant channel height
[42]

(2ıf C !f) D minimum. For the case of " < 2.0, as the aspect ratio decreases, Nu
increases. Again for " > 2.0, as the aspect ratio increases, Nu increases. Looking at
these results, at this point, it seems the least heating perimeter at " D 2.0 causes a
minima for average Nusselt Number Nu.

To appreciate the role of heating perimeter on the value of Nu, Fig. 13b presents
the variation of average Nusselt number as a function of channel aspect ratio ("),
while the heating perimeter is constant. Here, it can again be observed that the
variation of Nu as a function of channel aspect ratio " is quite similar to the
results presented in Fig. 13a. In Fig. 13a, average Nusselt number Nu varies with
channel aspect ratio, and so from this result, it is assumed that this is due to change
in heating perimeter. However, in Fig. 13b even when the heating perimeter is
constant, variation in Nu is still observed, which indicates that the magnitude of Nu
is independent of heating perimeter of the channel. Figure 13c, d presents variation
of Nu with varying aspect ratio while channel width and height are maintained to
be constant, respectively. In Fig. 13c, it is observed that the variation of Nu as a
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Fig. 12 Value of ksf at which Nu is maximum at different channel aspect ratio [42]

function of " is also similar as it was in Fig. 13a, b, but the minima is observed
at " D 1.8 instead of at " D 2.0. Like in Fig. 13c, the minima in Fig. 13d is also
observed at " < 2.0, at " D 1.9.

8 Axial Wall Conduction in Circular Microtube

There is a basic difference between a conventional tube and a microtube, which was
described in Sect. 4. Secondly, the basic difference between a circular microduct
and a rectangular microchannel carved in a flat substrate was also discussed in
Sect. 6. Unlike channels cut on flat substrates, microtubes have angular symmetry.
Therefore, a circular microtube leads to a two-dimensional conjugate heat transfer
problem compared to a three-dimensional system for any noncircular microchannel.
Therefore, the present authors have also investigated for occurrence of an optimum
Nusselt number condition for a circular microtube (as shown in Fig. 14) similar to
square or rectangular microchannel discussed in Sects. 6 and 7 respectively.

The two-dimensional computational domain, which is half of the transverse
section along r–z plane, is shown in Fig. 4c. For circular microtube, ısf is interpreted
as the ratio of tube wall thickness (ro–ri) to the inner radius (ri). For a microtube of
certain inner radius (ri or ıf), ısf can be increased by increasing the outer radius (ro)
of the tube, which increases the area of cross section by an order of square of the
radius.

The inner radius (ıf) and length (L) of the microtube in the computational model
are kept constant at 0.2 and 60 mm, respectively. The outer radius of the microtube
is varied such that the value of ısf varies in the range of 1–16. Pure water (at an
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Fig. 13 Variation of average Nusselt number of the rectangular microchannel with varying
channel aspect ratio at ksf D 635, 12.19 and ksf value at which Nu is maximum in each case, as
shown in Fig. 12 [42]

Fig. 14 Details of a microtube. (a) Microtube with conductive wall. (b) Cross-section view. (c)
Two-dimensional computational domain (chosen from axis-symmetry conditions) [41]

inlet temperature of 300 K, Pr D 5.85) is used as the working fluid which enters the
microtube with a slug velocity profile (ū). The fluid flow Re is maintained in the
range of 100–1,000. The substrate material thermal conductivity (ks) is varied such
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Fig. 15 Variation of Nu as a function of ksf for a microtube subjected to boundary condition of (a)
constant heat flux [44] and (b) constant wall temperature [41] at its outer surface

that the conductivity ratio (ksf D ks/kf) varies in the range of 0.34–703. Two types of
boundary condition, i.e., constant wall heat flux and constant wall temperature, are
applied on the outer surface of the microtube separately.

First, the case of constant wall heat flux applied on the outer surface of the
microtube is considered. The variation of average Nusselt number with ksf, at
different flow Re and ısf, subjected to constant wall heat flux is presented in Fig. 15a.
For this case, the presence of optimum ksf at which the average Nusselt number
is maximum can be observed clearly. Secondly, all other parameters remaining
constant, the average Nusselt number decreases as the value of ısf increases from
1 to 16. This plot indicates similar qualitative variation of average Nusselt number,
as noted for square microchannel in a flat substrate in Fig. 8. Of course, in the case
of the circular microtube, ısf D 16 leads to a much larger cross-sectional area of
the solid wall in the radial direction. Thus, for a circular microtube too, there lies
an optimum value of ksf, corresponding to which the average Nusselt number is
maximum, for a given Re and ısf.

Next, the case of constant wall temperature maintained on the outer surface of
the microtube is considered. The details of the numerical procedure and the axial
variation of wall temperature at the solid–fluid interface, bulk fluid temperature, and
local Nusselt number can be found in Moharana and Khandekar [41]. To understand
the explicit effect of ksf on heat transfer more clearly, the variation of average
Nusselt number (Nu) over the length of the tube, as a function of ksf, while varying
flow Re and ısf, is presented in Fig. 15b, where constant wall temperature condition
is applied on the microtube outer surface. It can be seen that for fixed value of
Re and ısf, the value of Nu increases, as the value of ksf decreases. The slope of
this curve changes rapidly below ksf less than 100, and the value of Nu increases
sharply, as the value of ksf approach towards zero, suggesting that lower ksf results
in higher Nu. With increasing flow Re at constant ksf, the Nu value increases due to
increase in flow development length. Secondly, it can also be observed that for all
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other parameters remaining the same, higher wall thickness leads to higher value of
Nu. Finally, the gap between the curves at ısf D 1 and 16 increases with decreasing
value of ksf.

A comparison of Fig. 15a, b shows that they are exactly opposite to each other.
This is because axial conduction in a microtube subjected to constant heat flux
at the outer surface drifts the condition at the inner surface of the tube towards
a conventional constant wall temperature boundary condition. On the other hand,
axial conduction in a microtube subjected to constant wall temperature at the outer
surface drifts the condition at the inner surface of the tube towards a conventional
constant heat flux boundary condition.

9 Axial Wall Conduction in Partially Heated Microtubes

All the studies reported in Sects. 5, 6, 7, and 8 had considered heating over the
full length of the microchannels. However, in many practical applications, partially
heated conditions are widely encountered, where the heating length is not always
equal to the full length of the channels in which flow is taking place. In such
cases of partial heating, different situations may arise, e.g., (1) upstream heating,
downstream insulated and vice versa, and (2) heating of the central portion with
insulated boundary condition near the inlet and outlet sections of the channel, etc.
Secondly, the length of the heated portion of the channel, as a percentage of the
total channel length, can also vary. Further, the portion of the tube/channel which is
heated may be subjected to constant wall heat flux or constant wall temperature-type
boundary conditions, among others. Review of the available literature clearly reveals
that only a very limited number of studies on thermal performance of partially
heated microchannels are available.

One frequently occurring situation in many practical situations is conjugate heat
transfer in partially heated microtube where half of the tube length is heated (either
upstream or downstream) and the remaining half is insulated. Lelea [30] numerically
studied this problem by considering constant heat flux on the outer surface along the
heated portion of the microtube and found that axial wall conduction is negligible
when microtube wall material conductivity is comparatively low. Their observation
was based on numerical analysis on three microtube wall materials (made of steel,
silicon, and copper, respectively). Later on Lelea [31] considered partially heated
(constant heat flux at the bottom of the substrate) rectangular microchannel array on
a flat substrate for their numerical study and found that upstream heating has a lower
thermal resistance compared to central or downstream heating. Explicit effects of
substrate thickness or substrate conductivity were not reported in this study.

Chaudhuri et al. [6] reported numerical study of partially heated (one third
length) microchannel with nitrogen, hydrogen, and argon as the working fluids,
respectively. They reported that for higher Knudsen number microscale flows, heat
conduction due to molecular diffusion becomes predominant. Secondly, thermo-
hydrodynamic characteristics of the partially heated microchannels greatly depend
on the transport properties of the convective medium.
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Fig. 16 Average Nusselt number varying with conductivity ratio in partially heated microtube
with (a) constant wall heat flux [60]. (b) Constant wall temperature [28] along the heated portion

Raisi et al. [53] numerically studied thermal performance of partially heated
(central portion heated with constant wall temperature condition) microchannel
using pure water as well as water with copper nanoparticles (i.e., Cu–water
nanofluid) as the coolant. The effects of Reynolds number, solid volume fraction,
and slip velocity coefficient on the thermal performance of the microchannel were
reported. However, the effect of microchannel wall thermal conductivity was not
reported in this study.

Tiwari et al. [60] numerically studied axial wall conduction in partial heated
circular microtube using water as the working fluid. A microtube of 0.4 mm inner
diameter and 60 mm was considered in which the central portion of 48 mm was
subjected to constant wall heat flux on the outer surface, and the remaining length
of 6 mm each near the inlet and the outlet was thermally insulated. The parametric
variations considered in this study were microtube wall thickness, its conductivity,
and coolant flow rate. It was found that the solid wall to coolant fluid conductivity
ratio (ksf) and solid wall thickness to inner radius ratio (ısf) of the microtube play a
dominant role in the conjugate heat transfer process. Figure 16a shows the average
Nusselt number (Nu) varying with ksf, ısf, and flow Re, as predicted by Tiwari et al.
[60] for the partially heated microtube. It can be observed in Fig. 16a that even for
partially heated microtube, there exists an optimum ksf at which Nu is maximum.
Secondly, for all other parameters remaining the same, Nu is found to be lower for
higher value of wall thickness (ısf). This is due to axial movement of heat along the
thicker solid wall. Again, on increasing flow Re, it is found that Nu increased. This
is due to higher thermal development length at higher flow Re.

Kumar and Moharana [28] also numerically studied the geometry considered by
Tiwari et al. [60] by considering constant wall temperature across the heated portion
of the microtube instead of constant wall heat flux. Figure 16b shows the average
Nusselt number (Nu) varying with ksf, ısf, and flow Re, as predicted by Kumar and
Moharana [28] for partially heated microtube. For lower wall thickness (ısf D 1),
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the average Nusselt number (Nu) is found to be increasing with decreasing value of
ksf; it acquires a maximum value. On further decreasing value of ksf, Nu decreases
drastically near very lower value of ksf (�0).

At high value of ksf, Nu is found to be lower for higher wall thickness (ısf D 10).
But with decreasing the value of ksf, the rate of increase in Nu is less compared to
ısf D 1. Secondly, as ksf approaches zero, the slope of Nu increases drastically near
very low value of ksf (�0), similar to fully heated condition as in Fig. 15b. Thus, the
Nu curves for the thin and the thick wall microtube (ısf D 1, and 10) intersect each
other at lower value of ksf (�0).

10 Summary and Closure

Koşar [26] numerically investigated conjugate heat transfer in rectangular
microchannel carved on solid substrate and subjected to constant wall heat flux
on the bottom face of the substrate; similar to the ones discussed in Sects. 6 and
7, Kosar [26] considered very low thermal conductive materials like polyamide
(ks D 0.25 and ksf D 0.409), silica glass (ks D 1.005 and ksf D 1.64), and quartz
(ks D 1.3 and ksf D 2.13) and found that the value of Nusselt number decreases
with decreasing the thermal conductivity of the substrate. While this is certainly
in accordance with the results discussed in Fig. 8, the conclusions are only partly
correct; Koşar [26] did not capture the full spectrum of ks to get its optimum value.
Similarly, Li et al. [32] both experimentally and numerically studied conjugate
effects on microtubes of fused silica and stainless steel but failed to capture the
complete range of the effect of solid substrate on the variation of Nusselt number,
as has been discussed in Sect. 8.

Depending on the type of boundary condition imposed on the outer surface and
the exact condition desired at the solid–fluid interface of a microchannel system,
one requires to select the material and dimension of solid substrate or thickness
of the channel wall. Chein et al. [7] also numerically investigated axial heat
conduction in microscale tubular methanol–steam reformer made from silica glass,
steel, and copper. Their study clearly revealed that the performance of methanol–
steam reformer made from high-conductive material was lower, compared to that of
low-conductive materials. They therefore suggested that the material for microscale
reformer fabrication should have low thermal conductivity and small thickness.
While this is also certainly in line with the results discussed in Fig. 16a, their
conclusions are again only partly correct; Chein et al. [7] did not capture the
full spectrum of ksf, as discussed in Sect. 8, to get the optimum value of Nusselt
number. Secondly, as discussed in Sect. 5, Stutz and Poulikakos [58] found highest
conversion of methane for nonconductive channel wall. This is in line with results
discussed in Fig. 15b, where average Nusselt number is maximum corresponding
to smallest ksf. It is to note that microreactors require uniform wall temperature for
catalytic conversion. Karakaya and Avci [23] found that higher conductive material
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of the microreactor wall among alumina, steel, and iron, i.e., iron walls, provides
higher hydrogen yield due to better spreading of heat in the wall.

Türkakar and Okutucu-Özyurt [63] have studied geometrical optimization of
rectangular-shaped heat sinks made of silicon microchannels by minimizing the
total thermal resistance. Four different analytical models of optimization, valid for
uniform heat load condition (without any conjugate effects) and based on the work
of Liu and Garimella [34], were used and subsequently improved by considering
the entrance effects and property variations. It was illustrated that for all the four
models used, the thermal resistance decreases with increasing channel height (or
decreasing aspect ratio), i.e., optimization geometries have much greater channel
heights as compared to the channel width dimensions. While this result is certainly
in line with the results discussed in Figs. 11 and 13, their conclusions are only partly
correct; it must be noted that Türkakar and Okutucu-Özyurt [63] did not capture
the full spectrum of channel aspect ratio so as to observe the presence of either a
maxima or a minima. Their domain of findings was limited, essentially based on a
single value of conductivity ratio ksf and only three values of channel aspect ratios.
Earlier, Ryu et al. [55] performed a three-dimensional numerical study to obtain
the optimal fin channel shape that minimizes the thermal resistance and stated that
among different design variables, the channel width is the most crucial quantity in
deciding the performance of a microchannel heat sink.

The results in Fig. 16a are in line with that of Fig. 15a though Figs. 15a and
16a correspond to a fully and partially heated microtube, respectively. The common
feature between them is that the boundary condition used along the heated portion is
constant wall heat flux. There is a mismatch in the overall trend (compare Figs. 15b
and 16b) when constant wall temperature is used along the heated portion of the
thin microtube wall. However, for a relatively thick partially heated microtube, the
overall trend agrees with that of the case having fully heated microtube.

From the results presented in Sects. 6, 7, 8, and 9 and above discussion, it is
clear that axial wall conduction plays a prominent role in the heat transfer process
of microchannel system as there exists an optimum ksf at which the average Nusselt
number over the channel length is maximum if the microchannel (be it rectangular
or square or circular) is subjected to constant wall heat flux.

Finally, it is also clear that the aspect ratio of the channel influences axial back
conduction, and there exists a minimum in the average Nusselt number with respect
to this parameter, which is approximately near " D 2.0. Secondly, channels having
lower aspect ratio provide higher values of average Nusselt number compared to
those having higher aspect ratios, located on the other side of the minimum value.
Although decreasing the channel aspect ratio or increasing the channel height
is favorable from a thermal point of view, the manufacturability of accurately
dimensioned low aspect ratio channels is more involved and difficult as compared to
high aspect ratio channels. In view of the fact that very high aspect ratio channels are
comparatively easier to manufacture and they are also thermally favorable if " > 2.0,
for same thermal performance of two reciprocal valued channel aspect ratios, the
channel with higher aspect ratio should be obviously preferred.
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Nomenclature

A Area of cross section, m2

Bi Biot number, �
cp Specific heat at constant pressure, J/g K
D Diameter, m
Dh Hydraulic diameter, m
h Heat transfer coefficient, W/m2 K
H Height of substrate, m
k Thermal conductivity, W/mK
k*

sf Value of ksf at which Nu is maximum, �
L Length of the channel/substrate, m
M Axial conduction number, �
ṁ Mass flow rate, kg/s
NTU Number of transfer units, �
Nu Nusselt number, �
Nu Average Nusselt number over the channel length, �
P Axial conduction parameter, �
Pe Peclet number, �
Pr Prandtl number, �
q0 Applied heat flux, W/m2

q0 Heat flux at the solid–fluid interface, W/m2

r Radius, radial direction, m
Re Reynolds number, �
T Temperature, K
z Length, transverse direction, m
W Width of substrate, m
z* Dimensionless length, �
Symbols
˛ Ratio of ıs and L, �
ı Thickness or height, m
" Channel aspect ratio (width/height), �
� Dynamic viscosity, Pa.s
! Width, m
� Dimensionless wall heat flux as defined in Eq. 10, �
� Density, kg/m3

‚ Dimensionless temperature as defined in Eq. 10, �
T Temperature difference, K
Subscripts
f Fluid
i Inner, inlet
o Outer, outlet
s Solid
sf Ratio of solid to fluid of any parameter
z Local value
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