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Message from Convener

It is our pleasure to introduce the proceedings of the First International Conference
on Computational Advancement in Communication Circuits and Systems (ICCA-
CCS 2014) in relation to complex issues of communication circuit and system with
the analysis of computational techniques. The conference aims to create a forum for
further discussion on integrated information in the significant field incorporating a
series of issues.

The relevance of the conference theme, to a wide variety of disciplines, is
reflected in the diverse range of papers submitted. The link between Electronics and
Communication Engineering and Soft Computing strengthens the area of research
to be presented and provides the precise information required for assessment. The
international delegates like Profs. Christophe Fumeaux, Australia; Arokiaswami
Alphones, Singapore; I-Fang Chung, Taiwan; Chia-Feng Juang, Taiwan; and Sajjan
G. Shiva, Memphis were highly impressed and have shown a high level of inter-
national interest in the subject.

The level of interest in the subject matter of the conference was maintained by
submitting 122 suitable papers at the conference. Every submitted paper went
through a precise review process. Each paper received at least three reviews; where
issues remained, additional reviews were commissioned. Finally, 62 papers were
selected by 40 reviewers for presentation in four different tracks like Microwave
and Devices, Communication and Networking, Signal and Image processing, and
Computations, Mathematics and Control.

Finally, we would like to record our appreciation to the Organizing Committee
members for their work in securing a substantial input of papers to make the
conference successful. We are also indebted to those who served as reviewers and
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chairmen; without their support, the conference could not have been the success
that it was. We also acknowledge the authors themselves, without their expert input
there would have been no conference.

November 2014 Prof. Dr. M.R. Kanjilal
Convener ICCACCS 2014
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Chapter 1
Design and Development of Low-Level RF
Digital Feedback Loop

Synthesized Signal Generator

Arnab Das, Bipa Datta and Moumita Mukherjee

Abstract A controlled synchrotron light source is a specialized particle accelerator,
typically accelerating electrons required for scientific and technical purposes. To
energize charged particles to the final energy and to compensate the synchrotron
radiation loss, RF power is used. To do so, RF cavities are used and power to RF
cavities is fed using high power amplifiers (like Klystron for Indus-2 and Tetrode
tube for Indus-1, at RRCAT, Indore, MP, India). With the advancement in the field
of programmable logical devices and the Hardware description language, digital RF
feedback control system using FPGAs is adopted for providing better flexibility,
reliability and stability. In phase (I) and quadrature phase, (Q) scheme is used here
for extracting the amplitude and phase information about RF signal. By processing
information, the EM field inside the RF cavity has stable amplitude control loop
(ACL) and phase control Loop (PCL). A new, FPGA-based, digital, low-level RF
system, based on an analog I/Q modulator and demodulator, is proposed here for
development.
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1.1 Introduction

Low-level RF (LLRF) control systems consist of synthesized signal source, 0–360°
phase shifter, feedback loops for amplitude, phase and frequency control, and
coaxial RF switch to put RF on and off and limiter. Indus-1 synthesized signal
generator giving outputs at 31.613 MHz is developed, which will also be used to
get synchronized RF drive signal for Indus-2. Amplitude and phase control feed-
back loops are incorporated to maintain the amplitude and phase of the cavity
gap voltage within ±1 % and ±2o, respectively, for proper operation of the machine
[1, 2]. Translation of the amplitude and phase information to I/Q is advantageous
because of the symmetry of the I/Q signal paths. This analog I/Q RF system also
provides a real function structure to verify the working principle, block functions
and performance evaluation for the developing digital low-level RF system [2].

This paper, based on analog I/Q and digital FPGA LLRF systems, presents the
designed function diagrams, measured results of the characteristics of the main RF
vector components and the integration test of the low-level RF digital feedback
loop, while maintaining amplitude in suitable range.

1.2 Design Consideration for Digital LLRF Feedback Loop

1.2.1 Scheme of the Digital LLRF Feedback Control System

Figure 1.1 shows a schematic of the digital LLRF control system, where cavity field
is directly down-converted to baseband signals, for which I/Q detection is per-
formed using Spartan 3 DSP protoboard. The resulting I/Q baseband signals that
describe the cavity field are also processed using VHDL program for getting
controlled output, one for the I signal and another for the Q signal.

In this project we only control amplitude, i.e. work as an amplitude control
feedback loop. FPGA-based VHDL program helps DSP protoboard work as a
broadband quadrature demodulator with an integrated intermediate frequency (IF)
after baseband amplifier and controlled clock signal. It is responsible for converting
the low-level RF signal into baseband differential in-phase and quadrature
components.

The FPGA-based amplitude controller designs with the help of the differences
between the two singles (I/Q) with the set point, because for all measurements
founded on AD8345, the input level on each baseband input pin is 0.7 V ± 0.3 V
peak [3].

The vector modulator module modifies the I and Q components to produce the
desired RF drive signal for the klystron according to the PI controller signal. The
AD8345 is used to perform I/Q up-conversion [3]. The component provides
excellent specifications of amplitude and phase balance and sideband suppression.

4 A. Das et al.



1.2.2 I/Q Feedback-Control Module

The digital I/Q feedback-control module is the central controller of the feedback
system, providing the following controls.

1. Two input variables or predefined data adjust the operational set levels of I and
Q for the cavity accelerating voltage; for visualizing a dual scope oscillator, the I
set and Q set values can be used.

2. Maintaining the cavity frequency-tuning loop can tune the cavity frequency to a
resonant frequency and the cavity-accelerating voltage is controlled by the set
values of I and Q.

1.3 Integration Testing

Recent technology in System on Chip (SoC) has enabled to develop high-density
FPGA devices that are suited to the needs of high performance real-time signal
processing. With the addition of embedded processor cores and powerful IO
interfaces they provide a valuable combination of high performance and configu-
rability. At this point in time we process analog and digital boards individually.

Fig. 1.1 Block diagram of the digital LLRF feedback control system
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Here, down-conversion of the data RF signal from the sensed cavity port is
performed using a mixer to the comfortable frequency range and extracting the I, Q,
I_n and Q_n information from cavity IF. After comparing the set and sensed value
of amplitude an algorithm should be run to generate the new Iout, Qout, I_nout and
Q_nout. Generated signals are converted into analog format using appropriate DAC
and they must be put within I/Q modulator safe range. These signals are fed to the I,
Q, I_n and Q_n ports of the I/Q modulator to control phase and amplitude of RF
generators signal. Phase and amplitude corrected signal is then fed to amplifying
system which in turn corrects the field in side cavity.

The control logic is implemented in the Xilinx FPGA using VHDL coding. The
hardware components can be divided into analog parts and digital parts. The analog
parts mainly deal with signal mixing, IQ modulation and interlock system while the
digital parts contain the control algorithm.

1.3.1 Programming Layout for Digital LLRF Control Loop

With advancement in the field of programmable logical devices and the Hardware
description language, digital RF feedback control system using FPGAs is adopted
for providing better flexibility, reliability and stability. In phase (I) and quadrature
phase, (Q) scheme is used for extracting the amplitude and phase information about
RF signal. A block diagram for FPGA-based VHDL programming layout is shown
in Fig. 1.2. The development environment for FPGA coding is as follows:

• coding language: VHDL
• synthesis tool: XST in ISE 8.2i from Xilinx
• implementation: ISE 8.2i from Xilinx
• mapping and routing: ISE 8.2i from Xilinx

1.3.2 Working Steps from Programming Point of View

FPGA-based control system in VHDL code will perform the following tasks:

• Spartan-3 DSP protoboard (XC3S-PQ208) by the VHDL code converts input
baseband signal (cavity IF signal) into digital format (ADC).

• By adjusting sampling frequency four times of analog input signal, collect I, Q,
I_n and Q_n from different output lines with checking phase difference between
every neighbour’s output channel at 90°, are stored.

• To avoid synchronizing problem, one channel of AFG3102 is used for clock
generation for protoboard and another is used for synchronizing the signal
generator.

• Stored digital I, Q, I_n and Q_n data in different registers are compared with
predefined set values and the operation is performed as desired, i.e. process
according to the compared value, if instantaneous value (I, Q, I_n and Q_n) is
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(a) = set value then output will be assign position voltage
(b) > set value then output will be in decrement order
(c) > set value then output will be in incremental order

Since the above processed output signals are differential I and Q input to the I/Q
modulator (AD8345), their values are limited differentially between 0.4 and 1.0 V
with 0.7 V in the middle position [3]. To overcome noise in instantaneous I, Q, I_n
and Q_n value, get average result for each, which will compare with set value to get
Iout, Qout, I_nout and Q_nout.

1.4 Closed Loop Operation with Test Set-up

The main hardware components of the digital RF feedback system are ADC for
sampling of the RF signal, FPGA for signal processing and DAC for driving the IQ
modulator. An XC3S-PQ208 commercial Spartan-3 DSP protoboard is adopted for
the ADC/DAC and FPGA board. The experimental set-up block diagram used is
shown in Fig. 1.3.

Fig. 1.2 Block diagram for FPGA-based programming layout
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The feedback logic based on the PI control is implemented in the FPGA by using
VHDL. The I and Q components of the cavity field signal are fed into the FPGA
using the ADC, which samples the RF signal four times during one period. The
sampled I and Q components of the cavity signals are compared with the set value,
which generates the error signal.

1.4.1 Observed Figures

Visualized and stored various waveform patterns [by Scope (TPS2024 (Tektronix)
and 54832B DSO (Agilent))] for making the conclusion are shown in Figs. 1.4 and
1.5).

1.4.2 Important Observations

During the testing of complete loop many important observations are listed as:

1. Proposed VHDL program can generate I/Q signal if operating frequency of the
protoboard is 16 times that of input signal.

2. After four steps (reset, write, conversion, read) analog to digital conversion
occurs, i.e. sampling frequency is four times less than operating frequency.

Fig. 1.3 Experimental set-up block diagram (where T1, T2 TEE type BNC connector, S 6 dB
splitter, F1 low pass filter (dc—40 MHz): used for filtering sum freq., F2 harmonic filter (dc—
580 MHz), Amp Amplifier (for amplifying the IF signal))
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3. We may also follow the ratio between operating frequency and input signal
frequency (cavity IF signal) as 16:(1 + 4n), where n is any counting number.

1.5 Conclusion

FPGA-based LLRF digital feedback loop was realized using Spartan-3 protoboard,
I/Q modulator (AD8345), Mixer (SRA1WH), Arbitrary function generator (AFG)
where RF cavity signal was simulated using RF signal generator in laboratory.
During testing for closed-loop operation, dynamic range of 13 dB for amplitude
control and 360° phase control was observed. Overall, it can be concluded that the
proper working of digital feedback low level RF control system using Spartan-3
DSP protoboard can be demonstrated.

Fig. 1.4 a Input signal with I/Q waveform and b operating freq. versus sampling freq.

Fig. 1.5 a Various signals at a time and b I, Q, I_n and Q_n signal (within limiting value)

1 Design and Development of Low-Level RF Digital Feedback … 9
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Chapter 2
Estimation of Slot Position for a Slotted
Antenna

Arnab Das, Chayan Banerjee, Bipa Datta and Moumita Mukherjee

Abstract Compact microstrip patch antennas have become quite popular nowadays.
With lesser form factor requirements and for multiband applications, slotted antennas
have proved useful. This paper evaluates the merits of slot positioning with respect to
a fixed feed point. The evaluation is based on antenna parameters like resonating
frequency, return loss and bandwidth. The simulations are run for a triangular (Δ) and
a V slot. Results show that output characteristic follows almost similar in nature to
slot positions with respect to fixed feeding point, irrespective of the slot shape. It is
found that a slot produces maximum signal bandwidth and gain when put near the
feeding point.

Keywords Microstrip antenna � Slot antenna � Slot positioning � Triangular slot �
V-shaped slot

2.1 Introduction

In applications where size, weight, cost, performance, ease of installation and
aerodynamic profile are constrains, low profile antennas like microstrip and printed
slot antennas are required. Slot antennas exhibit wider bandwidth, lower dispersion
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and lower radiation loss than microstrip antennas [1–5]. It is better to have a single
multiband antenna than to have different antennas to work at different frequencies.
The most effective technique to design a multiband slot antenna is to cut a slot on
the microstrip patch at a proper position and with the right dimensions. The
dimensions, i.e. the length (L) of the conventional antenna determine the resonant
frequency and the width (W) of the antenna has a predominant effect on input
matching condition [1, 6].

The available literature clearly defines the slot antenna parameters like antenna
geometry, feed line types, ground plane and substrate, but they do not provide any
clear information about the positioning of the slot on the conductor plate of a slot
antenna. In this paper we tried to evaluate the effect of changing of position (of a
slot of arbitrary shape) on the antenna characteristics. The parameters include
bandwidth, reflected impedance and resonant frequencies. For the sake of simplicity
and analysis the antenna feed line is kept fixed at a corner of the substrate,
throughout the entire evaluation.

2.2 Parameter with Antenna Geometry Selection

Microstrip lines feed and coaxial probe feed are popularly used in slot antenna
design. The purpose of the feed is to carry energy from a connector to the actual
antenna, so their proper placement is very crucial. Coaxial probe-feed
(radius = 0.5 mm) is located at W/2 and L/3 to get faithful operation for a rect-
angular microstrip antenna [1]. From our experimental point of view, we choose
feed point fixed at P(−3.25, −1.7), with varying slot section positions in horizontal
direction.

We have used two popular slot shapes for the evaluation of antenna character-
istics, a triangular slot (Δ) and a V type (non-tapered) slot. Triangular slots and its
variations (e.g. Vivaldi, Sierpinski triangle) are popular and are used in a lot of
applications requiring multiband application. The slots are simulated for their
output characteristics like return loss, bandwidth and resonant frequencies at dif-
ferent locations on the conductor. There are 14 discrete locations, considered from
edge AB of the microstrip top conductor, while moving towards the feeding point.

Here, the used conventional antenna dimensions are L = 6 mm, W = 10 mm,
substrate (PTFE) thickness h = 1.5847 mm, dielectric constant εr = 4.4 with coaxial
probe-feed (radius = 0.5 mm) located at P(−3.25, −1.7) (Fig. 2.1). The proposed
V-shaped slot antenna (Fig. 2.2) and Δ-shaped slot antenna (Fig. 2.3), for both feed
point is located at P (−3.25, −1.7).

12 A. Das et al.



Fig. 2.1 Conventional
microstrip antenna

Fig. 2.2 V-slotted patch
antenna

Fig. 2.3 Triangular slotted
patch antenna
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Fig. 2.4 Comparison plots of V slot antenna radiation characteristics. a Resonant frequency
versus slot position. b Return loss versus slot position. c Bandwidth versus slot position
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Fig. 2.5 Comparison plots of Δ slot antenna radiation characteristics. a Resonant frequency
versus slot position. b Return loss versus slot position. c Bandwidth versus slot position
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2.3 Simulation, Results and Discussion

The characteristics of the designed structures presented in this paper are simulated
using MoM-based electromagnetic solver, IE3D.

Figures 2.4 and 2.5 show the effect of shifting the slots of two different shapes,
away from the right edge AB of the top conductor (of a conventional antenna)
towards the feeding point. Figure 2.4a–c shows the resonant frequency, return loss
and 10 dB bandwidth plots, respectively, for the V-shaped slot at different posi-
tions. Figure 2.5 shows the same kind of plots but with respect to a triangular slot.

Considering a slot antenna (V or Δ), we can see that the two resonant fre-
quencies (Figs. 2.4a or 2.5b) make it suitable for multiband operation. Dual band
applications can be efficiently carried out in the region MN or M′N′, as labelled in
the plot. It is clear from the plot in Fig. 2.4b that dual band applications can be
properly carried out at the point Y. At Y the return losses due to the two resonant
frequencies are around −30 dB and hence comparable to each other. It is also
observed that the return losses due to the two resonant frequencies reach their
minima at two extreme positions of the slot.

Bandwidth analysis in Figs. 2.4c and 2.5c shows that higher bandwidth can be
obtained for both the resonant frequencies at point R and T, respectively, paving the
way for dual band application. Tables 2.1 and 2.2 and Figs. 2.6 and 2.7 show the
comparison of important parameters like the 10 dB bandwidth and the return loss
for the two types of slots considered for evaluation.

Table 2.1 Comparison of resonant frequency (f1 and f2)

Various antennas
(Varying reference point position)

Resonant frequency for:
(f1—1st resonant freq. and f2—2nd resonant freq.)

V slot antenna Δ slot antenna

f1 (GHz) f2 (GHz) f1 (GHz) f2 (GHz)

Conventional antenna 10.0696 13.1724 10.0696 13.1724

Q (1.5, 0) 9.53809 12.8487 9.46265 12.8488

Q (1, 0) 9.59556 12.9425 9.53849 12.9249

Q (0.5, 0) 9.6333 13.0007 9.58026 12.9819

Q (0, 0) 9.63261 13.0595 9.57677 13.0388

Q (−0.5, 0) 9.65341 13.0952 9.61185 13.077

Q (−1, 0) 9.69033 13.1313 9.65266 13.1153

Q (−1.5, 0) 9.70882 13.1326 9.6732 13.132

Q (−2, 0) 9.72973 13.0962 9.69168 13.1153

Q (−2.5, 0) 9.76746 13.039 9.72994 13.0621

Q (−3, 0) 9.82499 12.9731 9.78616 13.0201

Q (−3.5, 0) 9.88172 12.9266 9.84385 12.9627

Q (−4, 0) 9.93883 12.9146 9.90101 12.9405

Q (−4.5, 0) 9.99595 12.5511 9.97696 12.9412

Q (−5, 0) 10.8884 12.0311 10.8694 12.2787
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Table 2.2 Comparison of important parameters

Q position 10 dB BW Return loss

V Triangle V Triangle

P
os

it
io

n 
(d

is
ta

nc
e)

 f
ro

m
 e

dg
e 

A
B

(max)

Reading at resonant frequency f1
(1.5, 0) 0.45489 0.47215 −13.9808 −14.9224

(1, 0) 0.48469 0.49773 −14.2307 −14.9037

(0.5, 0) 0.51355 0.52207 −14.6223 −15.178

(0, 0) 0.55468 0.55139 −15.5391 −15.9629

(−0.5, 0) 0.593 0.58911 −16.2733 −16.7812

(−1, 0) 0.64135 0.63294 −17.2323 −17.6743

(−1.5, 0) 0.70045 0.69045 −19 −19.5895

(−2, 0) 0.76585 0.75495 −21.2624 −22.2803

(−2.5, 0) 0.83395 0.82379 −23.8892 −25.7986

(−3, 0) 0.90472 0.89856 −27.3633 −31.3659

(−3.5, 0) 0.97357 0.97572 −32.518 −46.1489

(−4, 0) 1.01592 1.03495 −34.7746 −38.3037

(−4.5, 0) 1.0258 1.06903 −33.4651 −36.9497

(−5, 0) 0.4663 0.122 −10.7416 −10.0672

Reading at resonant frequency f2
(1.5, 0) 1.0759 1.0259 −32.1745 −46.4336

(1, 0) 1.0596 1.0234 −28.7547 −35.9967

(0.5, 0) 1.0407 1.0206 −26.509 −29.7632

(0, 0) 1.0112 1.0015 −25.3984 −27.3375

(−0.5, 0) 0.974 0.9706 −25.1344 −25.9813

(−1, 0) 0.9368 0.9335 −23.9716 −24.93

(−1.5, 0) 0.9178 0.922 −24.7998 −23.8736

(−2, 0) 0.9097 0.9362 −27.4495 −23.2671

(−2.5, 0) 0.9009 0.9568 −44.1331 −25.0709

(−3, 0) 0.9052 0.9759 −28.3544 −34.9831

(−3.5, 0) 0.9656 0.9989 −22.3528 −28.0403

(−4, 0) 1.0361 1.02982 −19.39 −20.4924

(−4.5, 0) 1.0856 1.0584 −17.2511 −17.4633

(−5, 0) 0.7676 0.6049 −34.0197 −16.0221

Fig. 2.6 Bandwidth versus
position plots for Δ and V
slots, for f1

2 Estimation of Slot Position for a Slotted Antenna 17



2.4 Conclusion

Positioning of the slot is crucial for the efficiency of a microstrip antenna. This
paper evaluated the output characteristics of a slot antenna. The simulations are
made with a fixed feeding point and two types of slot shapes. The slot positions
were varied from one edge of the radiating conductor (AB), while moving towards
the feeding point. The gain is maximum when the vertex (Q) of the slot is almost
above the feeding point, but gain value falls drastically as the vertex crosses the
feeding point. A similar nature is shown by return loss and bandwidth. It may be
concluded that if the slot (irrespective of shape) is moved towards a fixed feeding
point along the x axis (without moving in Y axis), then the antenna gives a max-
imum bandwidth and gain with slot is placed near the feed point. Return loss values
though may differ in the location of their maxima and minima from slot to slot and
depending on their resonant frequencies.
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Chapter 3
Wide-Banding of Half-Mode Substrate
Integrated Waveguide (HMSIW) Filters
Using L-Slots

Sourav Moitra, Basudeb Mondal, Asish Kumar Mukhopadhyay
and Partha Sarathee Bhowmik

Abstract The technique of wide-banding of Half-Mode Substrate Integrated
Waveguide (HMSIW) Bandpass Filters has been presented in this paper. Single and
simultaneous arrays of L-shaped slots have been used to achieve the purpose
successfully. Effects of variation of several slots parameters have been studied in
detail and are presented with their outcomes. The filter comes with minimal
insertion loss over the entire passband. Entire experiments have been carried out
over a material of dielectric constant of 3.2 and thickness of 30 mils. The filter finds
applications in Ku-band operations with advantages like low insertion loss,
convenient integration, compact size, low cost and ease of fabrication.

Keywords HMSIW � BPF � Ku-band � Insertion loss � L-slot array � EBG �
System on Substrate (SoS)
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3.1 Introduction

Waveguide slotted filters have several advantages like compact configuration,
stable mechanical characteristic, low loss and enhanced efficiency. Thus they are
widely used in the communication and radar systems. However, modern applica-
tions demand much more compactness and lesser weight which enables them to be
integrated with complex systems. Substrate integrated waveguide (SIW) filters have
been found to be a promising technology in this respect [1–4]. SIW structures are
synthesized in dielectric substrate with linear arrays of metallic via which can also
be treated as a periodic structure [5, 6]. The field distribution in an SIW is similar to
that in a conventional rectangular waveguide and thus SIW components inherit all
the advantages of the rectangular waveguide such as high Q factor, low insertion
loss and high-power capability [7, 8]. Characteristics of SIW filters show a band-
stop behaviour and thus wideband filters can be obtained by integrating the SIW
with a periodic array structure. This study shows the effect of introducing periodic
Electro-Band-Gap (EBG) structures (L-slot arrays) which enables the filter to work
as a bandpass filter. The passband is obtained by selecting the dimensions of the
L-slots corresponding to the higher cut-off of the BPF. The resulting filters thus
have a much smaller size than the conventional SIW filter. In this paper basic SIW
filter has been designed over a substrate of dielectric constant 3.2 with thickness of
30 mils. The design is then modified by insertion of single and multiple arrays of
periodic L-slots which enable the filter to operate in microwave Ku-band. Several
other parameters of the L-slots have been studied which offers a freedom of
selecting desired passband as per the required application. This technique provides
an attractive alternative to conventional metallic waveguides for low-cost, low-loss
and high-density integration of microwave and millimetre wave components and
subsystems.

3.2 HMSIW Filter Design

The basic design started with HMSIW structure for obtaining high-pass charac-
teristics. Problems like the operation bandwidth, radiation leakage, dielectric and
conductor losses have been considered for designing the basic structure. The basic
structure with its transmission parameter has been shown in Figs. 3.1 and 3.2,
respectively.

HMSIW consists of nearly half the total dimension of the SIW without any
compromise in filter characteristics and thus carry the advantage of more compact
layouts. HMSIW can only support TE(m + 0.5), 0 (m = 0, 1, 2, …) mode and restrains
the TE(m, 0) (m = 1, 2, …) mode which is equivalent to the TE(2m, 0) (m = 1, 2, …)
mode in SIW, so the first spurious passband becomes more far away from the
passband of a bandpass filter. The HMSIW can be considered equivalent to a high-
pass filter due to its inherent sharp cut-off in lower frequency [9].
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This equivalent width is the effective width of the SIW and can be obtained by
the following relation:

Weff ¼ W � d � d2

0:95ð Þ ð3:1Þ

This property can be used to analyse and design various components just by
knowing Weff of the SIW. The cut-off frequency for the SIW may be defined as

fc ¼ c
2er �Weff

ð3:2Þ

where, c is the velocity of light in vacuum. This property proves to be an important
technique for design of rectangular waveguides in a straightforward way to analyse
and design various components just knowing Weff of the SIW.

Over the high-pass characteristics, a stopband starting at 17.5 GHz has been
created using L-shaped slots. Several other slots are also being studied. It is shorted

Fig. 3.1 Basic HMSIW structure

Fig. 3.2 S-parameter of basic
HMSIW structure
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at one end and open circuited at the other end. The electrical length of the reso-
nators is quarter wavelength long of the centre frequency of the stopband to be
created. The insertion loss and the ripple properties are controlled by the external Qe

which is given by the following relation:

Qe ¼ 2Ql ¼ 2f0
Df�3 dB

� �
ð3:3Þ

Design of a single L-slot filter with its required S-parameters has been shown in
Figs. 3.3 and 3.4 respectively.

Single L-slot has been found effectively to create a stopband from 17.5 GHz,
while the passband is from 12 to 17.5 GHz with insertion loss of 1.5 dB. For better
transmission characteristics of the BPF another L-slot has been inserted and the
design with its characteristics has been shown in Figs. 3.5 and 3.6.

Fig. 3.3 HMSIW BPF with single L-slot

Fig. 3.4 S-parameter of
HMSIW BPF with single
L-slot
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Introduction of double L-slots has been found to have better effect on the
stopband characteristic at around 17.4 GHz. Further the insertion loss and broad-
banding of the BPF can be obtained by variation of the height of the L-slot Sh and
spacing or gap between the slots Sg. The effect of variation of these gaps has been
studied further and is provided later in this article. The effects of triple L-slots over
the stopband as well as passband have also been studied and are given in Figs. 3.7
and 3.8.

The results confirm a wideband characteristics covering full microwave Ku-band
with better IL. However, larger IL is found near to higher cut-off which may be
adjusted by varying L-slot height Sh and width of the slots Sw.

Fig. 3.5 HMSIW BPF with double L-slots

Fig. 3.6 S-parameter of
HMSIW BPF with double
L-slots
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3.2.1 Parametric Analysis

Parametric analyses of these parameters are shown in Figs. 3.9, 3.10 and 3.11. It has
been observed that these parameters have important effects over the control of entire
passband as well as the stopband characteristics. These analyses will serve to design
and development of application-oriented designing by the high-frequency com-
munication engineers.

Fig. 3.8 S-parameter of
HMSIW BPF with triple
L-slots

Fig. 3.7 HMSIW BPF with triple L-slots
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Fig. 3.9 Variation of S21 for
different slot height Sh in
triple L-slot HMSIW BPF

Fig. 3.10 Variation of S21 for
different slot gaps Sg in triple
L-slot HMSIW BPF
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3.3 Conclusion

A novel technique for widebanding of band-pass characteristics in HMSIW filters
has been discussed in this paper. Single and multiple periodic arrays of L-slots have
been used to serve the purpose. Several parameters of the L-slots are studied which
are found to be important for making the filter work as broadband or narrowband
filter as per the requirement of the application. Careful alteration of the slot
parameters will provide the desired passband as may be required by the design
engineers. The filter can find wide-band application in radar and remote sensing
operations under microwave Ku-band. The design is simple and easy to fabricate in
the presence of advanced fabrication techniques.
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Chapter 4
Broadband Rectangular Microstrip Patch
Antennas for K and EHF Bands

Piyu Sarcar, Sukla Basu and Abhijit Ghosh

Abstract In spite of many advantages of patch antenna, narrow bandwidth is one
of the major drawbacks. In this paper it is demonstrated that significant bandwidth
enhancement of a rectangular patch antenna can be achieved by simple modification
of the rectangular patch. Two modified structures are presented here; both of them
are capable of giving wider bandwidth and higher gain than conventional rectan-
gular patch antennas. The antennas are simulated using High Frequency Structure
Simulator (HFSS v12) for different feed positions and for two different substrate
materials. A comparative study of these structures is made from simulation results.
Proposed antenna structures can be operated in K bands and EHF region, whose
frequency range is very important in microwave communication systems including
radar application.

Keywords Rectangular patch antenna � Slotted rectangular patch antenna �
Broadband patch antenna � K band patch antenna

4.1 Introduction

Microstrip antennas have become one of the most important topics of research
interest in the fields of antenna techniques since the 1970s in conjunction with the
advancement of electronic circuit miniaturization technology, due to their

P. Sarcar (&) � A. Ghosh
Department of ECE, Narula Institute of Technology, 81, Nilgunz Road,
Kolkata 700109, India
e-mail: piyusarcar@gmail.com

A. Ghosh
e-mail: jit.ghosh18@gmail.com

S. Basu
Department of ECE, Kalyani Government Engineering College, Nadia 741235,
West Bengal, India
e-mail: sbasu1996@gmail.com

© Springer India 2015
K. Maharatna et al. (eds.), Computational Advancement in Communication
Circuits and Systems, Lecture Notes in Electrical Engineering 335,
DOI 10.1007/978-81-322-2274-3_4

29



compactness and compatibility with MMIC design [1]. They have been widely
employed for civilian and military applications such as television, broadcast, radio,
mobile systems, global positioning system (GPS), radio-frequency identification
(RFID), multiple-input multiple-output (MIMO) systems, vehicle collision avoid-
ance system, satellite communications, surveillance systems, direction founding,
radar systems, remote sensing, biological imaging, missile guidance and so on.
However, narrow bandwidth and low gain are the main drawbacks of these types of
antennas [2]. Demand for small antennas with wide bandwidth is increasing at a
rapid pace. Conventional rectangular patch antenna is easy to fabricate but provide
narrow bandwidth. A straightforward method of improving the bandwidth is
increasing the substrate thickness. However, surface wave power increases and
radiation power decreases with the increasing substrate thickness [3], which leads to
poor radiation efficiency. Increase in dielectric constant of substrate material leads
to decrease in bandwidth [4]. A number of methods are found in the literature for
increasing bandwidth of patch antenna [5–13]. Almost all of these methods increase
complexity of the antenna structure. Towards the traditional millimeter-wave,
microstrip antenna having narrowband and high side-lobe causes severe influence
to radiation of antenna [14]. In this paper simple modified rectangular patch antenna
structures are proposed, which are capable of giving reasonable gain and a wide
range of frequency coverage in Ku, K, Ka bands and EHF region.

4.2 Antenna Design

4.2.1 Conventional Rectangular Patch Antenna

A conventional rectangular patch with length L = 5 mm, width W = 4 mm is shown
in Fig. 4.1. Coaxial probe-feed is located at the corner of the patch for the best
impedance matching. Substrate thickness is taken as 1 mm.

5mm 

4mm 

Fig. 4.1 A conventional
rectangular patch antenna
with coaxial feed
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4.2.2 Modified Rectangular Patch Antenna with Slot

Structure of a modified rectangular patch antenna with slot, derived from the
conventional rectangular patch of Fig. 4.1 is shown in Fig. 4.2. Thus area covered
by the patch is reduced while outer perimeter remains the same as for the rectan-
gular patch. The length of the inner patch is 1.25 mm and width is 1 mm.

4.2.3 Modified Rectangular Patch Antenna, Without Central
Patch (Rectangular Ring)

Area covered by the patch is further reduced by removing the central patch of the
slotted patch antenna of Fig. 4.2, However, the outer perimeter of the patch remains
the same as before.

Each of these three antenna structures is analysed for substrate material Rogers
RT/duroid 5,880 of dielectric constant 2.2 and Taconic RF-60 of dielectric constant
6.15.

Fig. 4.2 Modified
rectangular patch antenna
with slot

Fig. 4.3 Modified
rectangular patch antenna
without central patch
(rectangular ring)
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4.3 Results and Discussion

Simulated results of Return Loss obtained for the conventional rectangular patch
(Fig. 4.1) is shown in Fig. 4.4. 10 dB impedance bandwidth (BW) for this antenna
is 3.37 GHz, extending from 17.62 to 20.99 GHz. Keeping all other parameters
unchanged a slot is cut at the patch as shown in Fig. 4.2. Results obtained for the
modified rectangular patch of dielectric 2.2 with coaxial feed at the middle of the
centre patch is shown in Fig. 4.6. Here 10 dB impedance band obtained from 62.0
to 76.06 GHz (BW = 14.02 GHz). Thus with the introduction of slot operating
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frequency range is shifted to the higher side of frequency spectrum as well as a
significant increase in bandwidth is obtained. Results obtained for modified rect-
angular patch with coaxial feed at the corner of the patch (Fig. 4.2) are shown in
Fig. 4.8. Here 10 dB impedance band is obtained from 55.92 to 70.01 GHz
(BW = 14.09 GHz). Thus with this corner feed a continuous wideband operating
region is obtained in Ku, K, Ka and near mm wave bands. When central patch is
removed (Fig. 4.3) then operating frequency range varies from 54.19 to 70.92 GHz
(Fig. 4.10). However, BW becomes 16.73 GHz which is significantly greater than
the previously mentioned cases. In the figures dotted lines are used as dielectric 2.2
and solid lines are used as dielectric 6.15 (Figs. 4.5, 4.7, 4.9 and 4.11).
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In order to operate at lower frequency range with these antenna structures,
substrate material dielectric constant is changed to 6.15, keeping other parameters
unchanged. Figure 4.4 shows the conventional rectangular patch that gives operating
frequency range from 11.69 to 14.13 GHz (BW = 2.43 GHz). Results obtained for
the centre feed slotted patch of Fig. 4.2 with dielectric constant 6.15 are shown in
Fig. 4.6. Inclusion of slot shifts the operating frequency range to Ka band and EHF.
The operating frequency range is 43.69–46.86 GHz (BW = 3.17 GHz), Fig. 4.8

Dielectric 2.2 Dielectric 6.15

10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00

Freq [GHz]

-30.00

-25.00

-20.00

-15.00

-10.00

-5.00

0.00

5.00

dB
(S

t(
co

ax
_p

in
_T

1,
co

ax
_p

in
_T

1)
)

Ansoft Corporation HFSSDesign1Frequency vs Return loss

m1

m2

m3

Curve Info

dB(St(coax_pin_T1,coax_pin_T1))

Setup1 : Sweep1

dB(St(coax_pin_T1,coax_pin_T1))

Imported

Name X Y

m1 37.7551 -17.0141

m2 58.9796 -25.1538

m3 19.7959 -17.2426

Fig. 4.8 Frequency versus return loss of corner feed slotted rectangular patch of Fig. 4.2 with
substrate material dielectric constants 2.2 and 6.15

-14.00

-8.00

-2.00

4.00

90

60

30

0

-30

-60

-90

-120

-150

-180

150

120

Ansoft Corporation HFSSDesign1Radiation Pattern 2

m1

m2

Curve Info

dB(GainTotal)
Setup1 : Sweep1
Phi='0deg'

dB(GainTotal)
Setup1 : Sweep1
Phi='90deg'

dB(GainTotal)
Imported
 Freq='58.9795918367347GHz' Phi='0deg'

dB(GainTotal)
Imported
 Freq='58.9795918367347GHz' Phi='90deg'

Name Theta Ang Mag

m1 -2.0000 -2.0000 6.2604

m2 12.0000 12.0000 9.4851

Fig. 4.9 Radiation pattern of corner feed slotted rectangular patch of Fig. 4.2. Substrate material
dielectric constants 2.2 and 6.15

34 P. Sarcar et al.



shows the results for the slotted antenna with corner feed of Fig. 4.2. Here the
operating frequency range becomes 34.63–43.84 GHz (BW = 9.21 GHz).
Figure 4.10 shows the results for the antenna of Fig. 4.3. Here the operating
frequency range becomes 32.85–47.18 GHz (BW = 14.33 GHz). Thus better
frequency coverage in Ka and EHF band is obtained with this structure. Table 4.1
shows the comparison of simulation results for different structures.

From the simulation results of different patch structures shown in Table 4.1, it is
evident that the structures are capable of operating at different ranges of Ku, K, Ka
bands and in Extremely High Frequency (EHF) region towards mm wave band.
Modified structures can operate at broader frequency range than conventional ones.
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The structure of Fig. 4.3 shows 10 dB impedance bandwidth of 26.74 % at centre
frequency of 39.79 GHz with substrate of dielectric constants 2.2 and 35.82 % at
centre frequency of 14.85 GHz with substrate of dielectric constant 6.15.

4.4 Conclusion

Narrow bandwidth is a disadvantage of conventional microstrip patch antennas. The
proposed modified rectangular patch antenna structures are simple and capable of
overcoming this disadvantage providing wide bandwidths in Ku, K and Ka bands
and EHF region with reasonable gain values. Rectangular ring structure gives much
greater bandwidth and significantly more gain than the slotted structure.

Table 4.1 Simulation results for different structures

Sl no. Antenna
structure

Substrate
material
dielectric
constant

Frequency
band

Operating
frequency
range in
GHz

% BW
w.r.t centre
band
frequency

Gain in dB
at minimum
return loss
frequency

1 Conventional
rectangular
patch

2.2 Ku, K 17.62–20.99 17.45 8.69

2 Slotted
rectangular
patch with
centre feed

2.2 EHF 62.04–76.06 20.30 7.76

3 Slotted
rectangular
patch with
corner feed

2.2 EHF 55.92–70.02 22.38 9.48

4 Rectangular
ring

2.2 EHF 54.19–70.92 26.74 7.95

5 Conventional
rectangular
patch

6.15 X, Ku 11.69–14.13 18.82 7.33

6 Slotted
rectangular
patch with
centre feed

6.15 EHF 43.69–46.86 7.01 4.40

7 Slotted
rectangular
patch with
corner feed

6.15 Ka, EHF 34.63–43.84 23.48 6.26

8 Rectangular
ring

6.15 Ka, EHF 32.85–47.18 35.82 7.69
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Chapter 5
Design of Dielectric Resonator Antenna
with Different Dielectric Constants

Abhijit Ghosh, Madhumita Pal, Pratyusha Bhadra and Piyu Sarcar

Abstract Probe-fed rectangular dielectric resonator antennas (DRAs) are
investigated by varying their relative permittivity to study different parameters of
antennas. With an optimum combination of antenna geometry and permittivity, the
variation of different parameters are observed and plotted with dielectric constants.

Keywords Dielectric constant � Dielectric resonator antennas � Percentage
bandwidth � Resonant frequency � VSWR � Input impedance

5.1 Introduction

Today, there is a deep interest in antenna systems which operate at frequencies in
the millimetre wave region (100–300 GHz) [1]. Conventional metallic antennas
suffer problems with regard to power losses, radiated power capabilities and fab-
rication difficulties when reduced to the sizes necessary to operate in this frequency
band. These obstacles can be overcome if a simply shaped antenna with few
conducting surfaces is designed. The dielectric resonator antenna (DRA) meets
these requirements and has been shown to be a good choice for use in this band
[2, 3].

The rectangular-based DRA is evaluated with two degrees of freedom, the
length-to-height ratio and the length-to-width ratio. This additional degree of
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freedom gives more flexibility to the experimenter in manipulation of the resonant
frequency of the excited modes. Taking these results a step further, antennas with
the following specifications are numerically evaluated [4].

5.2 Antenna Geometry

In this paper, we shall observe the changes in the parameters by changing dielectric
constant of the dielectric material in a small amount [5, 6]. Also, we are going to
observe the changes when the dielectric material is changed. The rectangular DRA
under investigation has length, width and height a = 1.8 mm, b = 2.29 mm and
h = 1.15 mm, respectively (shown in Fig. 5.1).

The radius and width of the ground plane is 2.5 and 0.2 mm, respectively. The
air gap between the dielectric material and the ground plane is 0.5 mm.

The radius and height of the probe is 0.16 and 1.85 mm, respectively. The radius
and height of the coax pin is 0.16 and 0.5 mm, respectively. The radius and height
of the coax is 0.34 and 0.5 mm, respectively.

5.3 Simulated Results

All the measurements of the antenna are kept constant and the relative permittivity
of the antenna is varied from 4 to 51. The dielectrics used are sapphire, taconic
CER-10 (tm), rogers R03210 (tm), gallium arsenide, lead monoxide, maleic
anhydride, etc. These are only some of them while many other dielectrics are used.
The parameters which are being observed with the dielectric constant are centre
frequency and 3 dB bandwidth from return loss plot, centre frequency and band-
width from VSWR plot where VSWR is less than 2 [2] and the resonant frequency
at which impedance (imaginary) is zero. Here are some figures that show the
differences in the parameters when the dielectric material is changed (Fig. 5.2).

Fig. 5.1 Rectangular DRA
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The black line shows that 4.1 GHz bandwidth with centre frequency 29.71 GHz
and one notch occurs at 64 GHz frequency for thorium oxide (εr = 10.6). The blue
line shows that 3.75 GHz bandwidth with one centre frequency 29.215 GHz for
tolunitrile (εr = 18.8). The red line shows that 2 GHz bandwidth with centre
frequency 29.215 GHz as notch for nitrobenzene (εr = 35.7) (Figs. 5.3, 5.4, 5.5 and
Table 5.1).

Fig. 5.2 Plot for frequency versus return loss (in dB) for three different dielectric constants
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Fig. 5.3 Plot for frequency versus Z parameter for thorium oxide (εr = 10.6) (colour figure online)
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5.4 Analysis

The results from the above study are summarized and plotted against dielectric
constant to observe their characteristics.

From the graph in Fig. 5.6 we can infer that as the relative permittivity of the
dielectric material increases, the % bandwidth (from the return loss plot) increases
up to a certain level, take a slight dip and then again increases. But after 40, it
decreases gradually. We obtain the % bandwidth from the formula (f1 − f2)/
fc × 100 where (f1 − f2) is the bandwidth and fc is the centre frequency.

From the graph in Fig 5.7 it is understood that the % bandwidth changes in a
discontinuous manner with the increasing relative dielectric constant. It also con-
sists of irregular crests and troughs.

Table 5.1 Table showing observation on the parameters of RDRA by using different dielectric
materials

Name of dielectric Dielectric
constant
(relative
permittivity)

Return loss % BW (GHz)
w.r.t centre
frequency

VSWR BW for
VSWR
<2 (GHz)

Resonant
frequency
(GHz)

S11 (min) in
dB

Silicon dioxide 4 29.8 −15.04 6.71 1.43 2.75

Sapphire 10 29.8 −10.89 5.03 1.79 1.79

Taconic CER-10 (tm) 10 29.8 −15.5 6.71 1.38 2.46

Rogers R03210 (tm) 10.2 29.8 −15.92 8.38 1.38 2.47

Roger RT/duroid
6010/6010LM (tm)

10.2 29.8 −15.8 8.38 1.38 2.46

Thorium oxide 10.6 29.71 −15.77 6.73 1.38 2.97

Silicon 11.9 29.8 −15.50 5.03 1.38 2.44

Zirconium oxide 12.5 29.8 −14.93 6.71 1.43 2.51

Gallium arsenide 12.9 29.8 −15.96 8.38 1.37 2.51

Titanium oxide 40 66.34 −8.5 – 2.20 –

Thallium chloride 46.9 65.35 −9.73 – 1.96 1.48

Maleic anhydride 51 31.19 −19.24 6.41 1.24 0.99
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Fig. 5.6 Plot for relative dielectric constant versus 3 dB % BW from return loss plot
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From the graph in Fig. 5.8 it can be concluded that the VSWR varies in an
irregular manner with the increasing relative dielectric constant but it is always
greater than 1, as we know that VSWR always ranges between 1 and infinity. It
consists of irregular crests and troughs.

The graph in Fig. 5.9 shows the relationship between the relative permittivity of
the dielectric material and the resonant frequency from the return loss plot. It can be
inferred that the frequency remains almost constant up to dielectric constant of 20
and then it starts oscillating.
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5.5 Conclusion

From this table and analyses we have learnt that the resonant frequency from the
return loss plot remains almost unchanged for the lower values of dielectric con-
stants, but in the higher values it fluctuates. The VSWR remains almost in the range
of 1–2 which is desirable, but for lead monoxide and titanium oxide the minimum
VSWR is 2.02 and 2.2 respectively. The impedance (real) ranges between 130 and
200 Ω. The bandwidth, when VSWR is less than 2, ranges from approximately
1–3 GHz. The maximum bandwidth is for thorium oxide. The % bandwidth from
the return loss plot ranges from 1 to 13 GHz and the maximum is for titanium
oxide.
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Chapter 6
Overview of Various Bandwidth
Enhancement Techniques
for Ultra-Wide Band Antennas

Arpita Barman Santra and Amiya Kumar Mallick

Abstract This article deals with the Ultra-Wide Band (UWB) antennas that are
appraised in respect of different geometries, design parameters and their experi-
mental results. Several types of UWB antennas including special horn, micro-strip
patch radiators and array antennas in recent works are elucidated, while comparing
their measured return loss, gain and radiation patterns. Projections to the future
developments of UWB antenna technology are also specified.

Keywords Ultra-wide band � Bandwidth � Gain

6.1 Introduction

Ultra-wide Band (UWB) systems [1] concern with the systems which use elec-
tromagnetic signals having greater than 20 % bandwidth [2] around its centre
frequency. The systems provide high data rates for wireless communications, and
accurate radar and geolocation systems. Since the allocation of unlicensed various
frequency bands, such as 0–960 MHz, 3.1–10.6 GHz, 22–29 GHz, etc., to UWB
systems [3] by Federal Communications Committee (FCC) of USA, research as on
UWB has gained much attention of research workers in the academia and industry.

The UWB system covers the frequency range from 3.1 to 10.6 GHz, which is
based on narrow pulses to transmit data at extremely low power and looks like
random noise to most conventional radio systems. The UWB technology offers
several advantages over conventional communications systems. For instance, there
is no carrier frequency. Instead, UWB emits timed “pulses” (a train of RF pulses of
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EM energy) of electromagnetic energy. Therefore transmitter and receiver hardware
can be made very simple, which is necessary for portable devices. There is a wide
range of applications for UWB technology, which includes wireless communication
systems, position and tracking, sensing and imaging and radar. The antenna plays
an essential role in the UWB system, which is different from narrowband system.
UWB systems transmit extremely narrow pulses of the order of 1 ns or less
resulting in bandwidths in excess of 1 GHz or more, i.e. giving the rise of
bandwidth or making the system broadband [4] type. However, the design and
fabrication of high‐performance transmitting/receiving antennas often present
significant challenges in the implementation of these systems. The challenge lies in
the development of an antenna, capable of handling these high‐speed pulse trains.
The design of a UWB antenna is difficult, because the fractional bandwidth [5] is
actually large and antenna must cover multiple‐octave bandwidths in order to
transmit pulses that are of the order of nanoseconds in duration. Since data may be
contained in the shape of the UWB pulse, antenna pulse distortion must be kept to a
minimum. From a system design perspective, the impulse response of the antenna is
of particular interest, because it has the ability to alter or shape the transmitted or
received pulses. In practice, attempt must be made to limit the amplitude and group
delay distortion below a certain threshold which will ensure reliable system
performance.

6.2 UWB Antenna: In a Proper Perspective

There are several types of wireless antenna, divided into two main groups:
directional and omni-directional, which might be used in narrowband or wideband
[6] systems. Directional antenna is suitable for long distance communication as they
have focused beam with high gain, while omni‐directional antenna covers a wide
area with reasonable gain. Hence, omni‐directional antenna is suitable for short
distances and in indoor environments, such as in offices or rooms.

Wireless antennas may be classified into two classes, narrowband and
wideband. The narrowband class demonstrates tremendous smallness for a given
operating bandwidth. The wideband [7, 8] class possesses extreme bandwidth
capability, capable of covering multiple octaves. Both classes achieve performance
very close to the theoretical Chu‐Harrington limit [9, 10], indicating that they are as
small as possible for the exhibited bandwidth. The Chu‐Harrington graph is a the-
oretical limit concerning the volumetric size of an antenna element to its quality
factor or bandwidth of operation. This relationship gives the antenna designer an
approximation of a switch between the size and the desired bandwidth. There are
many issues involved in designing of UWB systems, such as antenna design,
channel model and interference. UWB antennas must cover an extremely wideband
of 3.1–10.6 GHz (lower band 3.1–5.1 GHz, upper band 5.85–10.6 GHz) for indoor
and handheld applications, have electrically small size and high efficiency. In
addition, they are required to have a non‐dispersive characteristic in time and
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frequency domain, providing narrow pulse duration to enhance a high data
throughput. Antennas in the frequency domain are typically characterized by
radiation pattern, directivity, impedance matching and bandwidth. However, there
are certain requirements for antennas in the wireless system, irrespective of ultra‐
wideband or narrowband, the same as regulatory issues, antenna gain, antenna
efficiency and group delay of antenna.

There has been continuing interest in designing a UWB antenna that operates
over a wide frequency range and that can be used for multiple channels or systems.
Regulatory restrictions on bandwidth and the greater technical challenges and cost
involved in developing a UWB antenna, as well as the corresponding operating
systems, have largely limited the development of UWB antennas to special research
organizations and agencies in military applications. A recent FCC ruling allowing
the operation of UWB signals in various sensing, imaging, and communication
applications has once again revived interest in designing UWB antennas and in their
potential applications. Technology advances in high‐speed analog‐to‐digital and
digital‐to‐analog devices, digital frequency synthesis, and digital receivers also
allow for rapid and low‐cost implementation of UWB systems below 3 GHz.
Therefore, more attention is now being given to designing compact and low‐cost
UWB antennas.

The term UWB has often been used loosely. The original FCC definition of
UWB specifies 25 % or more fractional bandwidth. That is, the ratio of a signal’s
−10 dB bandwidth to centre frequency. In this paper, UWB mainly refers to a
bandwidth of more than 2:1. That is, the ratio of the highest frequency to the lowest
frequency of the −10 dB bandwidth. Some people determine the antenna’s band-
width based on the frequency range where the return loss (or reflection coefficient)
level is less than −10 dB. However, note that a low return loss does not necessarily
imply a strong radiation. Nor does it say anything about the radiation pattern. The
return loss value has even less meaning if the antenna contains absorptive mech-
anisms. Since the main function of an antenna is to radiate sufficient energy in the
desired directions, it makes sense to use realized gain and radiation pattern to define
the bandwidth.

In February 2002, the Federal Communications Commission (FCC) of the
United States of America conditionally liberalized unlicensed operation of personal
UWB devices in the private sector. In the meantime, various antennas have been
developed to be used for UWB systems, to name a few, double-ridged waveguide
horn, log periodic, biconical and monopole antennas. None of these antennas,
however, simultaneously meet omni-directional and low voltage‐standing‐wave‐
ratio (VSWR) requirements, essential for some measurement applications such as
UWB channel sounding. In 2002, J. Farserotu, A. Hutter et al. used two potentially
important technologies for realization of nomadic PANs: Ultra Wideband (UWB)
and MIMO antennas. In this approach low cost UWB technology is considered for
the link between simple personal devices, such as sensors, to a mobile bridge,
operating at 2.4 GHz or higher frequencies, while small multiple antenna systems
are considered for the link between the mobile bridge, router or gateway to wireless
local area networks (WLANs) and ultimately wide area networks (WANs) in order
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to facilitate efficient use of the available spectrum, improve coexistence with other
systems operating in the same band and support robust, high data rate connectivity
between the users PAN and external networks.

In 2007, A.H.M. Zahirul Alam, Rafiqul Islam and Sheroz Khan proposed a
tuning fork type structure of UWB antenna which offers excellent performance for
UWB system, ranging from 3.7 to 13.8 GHz, exhibiting a 10 dB return loss
bandwidth over the entire frequency band. The rectangular patch antenna is
designed on FR4 substrate and fed with 50 Ω micro strip line by optimizing the
width of partial ground, the width of position of feed line to operate in UWB.

6.3 Conclusion

The aim of this study is to understand the significant aspects of UWB antenna
design and how they are related to the system performance. UWB antennas should
be designed with specification of flat amplitude and linear phase response over the
desired bandwidth, as UWB system antenna is the significant part of the system. Its
characteristics have an effect on the overall system performance.
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Chapter 7
Investigation on Microwave MEMS
Capacitive Shunt Switch by Using
Coventor and CST Software

Balaka Biswas and Amiya Kumar Mallick

Abstract In this paper, a detailed analysis of electrostatic and electromechanical
aspects of RF capacitive shunt switch is presented. The effects of the membrane
materials on different parameters of the switch are also studied for aluminium and
gold membranes. The analysis is carried out for charges, electric fields, power
handling capacity and hysteresis using MATLAB and further full wave analysis
using COVENTOR.

Keywords Shunt switch � CPW � MEMS switch

7.1 Introduction

Switches are the integral and important parts of RF systems. Conventional MICs
and MMIC-based switches have limitations for broadband operations. Broadband
RF design poses challenges in the realization of RF systems for multiband com-
munication system, phased array antenna, T/R module, phase shifter or spatial
diversity antenna. The recent trend is to design a compact and reliable system,
which is more affordable, integrable than ever before and permits a wider degree of
RF functionality and have a broader bandwidth. Microelectromechanical systems
(MEMS) are becoming increasingly popular in RF application due to their attractive
advantages such as low insertion loss, high isolation, wide bandwidth operation,
low power consumption, simple biasing network and no inter-modulation products
compared to FET’s and PIN diodes.

B. Biswas (&)
Jadavpur University, Kolkata, India
e-mail: balaka.biswas@gmail.com

A.K. Mallick
Narula Institute of Technology, Kolkata, India
e-mail: akmallick@aim.com

© Springer India 2015
K. Maharatna et al. (eds.), Computational Advancement in Communication
Circuits and Systems, Lecture Notes in Electrical Engineering 335,
DOI 10.1007/978-81-322-2274-3_7

51



Basically two types of switches, namely capacitive and ohmic contact, have been
demonstrated [1]. Stiction limits the operational life of the ohmic contact switches
[2]. Capacitive switches can be broadly classified into series and shunt switches.
The series switch has limitations in regard to operation in 1–10 GHz range and
power handling capability. This paper analyses the shunt capacitive switch actuated
by a voltage for electrostatic and electromechanical properties. The process steps
are made compatible to CMOS process for cost effectiveness. The effect of bridge
material on different parameters is investigated for the commonly used gold and
aluminium bridges.

7.1.1 Electrostatic Analysis of the Shunt Switch

7.1.1.1 Coplanar Waveguide (CPW)

The switch studied here is based upon CPW structure, as shown in Fig. 7.1. The
configuration of the Tx-line is denoted by G/W/G. Commonly used microstrip
structure gives higher losses and dispersive behaviour at high frequencies. So, CPW
configuration is preferred for shunt switch configurations.

The study of different gap width and line width has been done and optimum
value of 90/120/90 (µm) has been chosen considering pull-down voltage and testing
limitations.

7.1.1.2 Switch Design

The physical structure of the switch is shown in Fig. 7.2a, b. A stack of oxide-
nitride-oxide (ONO) is implemented to reduce the losses and dispersion in the
substrate, above which CPW structure is realized. The top metal membrane of
thickness ‘t’, supported by two corner metal posts, is suspended at a distance ‘g’
above the bottom metal surface. A small portion of the lower electrode is covered
with a thin layer of SiN. When a DC bias is applied between the two electrodes,
charges are induced on the metal which pulls down the top metal membrane by
electrostatic force.

Fig. 7.1 CPW Configuration
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Above a certain threshold voltage (pull-down voltage; Vp), the membrane snaps
down to the “closed” position when the force of attraction overcomes mechanical
stresses in the material as shown on Fig. 7.2b.

The switch operates as a digitally tunable capacitor with two states: smaller
capacitance of the order of fF when the membrane is in up-state and larger value in
the range of pF in down state. A perspective view of the switch in closed or pulled
down state is shown in Fig. 7.3.

Parameters related to switch designing are—length, width and thickness of the
membrane, air gap height, CPW configuration (G/W/G), dielectric thickness and
beam material. These parameters determine the electrical as well as mechanical
characteristics of the beam. The typical parameters of the switch analysed are given
in Table 7.1.

Fig. 7.2 Cross-section of a shunt capacitive switch in a up-state and b down-state

Fig. 7.3 MEMS shunt
capacitive switch in CPW
implementation

Table 7.1 Typical
parameters for RF shunt
switch analysis

Parameters Value (μm)

Length of the membrane ‘l’ 280

Width of the membrane ‘w’ 100

Gap b/w electrode and membrane 2.5

Thickness of the lower electrode ‘t’ 0.5

CPW configuration 90/120/90
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7.1.2 Parametric Analysis of the Switch

Major parameters like actuation voltage, pull-in and hold-down voltages, generated
electric field and charges, switching speed, spring constant variation and its effect
on stresses have been analysed using the MATLAB for both the aluminium and
gold beams [1]. The actuation mechanism between the top and bottom electrodes is
achieved due to the electrostatic force caused by the actuation voltage Va and is
given by (Fig. 7.4)

F ¼ e0wWV2
a

2 g0 þ td
er

� �h i2 Va ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Kg2 g0 � gð Þ

e0wW

s
ð7:1Þ

where g0 and g are the pre- and post-actuation gap heights of the beam. The var-
iation in the electrostatic force with applied voltage is shown in Fig. 7.5.

Lowering the gap height lowers the actuation voltage as well as electrostatic
force but at the expense of smaller capacitance ratio and higher probability of
stiction. At 2/3 g0, the increase in the electrostatic force is greater than the restoring
force. This results in collapsing of the beam and corresponding pull-down voltage
depending on length, width, gap, height and type of the membrane material. As
evident from the figures, there is not much difference in force and actuation voltage
for gold and aluminium membrane as these parameters have very little dependency
on the mechanical properties of the beam. For a switch to stay in the down state, the
electrostatic force must be larger than the mechanical restoring force. The hold-on
voltage depends on the spring constant and the gap height represented as
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This dependency is illustrated in Fig. 7.5a, b for different spring constants.
One can choose the dielectric thickness according to process limitations for a

particular switch configuration regarding the hold-on voltage.
In capacitive membrane switches, the limiting mechanism is dielectric charging.

The dielectric layer of SiN in this study is selected as 1200 Å to get higher up-state
capacitance. This quantum of charge accumulated on the membrane due to elec-
trostatic force is obtained using the relations:

Q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2gKwWe0
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The operational lifetime of the switch depends on the accumulated charges and
electric field. The failure mechanism in capacitive membrane switch is predomi-
nantly due to dielectric charging. The field penetrated into the device is trapped
within the dielectric, as there is no conduction path. As the recombination time for
these charges is very long, the operational life of the switch is affected by the
magnitude of the applied field. The Frenkel–Poole emission is given by [3]

J ¼ Vexp 2a

ffiffiffiffi
V

p

T
� q/B

kT

� �
ð7:5Þ

where J is the current density due to FP emissions, V is the applied voltage, T is
absolute temperature, ϕB is the barrier height, k is the Boltzmann’s constant and ‘a’
is a constant composed of electron charge, insulator dynamic permittivity and film
thickness.

This analysis quantifies the field intensity as well as generated charges in the
dielectric layer for both aluminium and gold membranes (Fig. 7.6).

The increase in the electrostatic force results in the decrease of the beam height
and consecutive increase in induced charges in the dielectric. So the gap and
dielectric has to be chosen accordingly. Figure 7.7 shows the variation in filed and
charges due to different gap heights.

The spring constant of the beam has a greater role in electrostatic force, hold-on
voltage and charge storage. The spring constant of the beam depends on mechanical
properties as given [1]
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Where, E, v, σ0 are Young’s modulus of the beam material, Poisson’s ratio of the
material and the biaxial residual stress of the structure. The variation in spring
constant with thickness-to-length ratio and residual stress are shown in Fig. 7.7a, b,
respectively, for both gold and aluminium beams.

Due to pulling-down of the membrane, a compressive stress is developed within
the structure, which may lead to buckling of the membrane. Before buckling, the
critical stress is estimated as (Figs. 7.8 and 7.9).
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7.1.3 Electromagnetic Analysis

The FEM-based software, Coventorware [4], has been used to analyse the hyster-
esis and pull-down voltage of the switch. The schematic is constructed with the
foundry details using the typical parameters as shown in Table 7.1. The pull-in
phenomenon has been shown graphically in Fig. 7.10. It reveals that the pull-down
voltage is 28.75 V, which is very close to its analytical MATLAB predicted value
(30 V).

Table 7.2 shows the close relevance of some design parameters derived from the
analytical method and simulated value.

The majority of the stresses are on the anchors. Distribution of the Mises stress
on the beam structure after applying different levels of uniformly distributed load is
highlighted in Fig. 7.11.

Fig. 7.10 Graphical and pictorial representation of the pull-in phenomena for the beam

Table 7.2 Analytical and
simulated results Parameters Analytical

method
Simulated
result

Actuation voltage (V) 30 28.75

Electrostatic force (µN) 6 5.05

Fig. 7.11 Distribution of the stress on the beam
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The hysteresis characteristic of the switch is also analysed by observing the
effects of an increasing and decreasing voltage ramp on the switch response.

7.2 Conclusion

This paper analysed the variation of pull-down voltage, hysteresis phenomena,
power handling etc. for different switch dimensions. The lifetime phenomena
associated with the dielectric charging is also detailed. The parameters have to be
chosen very carefully as large capacitance ratio and large pullout and pull-in
voltages are less sensitive to a given dielectric charging condition. Both MATLAB
and full wave simulations have been used and shown to have nearby values. The
membranes of gold and aluminium have been used for the analysis and it was found
out that major difference in selection comes through switching speed criteria. The
main feature of the analysed switch is its compatibility with the CMOS foundry.
The authors feel that this analysis will provide useful database for the designers and
engineers involved in this area. Further electromagnetic analysis has also been done
for the above-mentioned switch.
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Chapter 8
Design of Microstrip Lowpass Filter
in Combination with Defected Ground
and Defected Microstrip Structures

P. Mondal, H. Dey and S.K. Parui

Abstract An asymmetric defected ground structure (DGS) in combination with
back to back connected two spiral Defected microstrip structure (DMS) cells is
proposed here to design of a lowpass filter with elliptic roll-off. The unit cell of
DGS unit consists of one rectangular slot and two square shaped slots connected by
two thin slots underneath the microstrip line on the ground plane. The passband
insertion loss has been improved to 0.2 dB using High–Low impedance line. Both
IE3D simulated and measured S-parameter responses are found a very good
agreement. Finally, a lowpass filter at 3 dB cutoff frequency at 2.5 GHz with a
20 dB rejection bandwidth of 40 % and sharpness factor of 60 dB/GHz has been
achieved.

Keywords Lowpass filter � DGS � DMS � Hi–lo line � Elliptic response

8.1 Introduction

A defected structure etched on the ground metallic plane of a microstrip line is an
attractive way for having finite pass band, rejection band and also slow-wave
characteristics. The defected structure on the ground effectively disturbs the shield
current distribution on the ground plane and thus, introduces high line inductance
and capacitance of the microstrip line. Thus, the structure produces wide stopband
with reduce size. Dumb-bell shaped Defected structure is traversed first time by
Ahn and applied to design a lowpass filter [1, 2]. Unit cell was delineated as a
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one-pole Butterworth type filter, where the capacitances are created from the gap
and so as the inductances from the loop. As compared to all pole filters, the obvious
knowledge of a filter with attenuation poles and zeros are at finite frequencies, thus
showing higher selectivity. Such defected ground structures (DGS) with quasi-
elliptical response and asymmetric nature was proposed in recent time [3–5]. The
radiation in distinction to the ground plane is the major compel to design DGS
based circuit. A high selective filter would be favourable owing to the requirement
for recently expanding communication systems in reach of finite spectrum resour-
ces. A DGS filter with quasi-elliptical response having high selectivity was pro-
posed first by Chen et al. [3].

The microstrip line is always a good transmission line. The microstrip line
performance may also be improved by etching signal plane geometry and such
structures are widely known as Defected Microstrip Structure (DMS). The
impedance of microstrip line is increased due to the discontinuities introduced in
the path of EM-wave which has been raised by the slow wave factor of a defected
microstrip line. This phenomenon may be used to bring down the size of planar
passive circuits like coupled lines, microstrip-line length and microstrip antennas.
Thus filtering characteristics improves, which helps to meet emerging applications
and challenges.

In this paper, an asymmetric DGS underneath the microstrip transmission line is
proposed. Its unit cell consists of one rectangular slot and two square slots con-
nected by two thin slots underneath microstrip line on the ground plane. It was
observed that the asymmetric DGS produces 3rd order elliptical response and thus,
yields very sharp filtering characteristics. A spiral DMS shows one pole band
rejection characteristics with higher attenuation around −30 dB. Two spiral DMS
cells cascaded back to back on the signal plane of the microstrip line yield two pole
response with close pole frequencies. Finally a lowpass filter has been realized
using proposed DGS unit in ground plane in combination with pair of proposed
DMS units on the signal plane which provide a wide and deep stopband. The
microstrip line has been replaced by hi–lo impedance line to reduce insertion loss in
the passband.

8.2 Frequency Characteristics of Proposed
Asymmetrical DGS

Defected Ground Structure (DGS) is an etched lattice shape, which locates on the
ground plane. DGS are of increasing importance in filter applications. Figure 8.1a
shows the schematic diagram of an investigated asymmetric DGS unit pattern
consists of one rectangular slot and two square slots connected by two thin slots
underneath microstrip line on the ground plane. Thin transverse slots underneath
microstrip line increases effective capacitance value, whereas rectangular/square
slots provide effective inductive loading.

62 P. Mondal et al.



In order to investigate the frequency characteristics of the proposed DGS unit,
different dimensions are taking as: upper rectangle is of length 10 mm and width of
4 mm, the lower square is of 4 mm × 4 mm, and for the connecting slots of
4 mm × 0.4 mm as shown in Fig. 8.1a. The FR4 substrate with dielectric constant
of 4.4, height of 1.59 mm and loss tangent of 0.02 is considered here for the design.
Width of the microstrip line is found to be 3 mm corresponding to 50 Ω charac-
teristics impedance. The structure is simulated by MOM based IE3D E-M Simu-
lator. The simulated S-parameter results show a 3rd order lowpass filter with elliptic
response and having pole frequency at 2.8 GHz and 3 dB cutoff frequency at
2.5 GHz.

8.3 Frequency Characteristics of Proposed
Both Sided Symmetrical Spiral DMS

The line inductance and capacitance are added due to the disturbances created in the
shield current distribution which has been made by the defected structure on the
signal plane of a microstrip line. These new brand of slow-wave structures are
called DMS. The schematic diagram of proposed spiral DMS cell and back to back
connected DMS pair of cells are shown in Fig. 8.2a. The back to back connected
DMS on the microstrip line shows a stop band with pole frequency at 3.6 GHz with
a maximum attenuation of −40 dB as shown in Fig. 8.2b.
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8.4 Lowpass Filter in Combination with DGS
and DMS on a Microstrip Hi–Lo Line

One remarkable fact of using both the DGS and DMS under or on the microstrip
line is that it can increase the overall characteristic impedance incorporating the
additional effective inductance produced by the proposed structure. The inclusion of
this ancillary inductance causes the characteristic impedance to be above from that
of a stereotypical microstrip line having same line width. So, the microstrip line
impedance go high in case of DGS and DMS use. As the matching ports are of 50 Ω
line only, thus it can’t match properly with the high impedance line. So, the
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structure becomes lossy throughout the pass band. So, as to remove this problems
we have used here hi–lo line as the signal plane instead of simple microstrip as
shown in Fig. 8.3a. The shunt capacitances of high–low impedance line due to
fringing effect improve the insertion losses in the passband.

The high–low line reduces the losses by 1.2 dB that was presented in the case of
normal 50 Ω microstrip line as shown in Fig. 8.3b. The combination of DGS and
DMS cells shows a 5 pole lowpass filter having 20 dB rejection bandwidth of 40 %
and 3 dB cutoff at 2.5 GHz.

The prototype of the proposed lowpass filter has been fabricated on the FR4
substrate with dielectric constant of 4.4, height 1.59 mm and loss tangent of 0.02 as
shown in Fig. 8.4. The fabricated unit has been measured using Agilent make vector
network analyser (model N5230A). The measured result shows the 3 dB cutoff
frequency at 2.4 GHz in comparison with the simulated result of 2.5 GHz. Also, the
measured selectivity or roll-off of 60 dB/GHz is achieved in comparison with
simulated result of 68 dB/GHz. The measured 20 dB rejection bandwidth is 45 %
with respect to simulated values of 40 % (Fig. 8.5).

Fig. 8.4 Photographic view of the fabricated prototype of lowpass filter a front and b back

Fig. 8.5 Simulated and
measured S-parameters of the
proposed filter
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8.5 Conclusion

In this paper a new method of designing lowpass filter is proposed with the
combination of DGS and DMS cells. The passband insertion loss is improved by
using high–low impedance line and obtained the passband insertion loss of 0.6 dB.
The filter offers 40 % fractional bandwidth (rejection) with cutoff at 2.4 GHz. The
filter is very miniature in size and easy to fabricate.
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Chapter 9
Adaptive Power Control Scheme
for the Cognitive Radio System Based
on Receiver Sensitivity

Indu Bala, Manjit Singh Bhamrah, Vanita Rana, Neelu Jain
and Ghanshyam Singh

Abstract Cognitive radio has been proposed as the most promising technology to
overcome the spectrum scarcity problem by exploiting the vacant frequency band of
assigned licensed spectra; though some tradeoffs exist to protect the licensed pri-
mary user communication and to enhance the throughput of unlicensed secondary
cognitive user. Through spectrum sensing and power control scheme, this issue can
be addressed well as it allows the cognitive user to access the licensed band when
primary user is not using it. In most of the previous works, it has been assumed that
for transmission power control, perfect channel state information is available
beforehand to the cognitive transmitter. This assumption does not hold good in
practical scenarios and moreover it is difficult to implement spectrum sensing in
device. To address this issue, a sensing free power control scheme based on CR
receiver sensitivity is proposed in this paper. It allows cognitive user to controls its
transmission power adaptively by approximating the distance from primary through
cognitive receiver sensitivity. Simulation results are presented to verify the theo-
retical analysis.

Keywords Cognitive radio � Signal to interference plus noise ratio � Transmission
power � Receiver sensitivity
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9.1 Introduction

Cognitive Radio is an emerging wireless technology that has grabbed the attention
of researchers, academician and telecommunication industries worldwide. Recent
survey reports show that unlicensed frequency bands have become overcrowded
from past few years with widespread acceptance of diverse wireless technology
applications like smartphones, tablets, etc., whereas, licensed frequency bands are
being used intermittently. To deal with the conflicts between unlicensed spectrum
overuse and underutilization of licensed frequency bands, Cognitive Radio tech-
nology has been proposed as a viable solution to this scarcity problem [1]. The term
Cognitive Radio was first introduced by J. Mitola and it refers to the radio that uses
real-time interaction with its environment to determine transmitter parameters such
as frequency, power and modulation scheme, etc. It allows unlicensed subscribers
to access licensed frequency band with some power constraints such that minimum
or no interference may be experienced by the primary user and its quality of service
(QoS) may not get affected while sharing its spectrum with unlicensed secondary
subscriber. Few performance criteria to evaluate QoS of secondary user have been
enlisted in [2]. To minimize the interference from SU to PU and in order to have
guaranteed QoS to the PU, transmitted power of SU must be controlled intelligently
based on its distance from the licensed primary user [3].

The rest of the paper is organized as follows: In Sect. 9.2, literature review is
given. System model is discussed in Sects. 9.3 and 9.4 which gives mathematical
modelling for the proposed model followed by system parameters and simulation
results in Sect. 9.5. Conclusion is given in Sect. 9.7.

9.2 Literature Survey

In [4], the effective transmission area for CR user has been approximated from
geometrical point of view. Due to its highly irregular shape, it is difficult to apply
power control scheme over it. In [5], a technique is described to approximate the
distance between primary and secondary user by using sensing side information and
to control its transmission power. The effectiveness of this approach has depen-
dence upon the sensing data, i.e. how fast the data sensed and how accurate is the
sensing data. Several literature studies have dealt with an issue of reducing sensing
time [6] and sensing techniques such as energy detection, matched filter detection,
cyclostationary feature detection, etc. [7]. Due to the ease in implementation,
energy detection scheme is most popular. The performance of any spectrum sensing
scheme is evaluated in terms of probability of false alarm, probability of detection
and probability of missed detection, where the probability of missed detection may
be defined as the probability that secondary or unlicensed user may not be able to
detect the presence of primary user when in actual it is present. In such situations,
secondary user transmission may cause severe interference to primary legacy user.
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On contrary, probability of false alarm may be defined as the probability of
detecting primary user by secondary when it is not present. This may lead to the
spectrum underutilization and precious natural resource may be wasted. Generally,
there exist a tradeoff between probability of the false alarm and probability of the
missed detection based on sensing threshold.

Many researchers have proposed power control techniques based on spectrum
sensing schemes and assumed that perfect channel state information (CSI) is
available. All these assumptions do not hold good in practical scenarios due to time
varying channel, feedback delay, quantization error and estimation errors [8, 9].
Moreover, due to the non-zero probability of the false alarm and missed detection
and implementation complexity of the spectrum sensing [3], in this paper sensing
free power control scheme has been proposed based on CR receiver sensitivity.

9.3 System Model

Figure 9.1 shows the proposed system model of cognitive ad hoc network. Red,
Blue and Green triangles are representing cognitive radio terminal, primary trans-
mitter and primary receiver, respectively. R represents maximum coverage area of
primary transmitter. Rp is representing protected radius within which primary
receiver will have guaranteed quality of services, and therefore no secondary user is

allowed to communicate inside this region. For an area p R2 � R2
p

� �
, both primary

and secondary users may coexist with some power constraints on secondary users.

CRx

Rp 

R

D

PTx

Fig. 9.1 Proposed system model
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Since primary and secondary users are accessing same channel, legacy primary
user will receive the interference from secondary cognitive user. Therefore, it has
been assumed that if signal plus interference noise ratio (SINR) received at primary
receiver is more than the minimum SINR required to interpret signal from primary
transmitter, the secondary interference is acceptable. A worst-case scenario is
considered when primary receiver is at the boundary of protected radius, i.e. Rp

away from the primary transmitter where SINR for primary receiver is lowest. In
this paper, overlay transmission scheme is considered for which cognitive user
could present anywhere at a distance D away from the primary transmitter. In
Fig. 9.1, all red triangles are representing the plausible positions of single CR user.

9.4 Mathematical Modelling for Proposed Power Control
Scheme

For the spectrum sharing between legacy primary user and secondary user in same
frequency band, SINR of primary receiver dp must remain all the time higher than
dmin [5]. If Pp is transmitted power of primary user, Ps is secondary transmitted
power, Pn is noise power signal to noise plus interference power dp may be defined
as:

dp ¼ Ppf Rp
� ��

Pn þ Psf Dð Þ ð9:1Þ

For both types of users to coexist

dp � dmin ð9:2Þ

Using (9.2), (9.1) could be written as

Ppf Rp
� ��

Pn þ Psf Dð Þ� 10
dmin
10 ð9:3Þ

where f �ð Þ is path-loss function based on two ray ground propagation model [10].
According to this, the received power Pr from transmitter situated at a distance
r may be written as

Pr ¼ PpGpGsh2ph
2
s

.
rn ð9:4Þ

where Pp is the transmitted power, Gp and Gs are gains of PU transmitter and CR
receiver antennas, respectively; hp and hs are heights of antennas of the PU
transmitter and CR receiver, respectively; r is the distance between transmitter and
receiver and n is path loss factor. Without loss of generality, it has been assumed
that gains of transmitting and receiving antennas are unity, heights of both antennas
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are equal and both types of users are experiencing same path loss. The value of
path-loss exponent is assumed 3 until stated otherwise. Based on these assumptions,
path-loss function in (9.3) may be defined as

f xð Þ ¼¼ x�n or � 10nlog10 xð Þ dB½ �; ð9:5Þ

where x represents distance and n represents path loss exponent. Generally, it
ranges between 2 and 4 for dense urban environment. Using (9.4), (9.3) become

PpR
�n
p =10

dmin
10

� �
� Pn

n o
=Ps

h i�1
n ¼ Dmin ð9:6Þ

PpR�n
p

.
10

dmin
10

� �
� Pn

n o
Dn

min ¼ Ps ð9:7Þ

Minimum value of power received by SU receiver from PU transmitter when SU
is positioned nearest to it (i.e. Dmin) will be given by

Ps ¼ min Ps;Pmax½ �; ð9:8Þ

where Ps calculated power is level from (9.7) and Pmax is maximum allowed
transmitted power for secondary user. Maximum transmission power limit has been
imposed on secondary transmitter otherwise it could be health endangering situa-
tion. If we define a function g Rp;Dmin

� �
to decide the current power level, such that

gðRp;DminÞ ¼ Pp � 10n log Rp þ Dmin
� � ð9:9Þ

Depending upon physical separation between primary receiver and secondary
transmitter, two cases arise. Case I: If g Rp;D

� �
[ g Rp;Dmin

� �
means secondary

user is operating near to the primary transmitter (as shown in Fig. 9.2a), and
therefore spectrum sharing is not possible. Case II: If g Rp;D

� �� g Rp;Dmin
� �

means
secondary user is operating away from primary transmitter (as shown in Fig. 9.2b),
and therefore can transmit at power level calculated from (9.9).

Here, protected radius Rp is fixed and Dmin is minimum distance calculated from
the PU receiver position at the boundary of the protected radius when PU and SU
receiver are positioned in straight line and SINR is just sufficient to provide
guaranteed quality of service to the primary user. At a distance D\Dmin; the
communication from secondary user must be strictly prohibited so that it may not
deteriorate the service quality of primary. In other words, the existence of the
optimal power control relies on Rp and Dmin and therefore for optimal power control
Case I must be avoided. Thus, for optimum power control, condition is (Fig. 9.3)

g Rp;D
� �� g Rp; Dmin

� � ð9:10Þ
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The maximum decodable radius of primary transmitter is R as shown in Fig. 9.1.
Therefore, the distance between primary and secondary receivers can be calculated
as

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
p þ R2

1 þ 2RpR1 cos h
q

; ð9:11Þ

where θ is relative angle between PU and SU receivers.

Rp

R

Dmin

D

CR

PR

Rc

Rp 

R

Dmin

CR

PR

Rc

(a)

(b)

Fig. 9.2 a g Rp;D
� �

[ g Rp;Dmin
� �

(Case I). b g Rp;D
� �� g Rp;Dmin

� �
(Case II)
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9.5 Shadowing and Fading Effect

In this section, the shadowing effect is considered which mainly occurs due to the
shadowing by building and other objects. Under shadowing, the path loss can be
written as [10]:

PL dð Þ dB½ � ¼ 10 log P0 d0ð Þ½ � þ 10a log
d
d0

� 	
þ X ð9:12Þ

Here, PL dð Þ is the path loss between primary transmitter and secondary trans-
ceiver separated by distance d. d0 is the reference distance; P0 is the signal power at
d0 and X is the shadowing parameter described by a zero-mean Gaussian random
variable with standard deviation σ which is location and distance dependent.
Therefore, the received power at SU receiver is

g Rp;Dmin
� �

dB½ � ¼ Pp dB½ � � PL dð Þ dB½ � ð9:13Þ

CRx

PRx

Ref 

AxisPTx

R1

D 

Rp

Fig. 9.3 Unknown distance calculation between PU and SU receiver
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9.6 Performance Results

In this section, the performance of the proposed power control scheme is evaluated
through simulation. The parameters used in simulation are listed in Table 9.1.

Figure 9.4 shows the variation in SU transmission power level corresponds to
the minimum distance required between PU and SU for different threshold values
without power control. As shown in Fig. 9.5, SU transmission power and minimum
separable distance between PU and SU holds inverse relationship. It is clear that SU
transmission power can be increased by increasing the spacing between PU and SU
only. Figure 9.5 shows power received by secondary user from primary user (i.e.
receiver sensitivity) and corresponding transmission power of secondary user. As
expected, received primary power at SU location decreases as secondary user
transmission power increases. In other words, SU receiver sensitivity must be
increased as the SU transmission power increased. This is because, with an increase
in secondary user transmission power, interference to the primary user also
increases. Therefore, secondary receiver sensitivity must be increased to make
detection of the weakest primary signal possible under noisy environment. In
addition to this, it has also been observed that, receiver sensitivity must be increased
as the minimum decodable SINR for the primary user increases.

Table 9.1 Simulation parameters

S. No. Parameter Symbol Value

1. Primary transmission power Pp 30 dBm (1 W)

2. Secondary transmission power Ps 0–30 dBm (0.1–1 W)

3. Shadow parameter X 0 or 2 dBm

4. Path loss factor n 3

5. Primary threshold cmin 5 dBm

6. Maximum transmission power for SU Pmax 30 dBm (1 W)
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Figure 9.6 shows secondary user transmission power with respect to the distance
between incumbent primary user and secondary user. The impact of minimum
detectable SINR has also been observed. It is clear from the graph that CR transmitter
power increases as it is moving away from the primary user location. Figure 9.7
shows the plane of optimum power of cognitive transmitter for the proposed power
control algorithm. It can be observed that optimum transmission power for SU
remains constant, i.e. maximum 30 dB for certain range of θ when the separation
between primary transmitter and cognitive receiver is far greater than from Rp:

Therefore, to avoid health endangering situation, highest transmit power level is
restricted to the maximum value of 30 dB. Similarly, an optimum power for the
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transmission is approaching to zero and below for certain range of θ when the
separation between CR transmitter and receiver is far less than the minimum required
separation distance and SU transmitter is within the transmission area of primary.
Similarly, an optimum power for the transmission is approaching to zero and below
for certain range of θ when the separation between CR transmitter and receiver is far
less than the minimum required separation distance and SU transmitter is lying in the
transmission area of primary.
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9.7 Conclusion

In this paper, sensing free, adaptive power control scheme for cognitive radio
networks is proposed for SUs in which the SU makes transmission power level
decision based on the receiver sensitivity. The distance between PU and SU is
approximated through SU receiver sensitivity. Simulation results are verifying
theoretical results that the optimum power control for cognitive user can only be
achieved if and only if the separation between PU and SU is significantly large and
the same can be approximated through SU receiver sensitivity, i.e. the minimum
detectable power by SU from PU. The idea proposed in this paper can be extended
further and generalized for multiple secondary users. A distributed power control
scheme and multiple access protocol could be designed jointly to make cognitive
radio network much more robust and efficient.
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Chapter 10
A Random Bit Generator Using Rössler
Chaotic System

Chayan Banerjee, Debanjana Datta and Debarshi Datta

Abstract In this paper, a random bit generator is proposed which utilizes the
chaotic nature of a Rossler System. The generator is modelled and the generated
random sequence is tested using statistical tests like autocorrelation test, runs test
and monobit test. The sequence shows a high degree of randomness, besides being
simple for real-world implementation.

Keywords Chaotic system � Random bit generator � Rossler system

10.1 Introduction

Nowadays with the increase in dependence on the Internet and telecommunication
systems, the security of the transmitted information has become a major issue of
concern. Cryptographic techniques are thereby used to enhance the security of these
systems. Random numbers play a very essential role in enhancing cryptographic
systems. A random generator may be defined as an algorithm which generates a
stream of unbiased binary digits or shows randomness. Random bit generators are
also used in fields like computer simulation, numerical analysis, transfer of data via
channel coding and watermarking [1, 2]. The classical method of generating ran-
dom numbers is by employing Linear Feedback Shift Registers. But alternatively,
chaotic systems can also be used for designing random bit generators. Chaotic
systems possess certain interesting features like sensitivity to initial conditions,
ergodicity and mixing (stretching and folding) [3], which are quite desirable
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characteristics for developing RNGs and encryption systems. There are certain
specifications of a chaotic dynamic system [4–6].

1. Chaotic movement is neither periodic nor convergent.
2. The output of the chaotic system is very erratic and resembles random noise
3. Chaotic systems are very sensitive to their initial state or conditions. A partial

change to their initial state causes a big difference in the outputs of the chaotic
system.

4. Outputs of a chaotic system are unpredictable.

There are a lot of literatures [3, 7–9] that proposes the application of chaotic
systems or chaotic maps in generation of pseudo random bitstream. Most of these
RNGs employ two simple chaotic maps and XOR the generated sequence from the
two different chaotic functions. This XOR process increases the complexity of the
sequences and makes it hard for the attacker to extract sensitive information from
the sequences [10]. In dynamical systems, a map denotes an evolution function that
creates the system. Maps may be parameterized by a discrete-time or a continuous-
time parameter. Discrete maps usually take the form of iterated functions. Chaotic
maps may also be classified according to their space dimensions. [10] uses two, 1D
chaotic maps whereas [3, 11] use a single 1D chaotic map (tent map) for random
binary string generation. 3D chaotic maps are also used [12, 13] (Lorentz attractor
and Chua’s circuit) for cryptographic applications and for generation of random bit
sequences.

10.2 Rossler System

Rossler System is a chaotic system comprising of three nonlinear ordinary differ-
ential equations. The equations define a continuous-time dynamical system that
shows chaotic dynamics. Rossler attractor is a chaotic attractor solution to the
following system

_x ¼ �y� z ð10:1Þ

_y ¼ xþ ay ð10:2Þ

_z ¼ bþ zðx� cÞ ð10:3Þ

This system is minimal for continuous chaos for at least three reasons: its phase
space has the minimal dimension 3, its nonlinearity is minimal because there is a
single quadratic term and lastly it generates a chaotic attractor with a single lobe, in
contrast to the Lorenz attractor which has two lobes. In Eq. (10.1), (x, y, z) are the
three variables that evolve in the continuous time t and (a, b, c) are the three
parameters. The linear terms of the two first equations create oscillations in the
variables x and y. These oscillations can be amplified if a > 0, which results into a

82 C. Banerjee et al.



spiraling-out motion. The motion in x and y is then coupled to the z variable ruled by
the third equation, which contains the nonlinear term and which induces the rein-
jection back to the beginning of the spiraling-out motion [14], see Figs. 10.1 and 10.2.

10.3 Rossler-Based Pseudo Random Number Generator
(RPRNG)

The random number generator is based on the solutions to the three differential
equations, namely x, y and z. Each of these continuous outputs is sampled and the
sequences of integers are generated. From the sampled values only positive integers
are retained A × 103 multiplier, works to convert the samples into large integer
values. In the next step, the integers are rounded off to the nearest zero and then
these series of the integers are converted to binary bits and appended together to
form the sequences of required size.

So now we have three binary sequences generated from the actual solutions x,
y and z. These solutions directly depend on the initial values of the Rossler System,
as is the general characteristic of a chaotic system. So at start, a and b are fed to the
system as constant (both kept at 0.1) while c is kept constant only for a cycle and it
may change in the next cycle so that the sequences generated over different cycles

Fig. 10.1 Plots showing the solutions to the system of differential equations, x, y and z plotted
against time

Fig. 10.2 Plot showing the chaotic nature of the system. a Plots x and y, b, c shows the 3D plots
of the system with x, y, and z
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preserve a particular amount of variety (see Fig. 10.3). We have identified certain
states or values of c (keeping a, b constant) where the Rossler behaves truly chaotic,
e.g. at c = 9, 10, 13, 18, etc. So for deciding on the value of c for a particular cycle,
we have kept a ‘Randomly shuffled array’ [15] which is shuffled every cycle and the
first value after each shuffle is forwarded to the Rossler system as the c value for
that cycle. As the next step, the two binary sequences belonging to x and y are
XORed together and the result ‘m’ is saved. Next the z sequence is also XORed
with the previous result m. The final sequence thus generated is the pseudorandom
sequence generated with aid of the Rossler System. Figure 10.3, represents the
process as described above.

Figure 10.4 shows the SIMULINK model of the Rossler System that has been
used for generation of the random sequence. The model can be explained in relation
to the Rossler System equations, mentioned in the previous section. Figure 10.5 is
the random sequence (140 bits) generated after going through the complete process
as described in Fig. 10.3. The sequence is generated by taking the initial values to
the Rossler system as a = b = 0.1 and c = 9.

Fig. 10.3 The complete
random sequence generation
process
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10.4 Analysis of Randomness and Conclusion

Statistical tests are performed to check the randomness of the sequence. The results
of the tests are mentioned as follows.

Runs Test: Success, with a p-value = 0.4932
Autocorrelation and partial Autocorrelation: Pass, see Fig. 10.6

Fig. 10.4 Simulink model of the Rossler system

Fig. 10.5 Random sequence generated, a = b = 0.1, c = 9, length = 140 bits
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Monobit Test:

Bits nð Þ ¼ 10; s10 ¼ 0; sobs ¼ 0; p ¼ 1; success

¼ 40; s40 ¼ �16; sobs ¼ 2:52; p ¼ 0:012; success:

From the basic tests performed, it has been observed that in case of Monobit test
the sequence fails as the bit length is increased beyond 40 bits, while the sequence
shows perfect randomness for bit lengths of around 10.

Thus the sequence generated from the proposed random bit generator is found to
have good randomness. The advantages of the generator are sensitivity to initial
inputs, different sequences for different cycles (using randomly shuffled array) and
simplicity for implementation and the portability architecture (only positive integers
used).
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Chapter 11
Optimized WiMAX Network Development
in India: Specification and Implementation

Angana Chakraborty, Sajal Saha, Indrajit Banerjee
and Arnab Gupta

Abstract WiMAX became popular due to simplicity of installation and cost
reduction compared with traditional DSL cable. It is very important to provide
Quality of Service (QoS) to end user to guarantee diversifying requirements of
different applications in WiMAX. The system requirement of next-generation
mobile WiMAX is supposed to be based on IEEE 802.16 m which is still in letter
ballot stage specifically considering Indian environment. This paper presents an
optimized architecture and scenario based on the recently standardized IEEE
802.16 m framework, integrating both mobility management and QoS in Indian
scenario. Moreover, we analyse the QoS issues like throughput, uplink and
downlink packet drop. OPNET-based simulation platform has been introduced for
the verification of analytical model and results. The numerical results found in
simulation can be used to select proper network configuration.
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11.1 Introduction

Ever-increasing demand for higher bandwidth cannot be met with the existing
Digital Subscriber Line (DSL), cable Internet and other non-optical wired solutions
requiring installation of transmission cables. Wireless technologies eliminate need
for such installations. WiMAX is a solution for wireless broadband communication.
WiMAX is flexible, robust, affordable and economically feasible and therefore
assures to provide high bandwidth communication and networking solutions up to
48 (fixed downlink) and 7 Mbps (fixed uplink) even in the remote areas with a
coverage area of 8 km [1]. Mobile WiMAX provides 9.4 Mbps for downlink and
3.3 Mbps for uplink across the coverage area of 3 km. Its high-speed data enables
various multimedia applications along with the conventional telephony service.

The original WiMAX standard, IEEE 802.16 (2001), specified in the 10–66 GHz
range for fixed and nomadic services has gradually [2] evolved to IEEE 802.16 m
(2011) as shown in [3]. WiMAX operates in both licensed and unlicensed bands.
Unlicensed band operates on 2.4 and 5.8 GHz bands. Licensed band operates on
700 MHz, 2.5 GHz. Bharat Sanchar Nigam Limited (BSNL) gave a trial run [4] of
WiMAX in some metropolitan cities of India in 2011 but did not move further. The
primary focus of this paper is to analyse the QoS issues of WiMAX network in
Indian scenario and check technical viability.

11.2 Background Study

A group was formed by the industry and standardization forums and agencies in
telecommunication such the Internet Engineering Task Force (IETF), 3rd Generation
Partnership Project (3GPP2), DSL forum, Open Mobile Alliance (OMA) and Intel
(more than 470 members till date). Aldmour [5] proposed some features of WIMAX
and its future perspectives. Singh [6] illustrated benefits, drawbacks and applications
of WiMAX. Etemad [7] and Ahmedi [8] illustrate the brief overview, technology,
architecture, interface and network specifications of WiMAX and its evolution
through the WiMAX forum. Chen et al. 9] proposed design and implementation of
WiMAX module for ns-2 simulator.The main features of WiMAX are its high
throughput and large coverage area [10, 11]. The QoS classes of WiMAX are,
unsolicited grant service (UGS), real-time polling service (rtPS), non-real-time
polling service (nrtPS) and best effort (BE). A different type of data uses a different
type of QoS class to achieve the maximum throughput using the minimum bandwidth
[12]. Scheduling of the four QoS classes are defined in IEEE 802.16 m for various
applications. Khalil and Ksentini [13] and Jain and Verma [14] compared different
scheduling services like Proportional Fair Scheduling algorithm, Cross-layer
Scheduling Algorithm and TCP aware uplink Scheduling algorithm. Liu et al. [15]
tries to optimize the resources in Cross-layer scheduling algorithm by providing fixed
slots k to the UGS out of the n slots (n > k) of radio resources. (n− k) slots are allocated
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to the rtPS, nrtPS and are dynamically based on an algorithm defined in [10, 13, 15,
16]. Author in [4, 12] investigated the behaviour of different scheduling algorithms for
OFDMA/MIMO-based WiMAX (IEEE 802.16 m) architecture and analyse the
quality of service (QoS) issues like throughput, end-to-end delay, interference, signal-
to-noise ratio, call blocking probability and call dropping probability using OPNET
modeller for only 2 nodes.

11.3 WiMAX Architecture

Each WiMAX network architecture consists of two prime entities: ASN (Access
Service Network) and CSN (Connectivity Service Network) as shown in Fig. 11.1.
ASN provides the radio interfaces that connect MNs with the network. ASN
handles the radio interface and contains the Base Station (BS). ASN gateway which
has a one-to-many relationship with BS. ASN gateway handles the mobility
between BS.

WiMAX architecture comes up with three ASN profile (profile A, B, C). Profile
A controls overall handover procedures. The CSN is a set of network functions that
provide IP connectivity to WiMAX MNs. The CSN contains gateways for internet

CSN

CSN
R4

R3

R5

R3

Internet

R1

R1

R1

R1

R2

R6

Fig. 11.1 IEEE 802.16 m network architecture developed by the WiMAX forum
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access, routers, servers or proxies for AAA, IP-allocation, user databases and in-
ternetworking devices. HA and AAA together provide authentication. AAA also
provides billing records. CSN also handles admission and policy control, mobility
between ASN and specific WiMAX services such as location-based services.

Interfaces are used to communicate between different entities. Specifications of
the different interfaces are shown in Table 11.1.

11.4 Network Model

We used OPNET simulator and MATLAB for simulation. Optimized Network
Engineering Tool (OPNET) provides a development environment supporting the
communication networks. Both behaviour and performance of the modelled system
can be analysed through discrete event simulator. OPNET provides graphical editor
to enter network model details. It consists four such types of editor names network
editor, node editor, process editor and parameterized editor organized in a hierar-
chical way. We design the optimized network model scenario in OPNET, run the
model under different condition, collected data and plot the data in MATLAB. We
set up two nodes MN1 and MN2 under the jurisdiction of BS1 and BS2 respec-
tively as shown in Fig. 11.2.

QoS issues are handled at MAC sub layer. The IEEE 802.16 m slandered MAC
sub layer provides QoS differentiation for the different types of applications through
five different scheduling service types also called QoS service classes. UGS
designed to support constant bit rate which is not used in real life situation. rtPS
designed to support real time services with variable bit rates and delay, i.e. VoIP on
a periodic basis. nrtPS designed to support non-real-time applications with variable
data rates which require guaranteed data and delay, i.e. VoIP with silence sup-
pression. nrtPS non-real-time and delay-tolerant services that require variable size
data grant burst types on a regular basis such as FTP. BE designed to support data
streams that do not require any guarantee in QoS such as HTTP.

Table 11.1 802.16 m interfaces

R1 interface MN to BS connection, radio link

R2 interface MN to HA connection, supports roaming

R3 interface ASN to CSN connection, supports authentication, billing and MIP messages

R4 interface ASN to ASN connection, defines mobility procedures when a MN crosses from
one ASN to another ASN

R5 interface CSN to CSN connection, supports roaming

R6 interface MN to ASN connection, supports mobility messages

R7 interface Internal to ASN gateway, not shown in Fig. 11.1

R8 interface BS to BS connection, supports handoff
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rtPS is taken as initial QoS service class to support real-time services with
variable bit rates. We consider the following parameters as shown in Table 11.2.

11.5 Simulation Results and Analyses

Two mobile nodes Mobile_1_1 and Mobile_2_1 are located under Base stations
BS_1 and BS_2, respectively.

Mobile_1_1 making a call under WiMAX environment with Mobile_2_1 using
4 Mbps as maximum available bandwidth and 0.5 Mbps as minimum available
bandwidth.

Figures 11.3 and 11.4 show the throughput and voice packet end-to-end delay
under static condition. Figure 11.3 shows the throughput to be 380 Kbps compared
to GSM 9.6 Kbps voice data transfer.

Mobile_1_1 and Mobile_2_1 are moving following the node movement path as
shown in Fig. 11.5.

Test cases has been taken into consideration and each of the cases we try to
figure out the fluctuation in throughput and packet dropped at 60, 90, 100 kmph
speed to define the complete agility of the system.

Urban area in India maximum vehicular speed limit is 60 kmph. We keep MN’s
speed at 60 kmph and run the simulation as shown in Fig. 11.6 and drop in
throughput is found to be 26 % during handoff after 5 min which is below the
breakeven point.

This speed is achieved by the express train in India. We observed that
throughput drop is 19.67 % during the handoff as shown in Fig. 11.7.

Fig. 11.2 WiMAX architecture
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Table 11.2 Parameters taken

Min. MN velocity 60 kmph

Max. MN velocity 100 kmph

Frequency bandwidth
used

2.3–2.4 GHz

Channel bandwidth 8.75/10 MHz

FFT size 1,024

RF multiple access mode OFDMA

Antenna type Omni directional

MIMO Matrix 4/4

Transmission power Max. 20 Wt

RCV buffer size 64 kB

Antenna gain 23 dBi

Base station parameters:

Maximum number of SS nodes 15

Service class name Gold (rtPS)

Mac address Auto assigned

Maximum power transmission 0.5 W

PHY profile wireless OFDMA
20 MHz

PHY profile type OFDM

Mobile station
parameters:

Handover parameters:

MS handover retransmission timer 30 ms

Maximum handover request
retransmit

6 ms

Maximum sustained traffic rate 4 Mbps

Minimum reserved traffic rate 0.5 Mbps
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As the speed further increased, throughput dropped drastically as shown in
Fig. 11.8 to 73.68 % which is much beyond the break-even point and call drop and
call block occurs. Therefore, from Table 11.3 it is evident that 90 kmph is the
maximum achievable speed for a MN under vehicular condition.

A comparative analysis of throughput has been made with other four available
scheduling algorithms like UGS, rtPS, nrtPS, BE as shown in Fig. 11.9. Simulation
is performed keeping the speed at 90 kmph.
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Figure 11.9 shows the comparative throughput analysis of different QoS service
classes. It is evident from Fig. 11.9 that throughput for service class BE is maxi-
mum and nrtPS is minimum. Figures 11.10 and 11.11 depict that uplink packet drop
and downlink packet drop variation of different scheduling algorithm. We can
conclude from Figs. 11.10 and 11.11 that we can use BE service class except some
specific conditions.

Table 11.3 Drop in
throughput under various
moving conditions

Drop in throughput

bits/s Percentage

60 90,000 26

90 61,000 19.67

100 280,000 73.68
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11.6 Conclusions

In this paper we made an in-depth study of the performance of the mobile WiMAX
network with respect to different MAC service classes under vehicular condition. It
has been observed that a vehicle with IEEE 802.16 m connectivity can move up to
90 kmph avoiding significant packet drop. It is also observed that BE QoS service
class can be used in general condition to get maximum throughput, low latency and
low BER.

WiMAX may be a viable solution for India as current government policy targets
to have broadband connection in all secondary schools, healthcare centres. WiMAX
will provide a sustainable solution for the Indian service providers as some Indian
operators having with 3G licenses cannot adequately develop wireless broadband
service due to the limited 2X5 MHz bandwidth scarcity. Therefore utilizing
2X20 MHz spectrum in the 2.3 GHz band for the operation of a WiMAX network is
a promising candidate solution for realizing next generation all-IP networks.
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Chapter 12
Performance Analysis of RTS/CTS
Protocol in Accessing Control Channel
in Distributed Cognitive Radio Networks

Subhasree Bhattacharjee and Swarup Mandal

Abstract In this paper, we analyse the delay performance of RTS/CTS protocol in
DCF mode to find out whether it is suitable for sensing inter packet white space. For
simultaneous sharing of channels by primary users (PUs) and secondary users
(SUs), the white space has duration of approximately 50 ms. In distributed coop-
erative sensing, the SUs perform RTS/CTS protocol with distributed coordination
function (DCF) for accessing common control channel to share sensing information
among each other. Total communication delay of this sensing approach is given as
the sum of delays of broadcasting RTS, CTS and sensing results by SUs to other
SUs. We find that RTS/CTS protocol causes much more delay than basic CSMA/
CA in distributed cooperative sensing approach.

Keywords RTS/CTS � DCF � CRN

12.1 Introduction

As the growth in wireless communications increases, demand for deployment of new
wireless devices in both licensed and unlicensed frequency band increases. Reports
from FCC reveal that static spectrum assignment policy reduces spectrum utilization.
Cognitive radio network (CRN) is proposed as one of the emerging techniques to
enhance the spectrum utilization. There are two types of users: licensed or primary
users (PU) and unlicensed users or secondary users (SU) in CRN. The SUs should not
cause interference to the PUs. The SUs periodically sense a list of channels to find out
which of the licensed channels are empty and then opportunistically use the available
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bands. Thus, one objective of sensing is to reduce harmful interference to the
communications of PUs while using the white space of a channel and at the same time
improve the spectrum utilization by making effective use of available white spaces.

In distributed cooperative sensing, each SU shares its own sensing results with
other SUs. Then each SU combines its own sensing data with the sensing results of
other peers to decide on the presence or absence of a PU in a channel. The sharing of
sensing information takes place through a common control channel (CCC). It is to be
mentioned that SUs use Distributed coordination function (DCF) mode of carrier
sense multiple access with collision avoidance (CSMA/CA) protocol to access the
CCC. In this paper, we consider that SUs use Request-To-send/Clear-To-send (RTS/
CTS)-based access technique to share their sensing results.

In the recent past, a number of research works have been carried out to analyse
different performance metrics of DCF. Bianchi proposed a markov chain model [1]
to calculate the throughput of IEEE 802.11 DCF. Wu et al. [2] modified the model
of [2] by considering packet retransmission limit. Non-adaptive characteristics of
DCF are discussed in many literatures [3, 4]. Adaptivity is the method of improving
DCF in MANET. However, to the best of our knowledge, no research has been
carried out in the recent past to analyse the effectiveness of RTS/CTS protocol
during sharing of sensing results.

Our objective is to propose analytical models to measure the performance of
RTS/CTS protocol in DCF mode. In particular, we calculate the amount of time
required by the SUs to calculate CCC access time. This measurement will guide us
for determining the suitability of RTS/CTS based CSMA/CA access strategy.

The rest of the paper is organized as follows. In Sect. 12.2, system model is
discussed. Results and graphs are discussed in Sect. 12.3. Finally, we conclude the
paper in Sect. 12.4.

12.2 System Model

In this paper we consider a single band CRN which consists of a single channel and
one dedicated CCC. We consider that CCC lies in unlicensed band. In the distributed
system, SUs perform local sensing and share their sensing results with each other
using the dedicated CCC. When N number of cooperating SUs try to access the
CCC, they use RTS/CTS protocol in DCF mode. At any given time, the CCCmay be
in ON or OFF state. When the CCC is used by one SU then it is in ON state and when
it is idle (i.e. not used by any SU) then it is in OFF state. We make the following
assumptions to model the access to CCC using RTS/CTS in DCF mode:

We consider that each SU broadcasts single bit control messages to all other
cooperative SUs. CCC is assumed as transmission error-free. In case of collision,
colliding SUs double their contention window for the retransmissions. All SUs are
time synchronized. So, all SUs sense the CCC at the same epoch.
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Figure 12.1 shows the timing diagram of RTS/CTS protocol. Average RTS or
CTS or data transmission delay can be expressed from [5] as

E½D� ¼
XR

j¼0

ðE½Dj� � QjÞ ð12:1Þ

E[Dj] and Qj can be derived from [5]. For RTS transmission, time for sending a
control packet is denoted by Ts and duration of collision, i.e. average time spent in
collision is Tc. Ts = TRTS + €. TRTS is the time for sending RTS and € is the
propagation delay. Tc = TRTS + DIFS + €.

Similarly, for CTS transmission Ts = TCTS + € and Tc = Ts + DIFS. TCTS is
the time for sending CTS. For data packet transmission Ts = H + L + € and
Tc = Ts + DIFS. H and L is the time needed for transmit packet header and payload.
For a single round total delay is the sum of the three above-mentioned delays. For N
SUs number of rounds for getting consensus is 0.6 × N [5]. Total communication
delay can be obtained by multiplying the total delay for a particular round with
0.6 × N × N, where N is the number of SUs.

12.3 Result and Discussion

In this section, we first describe system parameters which have been used for
numerical analysis. Table 12.1 depicts the various system parameters.

Figure 12.2 shows the variation in total delay (communication delay and
queuing delay) of distributed cooperative sensing approach with number of SUs

Fig. 12.1 Timing diagram of RTS/CTS protocol
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using basic CSMA/CA [5]. It is revealed that total delay varies from 1.898 to
93.299 s when the number of SUs varies from 10 to 50. Three different contention
window sizes have been used for comparison.

Figure 12.3 shows the comparison of basic CSMA/CA and RTS/CTS protocols.
It is revealed from the graph that RTS/CTS protocol incurs much more commu-
nication delay than basic CSMA/CA in distributed cooperative sensing environ-
ment. For contention window size 16 slots, RTS/CTS gives 9.257 s communication
delay for 15 SUs, whereas basic CSMA/CA causes only 2.782 s communication
delay for the same contention window size and the same number of SUs.

Table 12.1 System
parameters Parameters Values

DIFS 50 µs

Slot time 20 µs

SIFS 10 µs

Collision probability 0.55

Backoff window 16, 32 slots

Retransmission limit 6

Phy header 192 bits

RTS 160 bits

CTS 112 bits

Data rate 11 Mbps

Propagation delay 1 µs

MAC header 224 bits

Fig. 12.2 Variation in total delay in distributed sensing approach using basic CSMA/CA
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12.4 Conclusion

In this paper we analyse delay performance analysis of RTS/CTS protocol in dis-
tributed cooperative sensing environment. We find that RTS/CTS protocol incurs
much more delay than basic CSMA/CA protocol. From the literature it is found that
for simultaneous sharing of channels by PUs and SUs, white space duration is
approximately 50 ms. However, RTS/CTS protocol causes 195 ms (contention
window = 16 slots) delay for 5 SUs in distributed cooperative sensing environment.
So, RTS/CTS protocol is not a suitable choice in the distributed environment.
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Chapter 13
Winner Determination Algorithm
in Auction Framework of Cognitive
Radio Network

Subhasree Bhattacharjee and Arunava Bhattacharya

Abstract In this paper we consider the auction framework of cognitive radio
network consisting of a set of primary users and a set of secondary users (SUs). The
spectrum has been divided into channels with the help of frequency division
multiple access (FDMA). The primary users (PUs) are licensed users who lease the
vacant channels to secondary user (SUs) temporarily by auction mechanism. In this
paper we try to form an algorithm to determine the secondary user who wins
the auction. We also discuss the effect of change of number of users on bandwidth
utilization, channel utility and revenue generation by using the algorithm.

Keywords Auction � Cognitive radio � Channel utility

13.1 Introduction

Increasing demand in wireless devices leads to scarcity of spectrum resources. But
still there are number of available spectrum bandwidths that are not efficiently used
[1]. Dynamic spectrum access (DSA) solves the problem by allowing unlicensed or
secondary users (SU) to use the idle (i.e. not used by primary users (PUs)) band
opportunistically. Cognitive radio (CR) technology which provides DSA has
become the effective approach of usage of spectrum [2]. Thus, CR is an autono-
mous unit which senses the environment and changes its operating parameters to
obtain efficient spectrum utilization. Many researches are going on regarding DSA
[2–4]. Spectrum auction is another novel aspect of spectrum sharing [5, 6]. In the
spectrum trading approach, PUs lease the vacant spectrum to SUs for certain
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amount of time to earn some revenue. SUs bid for getting access to the spectrum.
The SU who provides the highest bid value will be the winner. Game theory and
pricing mechanism are efficiently been used in the design of efficient spectrum
sharing skills. In [7–9] spectrum auction is proposed for SUs. Authors in [10]
discuss a multi-winner spectrum auction algorithm. References [11–14] discuss
various researches of spectrum sharing on CR. Double auction framework was
discussed in [13]. Wang et al. [13] does not consider the interaction between the
primary users and the secondary users in the auction framework. Authors in [14]
allow the multiple winners to achieve the spectrum item at the same time.

The rest of the paper is organized as follows. In Sect. 13.2, system model is
discussed. In Sect. 13.3, parameters for graph are discussed. Section 13.4 casts light
on experiments and results. Finally, we conclude the paper in Sect. 13.5.

13.2 System Model

In this paper we try to solve the problem of determining the winner when an auction
for specific channel/channels takes place with multiple secondary users bidding for
them. We determine the winner in the auction strategy. We consider the following
matrices for our purpose. We first consider that a channel can be broken down into
some fixed length blocks. The secondary users have to specify the number of blocks
they demand as well as the price they are willing to pay for the same.

We keep track of the demand of the user by using a demand matrix
d(m × n) where dij = number of blocks of channel j that is demanded by user i. The
minimum price that any secondary user should pay while bidding is got by the
minimum bid matrix bn where bi = minimum bidding price for a unit block of
channel i. The total price paid by the secondary user for the number of blocks he
demands is stored in the price matrix p(m × n) where pij is the total price user i pays
for the channel j. Once we have the price, minimum bid matrix and the demand
matrix, we can solve the problem to get which user gets which channel. This is
achieved by the following formula:

z ¼ Max
pij
dij

� �
� bi

� �
ð13:1Þ

(pij/dij) that is price paid per unit demand by secondary user i gives us the price
user i is paying for each block of the channel j. bj gives the minimum bid value of
the channel for each block of the channel j. From Z we can get the identity of the
secondary user i who is willing to pay the maximum price for the channel j. Given,
the minimum bid matrix bn where n is the number of channels. The proposed
winner determination algorithm is as follows:
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BEGIN

Step 1: [INPUT] The bandwidth the secondary users are
demanding are taken as input and stored in the matrix d
(mxn) where m is the number of users and n is the number of
channels.
[INPUT] The price that the secondary users are paying is
taken. The values are stored in the price matrix p(mxn)
where m is the number of users and n is the number of
channel.
Step 2: Loop (For each user i)
Step 3: Find the price paid per unit demand for user i
bidding for any channel j. Find, (pij/dij)
Step 4: Calculate the difference of the price per unit
demand for user I and minimum bid value of user i for
channel j.
Step 5: End Loop
Step 6: For any user i find the maximum deviation calculated
in step 3.
Step 7: END

13.3 Parameters for Simulation

We are taking into consideration of 10 SUs and 10 channels. There are no constant
values assumed for construction of this graph. The following will be used as
characteristics for drawing the graph. The parameters are

1. Channel Utility
2. Revenue Generated
3. Bandwidth Utilization

Bandwidth Utilization percentage is found by the amount of bandwidth allocated
to the secondary users after the auction versus the total bandwidth associated with
the channels.

For a single user the amount of bandwidth consumed by the user is calculated
and then the total available bandwidth is taken. The percentage of the used band-
width by the secondary user against the total available bandwidth gives us the total
utilization of the channels.

Channel utility as perceived by user is the ratio of utility of a channel to a
particular user and the total utility of that channel.

Revenue generated is the amount of revenue collected by PUs by auctioning the
channel to the secondary users who are determined as winner by the algorithm.
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13.4 Experiments and Results

As shown in Fig. 13.1, the bandwidth utilization has increased as the number of
users increased. The maximum utilization was during the time when we had the
number of users of 6 and 7. The utilization was 46 %, however, as the number of
the users was increased from 7 to 8 the utilization percent has decreased to 30 %.
According to the Fig. 13.2, we see revenue is increasing with the number of users

Fig. 13.1 Number of users versus bandwidth utilization (%)

Fig. 13.2 Number of users versus total revenue
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following our algorithm for winner determination. Figure 13.3 depicts the variation
of utility with number of SUs. Utility is the rating of usability as perceived by the
users who are participating in the auction for channels.

13.5 Conclusion

In this paper we consider a cognitive radio network with a set of primary users
(PUs) and a set of secondary users (SUs). When the channels are not used by the
PUs then PUs lease the vacant spectrum for monetary gain. SUs bid for the
channels and the primary users (PUs) select the purchaser offering the highest bid
values. The main objective is to maximize the benefit of the PUs. In this paper we
propose an algorithm to determine the secondary user who wins the auction. Results
show the effect of change of number of users on bandwidth utilization, channel
utility and revenue generation by using the algorithm.
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Chapter 14
An Improved Energy Detector
for Spectrum Sensing in Cognitive Radio
System with Adaptive Noise Cancellation
and Adaptive Threshold

Aritra Das, Bhaswati Chatterjee, Sandhya Pattanayak
and Manisha Ojha

Abstract Over the years the usage of wireless communication systems has
increased rapidly leading to scarcity of bandwidth. Hence the concept of utilizing
the existing system to its fullest has become very important. Cognitive radio is a
technique based on this concept which identifies the unutilized white spaces in the
spectrum, and are allotted to the secondary user in a non-interfering manner. The
energy detection technique does not work at low SNR. In this paper we attempted
to improve the efficiency by performing adaptive noise cancellation and adaptive
threshold in the energy detector.

Keywords Cognitive radio � Spectrum sensing energy detector � Adaptive
threshold � Adaptive noise cancellation

14.1 Introduction

Underutilization of spectra exclusively allocated to conventional wireless com-
munication created a sphere of research in efficient spectrum usage. The cognitive
radio identifies the unused licensed bands and allots them to the secondary user in a
non-interfering manner [1]. But the goal of spectrum sensing is not only to find out

A. Das (&) � B. Chatterjee � S. Pattanayak
ECE Department, Narula Institute of Technology, Kolkata, India
e-mail: aritra.ece5@gmail.com

B. Chatterjee
e-mail: bhaswationline@gmail.com

S. Pattanayak
e-mail: sandhya.pattanayak@yahoo.com

M. Ojha
ETCE Department, Jadavpur University, Kolkata, India
e-mail: manisha.jolly@gmail.com

© Springer India 2015
K. Maharatna et al. (eds.), Computational Advancement in Communication
Circuits and Systems, Lecture Notes in Electrical Engineering 335,
DOI 10.1007/978-81-322-2274-3_14

113



the white space of licensed spectra but also to protect the primary licensed users
from intrusion caused by cognitive radio communications. So a dynamic, intelligent
and adaptive access and utilization of spectrum is necessary. The cognitive radio
(CR) will be the most auspicious technology due to its innate spectrum sensing
competency and frequency-lithe radio utilities. The CR is an adaptive, smart and
spectrally flexible radio and network technology that can automatically perceive
available channels in a wireless spectrum and change transmission parameters
enabling efficient bandwidth utilization. Cognitive radio is used to identify the
primary user (PU) in the channel with a high probability of detection (Pd), and a
low probability of false alarm (Pfa).

In energy detector-based CR, meeting both these requirements involves a trade-
off. Probability of false alarm (Pfa) depends on number of samples (N), noise
variance (Varn) and threshold (Th) selected for making the decision about the
presence or absence of signal. To estimate (Pd), in addition to the parameters
required for the estimation of Pfa, the signal-to-noise ratio (SNR) of the channel is
also required. From various studies made it is found that the energy detector does
not perform well at low SNR [2].

In this paper we have tried to enhance the performance of energy detector by
using adaptive noise cancellation and adaptive threshold along with the energy
detector. This enhances the detection of signal at low SNR, hence reducing the
probability of false alarm.

In Sect. 14.2 a brief literature survey of energy detector and spectrum sensing
techniques is given. In Sect. 14.3 we discuss the application of adaptive noise
cancellation and adaptive threshold to enhance the performance of energy detector.
In Sect. 14.4 we present a comprehensive conclusion indicating some future
research directions.

14.2 Literature Review

Spectrum sensing is a process of identification of white spaces in the licensed band.
The detection of the primary signal in the licensed band is based on the well-known
hypothesis [2].

H0 η = 0, primary signal absent
H1 η = 1, primary signal present

where η is 0 or 1 which determines the presence or absence of the primary signal,
respectively.

H0 : yðtÞ ¼ nðtÞ
H1 : yðtÞ ¼ hxðtÞ þ nðtÞ ð14:1Þ
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where x(t) is the primary user’s signal to be detected
n(t) is the additive white Gaussian noise,
h is the channel gain.

H0 is a null hypothesis indicating white space and H1 indicates the presence of
primary signal in the channel. There are various spectrum sensing techniques like
energy detection technique [2], matched filter detection technique [2] and cyclo-
stationary detection techniques [2]. The various spectrum sensing methods and
implementation issues are discussed in [3]. Each technique has its pros and cons,
like the energy detector technique does not require prior knowledge of the signal
but the disadvantage is that the technique cannot detect the presence of low SNR
signals.

In order to enhance the performance of energy detector we are introducing the
adaptive noise cancellation and adaptive threshold technique into it. The adaptive
threshold for energy detection is discussed in [4], however, they have detected the
threshold directly from the signal received from the channel. In order to improve the
performance we have introduced adaptive noise cancellation prior to the adaptive
threshold.

So we make adaptive filter as an aid to the energy detector. Unlike conventional
filter design techniques, adaptive filters do not have constant filter coefficients and
have no priori information of the input signal. Such a filter with adjustable
parameters is called an adaptive filter. Adaptive filters adjust their coefficients to
minimize an error signal. The most common form of adaptive filter is the trans-
versal filter using least mean square (LMS) algorithm and NLMS algorithm.

14.3 Problem Formulation

In this paper we identify the presence of primary signal in a channel with low SNR.
Spectrum sensing is the process to identify the white space in a licensed frequency
band. The major problem in spectrum sensing is to identify the signals which have
low SNR and have faded. This is required to reduce the probability of false alarm
and increase the probability of detection. In this paper we have tried to enhance the
energy detector performance with adaptive noise cancellation algorithm and
adaptive threshold. This process does not require prior knowledge of the signal and
noise characteristics.

In a conventional energy detector the input signal is the signal corrupted with
noise. The mean square value of the signal is determined and the presence and
absence of the signal are determined based on the threshold. But as the performance
of the energy detector is low in case of low SNR we use adaptive noise canceller
(Fig. 14.1).

The Adaptive noise cancellation (ANC) efficiently attenuates low frequency
noise for which passive methods are ineffective. After ANC determination of
threshold level of energy detector is important. If the energy of the scanned channel
is more than the threshold we assume that the channel is occupied with a primary
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signal else we assume it as a white space. There are two widely used principles to
find the threshold required to meet a set of target performance metrics (Pd, Pfa).
Conventionally, the threshold of energy detector is fixed by a target Pfa, also known
as constant false alarm rate (CFAR) principle [4]. Moreover, the threshold is
calculated by setting a target Pd, also known as constant detection rate (CDR)
principle [4]. The threshold is determined adaptively, hence it increases the per-
formance of energy detector at low SNR and suggests strategies to maintain the
operational relevance of the CR. Hence a combination of AN and adaptive
threshold will enhance the performance of energy detector (Fig. 14.2).

14.4 Proposed Technique

1. The ANC receives two signals as primary inputs: an FM signal transmitted
through a channel associated with the sensor and a noise d(n) + r(n). A second
input to the ANC is the noise r′(n) uncorrelated with the signal but correlated
with the noise as shown in Fig. 14.3. The second input acts as a reference
canceller. This noise is filtered to produce an output e(n). The system output is
produced by detracting y(n) from the primary input.

2. As in Fig. 14.1 the reference input is administered by an adaptive filter. An
adaptive filter is that which instinctively adjusts its own impulse response.

Fig. 14.1 Conventional energy detector

Fig. 14.2 Proposed technique

Fig. 14.3 Adaptive noise
cancellation
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Amendment is accomplished through an algorithm. The filter can operate under
changing conditions and can continually readjust its weight to minimize the
error signal. The practical objective is to produce a system output

e nð Þ ¼ d nð Þ þ r tð Þ � y nð Þ ð14:2Þ

that is a best fit in the least squares sense to the signal d(n). This is accomplished
by feeding the system output back to the adaptive filter and adjusting the filter
through an LMS adaptive algorithm.
The signal s(t) is uncorrelated with r(n) and r′(n), and r(n) is allied with r′(n).
The output z will be

e nð Þ ¼ d nð Þ þ r nð Þ � y nð Þ ð14:3Þ

The output of the equalizer minimizes the noise and the output we get is the
signal with minimum noise power. Hence the output of the ANC is a signal with
a better SNR than the SNR of the incoming signal.

d nð Þ ¼ e nð Þ when r nð Þ � r0 nð Þð Þ ¼ 0 ð14:4Þ

At y(n) = r(n) the noise is minimized and hence an output SNR is present. The
output of the ANC is applied to the energy detector where the threshold is set
dynamically. e(n) will have signal and some amount of noise and this is the
input to the energy detector with adaptive threshold. So we can get a figure of
merit of the performance of the adaptive noise chancellor as the ratio of output
SNR and input SNR.

3. The adaptive threshold λd is determined by the channel SNR and the perfor-
mance metrics, Pd and Pfa of the system [4]. SNR is given as the ratio of mean
(Ωs) and variance of the signal (Ωn).

SNR ! ¼ Xs2=Xn2 ð14:5Þ

Fix the target Pfa and Pd and use (14.4 and 14.5) to compute λf the adaptive
threshold.

Pfa ¼ PðM yð Þ [ kf H0j Þ ¼ Q
kf �l0j
r0

� �
ð14:6Þ

Pd ¼ P M yð Þ [ Zd H1jð Þ ¼ Q
kd � l1

r1

� �
ð14:7Þ

N, Pfa and Pdet to calculate critical threshold cc by using (14.8). Where N is the
number of samples.
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cc ¼
½Q�1ðPfaÞ � Q�1ðPdÞ�

Q�1 Pdð Þ þ ffiffiffiffi
N

p ð14:8Þ

where Q(x) is defined by the complementary distribution function of the
standard Gaussian and is given as:

Q xð Þ ¼ 1
2p

Z1

x

e�u2=2du ð14:9Þ

The adaptive threshold λ new is calculated by [4]

k new ¼ kf þ b � kd � kfð Þ 0\b\1 ð14:10Þ

The Adaptive Noise Canceller and Adaptive Thresholding system cannot work
together, because the noise on the basis of which the threshold is being deter-
mined is the channel noise, but we are actually feeding the filtered output to the
adaptive threshold, i.e. input with less noise than the actual channel noise. This
will introduce error in the system and Adaptive Thresholding will not work at
all. To overcome this difficulty we are proposing a new technique to make both
adaptive noise canceller and adaptive threshold together.
In this technique the input to the energy detector being the output of the adaptive
noise chancellor the noise content will be less than the original noise n0. So
the relation between x=n0 will be proportional to input SNR/output SNR of the
ANC (noise figure). We can determine the amount of noise in the output of the
ANC ω using the noise figure. This will assist the determination of threshold
adaptively which is dependent on the SNR.

14.5 Result Analysis

As the main problem with the conventional energy detector remains in it’s inability
not to work in low SNR situation we have introduced quite a few measures to
increase it’s efficiency in low SNR situation. Complete noise removal is not pos-
sible but The Adaptive Noise filter working on NLMS algorithm removes noise and
the output is applied to adaptive threshold. So the energy detector works efficiently
at low SNR.

Hence this reduces the probability of false alarm by great means. Whether the
noise is low or high the threshold is being set accordingly (Fig. 14.4).
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14.6 Conclusion

In this paper we have tried to enhance the performance of energy detector by
adaptive threshold and adaptive noise cancellation. It is observed that at low SNR
the energy detector performs well. Further analysis on this technique will be done in
future.
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Chapter 15
A Comparative Analysis of PAPR
in OFDM System for Different Parameters

Rimpi Datta

Abstract The Peak to Average Power Ratio (PAPR) plays an important role in
Orthogonal Frequency Division Multiplexing (OFDM) in communication systems,
especially in wireless cellular systems. This article illustrates the effectiveness of the
CCDF curve to study the signal performance and effect of PAPR in orthogonal
frequency division multiplexing. I performed some analysis of signal on power level
basis and found that PAPR is an effective analysis tool to detect noise in signal.

Keywords PAPR � CCDF � OFDM

15.1 Introduction

Orthogonal Frequency Division Multiplexing (OFDM) scheme is a popular stan-
dard for next generation mobile radio communication system [1]. In OFDM system,
serial data stream is multiplexed into a large number of orthogonal sub-channels
producing a bandwidth efficient signal spectrum. As it is robust against multipath
fading, the orthogonal frequency division multiplexing system can transmit
high-speed data using a number of orthogonal sub-carriers [2]. Various studies
show that when OFDM sub-carriers are added with the same phase [2], it produces
high peak to average power ratio (PAPR). PAPR is the ratio between the maximum
power of a sample OFDM signal and the average power of that OFDM symbol.
High PAPR introduces signal distortion in the nonlinear region of power amplifier
and the signal distortion introduces the degradation of bit error rate [1]. A major
study has been carried out on effect of PAPR in OFDM, which shows that PAPR
depends on the SNR for channel with signal and noise. The effect has been tested
with introducing a Gaussian noise in OFDM system.
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15.2 Background

15.2.1 OFDM System

OFDM has been developed as the modulation method in the new wireless tech-
nologies. It mitigates the serious problem of multipath propagation, which causes
massive data errors, and loss of signal in the microwave and UHF spectrum. OFDM
is a broadband multicarrier modulation technique that gives very good performance
and is beneficial over single-carrier modulation methods as it fits better with today’s
high-speed data requirements and operation in the UHF and microwave spectrum
[3]. The main features of OFDM systems are processing on the source data,
symbols are modulated onto orthogonal sub-carriers, orthogonality is maintained
during channel transmission, synchronization, demodulation of the received signal
using FFT, channel equalization, decoding and de-interleaving. In the OFDM
system, Inverse Fast Fourier Transform/Fast Fourier Transform (IFFT/FFT)
algorithms are used in the modulation and demodulation of the signal [4, 5]. The
length of the IFFT/FFT vector determines the resistance of the system to errors
caused by the multipath channel [4]. OFDM is generated by first choosing the
spectrum required, based on the input data and modulation scheme used. Each
carrier to be produced is assigned some data to transmit. The required amplitude
and phase of the carrier is then calculated based on the three modulation schemes
(typically differential BPSK, QPSK, or QAM) [3, 4]. Then, the IFFT converts this
spectrum into a time domain signal. The FFT transforms a cyclic time domain
signal into its equivalent frequency spectrum. This is done by finding the equivalent
waveform, generated by a sum of orthogonal sinusoidal components. The amplitude
and phase of the sinusoidal components represent the frequency spectrum of the
time domain signal. OFDM signal has high peak-to-average-power ratio (PAPR)
value (Fig. 15.1).

15.2.2 Peak to Average Power Ratio (PAPR)

Let us consider a data block of length N as a vector X ¼ ½x0; x1; x2; . . .. . .; xn�1�T
where N denotes the number of sub-carriers. The duration of a symbol xn in X is T.

Fig. 15.1 OFDM spectrum
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Each symbol in X modulates one of a set of sub-carriers fn where {n ¼ 0; 1; 2;
. . .. . .; N � 1}. The modulation scheme takes either quadrature amplitude modu-
lation (QAM) or quadrature phase shift keying (QPSK) by definition. The sub-
carriers are orthogonal to each other, that is, fn ¼ nrf , where rf ¼ 1=NT and NT
is the duration of OFDM [6] data block X. The complex envelop of the OFDM
signal is expressed as

x tð Þ ¼ 1ffiffiffiffi
N

p
XN�1

n¼0

xne�j2pfnt; 0� t\NT ; ð15:1Þ

PAPR is defined as the ratio of the maximum divided by the average power of
the signal [1]. Now the PAPR of the signal expressed in (15.1) can be defined as

PAPR ¼ max0� t\NT x tð Þj jð Þ2
1
NT

RNT
0 x tð Þj jð Þ2dt ð15:2Þ

The effects of PAPR need to be studied for a continuous time OFDM signals, as
the cost and power dissipation of the analog components dominated by this factor.
Reducing the value of PAPR dramatically increases the performance of OFDM
system and reduces the cost of system. However, most existing PAPR tuning
methods can only be implemented on discrete time OFDM signals [7]. For better
calculation of true PAPR, the OFDM signal samples are obtained by oversampling
Eq. (15.1) by a factor of L to approximate the PAPR of the true OFDM signals
better [7]. The L-times oversampled time domain samples can be obtained by an
LN-point inverse discrete fourier transform (IDFT) of the data block with L� 1ð Þ N
zero padding [6]. It was shown in [8] that L� 4 is sufficient to get
PAPRðxÞ � PAPRðx tð ÞÞ. Therefore, I have considered L ¼ 4 for my numerical
calculation in this paper [8].

15.2.3 Complimentary Cumulative Distribution Function
(CCDF)

Complimentary Cumulative Distribution Function is a parameter that represents how
much time the signal spends at or above a given power level [9]. It gives an idea of
probability that the PAPR exceeds a given threshold. It is already defined in
Eq. (15.1) that xn is quadrature amplitude modulation data symbol transmitted
through the nth sub-carrier. Input information symbol xn from Eq. (15.1) is assumed
to be stastistically independent and identically distributed [3]. Let us assume that
xn 2 f1; �1; j; �jg. When N is large (N � 64), the real (Refxng) and imaginary
(ImfxngÞ part of xn are independent of each other and identically distributed Gaussian
random variables with zero mean and a common variance r2 ¼ E

�
xnj j2�=2,
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according to the central limit theorem [3]. Thus the amplitude of xn, which can be

denoted as xn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Re2 xnf g þ Im2fxng

p
; has a Rayleigh distribution with cumulative

distribution function [3] as follows:

F snj j xð Þ ¼ prob xnj j � xf g ¼ 1� e�
x2

r2 ð15:3Þ

From Eq. (15.3), it can be said that power distribution becomes a central
chi-square distribution with two degrees of freedom [2, 3]. Finally, assuming that
xnj jN�1

n¼0 are mutually uncorrelated from Eq. (15.3), the CCDF of the PAPR can be
obtained as

CCDFPAPRðtÞ ¼ 1� ð1� e�PAPR0ÞN ð15:4Þ

where PAPR0 is a given threshold. Since PAPR is a random value, a certain
threshold value is required to calculate the probability of getting a higher value than
threshold by eliminating noise.

15.3 Simulation Result

Simulation has been performed using MATLAB taking number of carrier N = 64,
128, 256, 512, 1,024. The PAPR values for different number of carriers are obtained
for practical as well as theoretical values (Figs. 15.2, 15.3, 15.4, 15.5 and 15.6).

Fig. 15.2 CCDF of PAPR
for 64-point FFT
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Fig. 15.3 CCDF of PAPR
for 128-point FFT

Fig. 15.4 CCDF of PAPR
for 256-point FFT
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15.4 Conclusion

The simulation result shows that when the number of carriers becomes small, the
practical values of CCDFs deviate from the theoretical value. The CCDF improves
with increasing value of N. From the result, it can be concluded that high carrier
number improves signal quality of OFDM output. CCDF plots provide an efficient
method for the analysis of the PAPR of the OFDM signal and it allows us to detect
noise in channel. The equation for the CDF of the signals is accurate only when the
number of carriers is sufficiently large.

Fig. 15.5 CCDF of PAPR
for 512-point FFT

Fig. 15.6 CCDF of PAPR
for 1024-point FFT
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Chapter 16
Identification of Protein Coding Region
of DNA Sequence Using Multirate Filter

S. Singha Roy and S. Barman

Abstract Gene predication is an important part of Genomic Signal Processing
(GSP) to identify the protein coding region of a DNA sequence. Discrete Fourier
Transform (DFT) technique is most popular method for period-3 peaks identifica-
tion for long time which generates various harmonics, generally known as 1/f noise
along with sharp peaks, which may leads to false predication of coding region.
Previous researchers used different types of filter to suppress this noise. The author
in this article used a multirate filter along with anti-notch filter to suppress the noise
and performance of the filter is measured by Signal-to-Noise Ratio (SNR).

Keywords GSP � DNA � Multirate filter � Lattice filter

16.1 Introduction

Genomic signal processing (GSP) is gaining popularity in the field of
bio-informatics. One of the crucial topics for GSP is to detect Gene. A DNA is a
long molecule comprising of gene and intergenic regions. Genes are the only
segments that content genetic information. The main issue of DNA sequence
analysis is to predict location of protein-coding region. Genetic information is
stored in DNA in a particular order consisting of purine bases Adenine (A),
Guanine (G) and pyrimidine bases Thymine (T), Cytosine (C). Different types of
gene predication algorithms have been proposed [1–4] which are based on period-3
property [5] of fourier power spectrum of the DNA chain. In order to identify the
period-3 peaks, it is essential to suppress the background 1/f noise which is always
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present in the Power Spectral Density (PSD) spectrum of DNA sequence. Filtering
of PSD is necessary to detect exact location of coding region. A number of
researchers have addressed this problem in different ways. Vaidyanathan and Yoon
[6] used multi stage IIR anti-notch filter whereas Tuqan and Rushdi [7] used a
poly-phase FIR filter with different windows to suppress background noise. Epps
et al. [8] investigated the effect of window shape and length on a DFT—based
method whereas Kakumani and Devabhaktuni [9] proposed a model based tech-
nique and Roy et al. [10] introduced PFDN algorithm for exon detection. Barman
(Mandal) et al. [11] introduce cascaded lattice filter to suppress the back ground
noise. In this paper authors have presented a multirate filtering approach to suppress
the noise and compared its performance with cascaded lattice filter. Matlab 7.9 with
simulink toolbox has been used for filter realization. This paper is organized as
introduction, methodology, result discussions and conclusion.

16.2 Methodology

16.2.1 Representation of DNA Sequences Using Different
Numerical Mapping Techniques

The simplest form of DNA sequence representation is FASTA representation, uses
the alphabet A, C, T and G. Detection of period-3 property of DNA sequences using
DSP need to convert the character string into numerical sequences. Many rules have
been proposed for DNA sequence numerical conversion. One of the simplest and
oldest methods is the binary or Voss [12] representation. The Voss representation
maps the nucleotides A, C, T and G into four binary indicator sequences xA(n),
xC(n), xT(n) and xG(n).

In this article several mapping techniques have been used by the authors to
analyse the Period-3 property in the protein coding region. The gene C-Elegan
Cosmid F56F11.4a [13], Accession No. AF099922.1, sequence length 7990 bp
comprising of 1st coding segment: 929–1039 bp, 2nd coding segment: 2528–
2857 bp, 3rd coding segment: 4114–4377 bp, 4th coding segment: 5465–5644 bp
and 5th coding segment: 7255–7605 bp is used as sample for comparative analysis
throughout the article. Table 16.1 shows a comparative study of average deviation
from period-3 position for different mapping technique.

16.2.2 DFT Analysis of DNA Sequence

In the present paper, the authors have concentrated on Pyrimidine Purine Complex
mapping rule for DFT analysis of DNA sequence because this mapping rule (a = j,
c = 1, t = − 1 and g = − j) provides less average deviation from period-3 position
compare to other mapping rules (Table 16.1).
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For example given DNA sequence is x(n) = a g a a t c a a g a t g t. Using
Pyrimidine Purine Complex mapping rule:

x nð Þ ¼ j� j j j� 1 1j j� j j� 1� j� 1

Let XS(k) be the FFT of mapped sequence given by

Xs kð Þ ¼
X

xs½n�e�2pnk=N ; n ¼ 0; 1; 2; . . .; N � 1 ð16:1Þ

The power spectral density of the sequence is

Ps kð Þ ¼
X

XsðkÞj j2 ð16:2Þ

PS(k) plot may be used as preliminary indicator to detect probable coding region
in DNA sequence. It has been observed that a protein coding region in DNA
sequence typically has a peak at the frequency k = N/3, where N is the length of the
sequence. As PSD plot is very much noisy in nature, therefore filtering of PSD is
necessary to detect exact location of coding region.

16.2.3 Filtering Method

The authors have attempted two types of filter to suppress the noise in the PSD plots
of DNA sequences and compare the performance of filtering in terms SNR. The
overall method is represented in Fig. 16.1.

Table 16.1 Average deviation from period-3 position for various mapping method

Sl. no. Mapping technique Numerical value Average deviation from
period-3 position

1 Binary indicator xa = 1; xc = 1; xt = 1; xg = 1; 170.2

2 Integer number a = 2; t = 0; c = 1; g = 3; 189.8

3 EIIP code a = 0.1260; t = 0.1335;
c = 0.1340; g = 0.0806

179.8

4 Molecular mass a = 134; t = 125; c = 110;
g = 150

316.6

5 Atomic number a = 70; t = 66; c = 58; g = 78 151.8

6 Paired nucleotide
atomic number

a = 42; t = 42; c = 62; g = 62 224.6

7 Complex number a = 1 + j; t = 1 − j; c = − 1 − j;
g = − 1 + j;

264.4

8 Pyrimidine purine
complex

a = j; c = 1; t = − 1; g = − j 139.6

16 Identification of Protein Coding Region … 133



16.2.3.1 Cascaded Lattice Filter

The previous researchers [11] used IIR anti-notch filter with cascaded lattice
structure to suppress PSD spectrum noise. IIR anti-notch filter cascaded with FIR
Low Pass Filter (LPF) with Kaiser window functions having specification: Direct
Form Structure, order = 100, WC = 0.004 (Normalized) has been used for
smoothing the filter response. For implementation of different types of filters Matlab
Simulink environment has been used. Figure 16.3 depicted the output response of
cascaded lattice filter which shows noise component crossed the amplitude level of
4 V. The author attempted to reduce the noise level less than 4 V using multirate
filter along with IIR anti-notch filter.

16.2.3.2 Multirate Filter

The two principal operations in multirate filter banks are down-sampling and
up-sampling by a factor of N. Table 16.2 shows the basic operations in multirate
filter banks with their input output relations are given below [14].

Here for designing a filter, we used Up-sampler followed by Down-sampler by N
with cascade of LPF and BPF are used in between N = 2 for both the down and
up-sampling. In order to smooth the filter response, FIR low pass filter with
Blackman window function having specifications: Direct form structure,
order = 400, FS = 8000 Hz and FC = 0.003 has been used and FIR band pass filter
(BPF) with Blackman function having specifications: Direct form FIR, order = 35,
WC1 = 0.6666 and WC2 = 0.6667 (Normalized) is used to identify the period-3

Fig. 16.1 Block representation of filtering technique

Table 16.2 Basic operations in multirate filter and their input output relations

Operation Input-output relation Schematics

Down-sampling by N
Y zð Þ ¼ 1=N

PN�1

K¼0
XðWkz1=NÞ

Up-sampling by N Y zð Þ ¼ XðzNÞ
Down sample followed by
up-sampling by N with filter
in between

Y zð Þ ¼ 1
N HðzNÞ P

N�1

K¼0
XðWkzÞ

Up-followed by down-
sampling by N with filter
in between

Y zð Þ ¼ 1
N XðzÞ

PN�1

K¼0
XðWkz1=NÞ
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property. An IIR anti-notch filter having specification: Direct form with numerator
length 151 has been used. Block diagram of proposed multirate-based anti-notch
filter for identification of exon region is given in Fig. 16.2.

16.3 Result and Discussion

In this article authors have compared the performance between cascaded lattice
filter and multirate filter with respect to noise suppression. From Table 16.1 it can
be easily seen that the performance of Pyrimidine Purine Complex mapping is
better because it gives lesser deviation from original period-3 position. The simu-
lated PSD plot of two different types of filter i.e. IIR anti-notch filter with cascaded
lattice and IIR anti-notch filter with multirate filter are shown in Figs. 16.3 and 16.4
respectively. From Plots, it is clear that spectrum resolution is higher and lower
noise level in case of multirate filter compared to lattice filter (Table 16.3).

Fig. 16.2 Block diagram of proposed multirate filter

Fig. 16.3 Output of IIR anti-notch filter with cascaded lattice
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16.4 Conclusion

A multirate filter along with IIR anti notch filter has been explored to identify
protein coding region of a DNA sequence. The spectrum plots showed Pyrimidine
Purine Complex mapping provides less deviation of coding regions locations.
Performance of multirate filter is better compared with IIR anti-notch filter with
cascaded lattice by measuring SNR. Location accuracy and noise suppression
which are critical issues in gene prediction both considered in this article and
successfully achieved.
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Table 16.3 Performance
comparison of different types
of filters

Filter type SNR

IIR anti-notch filter with cascaded lattice 12.9

IIR anti-notch with multirate filter 34.5
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Chapter 17
E-Waste Recycling as Criteria for Green
Computing Approach: Analysis by QFD
Tool

Biswajit Debnath, Rahul Baidya, Namrata T. Biswas, Rayan Kundu
and Sadhan Kumar Ghosh

Abstract Green computing is an environmentally responsible approach to reduce
electronic waste and power consumption that helps in use of computing resources
efficiently. With the increase in use of computer and other electronic devices the
energy consumption and carbon footprint are also increasing. E-waste recycling is
one of the important approaches towards green computing. This paper focuses on
the approaches of green computing and how it minimizes the environmental
impacts of computers and other electronic devices effectively by e-waste recycling.
Quality Function Deployment (QFD) analytical tool is used to find different
parameters from primary research data those affect the e-waste recycling practice as
green computing approach. The result will help the stakeholders in implementing
green computing approach.

Keywords Green computing � E-waste recycling � QFD
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17.1 Introduction

Green computing is the study and practice of using computing resources efficiently.
The main goals of green computing are to maximize energy efficiency during the
product lifetime, reduce the use of hazardous materials and promote recyclability or
biodegradability of defunct products and factory waste [1]. The approach includes
the implementation of energy-conserving instruments and peripherals as well as
reduced resource consumption and proper disposal of electronic waste (e-waste) [2].
A model is proposed by Dougherty et al. [3] driven by engineering approach to
optimize the configuration, energy consumption, and operating cost of cloud auto-
scaling infrastructure to create greener computing environment. E-waste (Man-
agement and Handling) Rules 2011 is in place in India since May 2012. The
research questions which arise now are as follows: How does it help e-waste
recycling? Which factors hinder the rules to be properly implemented? To what
extent the e-waste (Management and Handling) Rules 2011 helps in implementing
green computing approach?

17.2 Objective

This research tries to find the issues and challenges in green computing specifically
the e-waste generation, e-waste recycling, its impact on the environment and the
implementation of the e-waste rules in India. The work focuses on the computers
peripherals and IT products, the largest contributor to the e-waste. Analysis is
carried out to identify the issues through a Quality Function Deployment (QFD)
analysis, considering the environmental aspects and the customer requirements
within the computers and IT products users.

17.3 Literature Review on Green Computing

Green Computing has been popularized in the past few years. Several researches
were carried out on green computing with different approaches. Malviya and Singh
[4] present a brief study on green computing and discussed about different
approaches of green computing. Jindal and Gupta [5] identified the key issues of
green computing and evaluated different approaches to these problems. Jain et al.
[6] showed implementation of Green Computing and IT together, can be cost
effective. Anam and Syed [7], Roy and Bag [8] and Kiruthiga and Vinoth Kumar
[9], presented e-waste minimization as an eco-friendly approach of green
computing.

The QFD process uses matrices to help organizations to satisfy their customer
requirements. The first of these matrices is called the house of quality (HOQ).
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It displays the customers’ wants and needs along the left side of the matrix and the
technical requirements to meet these wants along the top of the matrix [10]. There
were lots of application of QFD in various fields of research but literature in these
fields is hardly available. Baidya [11] presented a model for predictive maintenance
technology selection based on AHP and QFD. Pun [12] has presented the deter-
minants of environmentally responsible operations and suggested green QFD as one
of the tools for environmentally responsible operations. Hsu et al. [13] presented a
methodology for data mining cycle in QFD to forecast future customer require-
ments for green design of life cycle.

17.4 Methodology

The methodology adopted in the study involves the following steps:

1. The environmental criteria and consumers (computer and the IT products users)
criteria were identified through literature review and field study for proper
implementation of green computing methodology by reducing the e-waste of
computer peripherals and IT products.

2. The relationship ratings through field survey were obtained.
3. A standard statistical tool median was used to proceed to the calculation with a

single crisp value. The final value was also rescaled with respect to the closest
fixed rating value. Then the QFD analysis was performed.

QFD analysis basically considers the customer requirements and engineer’s
requirement. In this case, customer requirements represent the environmental
requirements and the engineer’s requirements are the requirements of the computer
and the IT products users. Following steps were followed:

a. Identify the WHATs and HOWs and preparation of the relationship matrix.
b. The weights of the HOWs are placed at the base of the quality matrix. These

weights are one of the main outputs of the QFD analysis and determine the
overall importance considering the customer’s and the environmental criteria.

Weight HOWð Þi ¼V HOWð Þi1 � imp WHAT1ð Þ
þ � � � þ V HOWð Þin � imp WHATnð Þ

Where V(HOW)in is the correlation value of HOWi with WHATn, and imp
(WHATn) represents the importance or priority of WHATn.
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17.5 Results and Discussion

In the primary research in preparing QFD analysis the main criteria considered
under the environmental aspects are, (a) e-waste cannot be dumped, (b) crude
method must not be used for extraction of metals, (c) open burning of cable should
not be done, (d) recovery of materials, (e) recycling of materials, (f) extraction of
heavy metals, (g) trans-boundary transfer of e-waste, (h) remanufacturing, (i) bat-
teries to be segregated from the e-waste and (j) final disposal of the waste. The
criteria considered for the user’s requirements are, (a) price of e-waste component
received, (b) awareness, (c) carrying/transportation cost, (d) authorized collector,
(e) Extended Producer Responsibility (EPR) and (f) effectiveness of the collector.
To find out the relationships importance factors a questionnaire was prepared based
on the scale—none (=0), weak relationship (=1), medium relationship (=3) and
strong relationship (=9). This questionnaire was used to collect ratings through a
primary survey. The data thus obtained were used to prepare a QFD chart using
Microsoft Excel and analysis was done as per the stated algorithms. The analysis
provides an important view regarding the issues and challenges of e-waste man-
agement systems. The QFD analysis shows that EPR is the most important aspect
and needs better implementation. The second important criterion is the awareness
among the stakeholders that has to be increased. The third important criterion is the
authorized collector which falls under legislative purview. This is because the
implementation of the legislation is weak and the government has significant scope
to look into the matter of e-waste dumping. It is observed (Table 17.1) that in terms
of environmental factors, the degree of importance of e-waste dumping is the most
important issue. The analysis showed that the least important of the criteria was the
price of the e-waste component received.

17.6 Conclusion

It has been observed that EPR has not been implemented in the areas of e-waste
recycling properly. This research work concludes that the responsibility of com-
puter and electronic goods producers must be strengthened with respect to EPR
aspect in the rules. Also poor awareness of the stakeholders on e-waste recycling
and active participation of the authorized collector and recyclers are the stumbling
blocks towards achieving green computing approach through e-waste recycling.
Hence, these three are the prioritized areas which are to be looked into by the
stakeholders and the legislative body for strengthening the e-waste rule imple-
mentation in India leading to the concept of Green Computing.

Acknowledgments Authors acknowledge the support of the UKIERI project at Mechanical
Engineering Department, Jadavpur University, India and Aston University, UK.
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Chapter 18
To Compare the Active Sites of a Series
of Astacin Family Proteases by Multiple
Sequence Alignment and Homology
Modelling Methods

Indrani Sarkar

Abstract The astacins, a family of zinc-dependent endopeptidases have been
widely detected in animal kingdom from humans to bacteria. They play a diverse
role in both mature and developmental systems ranging from bone morphogenesis,
tissue differentiation, hatching process, digestive function and in different diseases
including cancer, inflammation, fibrosis and neurodegenerative diseases. In the
absence of complete three-dimensional structure of the proteases, homology
modelling has been carried to build at least the protease domain of this class of
enzymes so that subsequent docking of substrates/inhibitors in future study will
help to explore the differential substrate specificity of the astacins.

Keywords Bioinformatics � Molecular modelling � Astacin family � Zinc
metalloendoproteases � Homology modelling � Sequence alignment � In silico drug
design

18.1 Introduction

Metalloendopeptidases are zinc-dependent hydrolases that have many different roles
in biological systems, ranging from connective tissue remodelling to removal of
signal sequences in nascent proteins [1]. The “astacin” family of endopeptidases,
found widely from bacteria to human, emerged in the 1990s. It was recognized as a
consequence of cloning and sequencing of meprins; the metalloendopeptidases
isolated from brush border membranes of rodents and humans. Astacins have been
found to play a diverse role in both mature and developmental systems ranging from
bone morphogenesis, tissue differentiation, hatching process, digestive function and
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in different diseases including cancer. Among these meprins are the only astacin
proteinases that function on the membrane extracellularly because they can be
membrane bound or secreted. The first member of the astacin family was isolated
and identified from the cray fish Astacus astacus L [2]. Subsequently, it was crys-
tallized and the three-dimensional structure solved adding a new dimension to the
understanding and exploration of these metalloendopeptidases [3]. All the members
of this family have a protease domain containing approximately 200 amino acids,
which shares an amino-acid sequence similarity of 29–99 %. Astacin family
members are characterized by a unique 18 amino acid signature sequence HEX-
XHXXGFXHEXXRXDR containing the Zn binding motif HEXXH present in all
metalloendopeptidases. Most of the known family members contain a COOH ter-
minal to the protease domain. They are found to contain one or more copies of the
EGF (epidermal growth factor) like E and/or CUB (complement subcomponents)
domain [4, 6, 7, 9]. An attempt was made based on the astacin structure to model the
three-dimensional structure of at least the protease domains of other members of this
family by molecular modelling and then make a comparative study of the interac-
tions of substrates and inhibitors with the active site of the astacins [8]. The sub-
stantial difference in the structure of the proteolytic domain of this group of
metallopeptidase will definitely throw some light on the substrate specificity dif-
ferences among the members of the same astacin family [5]. On the structural
topology of their catalytic modules, the astacins are grouped in the ‘metzincin
superfamily’ together with the serralysins, the adamalysins, reprolysins and the
matrix metalloproteinases (MMPs).

18.2 Methodology

18.2.1 Sequence Alignment

It is a process by which two protein sequences are aligned to achieve maximum
levels of identity between them. The comparisons of the sequence are made with
the given sequence to that of the database sequence. This method helps to determine
the structural, functional and evolutionary relationships among a group of proteins.
Information generated from sequence alignment can help in predicting functions for
proteins with unknown structure. It also determines the evolutionary relations of
organisms and helps to predict the 3D structure of a protein. Homology is attributed
to similarity due to a descent from a common ancestor, i.e., if two sequences that
are from different organisms are similar they are termed as Homologous. Multiple
sequence Alignment (MSA) performs the alignment of more than two protein
sequences. The sequence conservation of proteins domains and structures are found
from it. It is an extrapolation of the pair-wise sequence alignment which gives
alignment of similar sequences and provides a better alignment score. Analysis like
Homology modelling for prediction of protein structure, Phylogenetic analysis,
motif detection, etc., is based on the results of MSA.
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18.2.2 Homology Modelling

The sequences of 22 astacin sequences were retrieved from UniProtKB/SwisspProt
[4] and were found to have good similarity in the catalytic Met-turn and zinc binding
motif. MSA was performed with ClustalW. The GONNET matrix was applied to
know the conserved residues among the sequences. The astacins contained four
conserved Cysteine residues forming two disulphide bridges in their structure: Cys-
42, Cys-198, Cys-64, Cys-84 as in astacin. Multiple sequence analysis of nine target
proteins (Hcw1, Hce2, Qucam1, Drtlr1, Drtld, Xebmp, Hubmp, Humepa, Humepb)
using CLUSTLAW show a sequence identity of 35–46 % in comparison to astacin.
These proteins also contain the characteristic Met-turn containing the SXMHY
sequence of the metzincin family. Ramachandran plot of each of the modelled
protease domain of astacins show most residues in the favourable region. Com-
parison of astacin with other group of metalloproteases reveals that there are subtle
differences in amino acids which contribute in their substrate binding capacity. The
generated modelled protein was then checked and prepared to correct any improper
bond lengths, bond angles, conformations as well as add missing atoms and correct
connectivity within the protein. The stereo chemical quality of the models was
validated by Ramachandran plot using PROCHECK.

18.3 Results and Discussion

The metalloproteases meprin α and meprin β shows unique structural and functional
features among all extracellular proteases. They are found to be highly expressed in
kidney and intestine and are responsible for angiogenesis, cancer, inflammation,
fibrosis and neurodegenerative diseases. Though the protease domains of these
evolutionary related proteins are 55 % identical at the amino acid levels, the sub-
strate and peptide bond specificities vary markedly. The sequence alignment of the
catalytic domain of both the meprins are shown in Fig. 18.1.

Zn was modelled by coordination bond and subsequent models of the two
meprins were built. The amino acid differences in active site contributing in
inhibitor/substrate binding are listed in Table 18.1. The subsites S1, S2, S3, S1′,
S2′, S3′ have differences in amino acid residues which are to be noted. Meprin α
subunits prefer small or aromatic amino acids proximal to the scissile bond while
meprin β subunit likes acidic residues proximal to the scessile bond [5]. For
example, gastrin which has five glutamine residues is an excellent substrate for
meprin β while it is not hydrolyzed by meprin α. The binding mode of a
hydroxamic acid inhibitor Z-Pro-Lys-Pheψ(PO2CH2)L,D Ala-Pro-OMe with dif-
ferent subsites of the protease is shown in Table 18.1.

Human meprin α and meprin β were modelled with a hydramic acid derivative,
which experimentally was found to be a good inhibitor. The interaction of the
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Fig. 18.1 Multiple sequence alignment

Table 18.1 Differences in the active sites of human meprin α and human meprin β

Astacin Human
meprin α

Human
meprin β

Subsite Inhibitor site

Trp 65 Trp 64 Trp 64 S3 P3 Pro

Tyr 67 Glu 66 Ser 66

Tyr 101 Tyr 99 Trp 100 S2 (hydrophilic pocket) P2 Lys

Asp
131

Asp 131 Asp 132 Backbone of P2
interacts with ser via
waterSer 66 Ser 65 Ser 65

Asn
127

Asn 125 Asn 126 S1 P1(Phe)_−P2(Lys)

Trp 65 Trp 64 Trp 64

Cys 65 Cys 63 Cys 63

Glu 93 Glu 91 Glu 92 Zinc Interaction with phosphinic group

Tyr 149 Tyr 149 Tyr 150

His 92 His 90 His 91 S1′ P1′(Ala)

Cys 64 Cys 63 Cys 63 Small uncharged residues are
preferred due to pro 176Thr 89 Ile 87 Thr 88

Pro 176 Gly175 Gly175

Phe 154 Phe 154 Phe 155 S2′ (prefers Pro in P2′) P2′ (Pro)

Pro 176 Find out Find out

Asp
175

Gly 175 Asp 172

Thr 89 Ile 87 Thr 88 S3′ Empty in the inhibitor

Gly 83

Tyr 177 deleted deleted

Tyr 67 Glu 66 Ser 66 S4 Benzoyl group

Ile 71

148 I. Sarkar



catalytic residues with inhibitor atoms are shown in Fig. 18.2 for both the meprins.
It was seen from the models that the inhibitor made a network of hydrogen bonds,
electrostatic interactions and coordinate bonds with the Zn atom to get stabilized
inside the catalytic site of the meprins. The bond distances, bond angles and

Fig. 18.2 Hydrogen bonding network and Zn coordination of human meprin-α (a) and -β (b).
Inhibitor shown in ball and stick and important residues present in active site shown in stick.
Inhibitor coordinates the catalytic zinc ion (grey sphere) via carbonyl oxygen of glycine and ‘O’
atom of hydroxamic acid. Figure created with PyMol
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dihedral angles of the complex were checked by the MODELLER. The confor-
mational changes of the protein as well as the inhibitor were calculated before and
after binding. The value of binding free energy of the complex was also calculated
by using Discovery Studio suit of programs.

18.4 Conclusion

The sequence analysis, alignment and homology modelling methodologies were
applied to build a series of astacin proteases. The subtle differences in amino acid
residues were found in the catalytic site which could explain their substrate spec-
ificities. The models could explain the function of certain amino acid residues on
the drug or inhibitor binding the knowledge of which could be applied in further
drug design.

Acknowledgments The author is thankful to the Department of Biotechnology, India for
providing necessary facilities.
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Chapter 19
A New Way to Find Similarity/
Dissimilarity of DNA Sequences
on the Basis of Dinucleotides
Representation

Subhram Das, Subhra Palit, Anindya Raj Mahalanabish
and Nobhonil Roy Choudhury

Abstract In this paper, we have introduced a new way of representation of
dinucleotides. They are directly represented by two-dimensional coordinates
(x, y) in the Euclidean plane. By writing z ¼ x� y, ultimately the representation is
given by three-dimensional coordinates (x, y, z). Based on the variances of
cumulative values x0; y0; z0 of x, y, and z respectively, a measure is determined to
compare coding sequences of β-globin genes of 11 species. We have also used
another measure for similar comparison of sequences. This is based on the prob-
ability distribution of dinucleotides occurring in the sequence. Finally, we have
compared the similarity/dissimilarity matrix obtained under above two measures by
the method of correlation coefficient.

Keywords Dinucleotide � Graphical representation � Coding sequence �
Similarity/dissimilarity analysis � Correlation coefficient
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19.1 Introduction

In Bioinformatics, the basic studying strategy for both DNA and proteins is the
alignment of sequences. However, directly working with mononucleotides (A, G, C
and T) leads to a lot of information loss. So we need to come up with different
strategies to analyse the sequences in different possible ways. There have been
many works to graphically and numerically represent DNA sequences. One such
graphical representation was first given by Hamori and Ruskin in 1983 [1]. Graphs
are more vivid and easier to understand, and hence a lot of other such work has also
followed. Until now, graphical representation has been in a range of 2D to 6D of
space, respectively [2].

Models based on mononucleotides include Z-curves and walking models [3, 4].
Z-curve representation has a special merit in the sense that it does not lose any
biological information of the sequence. In fact it uses the classification of chemical
structure based on purines/pyrimidines, amino/keto groups and strong/weak
hydrogen bonds. Also the original sequence can be recovered from Z-curve. Nandy
[5] had proposed a model by assigning A, G, T and C to the direction
�x;þx;�y andþ y, respectively of the Cartesian coordinate axes. But this led to
overlapping and thereby loss of information. Another method was devised to
prevent this loss, by using double vectors [6] but the results were not satisfactory.
Anyway the mononucleotide models cannot represent the di and trinucleotides
without complex calculations [7]. Trinucleotide (TN) models are rarely used due to
problems with visualization [8]. So dinucleotide representation is an important
choice.

What makes our representation better than the previous ones [9–13] based on
dinucleotides (DN) is that it is a much easier method and hence more efficient.
Variance shows the spread of the data rather than determining a theoretical centre,
and the cumulative components reduce redundancy. We have taken up the infor-
mation provided by the exon of β-globin genes of different species, which is
essential for pharmaceutical purposes.

19.2 Construction of the DN Curve: Graphical
Representation

There are four nucleotides: A, G, C and T. When their sequences are represented as
dinucleotides, based on the position of the first bases and kinds of bases, there are
16 dinucleotides. Depending on the first base each is assigned a quadrant of the
Cartesian coordinate axes (Fig. 19.1) [14].

Each dinucleotide is represented by a 2D coordinate (x, y). The signs of x and
y are decided by the category of the base at the first site of dinucleotide, that is,
{+, +} –> A, {−, +} –> G, {−, −} –> C and {+, −} –> T. The absolute values
of x and y are given by the absolute (assumed) values of the bases |A| –> 1, |G| –> 2,
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|C| –> 3, and |T| –> 4. For example, (−3, −2) indicates that the sign is {−, −}, i.e.
first base is C and second base is G.

Now, let us consider all the dinucleotides of an arbitrary DNA sequence.
Supposing S = ATCGT…CG is a DNA sequence with N bases, the number of
dinucleotides is N − 1. We have plot sets (S) = (AT)(TC)…(CG)… to convert S into
a curve, where, (base(n)base(n + 1)) corresponds to (xn, yn), the 2D coordinates of
dinucleotide of base(n)base(n + 1) as introduced in Fig. 19.1, and n = 1, 2, 3,…,
N − 1. For instance, in Table 19.1, we show how the calculation is done for a
random sample DNA sequence ATGCCA.

From Fig. 19.1, we find that when x > 0, the first base of dinucleotide is A or T,
while when x < 0, the first base is G or C, and then x divides the 16 kinds of
dinucleotides into two groups, i.e. weak H–bond/strong H–bond groups. Similarly,
y > 0 denotes the first base of dinucleotide as A or G, while y < 0 denotes the first
base as C or T, and then the 16 kinds of dinucleotides are also divided into two
groups by y, i.e. purine/pyrimidine groups. When z > 0, the first base of dinucle-
otide is A or C, while when z < 0, the corresponding base is G or T; hence z divides
the 16 kinds of dinucleotides into two groups, i.e. amino/keto groups.

We define z ¼ x� y and the respective cumulative sums of x, y and z as

x0n ¼
Xn
i¼1

xi; y
0
n ¼

Xn
i¼1

yi; z
0
n ¼

Xn
i¼1

zi; n ¼ 1; 2; . . .N � 1

Fig. 19.1 The 16
dinucleotides placed in
chosen quadrants

Table 19.1 Values of
dinucleotides and their
corresponding coordinates for
the sequence ATGCCA

Dinucleotide X Y Z X 0 Y 0 Z 0

AT 1 4 4 1 4 4

TG 4 −2 −8 5 2 −4

GC −2 3 −6 3 5 −10

CC −3 −3 9 0 2 −1

CA −3 −1 3 −3 1 2
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where N is the number of nucleotides, and n is the number of dinucleotides in a
given sequence.

Therefore, the 16 kinds of dinucleotides can be classified into two groups in
three ways by x, y and z respectively, as presented in Table 19.2. Nevertheless, it is
sufficient to derive a unique dinucleotide curve from it.

19.3 Analysis of Similarities/Dissimilarities Among Beta
Globin Gene Sequences

Earlier many approaches to the coding sequences of the first exon of beta globin
genes [6, 8–13, 15–19, 14, 20–28]. In order to have an unambiguous result, Nandy
[5] suggested that the graphical techniques should be applied to complete coding
sequences. In this segment, similarities analysis is performed on complete coding
sequence of exon of beta globin genes among 11 species based on the dinucleotide
curve discussed above in Sect. 19.2. Table 19.3 shows the information regarding
these corresponding sequences.

19.3.1 Graphical Alignment

We first mention the percentages of different nucleotides in 11 β-globin genes in
(Table 19.4).

We can obtain the information of dinucleotides from graphs of (x′, n), (y′, n) and
(z′, n) in (Fig. 19.2):

To establish our point we start with Bovine. We observe that the graph of (y′, n) is
always positive. Hence, the percentage of purine is more than that of pyrimidine.

Table 19.2 Classification of
nucleotides based on division
along X, Y and Z axes

Groups Division at axis Dinucleotides

Weak H-bond Y AA AG AC AT

TA TG TC TT

Strong H-bond GA GG GC GT

CA CG CC CT

Purine X AA AG AC AT

GA GG GC GT

Pyrimidine TA TG TC TT

CA CG CC CT

Amino Z AA AG AC AT

CA CG CC CT

Keto TA TG TC TT

GA GG GC GT
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This is also observed for goat. Also, take chimpanzee for instance. We observe that
(y′, n) first becomes slightly negative and then continues as positive, (with a slight
bend towards the line of origin) indicating dominance of purine over pyrimidine
group. Similar nature is observed in rat, rabbit, lemur, human and gorilla. However,
for opossum, gallus and mouse the (y′, n) curve is more negative. Hence, the per-
centage of pyrimidine is more than that of purine.

Similarly, graph of (x′, n) is always negative for all the 11 species, thereby
meaning that the percentage of strong hydrogen bond is more than that of weak
hydrogen bond. This is also observed from the chart given above.

Moreover, we observe that for all the species except gallus, the (z′, n) graph is
always negative. Hence, the percentage of keto group is more than that of amino.
The (z′, n) graph for gallus starts out as negative but then turns positive for
approximately n = 235. We observe that for gallus amino group is more dominant

Table 19.3 The complete coding sequences of β globin genes of 11 species

Species NCBI ID Location of each exon Length of CDS

Human U01317 62487...62278, 62409...62631, 62482...62610 444

Goat M15387 279...364, 493...715, 1621...1749 438

Opossum J03643 467...558, 672...894, 2360...2488 444

Gallus V00409 465...556, 649...871, 1682...1810 444

Lemur M15734 465...556, 649...871, 1682...1810 444

Mouse V00722 275...367, 484...705, 1334...1,462 444

Rabbit V00882 277...368, 495...717, 1291...1, 419 444

Rat X06701 310...401, 517...739, 1377...1505 444

Gorilla X61109 4538...4630, 4761...4,982, 5833...5881 364

Bovine X00376 278...363, 492...714, 1613...1741 438

Chimpanzee X02345 4189...4293, 4412...4633, 5484...5532 376

Table 19.4 Percentage of each nucleotide classification

Species Strong H-bond Weak H-bond Purine Pyrimidine Keto Amino

Bovine 54.01 45.99 51.72 48.28 56.98 43.02

Chimpanzee 56.27 43.73 50.67 49.33 56.53 43.47

Gallus 59.37 40.63 46.95 53.05 47.40 52.60

Goat 55.38 44.62 51.49 48.51 55.84 44.16

Gorilla 56.2 43.8 50.41 49.59 56.20 43.80

Human 56.43 43.57 50.34 49.66 54.63 45.37

Lemur 55.76 44.24 50.34 49.66 56.66 43.34

Mouse 55.76 44.24 49.89 50.11 51.69 48.31

Opossum 51.69 48.31 49.21 50.79 55.08 44.92

Rabbit 54.18 45.82 51.69 48.31 55.53 44.47

Rat 53.27 46.73 50.34 49.66 52.82 47.18
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Fig. 19.2 2D curves on cumulative components x′, y′, z′ of coding sequence of β-globin gene of
bovine, chimpanzee, gallus, goat, gorilla, human, lemur, mouse, opossum, rabbit and rat,
respectively
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than the keto group. Thus, our method of representation of dinucleotides is able to
describe the densities of the distributions of the individual dinucleotides.

19.3.2 Quantitative Measurement of Similarity/Dissimilarity
of DNA Sequences

Mean is calculated as:

lk ¼
Xn
i�1

ki=n

where k is the component in i = 1, 2, 3,…, n and n = N − 1, where N is the number
of nucleotides, and n is the number of dinucleotides in a given sequence.

Many authors have proposed E matrix, M/M matrix, L/L matrix, Lk/Lk matrix,
and use their Eigen values as descriptors to do analysis of similarities or dissimi-
larities of DNA sequences [29]. However, the matrices become too large and
complex to calculate Eigen values when DNA sequences are very long. Further-
more, there is some loss of information associated with these matrices [30]. Thus,
we need some method that is more convenient and precise.

We have taken second-order moment/variance as our determining parameter.
The variance is calculated as:

Vk ¼ ð
Xn
i�1

ki � lkð Þ2Þ=n

Using Euclidean distance as the criterion of sequence similarities/dissimilarities,
the smaller the Euclidean distance is, more similar the DNA sequences are.
Therefore we can say that the distances between evolutionary closely related species
are smaller, while those between evolutionary distant species are larger. The
Euclidean distance between two sequences is defined as follows:

D Si; Sj
� � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX3
k�1

ðVSi
k � VSj

k Þ2
vuut

where, VSi
k and VSj

k are the kth component of the three-component vector V of
sequences Si and Sj, respectively. In this way, we obtain the matrix of similarities/
dissimilarities of the 11 species presented in Table 19.5.

From Table 19.4, we find that gallus (the only non-mammal among them) and
opossum (the most remote species from the remaining mammals) are most dis-
similar to others among the 11 species. In case of humans, human–chimpanzee has
the smallest distance, so they are more similar species pairs.
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19.4 Comparison of the Results of Two Types of Measures

The measure based on 16 components is naturally good enough as it deals with all
the components of dinucleotides. Naturally, it is wise to check whether similar
results based on parameters of our representation are in good match with the
aforesaid results. For this purpose, we compare the results given by two matrices in
the two cases by using the method of Pearson’s correlation coefficient (PCC),
whose formula is given as:

PCC ¼
P

XY � 1
N2

P
X
P

YffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
X2 � 1

N2

P
Xð Þ2

� �
ðP Y2 � 1

N2 ð
P

YÞ2Þ
r

where, X and Y stand for the entries in the columns of the matrices given in
Table 19.5 and a table based on 16 components [14], respectively, and N = 11.

It is found that the correlation coefficient is nearly 0.9, which is with no doubt a
good match.

Table 19.5 Matrix of similarities/dissimilarities of the complete coding sequences of globin genes
of 11 species based on 6 component vectors

Bovine Chimpanzee Gallus Goat Gorilla Human

Bovine 0 18786.24 47452.92 11953 24660.3 18983.8

Chimpanzee 0 28743.91 6833.89 5874.4 527.97

Gallus 0 35538.8 22928.4 28508.3

Goat 0 12708.2 7038.92

Gorilla 0 5710.54

Human 0

Lemur Mouse Opossum Rabbit Rat

Bovine 6086.16 38564.57 13754.39 6731.22 29365.6

Chimpanzee 12728.4 19779.3 32532.74 12055 10584.8

Gallus 41367.8 9297.82 61139.69 40740.6 18323.5

Goat 5906.07 26611.97 25701.33 5221.94 17416.8

Gorilla 18600.8 13907.71 38406.47 17929.2 4716.36

Human 12914.9 19587.36 32722.16 12255.6 10422.7

Lemur 0 32497.81 19808.56 817.51 23306.9

Mouse 0 52306.32 31833.5 9225.33

Opossum 0 20481 43110.1

Rabbit 0 22635.5

Rat 0
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19.5 Results and Discussion

In the earlier work on dinucleotide representation [14], mean of the cumulative
values were used for calculating the distances between the sequences. But we have
preferred variance in place of mean. The reason is that very often the mean value
does not coincide with the given data values and may not remain very close to
them. But variance has no such problem, as it simply tells us how much the data are
spread away from the mean.

Evolutionary correlations among other species can also be obtained from general
biological studies and these results coincide with Fig. 19.2 based on the imple-
mentation on a single link algorithm, and similar results are also obtained in recent
papers using different methods [8, 11, 24].

19.6 Conclusion

The way of analysing DNA sequences depicted in this paper has a distinct
advantage of being easier to perform and simple to understand. Any other slight
discrepancies with actual closeness of species in reality may be due to the fact that,
we have used only the information of the exon of the β-globin genes. Our results are
at par with the earlier ones, if not better, for its simplicity in calculation.
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Chapter 20
Single Person Hand Gesture Recognition
Using Support Vector Machine

Sriparna Saha, Amit Konar and Jayashree Roy

Abstract A simple and easy-to-use system is designed for recognition of single
person gestures using their movement of hands while expressing feelings. Here
Kinect sensor is employed to generate the 20 body joint coordinates for a person.
The gestures are comprised of six single hand gestures as well as four double hand
gestures. In this paper, the authors have processed only one (right- or left-hand
joint) coordinate while sculpting single hand gestures, whereas two (both right- and
left-hand joints) coordinates are taken into account when double hand gestures
are considered for each frame using the Kinect sensor. Once the coordinates are
obtained, then normalization is carried out based on the coordinate of the hip centre
for the first frame. The recognition procedure is based on support vector machine
and produces high accuracy rate of 94.3 %.

Keywords Hand gesture � Kinect sensor � Trajectory � Variation

20.1 Introduction

Non-verbal communication between two persons is mainly conducted via body
gestures.While expressing feelings, bodymovements, especially the motion of hands
plays a pivotal role. Interpretation of gestures is a very crucial aspect of human–
computer interaction.

S. Saha (&) � A. Konar � J. Roy
Electronics and Tele-Communication Engineering Department,
Jadavpur University, Kolkata, India
e-mail: sahasriparna@gmail.com

A. Konar
e-mail: akonar@etce.jdvu.ac

J. Roy
e-mail: jayashree.jgec@gmail.com

© Springer India 2015
K. Maharatna et al. (eds.), Computational Advancement in Communication
Circuits and Systems, Lecture Notes in Electrical Engineering 335,
DOI 10.1007/978-81-322-2274-3_20

161



Kinect sensor [1, 2] can be used to identify a person’s gestures by noticing the
hand movements. In this paper, we have developed an algorithm to identify an
unknown person while portraying his/her emotional states by expressing hand
gestures. Here totally ten hand gestures are taken into account. Single hand gestures
can be displayed by the right or left hand, while double hand gestures are conveyed
using both the hands. The proposed algorithm is also developed keeping in mind
the utility of human–machine interaction.

Among various applications of Kinect sensor, it finds wide application in upper
limb rehabilitation [3]. This proposed system is suitable for home-based motion
capture by measuring finger joint kinematics. Oszust and Wysocki [4] have pro-
posed a method for recognition of signed expressions observed using Kinect sensor.
The proposed work helps hearing impaired people. The recognition phase consists
of k-nearest neighbour classifier. Lai et al. [5] proposed a gesture-driven computer
interface using Kinect. The method performs nearest-neighbour classification using
the Euclidean distance metric. Arm swing, arm push, arm back, zoom in and zoom
out are recognized in that paper. A system for monitoring of workers in industry is
elaborated by Martin et al. [6]. The system is used to teach employees if their
current lifting and carrying methods can be detrimental to their health.

In this paper, the Kinect sensor is employed to understand body gestures using
two predefined features. Among twenty coordinates collected via Kinect sensor,
only three coordinates are processed for this algorithm. These three coordinates are
the hip centre, the left and right hands. To deal with the variation of a person’s
distance from Kinect sensor, the hand joint coordinates are normalized with the help
of hip centre’s coordinate of first frame. Here the normalization technique is used
between two coordinate systems, one whose origin is at the IR projector of the
Kinect sensor and another coordinate system’s origin is at the hip centre of first
frame of the person. Now the three-dimensional trajectories of the right and left
hands with two body joints are examined for a specific gesture. The movement of
the hand joints gives rise to data points per frame. For a total sequence, a trajectory
is formed for a specific hand joint. This trajectory is utilized as a feature for
identification of a gesture. Now for the purpose of recognition, we have acquired
dataset from 20 different persons and each person has given data for 10 times for
single as well as double hand gestures. The training to testing ratio is 4:1. High
accuracy rate of 94.3 % is obtained using support vector machine.

The rest of the paper is organized as follows. The principals are introduced in
Sect. 20.2. Experimental results are elaborated in Sect. 20.3. Section 20.4 concludes
with future work.

20.2 Principals Used

The preliminary part of gesture recognition is to detect whether the gesture is
enacted with single hand or double hands. For measuring this, a concept of
threshold is brought forth. After getting the coordinates information from the Kinect
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sensor, the variation (v) of the left and right hands per frame is noted. The variation
is calculated by the following equation

v ¼
XM

i¼1

fiþ1 � fi ð20:1Þ

where M is total number of frames, fi depicts the coordinate for ith frame. If for a
certain gesture, this variation value for the right-hand joint is greater than the
threshold value, then the gesture is admitted as the right-hand gesture and vice
versa. If the variations for both the hands are simultaneously greater than the
threshold value (τ), then the gesture is confirmed as a double hand gesture.

After identifying the type of gesture, then the joint coordinate is normalized
based on the hip centre’s coordinate for the first frame. Let coordinate of hip centre
for the first frame is (xh; yh; zh) and the new and old coordinates for hand joint are
(xnfeature; y

n
feature; z

n
feature) and (xofeature; yofeature; zofeature). Coordinate normalization for

each joint coordinate is done using the following equations:

xnfeature ¼ xofeature � xh ð20:2Þ

ynfeature ¼ yofeature � yh ð20:3Þ

znfeature ¼ zofeature � zh ð20:4Þ

The position from which the person starts gesturing, i.e. the distance of the
person from the Kinect sensor differs widely. Thus coordinate normalization based
on the coordinate of the hip centre of the first frame is performed. The initial hip
centre is taken at the zero position and all the other coordinate values are trans-
formed based on this.

The last part of the proposed work is application of support vector machine
(SVM). The linear SVM [7] acts as a non-probabilistic binary linear classifier by
taking the set of inputs and dividing them into two classes. It divides the data points
on the basis of the gap between the data points using a hyper plane, such that the
distance margin between the support vectors, and hence the two classes are max-
imized. However, linear SVM can be successfully used only where the data are
linearly separable. This limitation can be overcome by mapping the data into a
larger dimensional space using a kernel function [8–10]. The RBF or Gaussian
kernel with the width of the Gaussian as 1 has been used in the present work.
Binary SVM classification is carried out for every class of gesture in a one-against-
all approach. The total procedure for single person hand gesture recognition is
given in Fig. 20.1.
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20.3 Experimental Results

Figures 20.2 and 20.3 present the experimentally found single and double hand
trajectories for subject 5, respectively. The single hand gestures are only shown for
the right hand as the left-hand trajectories are easily obtained by flipping.

The McNemar’s statistical test has been done on the comparative framework.
Let fA and fB be two classifiers. Let n01 be the number of examples misclassified by
fA but not by fB, and n10 be the number of examples misclassified by fB but not by fA.
Then McNemar’s statistic Z follows a χ2 with degree of freedom equals to 1.

Z ¼ ð n01j �n10j � 1Þ2
n01 þ n10

ð20:5Þ

Unknown 
Gesture

Calculation 
of Variation

Kinect
Sensor

Hand 
Trajectory

Recognized 
Hand Gesture

Gesture
Type

Coordinate 
Normalization

Fig. 20.1 Block diagram of the proposed work

Sliding Punching Picking Up Object

Waving Answering Call Stopping

Fig. 20.2 Single hand trajectories for subject 5
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Let A is the proposed SVM algorithm and B is one of the other three algorithms.
In Table 20.1, the null hypothesis has been rejected, if Z[ v21;a¼0:05 ¼ 3:84, where
3.84 is the critical value for 1 degree of freedom at probability of 0.05.

For Left Hand For Right Hand

Disgusting

Clapping

Greeting

Pleasing

Fig. 20.3 Double hand trajectories for subject 5

Table 20.1 Performance
analysis using McNemar’s
test

Algorithm B Algorithm A

n01 n10 Z Comment

kNN 6 17 4.3478 Reject

Perceptron 7 21 6.0357 Reject

FCM 1 18 13.4737 Reject
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From Fig. 20.4, it is evident that the proposed method provides better result than
support vector machine (SVM), k-nearest neighbor (kNN), perceptron and fuzzy
C-means clustering (FCM) algorithms in terms of accuracy.

20.4 Conclusion

The novel approach explained in this paper deals with gesture of ten persons by
calculating standard deviation in simple and efficient way with 94.3 % accuracy.
Gestures are collected each of 3 s duration and with constant speed. The main
advantages of the algorithm are reliability, robustness and accuracy. The method-
ology is wireless, easy to implement and cost effective.

One pitfall of the system is that during recognition of a gesture, the speed is
nearly constant. The variation of speed may lead to erroneous result. The authors
are trying to overcome this problem in future by recognizing the feature curve
pattern.
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Chapter 21
Ensemble Classifier-Based Physical
Disorder Recognition System Using Kinect
Sensor

Sriparna Saha, Monalisa Pal, Amit Konar and Jayahsree Roy

Abstract Gestures symbolizing body pain is a major challenging area in today’s
world. We have presented a system here usingMicrosoft’s Kinect sensor for physical
disorder recognition. Kinect sensor using its proprietary software development
kit (SDK) approximates the human body in terms of 20 joint coordinates in
three-dimensional space. We have taken into account 24 gestures related to physical
disorder. For the training part, 3 datasets are formed where each dataset is constructed
with the data acquired from 20 different subjects. For real time implementation,
Kinect sensor is employed in laboratory for 24 h monitoring. The datasets are divided
into 4:1 ratio for training and testing, respectively. After determining 171 features
from each frame, ensemble classifier (in bagging framework) performs disorder
recognition and yields 94.65 % accuracy in 0.0516 s.

Keywords Ensemble classifiers � Healthcare � Kinect sensor

21.1 Introduction

A gesture can be generated by any state or motion of a body or body parts. Gesture
recognition aims at processing of the information that is ingrained in the gesture and
is not expressed by speech or text. This work identifies 24 gestures involving pain
in different parts of the body. After working in a fixed posture over a long duration,
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people have been observed to perform certain typical gestures revealing pain at
different muscles and body parts. These gestures are the subject of interest for our
work and tracked using Kinect sensor [1–3]. The purpose of this work is to monitor
the gesture of young persons while in sitting/standing posture, thereby sensing the
early stage symptoms of certain disorders and making the subject aware about their
health while suggesting an exercise as a cure. After taking guidance from several
doctors, we have made this proposed system which is not only flexible but also
provides medical guidance at low cost.

Kinect sensor consists of an IR camera, a visible RGB camera and an IR
projector incorporated into it [1–3]. It eliminates the chances of error introduction
owing to variation of appearance or colour of clothes. Other advantages of the
device are optimum cost, portability and ability to perform throughout 24 h of the
day. This work uses Kinect sensor at a frame rate of 30 fps during data acquisition.

Several works related to gesture recognition are found in the literature. Parajuli
et al. have proposed a method on senior health monitoring [4]. The authors have
detected the gestures when elders are likely to fall by measuring gait. The paper also
deals with posture change during transition from sitting to standing and vice versa. Le
et al. demonstrate scaling of angle features while using support vector machine as the
classifier for health monitoring framework [5]. The author has extracted the skeletons
with the help of Kinect sensor for the detection of lying, sitting, standing and bending
postures while our work addresses more specific gestures related to healthcare. Kinect
sensor has also found application of posture recognition in cases like children tantrum
analysis [6]. The authors in [7] have proposed an elderly healthcare gesture recog-
nition technique using a neural network. Also in [8], similar type of work has been
done for gesture recognition for younger individuals with the help of principal
component analysis and fuzzyC-means clustering. In both the two papers, the authors
lack in preparing a large dataset addressing subjects belonging to different age groups.

In this proposed work, Kinect sensor is used to recognize human body gestures.
Then 171 Euclidean distances are measured. This huge amount of information
forms the feature space. We have created three datasets comprising gestures from
different subjects. These datasets are divided in the ratio 4:1 for training and testing
the classifier performance. For the recognition purpose ensemble classifier is
applied. The overall accuracy obtained is 94.65 % with time complexity of 0.0516 s
in Intel Core i3 processor and 4 GB RAM.

Rest of the paper is organized as follows. Section 21.2 provides a brief
description of the concerned disorders related to muscle and joint pain and the
ensemble classifier. Section 21.3 describes the experiment. Finally, the paper is
concluded in Sect. 21.4.

21.2 Method of Study

This section includes the description concerned muscle and joint pains and
ensemble classifier.
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21.2.1 Muscle and Joint Pains Leading to Physical Disorders

Muscular and joint pains at the onset of these disorders give rise to 24 distinct
gestures shown in Fig. 21.1. Early detection of these disorders prevents the progress
of these disorders to chronic stages.

21.2.2 Ensemble Classifier

Ensemble classifiers are constructed on the basis of the fact that the decision
accuracy of a group of classifiers is far more reliable than a single classifier. In our
work, we have used ‘tree’ classifier as the base classifier [9, 10]. The base classifier
creates binary tree where each node operates on one of the features from the dataset.
The predictions of the individual base classifier are combined (weighted voting) to
decide the class of the test samples. Two important criteria must be satisfied in
selecting the individual classifiers: they must be accurate (error rate better than
random guess; also called weak learners) and diverse (different error on new
dataset). Bagging approach for multiclass classification is used while implementing
ensemble classifier. In case of bagging, classifiers are trained by different datasets
which are obtained from bootstrapping the original dataset, i.e. a subset of the

3stL       3stR    3sdL   3sdR       4stL        4stR         4sdL       4sdR

5stL        5stR       5sdL     5sdR  6stL            6stR        6sdL     6sdR

1stL        1stR     1sdL  1sdR         2stL       2stR        2sdL  2sdR

Fig. 21.1 Concerned disorders, 1 = Lumbosacral strain, 2 = Knee sprain, 3 = Prolapse
intervertebral disc, 4 = Gastro-soleus muscle spasm, 5 = Spasmodic torticollis, 6 = Trapezius
fibromyalgia, 7 = Plantar fasciitis, st = pain while sitting posture, sd = pain while standing posture,
L = pain at left side, R = pain at right side and B = pain at both sides
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dataset is created by randomly drawing (with replacement) n samples from the
original dataset. The diversity among the weak learners is explored by this
resampling procedure which is repeated T times. Finally, majority voting on the
decision of the weak learners infer the class of an unknown sample. In this work,
the value of T is considered to be 100 and the bootstrap size (n) is considered to be
30 % of the total dataset.

The working of the tree classifier can be stated as follows. Tree classifier [11]
forms a binary tree on the training set T with N samples and n classes where each
node operates on a single feature yielding the smallest Gini’s diversity index [12] as
given by (21.1) and splits the data into two sets T1 and T2 with N1 and N2 samples
such that the condition in (21.2) is satisfied. The term p(i) stands for the relative
frequency of class i.

gini Tð Þ ¼ 1�
Xn

i¼1

p ið Þ2 ð21:1Þ

gini Tð Þ ¼ N1
N

gini T1ð Þ þ N2
N

gini T2ð Þ ð21:2Þ

21.3 Experimental Results

The proposed work involves gesture recognition from young persons. At first
(20C2 − 19=) 171 features which are basically Euclidean distances between the
different pairs of 20 joints, are extracted from each skeletal frame. Then ensemble
classifier is applied for the classification part. This total procedure is picturized in
Fig. 21.2. It is not feasible to state all the 171 features due to space constraint. The
first five features for the unknown gesture shown in Fig. 21.2 are 0.3217, 0.4841,
0.2524, 0.2346 and 0.1989 which are the distances between the hip centre and five
other joints viz. shoulder centre, head, shoulder left, elbow left and wrist left,
respectively.

Unknown 
Gesture

Skeleton
Suggested 
Exercise

Kinect
Sensor

Ensemble 
Classifier

Feature Extrac-
tion

Fig. 21.2 Block diagram of the proposed work
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Wehave prepared three datasets from JadavpurUniversity research group scholars
of age group 20–25, 25–30 and 30–35 years. In each dataset there are 20 subjects
each imitating the gestures for 10 times. Each trial lasts for 2 s resulting in 60 frames
from Kinect sensor. The 56th frame of each trial is selected as the final gesture which
is expected to be achieved towards the end of a trial. The total size of each of
the dataset is 24 (gestures) × 20 (subjects) × 10 (trials of each gesture) = 4,800. Now
3,840 gestures from each dataset are taken for training purpose and remaining are used
for testing.

This paper compares the relative performance of the proposed algorithms with
three traditional gesture recognition algorithms/techniques with respect to the three
performance metrics viz. recall, precision and accuracy. This comparison is given in
Fig. 21.3 from which we note that ensemble classifier outperforms the other
algorithms. The comparative framework includes fuzzy C- means clustering (FCM)
[8], Support Vector Machine (SVM) classifier [4] and k-Nearest Neighbour (k-NN)
classification [13].

For statistical analysis, we have implemented Friedman test. Here the best of all
the k algorithms, i.e. i = [1, k], is assigned a rank of 1 and the worst is assigned the
ranking k. Then the average ranking acquired by the i-th algorithm over all j = [1, N]
datasets is defined as Ri. Ranking of the classifiers is performed on the basis of the
classification accuracy as shown in Table 21.1. Then v2F distribution with degree of
freedom equals to (k − 1) [14] is measured using (21.3).

v2F ¼ 12N
kðk þ 1Þ

Xk

i¼1

R2
i �

kðk þ 1Þ2
4

" #
ð21:3Þ

0

0.2

0.4

0.6

0.8

1

Recall Precision Accuracy

Ensemble 
classifier

FCM

SVM

k-NN

Fig. 21.3 Comparison of different physical disorder recognition algorithms

Table 21.1 Ranks of classifiers for Friedman test

Dataset (age
group)

Ensemble
classifier

Fuzzy c-means
algorithm

Support vector
machine

k-nearest
neighbour

1 (20–25) 1 2 3 4

2 (25–30) 1 2 4 3

3 (30–35) 1 2 3 4

Average ranks 1 2 3.33 3.67
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In this paper, N = number of datasets considered = 3 and k = number of
competitor algorithms = 4. The null hypothesis has been rejected, as v2F = 8.2040 is
greater than the critical value (7.81) of the v2F distribution for (k − 1=) 3° of freedom
at probability of 0.05.

21.4 Conclusion

The proposed hybrid system for gesture recognition is a simple and novel one. A
large dataset of different disorder-related gestures are created and their diagnosis
and treatment are implemented in daily life in home environment using ensemble
classifier. The decaying nature of age leads to some disorders arising out of muscle
fatigue and joint degradation.

Kinect detects only the skeleton of the subject thereby preserving the privacy of
the subject. The scheme can be used for other applications as well like training in
sports, learning different dance forms, teaching sign languages, etc. Rehabilitation
areas involve early detection of disorders in elders like osteoporosis, rheumatism,
arthritis, etc.
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Chapter 22
Improved Prediction Accuracy
with Reduced Feature Set Using Novel
Binary Gravitational Search Optimization

Sankhadip Saha and Dwaipayan Chakraborty

Abstract Improvement of classifier prediction accuracy is a long run burning issue
over the years in the field of data mining and machine learning application. Opti-
mized feature set is the best strategy and feature selection is the only key to the
optimization problem. Various heuristic search algorithms are proposed in the lit-
erature for the feature set selection task. In this context we have enlightened the
feature set exploration capacity of gravitational search algorithm (GSA) which is
based on the Newton’s law of motion principle and the interaction of masses.
Binary version of GSA with one modification is used for our application here. It is
found that binary gravitational search algorithm (BGSA) is useful for finding only
the relevant features while improving classifier accuracy from that with all features.
We test our approach on six benchmark datasets from UCI machine learning
repository.

Keywords Binary GSA � Feature selection � Stochastic algorithm � SVM � UCI

22.1 Introduction

In the history of development of various optimization techniques, it is greatly found
that nature inspired philosophy plays a major role. It is because natural system is
random in nature and random search often can fruitfully avoid the trap of local
minima or maxima in the search or solution space. Various stochastic optimization
methods are prescribed by researcher so far such as genetic algorithm [1], simulated
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annealing [2], particle swarm optimization [3], ant colony optimization [4], fish
swarm optimization [5], cuckoo search optimization [6], firefly optimization [7] and
fruit fly optimization [8]. It has been proved that although these nature-inspired
algorithms are based on different theoretical approaches they are computationally
intelligent in searching route. The gravitational search algorithm (GSA) [9] is also
nature inspired but different in nature in theoretical point of view. Unlike aforesaid
optimization methods, gravity search algorithm has biological background rather it
is Newton’s physics related. This algorithm conceptualizes the fact that the whole
universe is the total search space and position of a body mass is the searcher agent
or solution vector attracts other body masses with attraction forces. This is the
gravitational force that propagates the search area by navigating the masses all
around. Original GSA is intended for continuous-valued vector space whereas
many real optimization problems like feature selection and dimensionality reduc-
tion require discrete search space. In this regard many stochastic optimization
algorithm is modified to the binary version like binary genetic algorithm [10],
binary particle swarm optimization [11], etc. Rashedi et al. [12] first proposed the
binary version of the gravity search algorithm where the binary search space is
considered as a hypercube in which an agent may move to nearer and farther
corners of the hypercube by flipping various numbers of the bits and gravitational
forces gets converted into a probability value for each element of the binary vector,
which guides whether that elements will take on the value 0 or 1. Though it cannot
as surely be said that one specific optimization algorithm serves the feature
selection task in all application of engineering. That means selection of proper
optimization algorithm varies with different datasets, i.e. one optimization algo-
rithm outperforms on a dataset when the other fails to perform well in terms of
finding the best solution vector. In this paper we instigate the potential fea-
ture selection ability of GSA. We modify the algorithm for efficient convergence
near best solution by giving adaptive weight to the velocity of masses so that body
nearer to best solution can achieve fast movement.

22.2 Theory

22.2.1 Binary Gravitational Search Algorithm

The GSA is a metaheuristic optimization algorithm, introduced by Rashedi et al.
[9], which is based on the law of gravity and the interaction between the masses in a
system. It utilizes Newton’s law of gravitational attraction as well as Newton’s laws
of motion. In GSA, each mass or particle represents a candidate solution and the
system consists of many such particles which interact with and move towards each
other, depending on their fitness. The solutions are vectors containing real-valued
integers. Subsequently, a binary version of the algorithm was developed [12], in
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which the solution vectors are binary, i.e. they contain only 1 and 0. A brief
description of the GSA, along with flowchart, is given in Fig. 22.1.

The GSA considers a system with N agents (masses) where each agent is a
candidate solution and defined as:

Xi ¼ xi1; . . .; x
i
d; . . . x

i
n

� � ð22:1Þ

where xi
d represents the position of the ith agent in the dth dimension and n is the

total number of dimensions or parameters to be optimized. The initial population is
generated by randomly choosing 0 or 1 for each dimension of each solution in the
population.

After the fitness of the entire population is evaluated, the mass of candidate
solution is calculated using the best and worst fitness of the population as well as
the fitness of the respective agent, according to Eqs. (22.2) and (22.3).

qiðtÞ ¼ fitiðtÞ � worstðtÞ
bestðtÞ � worstðtÞ ð22:2Þ

Fig. 22.1 Gravitational search algorithm flowchart
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MiðtÞ ¼ qiðtÞPN
j¼1 qjðtÞ

ð22:3Þ

where fiti(t) is the fitness of the ith agent and Mi(t) is its corresponding weight,
while best(t) and worst(t) are the best and worst fitness of the population, respec-
tively. The gravitational constant G is a linear decreasing function which depends
on both the initial value G0 and the iterations of the algorithm, as shown in
Eq. (22.4):

GðtÞ ¼ G0ðtÞ 1� t
T

� �
ð22:4Þ

In order to update the position of each body, we need to calculate its velocity.
This is done by first calculating the net gravitational force on a body, as in
Eqs. (22.5) and (22.6), the acceleration of the body according to Eq. (22.7) and
finally the velocity of the body, as shown in Eq. (22.8).

Fd
ij ¼ GðtÞMiðtÞ �MjðtÞ

RijðtÞ þ e
xdj ðtÞ � xdi ðtÞ

� �
ð22:5Þ

Fd
i ¼

XN
j¼1;j 6¼i

randjFd
ijðtÞ ð22:6Þ

adi ðtÞ ¼
Fd
i ðtÞ

MiðtÞ ð22:7Þ

vdi ðt þ 1Þ ¼ randi � vdi ðtÞ þ adi ðtÞ ð22:8Þ

In binary GSA, a probability function Sðvdi Þ is defined in Eq. (22.9) such that the
probability of xdi is near zero for a small velocity vdi

�� ��, and movement xdi is high for a
large value of vdi

�� ��. Once the probability Sðvdi Þ is calculated, the movement of the
agents will follow the rule explained in Eq. (22.10).

Sðvdi ðtÞÞ ¼ tanhðvdi ðtÞÞ
�� �� ð22:9Þ

if rand\ Sðvdi ðt þ 1ÞÞ then xdi t þ 1ð Þ ¼ complementðxdi ðtÞÞ

else xdi t þ 1ð Þ ¼ xdi ðtÞ ð22:10Þ
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22.2.2 Proposed Modification

In binary GSA, the velocity of a particle is updated by using Eq. (22.8). In this
paper, we introduce a new adaptive scheme for updating the velocity, given by
Eq. (22.11).

vdi ðt þ 1Þ ¼ wi � vdi ðtÞ þ adi ðtÞ ð22:11Þ

where wi is the Pearson’s product moment coefficient between the agent with
current best fitness and agent with the best fitness in the previous iteration, as shown
in Eq. (22.12). Thus, the velocity of a mass, i.e. an individual solution, is lesser if
the best solution in the current iteration is considerably different from the best
solution in the previous iteration. On the other hand, the velocity is greater if the
two best solutions are somewhat similar, and the body moves faster.

wi ¼ corr bestðtÞ; bestðt � 1Þf g ð22:12Þ

22.2.3 Feature Subset Selection Using Binary Gravitational
Search Algorithm

Binary gravitational search algorithm can be used effectively for feature selection
[10, 13]. In such a case, the total number of dimensions in the solution vector is
equal to the total number of features in the dataset. The candidate solutions each
represent a different feature subset. The fitness function consists of a classifier
which is trained and tested by the data corresponding to the feature subsets and the
tenfold cross-validation error rate serves as the fitness of each contending solutions.
The GSA aims to minimize this fitness, i.e. it tries to select the solution vector
which provides the least amount of cross-validation error rate.

22.3 Results and Analysis

In order to validate the proposed modification, we have used six datasets with mod-
erately large number of features from the UCI Repository [14]. All of the datasets are
divided into training and testing subsets, where 70 % of the samples are used for
training and the remaining 30% for testing. At first, aK-nearest neighbours classifier,
with K = 5, is used for finding the classification accuracy with all the features. Then,
optimized feature subsets are selected from each dataset using the modified novel
binary GSA algorithm with a total of 100 iterations and 30 agents is used. K-nearest
neighbours classifier with K = 5 is implemented for evaluating the cross-validation
error rate in the objective function. Again, the classification accuracywith the reduced
feature subset is computed, and presented in Tables 22.1 and 22.2.
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22.4 Conclusion

Stochastic optimization generally performs better than non-stochastic technique in
finding the important features in the dataset. Hence classifier system accuracy and
efficiency are improved with the dimensionality reduction. In this paper gravity
search algorithm is applied as stochastic process in feature space to explore the
relevant features. The GSA algorithm utilizes the theory of Newtonian physics and
its searcher agents are basically the group of masses. Here binary masses are
considered since feature selection is discrete problem. An appropriate modification
is done to give adaptive weight to the body masses or searcher agent for efficient
convergence of the optimization progression. Results confirm this algorithm’s
capability to improve the prediction accuracy of the classifier even if the number of
features is considerably reduced.

Table 22.1 Prediction accuracy with all features and reduced feature subset

Dataset used Total
number of
features

Prediction
accuracy with all
features (%)

Reduced
feature
subset size

Prediction accuracy
with reduced
features (%)

Urban land
cover (2014)

147 39.05 82 44.77

QSAR
biodegradation
(2013)

41 79.50 22 87.07

Theorem
proving (2013)

51 51.44 25 52.04

Ionosphere
(1989)

34 80.00 7 87.62

Sonar (1988) 60 70.97 29 72.58

Waveform
(1988)

40 80.67 22 81.67

Table 22.2 Selected features for different datasets

Dataset used Selected features

Urban land cover [2,3,4,7,8,9,12,14,17,18,19,20,22,23,24,25,26,27,28,29,30,31,33,35,
38,39,40,42,43,45,46,47,48,49,50,51,52,53,57,58,59,61,62,65,67,68,
70,71,72,78,79,83,84,85,87,88,91,92,93,94,97,98,101,102,108,109,
111,112,113,114,117,120,122,123,127,130,132,133,134,135, 136,145]

QSAR
biodegradation

[1,2,3,5,6,12,14,15,17,18,19,21,22,26,27,32,33,36,37,38,39,40]

Theorem proving [1,2,3,4,5,6,7,16,17,18,19,21,23,24,26,27,29,30,31,36,37,41,42,46,49]

Ionosphere [2,3,4,5,7,13,27]

Sonar [1,3,4,6,8,9,10,11,12,17,18,22,26,29,31,32,36,39,41,43,44,45,47,
48,49,52,53,55,59]

Waveform [2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,22,30,31,34,37]
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Chapter 23
Proton Density Variation in Ionosphere
Before Strong Earthquake Using
GOES-15 Data

Pranab Hazra and Tamanna Islam

Abstract Seismic activity has some relationship with proton density which reveled
from the observation of Scotia Sea Earthquake. In this paper, proton density
variations are observed with the help of GOES-15 satellite data considering the
density of proton in between 8:00 and 12:00 (I.S.T) for a few days before and after
the earthquake. The earthquake time was at 9:04 a.m. on 17 November 2013 in
Scotia Sea (with the magnitude of 7.5 M and depth of 10 km). In this paper, the
variations of proton density and ion densities are statistically analysed from GOES-
15. The GOES N Series of spacecraft continuously observe and measure the
meteorological phenomena in real time, providing the meteorological community
and the atmospheric scientist greatly improved observational and measurement data
of the Western Hemisphere. Because of forecasting and space environmental
monitoring, these enhanced operational services also improve support for atmo-
spheric science research, numerical weather prediction models and environmental
sensor design and development. The GOES satellites provides timely environ-
mental information to meteorologists and their audiences alike—graphically dis-
playing the intensity, path and size of storms. The result shows that the variation in
the anomalies before the earthquakes have different sign from case to case and that
there exists a strong relationship between the amplitude and the magnitude of the
earthquake. It has also been found that the proton density at night detects variations
significantly before the earthquakes. Due to the plate movements under Scotia Sea,
the submicron aerosols are emerged by which ionosphere gets ionized and electric
field becomes stronger; then electrons are accelerated but huge amount of protons
comes from solar radiation. So there is a chance of decreasing proton density in
ionosphere. Anomalies in the positive and negative pulses in GOES-15 data during
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1–7 days before all studied earthquakes during quiet geomagnetic conditions
indicates that these anomalous behaviours are highly regarded as seismo iono-
spheric precursors.

Keywords Sferics � Earthquake � Ionosphere � ELF � Proton density

23.1 Introduction

It was recognized that a seismic electromagnetic inconsistency is a climax of some
course of action which begins a few days prior to the main event and reside until a few
days after it. Earthquakes are a geophysical phenomena which involve processes that
are irregular, non-linear and complicated. Therefore, it is necessary to find more
reliable methods to closely study the process and its relevant parameters. A dynamic
process involves an energy transfer due to crust displacement during earthquake
preparation and at the time of the shock a break down between the source and the
environment occurs. The diverse physical and chemical effects on the lithosphere,
atmosphere and ionosphere also observed and it is possible to detect. These variations
of lithosphere, atmosphere and ionosphere parameters before the main earthquakes
are considered as hint of impending earthquakes (earthquake precursors). The effects
of the preseismic activity on the ionosphere can be investigated using the ionospheric
electron and proton densities. The solar and geomagnetic activities, season, latitude
and longitude and other unknown parameters have a greater impact on the daily
variations of the ionosphere. From the satellite measurements, the equatorial anomaly
also appears during night time in high solar activity conditions [1].

The November 17, 2013 earthquake in the Scotia Sea took place due to the effect
of either left-lateral strike slip faulting on an east-west oriented plane, or right-
lateral faulting on a north-south plane. The site of the event adjacent to the east-west
oriented plate boundary between the Antarctica and Scotia Sea plates implies the
left-lateral faulting scenario is most expected. The November 17 earthquake is the
latest in a series of moderate-to-large earthquakes to strike the same region over
the past several days. Though the region surrounding the Scotia Sea is familiar with
earthquakes, the greater part occur around the subduction zone adjacent to the
South Sandwich Islands, to the east of the November 17 earthquake.

23.1.1 GOES Satellite Data

GOES 15, is a part of the Geostationary Operational Environmental Satellite
(GOES) system operated by the US National Oceanic and Atmospheric Adminis-
tration. GOES 15 was launched atop a Delta IV-M + (4,2) rocket flying from Space
Launch Complex 37B at the Cape Canaveral Air Force Station [2, 3].
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In this study, depending on the time, geographical position and proton density
variations of each day earthquake the closest satellite approaches from about 8 days
before to 5 days after the earthquake are chosen.

23.1.2 Geomagnetic Data

The geophysical conditions and geo-magnetic storms of the solar system have
strong effects on the ionospheric parameters especially in the equatorial and polar
regions. Also, auroral activity plays a vital role in the mid-latitude ionosphere
perturbations. The ionospheric current, equatorial storm time, ring current in peri-
ods of solar-terrestrial disturbances produce considerable geomagnetic field insta-
bility observed on the ground. Consequently, the measured parameters may display
variations even if the seismic activity is absent.

A global impact being observed all over the world due to the ionospheric effect
of a geomagnetic storm, while the seismogenic effect is observed only by stations
with the distance less than 2,000 km from the potential epicenter [1]. Data pub-
lished in the USGS earthquake report recommend that the movement is relatively
slow at a rate of, approximately, 6 mm per year.

23.2 Observations

In Figs. 23.1, 23.2, 23.3, 23.4, 23.5, 23.6, 23.7, 23.8, 23.9, 23.10, 23.11, 23.12,
23.13, 23.14, 23.15 and 23.16, we are considering the proton density variation on
ELF signals as precursors of earthquake in between 8:00 and 12:00 (I.S.T) for a few

Fig. 23.1 Proton density
(P > 5 MeV) in ionosphere on
08 November 2013
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days before and after the earthquake. The earthquake time was 9:04 a.m. on 17
November 2013 in Scotia Sea (with the magnitude of 7.5 M and depth of 10 km).

Number of protons for different energy in different date is presented in tabular
format in Table 23.1.

Taking maximum proton density for the different energy of the proton, we have
plotted the bar graph from Figs. 23.17, 23.18, 23.19 and 23.20.

Proton density variation for different energy on the day of the earthquake has
been presented through a bar graph in Fig. 23.21.

Fig. 23.2 Proton density
(P > 10 MeV) in ionosphere
on 08 November 2013

Fig. 23.3 Proton density
(P > 30 MeV) in ionosphere
on 08 November 2013
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Fig. 23.4 Proton density
(P > 50 MeV) in ionosphere
on 08 November 2013

Fig. 23.5 Proton density
(P > 5 MeV) in ionosphere on
15 November 2013

Fig. 23.6 Proton density
(P > 10 MeV) in ionosphere
on 15 November 2013
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Fig. 23.7 Proton density
(P > 30 MeV) in ionosphere
on 15 November 2013

Fig. 23.8 Proton density
(P > 50 MeV) in ionosphere
on 15 November 2013

Fig. 23.9 Proton density
(P > 5 MeV) in ionosphere on
17 November 2013
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Fig. 23.10 Proton density
(P > 10 MeV) in ionosphere
on 17 November 2013

Fig. 23.11 Proton density
(P > 30 MeV) in ionosphere
on 17 November 2013

Fig. 23.12 Proton density
(P > 50 MeV) in ionosphere
on 17 November 2013
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Fig. 23.13 Proton density
(P > 5 MeV) in ionosphere on
20 November 2013

Fig. 23.15 Proton density
(P > 30 MeV) in ionosphere
on 20 November 2013

Fig. 23.14 Proton density
(P > 10 MeV) in ionosphere
on 20 November 2013
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Fig. 23.16 Proton density
(P > 50 MeV) in ionosphere
on 20 November 2013

Table 23.1 Number of protons/cm3 for different energy in different date

Date Time (I.S.T) Max. no of
proton/cm3

(p > 5 Mev)

Max. no of
proton/cm3

(p > 10 Mev)

Max. no of
proton/cm3

(p > 30 Mev)

Max. no of
proton/cm3

(p > 50 Mev)

8/11/13 8 a.m.–12 a.m. 2 1.5 0.255 0.16

9/11/13 8 a.m.–12 a.m. 4 1.6 0.325 0.18

11/11/13 8 a.m.–12 a.m. 3.5 1.2 0.25 0.16

12/11/13 8 a.m.–12 a.m. 1.9 0.85 0.275 0.135

15/11/13 8 a.m.–12 a.m. 1.4 0.35 0.15 0.135

16/11/13 8 a.m.–12 a.m. 0.85 0.375 0.15 0.135

17/11/13 8 a.m.–12 a.m. 0.6 0.375 0.15 0.135

18/11/13 8 a.m.–12 a.m. 0.55 0.275 0.17 0.12

19/11/13 8 a.m.–12 a.m. 5 3.5 0.8 0.325

20/11/13 8 a.m.–12 a.m. 6 2.5 0.40 0.21
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Fig. 23.18 Diurnal proton variation when P > 10 MeV
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Fig. 23.19 Diurnal proton variation when P > 30 MeV

0
0.1
0.2
0.3
0.4

M
ax

im
u

m
 n

o
 o

f 
p

ro
to

n
s

w
h

en
 p

>5
0m

ev

Date

Maximum no of protons vs Date

Fig. 23.20 Diurnal proton variation when P > 50 MeV
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23.3 Conclusion

Some characteristic features of two large earthquakes have been analysed from the
recorded data. The signal is characterized by spiky variations which indicates the
proton density commencing several hours prior to the occurrences of earthquakes.
The nearer the epicenters from the receiver, the higher is the amplitudes of spikes.
The amplitude of spikes is very much dependent on the magnitude of earthquake. It
should be pointed out that the pre-seismic ionospheric anomalies which appear 1–
8 days before the earthquakes can be positive as well as negative. Here we consider
the proton density as a parameter which is having a nature of decreasing towards the
earthquake date, because geomagnetic activity was very quiet during the days of the
studied earthquake’s day. The detected anomalies can be interpreted as the pre-
seismic ionospheric variations. The seismo ionospheric anomalies represented here
are very significant for short-term earthquake prediction. It may be due to the plate
movements under Scotia Sea the submicron aerosols are emerged by which iono-
sphere gets ionized and electric field becomes stronger, then electrons are accel-
erated but huge amount of protons comes from solar radiation. So there is a chance
of decreasing proton density in ionosphere. During any large earthquake, there will
be coupling between lithosphere–atmosphere and ionosphere through some prob-
able channels like chemical channel and electromagnetic channel. From chemical
channel, there will be a gas emanation, changes in geophysical parameters which
introduce chemical/conductivity changes in air resulting in a modification of the
atmospheric electric field perturbing the plasma density in the ionosphere. EM
channel is supposed to introduce VLF emission, ionizations, electric charge
redistribution above the surface of the earth by which anomalous electric field
would be generated producing large-scale irregularities.
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Chapter 24
Analysis of Similarity Between Protein
Sequences Through the Study of Symbolic
Dynamics

Jayanta Pal, Anilesh Dey, Soumen Ghosh, D.K. Bhattacharya
and Tarunima Mukherjee

Abstract Protein sequence analysis is an important tool to decode the logic of life.
The rapid growth of protein sequences is constantly throwing several challenges to
the bioscientists. So several methods are being improvised to assign mathematical
descriptors to protein sequences, in order to quantitatively compare the sequences
and determine similarities and dissimilarities between them. In this paper, for the
analysis of protein sequences their 4-bit ranks and entropies are studied and
compared with each other which yields satisfactorily convenient results.
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24.1 Introduction

The basic idea behind the numerical characterization of protein sequences is that
specific sequences are generally unique and therefore possess a characteristic sig-
nature which conveniently helps us to recognize an unknown species and measure
its similarity with others. In the past few years, considerable efforts are being made
in order to find reliable, robust and fully automated methods to mathematically
characterize sequence segments. Quite a few approaches are being proposed which
are laborious and time consuming at the same time, and thus they are not efficient
enough for serving our purpose in a short time.

For example, PSI-BLAST [1] and HMM [2] are regarded as very powerful
procedures for detecting the remote homology between proteins. PSI-BLAST helps
to look in detail into the database for sequences that match the query sequence by
utilizing a scoring matrix exclusively formulated for the query. In HMM, the
modelled system is assumed to be a Markov process with unobserved (hidden)
states. A HMM can be considered as the simplest dynamic Bayesian network. But
these methods do not work when query sequences lack significant similarity to the
database sequences [3].

Later the protein sequences were expressed in 2D graphical representations [4–
7]. But it resulted in an increased complexity, because the protein strings are built
on 20 alphabets (representing the 20 amino acids) unlike the strings that are built on
4 alphabets only (representing DNA or RNA). A simple, convenient and fast
approach was made through dynamic 2D protein sequences [8]; however, the
results obtained were not so accurate. An attempt was made which dealt with
characterization of protein sequences by extracting sequence features, rather than
using the query strings directly for comparison among themselves. But the
dimension of the vectors obtained was so small that it resulted in significant loss of
information [9].

To eliminate a few of the above shortcomings, recently a new approach is made
where the 20 amino acids are classified into 4 groups [10], in such a way that it does
not affect the results in that method. But the subsequent steps are quite complex, as
the method involves calculations among 56-dimensional vectors.

Due to the limitation of availability of convenient methods, a robust and efficient
computational system is important. In this paper, we present a novel approach to
analyse the similarity of protein sequences of nine ND5 (NADH Dehydrogenase
subunit 5) proteins. Without loss of generality, the 20 amino acids are classified to 4
subgroups based on their hydropathy characteristics. Each of the subgroups is
expressed by 2 bits (binary digits). Thus the protein sequences are expressed as
binary sequences, and the subsequent calculations are done accordingly. We
compute the rank and entropy of the sequences, and make a comparative study
between each pair of species. The remainder of this paper is organized as follows:
The methodology is described in Sect. 24.2. The experimental results and discus-
sions are reported in Sect. 24.3 and the conclusions are drawn in Sect. 24.4.
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24.2 Methods

24.2.1 Data Acquisition

A protein sequence of length n can be described as a linear succession of n symbols
from the 20-letter amino acid alphabet A, C, D, E, F, G, H, I, K, L, M, N, P, Q, R,
S, T, V, W, Y. We work with nine ND5 protein sequences of nine different species,
obtained from the NCBI database. The subjects are chosen in such a way that it
includes a varied collection of mammals, ranging from human and chimpanzee to
rat and mouse. The data used is given in Table 24.1. All sequences are represented
as binary sequences and are processed pairwise in MATLABR2010a, with the help
of Q–Q plotting.

24.3 Proposed Methodology

24.3.1 Classification of Protein Sequences

Clearly, computations involving as much as 20 different types of amino acids
become troublesome. So recently, several attempts are made to simplify the protein
sequences, which result in easier calculations and at the same time, ensuring
preservation of data. Here we adopt the classification [10] based on hydropathic
scale. A hydropathic scale measures the hydrophilic and hydrophobic properties of
each of the 20 amino acid side-chains under consideration. According to hydro-
pathic scale, the 20 amino acids can be grouped into three hydropathy states:
Strongly hydrophilic (POL), strongly hydrophobic (HPO) and weakly hydrophilic
or weakly hydrophobic (Ambi) [3]. Here the abbreviations, i.e. POL, HPO and
Ambi, for hydropathy characteristics as used by Panek et al. are adopted [11]. Since
Proline and Glycine are not classified into any hydropathy set because of their

Table 24.1 Database source

No. Species name ID Database

1 Human (Homo sapiens) AP-000649 NCBI

2 Gorilla (Gorilla gorilla) NP-008222 NCBI

3 Common chimpanzee (Pan troglodytes) NP-008196 NCBI

4 Pigmy chimpanzee (Pan paniscus) NP-008209 NCBI

5 Fin whale (Balaenoptera physalus) NP-006899 NCBI

6 Blue whale (Balenoptera musculus) NP-007066 NCBI

7 Rat (Rattus norvegicus) AP-004902 NCBI

8 Mouse (Mus musculus) NP-904338 NCBI

9 Opossum (Didelphis virginiana) NP-007105 NCBI
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unique backbone properties, and Cystine is excluded from any set because it has
polarisable properties [12], these three amino acids are taken in one group. Finally,
the 20 amino acids are classified into four groups (Table 24.2).

24.3.2 Similarity Index

Each of the group has to be represented by a unique k-digit binary number. As there
are only four groups, it will suffice if we choose k = 2.

Suppose a protein sequence is given by x1; x2; x3; . . .; xnf g; where xi represents
the amino acid in the ith position of the series. This sequence is converted into
symbolic dynamics by a mapping f : x1; x2; x3; . . .; xnf g ! B, which is defined by:

f xið Þ ¼ 00; when x ¼ R;D;E;N;Q;K;H

¼ 01; when x ¼ L; I;V;A;M; F

¼ 10; when x ¼ S;T;Y;W

¼ 11; when x ¼ C;G; P

Thus by the mapping f we see the sequence x1; x2; x3; . . .; xnf g of length n
becomes the binary sequence B of length 2n.

For example, if we have a protein sequence segment as RDVACSTLIAAAA
then by symbolic dynamics we get the binary sequence B as 000001011110-
10010101010101

Calculation of Rank:
Let Wk denote the k-bit word that represents a unique pattern in the binary

sequence B. Obviously there exists 2 k such words. Let Wik denote the ith k-bit
word. Corresponding to each Wik the rank of Wik, denoted by R(Wik) is defined as

R(Wik) = number of times Wik appears in binary sequence B.
Thus, for the above sequence we obtain the ranks as follows:
R(0000) = 2, R(0001) = 1, R(0010) = 2 and so on.

It is claimed in [13] that the occurrence of these k-bit words may reflect the
underlying dynamics of the original time sequence.

Table 24.2 Subrouping of amino acids

Hydropathy characteristics Abbreviation Amino acids

Strongly hydropathic (polar) POL R, D, E, N, Q, K, H

Strongly hydrophobic HPO I, L, V, A, M, F

Weakly hydrophilic or weakly hydrophobic
(ambiguous)

Ambi S, T, Y, W

Special None C, G, P
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24.3.3 Calculation of Entropy

We use a slightly different approach in which in place of rank, Shanon’s entropy is
used as the parameter. In [14], to measure entropy of a protein sequence we first
find out the rank of each Wik that occurs in the sequence. The formula for Shanon’s
Entropy H(wk) is given by

H wkð Þ ¼ �p wkð Þlog p wkð Þ;

where p(wk) represent the probability of the rank of a specific word in the query
sequence.

24.4 Q–Q Plot (Quantile–Quantile Plot)

In statistics, a Q–Q plot [15] (“Q” stands for quantile) is a probability plot which is
a graphical method for comparing two probability distributions by plotting their
quantiles against each other. Q–Q plot is a plot of the quantiles of two distributions
against each other, or a plot based on estimates of the quantiles. The pattern of
points in the plot is used to compare the two distributions. The points plotted in a
Q–Q plot are always non-decreasing when viewed from left to right. If the two
distributions under comparison are identical, the Q–Q plot follows the line y = x. If
the two distributions agree after transforming the values linearly in one of the
distributions, then also the Q–Q plot follows some line, but this line is not nec-
essarily the line y = x.

24.4.1 Our Methodology

First we consider the 4-bit words, starting from 0000 to 1111, which can be
expressed mathematically as w4i where i = 0, 1, 2,…,15. This collection of 4-bit
words over the whole binary sequence is obtained by shifting one data point at a
time.

Now the rank is calculated for each such word. This actually produces a
sequence of rank values for the binary sequence of the protein sequence under
consideration. Finally, the probability distributions of the rank values for every pair
of protein signals are compared by Q–Q plot.

For example, we obtain Figs. 24.1 and 24.2 by the Q–Q plotting of the ranks of
Human–Common Chimpanzee and Human–Mouse protein sequences.
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It is clearly evident from the figure that there is a marked similarity between
Human and Common Chimpanzee in terms of their protein sequences, whereas
Human and Mouse have a great deal of dissimilarity.

Next we use the Entropy of species in place of Rank. Here we obtain Figs. 24.3
and 24.4 by Q–Q plotting Human–Common Chimpanzee and Human–Mouse
protein sequences, respectively.

Fig. 24.1 Q–Q plot
of RANK value
of human–common
chimpanzee protein sequences

Fig. 24.2 Q–Q plot
of RANK value
of human–mouse protein
sequences
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24.5 Results and Discussions

24.5.1 Q–Q Plot of the RANK Value Series for Protein
Sequences of Different Species

An illustration of Q–Q plots are obtained for the RANK value sequences for
different protein sequences represented in the following figures (Figs. 24.5, 24.6,
24.7, 24.8, 24.9, and 24.10).

Fig. 24.3 Q–Q plot
of entropy

Fig. 24.4 Q–Q plot
of entropy
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Fig. 24.5 Human versus
gorilla

Fig. 24.6 Human versus
common chimpanzee
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Fig. 24.7 Human versus
pigmy chimpanzee

Fig. 24.8 Human versus fin
whale
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Fig. 24.9 Human versus blue
whale

Fig. 24.10 Human versus rat
versus opossum
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24.5.2 Q–Q Plot of the Entropy Value Sequences for Protein
Sequences of Different Species

As an illustration, Q–Q plots are obtained for the entropy value sequences for
different protein sequences in Figs. 24.11, 24.12, 24.13, 24.14, 24.15, 24.16, 24.17,
24.18, 24.19, 24.20, 24.21 and 24.22.

Thus we have found out all the Q–Q plot graphs between each pair of species,
using both rank and entropy as the parameters. We see both the result sets yield
considerably satisfactory results. But on closer examination, we find in the human–
gorilla pair, in Fig. 24.11, that all the points are on the dotted straight line, whereas

Fig. 24.11 Human versus
gorilla

Fig. 24.12 Human versus
common chimpanzee
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Fig. 24.13 Human versus
pigmy chimpanzee

Fig. 24.14 Human versus fin
whale
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Fig. 24.15 Human versus
blue whale

Fig. 24.16 Human versus rat
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Fig. 24.17 Human versus
mouse

Fig. 24.18 Human versus
opossum
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Fig. 24.19 Gorilla versus
common chimpanzee

Fig. 24.20 Gorilla versus
pigmy chimpanzee
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they do not lie on the same straight line as in Fig. 24.6. So the distribution of the
rank values is unable to distinguish between human and gorilla (Fig. 24.23),
whereas the dissimilarity between human and gorilla is clearly visible in the plot
using entropy values (Fig. 24.24).

Thus evidently, we are getting a more perfect similarity–dissimilarity graph by
using Shannon’s entropy as the parameter of protein sequence analysis, in place of
rank.

Fig. 24.21 Gorilla versus fin
whale

Fig. 24.22 Gorilla versus
blue whale
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24.6 Conclusion

The binary representation of rank and entropy value sequences of the protein
sequences yield satisfactory results when shown on Q–Q plot. From here, we can
draw a few significant inferences: The subgrouping of amino acids to four groups is
a convenient attempt to reduce the complexity of dealing with 20 alphabets. Binary
representation of sequences with the help of symbolic dynamics eases the sub-
sequent calculations. Both Rank and Entropy are, simple yet ,correct measures of
measuring the similarity and dissimilarity of different protein sequences. This study
yields more satisfactory results when entropy is used as the parameter. This method

Fig. 24.23 Q–Q plot of
RANK value of human versus
gorilla

Fig. 24.24 Q–Q plot of
entropy value of human
versus gorilla
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can even be used to find out the similarity and dissimilarity of an unknown query
sequence with the sequence of a known species. This will give us an idea about
what could be the species of the unknown sequence. However, it may be noted that
the present study is carried out only on a smaller sample size of data and so further
investigation is required on a larger sample size of data to substantiate the results of
the present work.
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Chapter 25
A Secure Group-Based Communication
Scheme in Disaster Response Environment
Using Delay Tolerant Network

Chandrima Chakrabarti, Ananya Banerjee
and Sanchari Chakrabarti

Abstract When a major disaster strikes, large parts of the critical infrastructure can
be completely debilitated for weeks. In such situations the principal need is to
quickly re-establish minimal communication infrastructures for support of rescue
operations. For this purpose smart phone-based ad hoc opportunistic network can
be built to rescue people from different affected areas. Relief workers from different
agencies divide into small groups based on different categories of needs. In such
sensational environments secure and immediate group communication among small
groups and to the remote monitoring system is urgent as there can be some mali-
cious nodes that intend to intercept and alter sensitive data for the purpose of
corruption. To implement group communication using Delay Tolerant Network
(DTN) some authorized carrier nodes can be allocated to deliver messages and
shared group keys can be assigned for encryption-decryption purposes. The per-
formance of the proposed scheme is evaluated on ONE simulator (The Opportunistic
Network Environment Simulator) version 1.4.1.
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25.1 Introduction

Our modern communication infrastructure will be totally damaged or unavailable
when a major disaster takes place. To build the minimal infrastructure for rescue
operations will be a prime need in such situation. Such communication networks
can be infrastructure-less with typical mobility pattern and delay tolerance. One
example of such an “infrastructure-less” network is described by the perception of
hastily formed networks [1–3], built-up using smart phones, carried by emergency
responders and emergency vehicles working at the disaster sites to carry out post-
disaster recovery operations. Relief workers from different agencies try to divide
into small groups based on different categories of situational needs in a timely
manner [4]. However, different group members can be located in different positions
for the purpose of receiving or forwarding data. If we consider medical teams or
military teams as groups, they are not working in a particular area but are scattered
in different areas. Even group members may not know the actual location of its own
group members. So, to build up proper communication within a group is very
difficult. Also, in such sensational environments, secure and immediate group
communication among small groups and to the remote monitoring station is very
essential, as there can be some malicious node intending to intercept and alter
sensitive data for the purpose of corruption.

In this paper, our objective is to ensure fast and reliable delivery of group
messages in post-disaster communication networks by avoiding the possibility of
data modification by malicious nodes as far as possible. We propose a fast and
secured Group-based Communication Scheme where a group of reliable and
authorized static and dynamic carrier nodes are employed to deliver messages in
sparsely connected network. In our paper, group member nodes need to encrypt
data with a shared group key, which is only available to group member nodes.
Some authorized carrier nodes are assigned for the purpose of forwarding or
receiving different group messages and delivering them appropriately on an urgent
basis. We also compared our performance with the paper by Zhou et al. [5] using
ONE simulator and we obtained better results using our scheme from the per-
spective of data delivery and overhead.

The rest of the paper is organized as follows. Section 25.2 describes the related
work. Section 25.3 illustrates our system model. The simulation parameters and
performance comparisons are discussed in Sect. 25.4. The paper is concluded with a
discussion on the future work in Sect. 25.5.

25.2 Related Work

Nowadays, application of Delay Tolerant Network (DTN) in the post-disaster
environment has gained the increasing attention of researchers. Substantial research
has been carried out to facilitate group-based data exchange for the purpose of
increasing reliability in a fragmented network like DTN.
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In such an opportunistic set-up, a node must decide whether to forward packets
to an encounter node based on contact history [6, 7]. But in such case authors [6, 7]
did not consider the question of data integrity, which may be hampered. Li et al. [8]
proposed an enhanced group-based routing protocol for DTN, in which the relay
node is selected based on social group information obtained from historical
encounters. We feel that in the disaster environment it is not possible to meet each
group member within a zone, because they are scattered everywhere. So, encounter
metric does not always work. Zhou et al. [5] discussed their Group Based Epidemic
Routing (G-Epidemic) for propagating group information with the help of group
members. However, we observed that in this scheme data delivery is very low as in
a fragile environment like DTN, nodes contacts are opportunistic in nature. So a
node needs to wait for a long time to find its own group member or friend. At the
same time, authors of [5] did not consider secure delivery of data.

Inspired by existing research works, we aim to design a secure group-based
communication scheme using shared group key and authorized carrier nodes for
fast delivery in a disaster response communication scenario.

25.3 System Model

In the post-disaster environment each volunteer works in a group. Examples of such
groups can be a medical team, a military team, NGOs, etc., which are mainly
interest-based groups. These groups can be located in different locations of the
disaster affected area. The total number of groups, type of groups, number of people
allocated to each group may be varied based on the disaster type and situation. In
disaster struck area, volunteer groups will choose some buildings, schools as local
shelter for temporary residence of victims after rescuing them. Shelters can also be
used as the local office of different volunteer groups, temporary storage of needs
like rice, dry foods, medicine, etc., for survival. Updated information about all
shelters (information like actual situation of the areas, demand of each shelter,
number of victims) will be forwarded from time to time to the Control Station node,
which is situated in a nearby city.

Now, from each shelter, volunteer groups will be divided into lesser number of
groups and will work in different locations as shown in Fig. 25.1; but before that,
each volunteer group needs to register at a shelter and get the shared secret key for
ensuring secure message exchange.

As in Fig. 25.1, the topmost node, Control Station node controls all the shelter
nodes and gets up-to-date information from them. Volunteer nodes are responsible
for forwarding messages securely either directly in one hop or via carrier nodes
which are used in group communication for delivering messages from time-to-time.
Carrier nodes are also responsible for communication between Control Station node
and Shelter nodes. There are two types of carrier nodes:
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(i) Static Carrier (SC) node
(ii) Dynamic Carrier (DC) node

SC nodes are fixed, situated in a zone (as in Fig. 25.1) and mainly serve as the
repository for message exchange like the local post office.

DC nodes are roving from one zone to another for inter zone message exchange
like mobile van of the post office. As we have used carrier nodes for data delivery,
so, here, volunteer nodes need not wait much for forwarding a packet if no for-
warder is found. As a result, delivery of messages will be faster than any other
scheme.

Fig. 25.1 Hierarchy of different nodes
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25.3.1 Data Forwarding Using Volunteer Node

Suppose a volunteer node wants to send a message to its group member node; first,
it encrypts the message with the shared group key. Then after searching the
neighbour table, if it finds the destination node in its 1 hop neighbour, delivers it
directly.

When a volunteer node within a particular zone needs to send some messages to
another node, it first consults its neighbour node (Table 25.1).

But if it cannot find it in the neighbour table, then it needs the help of the carrier
node. If that particular volunteer node finds any DC node within its vicinity, it
forwards the message to that DC node, as using DC node a message can be
forwarded fast. But if a volunteer node cannot find any DC node, then it forwards
the message to the nearest SC node as it knows the SC node’s location. The detail
of this mechanism is discussed in Sect. 25.3.4, Algorithm 1.

25.3.2 Data Forwarding Using Carrier Node

In a scheduled time (after 3–4 h) when DC node visits the zone, it will forward
(download) messages first, then it will collect (upload) new messages from SC
nodes at first and then from other volunteer nodes.

These DC nodes always prefer to come in contact with SC node before meeting
any volunteer node. When downloading and uploading of information between DC
and SC nodes are completed, then both of them will come into contact with vol-
unteer nodes for delivering messages. After collecting messages from DC nodes,
SC nodes forward these messages to the appropriate volunteer node. We assume
carrier node has the filtering capability to avoid redundancy of messages. The detail
of this mechanism is discussed in Sect. 25.3.4, Algorithm 2 for DC and Algorithm
3 for SC node. An SC node has to maintain its neighbour table as (Table 25.2).

Table 25.1 Example of
neighbour table of a volunteer
node

Node id Group id Location

s1 (shelter node) (x, y)

v11s1 (volunteer node of group1) g1 (x11, y11)

v12s1 (volunteer node of group1) g1 (x14, y14)

v21s1 (volunteer node of group2) g2 (x12, y12)

v31s1 (volunteer node of group3) g3 (x13, y13)

Sc11 (static carrier node1) (x1, y1)

25 A Secure Group-Based Communication Scheme … 221



25.3.3 Communication with Shelter Node and Control
Station Node via Carrier Node

If shelter node has to send some message to the affected zone or vice versa, which is
not specific to a group, shelter node can broadcast the message. If any volunteer
group has to send some message from shelter to the disaster affected zone or vice
versa, then volunteer group or node needs to encrypt the message using shared
group key. After collecting all information from the disaster struck zone, at shelter,
different volunteer groups will decrypt the information and try to generalize the
overall information. These volunteer groups (those who reside at shelter) will again
encrypt that information using shared group key and send it towards Control Station
node via carrier nodes.

Using this scheme Control Station (CS) node gets updated information about
needs from different shelter nodes from time-to-time via carrier nodes. We assume
CS node has the authority to get access of all shared group keys. CS node allocates
relief materials for meeting the needs of different shelters and sends them via the
carrier nodes as well.

25.3.4 Algorithms

ALGORITHM 1: DATA FORWARDING using Volunteer node

STEP1: Initialize current_node, source, destination, 1 
hop neighbor node, receiver node, forwarder node, Dynamic 
Carrier (DC) node, Static Carrier (SC) node, shared group 
key for different groups available 
STEP2: If source = current_node
i) Encrypt data using shared group key 
ii) Search neighbor table for destination

Table 25.2 Example of
neighbour table of a static
carrier node

Node id Group id Location

s1 (shelter node) (x, y)

v11s1 (volunteer node of group1) g1 (x11, y11)

v12s1 (volunteer node of group1) g1 (x14, y14)

v21s1 (volunteer node of group2) g2 (x12, y12)

v31s1 (volunteer node of group3) g3 (x13, y13)

dc11 (dynamic carrier node1) (x1, y1)

dc12 (dynamic carrier node2) (x2, y2)
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If destination = 1 hop neighbor node
Deliver data 
End if
Else Repeat the following steps (step 2.1 to 2.4) until 
next forwarder is found
2.1: Check if any Dynamic Carrier node found within 
transmission range
2.2: If found
2.3: Forward data to DC node
2.4: Else Check neighbor table for Static Carrier node
If found
Forward data to SC node
End if
End if
End if
// When current_node source
Step 3: If current_node = destination
Receive data
Decrypt data using shared group key
End if

ALGORITHM 2: DATA FORWARDING using DC node

STEP1: Initialize volunteer node, Dynamic Carrier (DC) 
node, Static Carrier (SC) node, transmission range, data-
base of SC node, database of DC node 
STEP2: If any volunteer node comes within the transmis-
sion range of any Dynamic Carrier (DC) node then DC node 
will not accept data from it. DC node first comes with 
the transmission range of a SC node within that zone 
End if
STEP3: DC node checks if any SC node is found within 
transmission range
If found
Forward data to SC node 
Receive data from SC node
Else Store data to its database until a SC node found
End if
//After meeting with SC node within a zone, a DC node can 
meet a volunteer node; 
If any volunteer node found within the transmission range 
of DC node
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If found
DC node checks its database whether it has any data des-
tined for that volunteer node
If found
Deliver data to the volunteer node 
Receive data from that volunteer node
End if
End if

ALGORITHM 3: DATA FORWARDING using SC node

STEP1: Initialize volunteer node, Dynamic Carrier (DC) 
node, Static Carrier (SC) node, transmission range, data-
base of SC node, database of DC node
STEP2: If any volunteer node comes within the transmis-

sion range of any Static Carrier (SC) node then SC node 
checks its own database whether it has some message 
destined for that particular volunteer node; SC node 
first forwards that data then receives data from that 
volunteer node
End if
STEP3: SC node checks if any DC node is found within 

transmission range
If not found
Store data to its database
Else
Download/receive data from DC node
Upload/forward data to DC node
End if

25.4 Simulation

We have implemented our scheme using Opportunistic Network Environment
(ONE) simulator [9]. The nodes are positioned on default map. The details of our
simulation parameters are shown in Table 25.3.

The performance of our proposed scheme and the scheme in [5] are evaluated in
terms of packet delivery probability and overhead ratio. We have used the fol-
lowing formulae:

Delivery Probability = Number of Packets Delivered/Number of Packets Created
and Overhead Ratio = (Number of packets relayed−Number of packets delivered)/
Number of packets delivered.
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From Fig. 25.2 it is evident that the delivery probability improves in our pro-
posed scheme compared to the G-epidemic scenario discussed in [5]. We also
observed the performance of our proposed scheme and the scheme discussed in [5]
in terms of Overhead Ratio as represented in Fig. 25.3 where overhead ratio
decreases significantly in our proposed scheme compared to the G-epidemic sce-
nario discussed in [5].

Table 25.3 Parameters used for simulation

Number of groups of volunteer nodes 3

Number of volunteer nodes Varies from 60 to 200

Number of shelter nodes (stationary) 3

Number of control station nodes (stationary) 1

Number of static carrier nodes (stationary) 10 % of total number of volunteer
nodes

Number of dynamic carrier nodes 10 % of total number of volunteer
nodes

Speed of volunteer node 0.5–1.5 m/s

Speed of dynamic carrier node 1.5–5.5 m/s

Transmission range 10 m

Transmission speed 2 Mbps

Buffer size of volunteer node 5 MB

Buffer size of carrier (both static and dynamic carrier)
node

500 MB

Message size 500 kB–1 MB

Movement model Shortest path map based movement

Routing protocol Spray and wait routing

Simulation time 12 h

Fig. 25.2 Simulation result of number of volunteer nodes versus delivery probability with
G-epidemic and our proposed scheme; our proposed scheme gives better results
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25.5 Conclusion and Future Work

This paper presents a secure group-based data delivery scheme using shared group
key for data encryption–decryption by the group members and authorized carrier
nodes for fast and reliable data dissemination. It is a novel approach due to the
following aspects:

(i) We have tried to achieve data integrity, content of data remains intact.
(ii) Using our scheme, unnecessary dropping, non-forwarding, colluding attacks

can be avoided.
(iii) Unnecessary delay in data dissemination can be avoided.
(iv) Our scheme gives better data delivery probability; overhead ratio is less

compared to the scheme discussed in [5].

Here we assumed that carrier nodes are authorized and reliable. But if this
situation varies, then our system will not give better delivery. In the near future we
will try to solve this issue from a larger perspective.
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Chapter 26
A New Approach to Trace the Behaviour
Pattern of Nodes in the Delay Tolerant
Network

Ananya Banerjee, Chandrima Chakrabarti and Angana Chakraborty

Abstract Due to lack of features of traditional network characteristics, DTN
becomes one of the promising research paradigms of wireless network. As there are
intermittent connectivity and store-carry-forward features, end-to-end acknowl-
edgement is not possible. DTN is also named as ‘opportunistic network’. But
interestingly, intermediate nodes may always not behave fairly. Sometimes, due to
limited resources (bandwidth and memory) intermediate nodes may behave ‘self-
ish’. Intermediate nodes may also behave unfairly to next hop node intentionally.
This behaviour is known as ‘misbehaving behaviour’. Recent studies on ‘selfish
node’ and ‘misbehaving node’ show us the negative impact on network perfor-
mance (delivery ratio, delivery cost, delivery latency). So we design a slightly new
concept inspired by real-life application in our paper showing the positive aspect of
the involved nodes in the network. Apart from participating in data forwarding,
node may behave as ‘traffic node’ trying to show the right path towards destination.

Keywords Reputation � Traffic � Forwarder

26.1 Introduction

With the recent proliferation of wireless communication devices, intermittently
connectivity on the edge will quickly become a practical scenario. The disruption/
delay tolerant networks which are not homogeneous (loosely connected by nature)
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obtain structure from node interaction and node mobility, and generally includes
distributed administrators instead of central administrator. This type of Ad-hoc
infrastructure less network can be described by formation of networks where net-
works are made-up with social cooperation, dynamic topology, reliable and secured
data delivery, limited resources, store-carry forward manner, intermittent connec-
tivity and distributed authority [1]. Such networks are applicable in Inter-planetary
Internets, sensor and ad hoc networks, rural and underwater communication net-
works and other challenging communication like disaster, military and any other
emergency services. A trend has been shown that researcher is more interested in
exploring the negative impact of selfish nodes and malicious nodes. They have also
found many ways to detect and avoid above-mentioned nodes. But we believe that
intermediate nodes also play proper roles as relay nodes. As in delay tolerant
network (DTN), route establishment is not possible in advanced; we incorporate the
concepts of traffic nodes in networks to help other participating nodes to get the
view of the path towards destination. Moreover, based on traces pattern of nodes,
we analyse the node’s behaviour as cooperative and non-cooperative nodes. We
also able to find out group-biasness or un-biasness of the nodes. We have simulated
the scheme on one simulator and analysed the performance.

26.2 Related Work

Application of delay tolerant network in disaster management has been drawing a
great attention among researchers in recent years. Adequate research works has
been done to detect the selfish nodes or misbehaving nodes using reputation-based
strategies. Furthermore, recent studies on the impact of selfish behaviour or
misbehaving behaviour in DTNs show that the performance metrics (i.e. delivery
ratio, delivery overhead and delivery latency) are rigorously affected if a large
portion of the nodes is not corporative [2].

In [2], authors showed a survey on some representative strategies in the literature
belonging to each category (barter based, credit based and reputation based), and
finally compared the performance of these strategies for preventing different types
of selfish behaviour.

In [3], source node is liable for giving reward to other nodes for successful
bundle forwarding by showing proper relay evidence. In Wei et al. [4] demanded
that intermediate nodes are given reward (good reputation) only after successful
message delivery. This way authors are claimed to detect selfish nodes in the
network. But this scheme lacks from collusion problem and group-biasness.

Inspired by the existing research works, we aim to design a new scheme that
estimate global visited route with reputation and perception matrix to show the right
path (selection of forwarder) towards destination and we are also able to find out
group-biasness or un-biasness of node in a post-disaster communication scenario.
Inspired by paper [5], we have also tried to detect the malicious activities like
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dropping, non forwarding, false token generation, colluding attacks and tried to stay
away from those nodes during data forwarding.

26.3 System Model

In order to guarantee the reliable data communication in a post-disaster commu-
nication environment, we propose to engage a group of traffic nodes. These traffic
nodes are trustworthy and are distributed in nature. Each traffic node is allocated to
monitor a particular zone and move around in that zone randomly. The role of
traffic node is to randomly check the nodes in its vicinity to get the information
about recent visited routes and to finally assign a reputation to the nodes. Each
traffic node periodically prepares a global visited route with reputation and per-
ception matrix and broadcast it. As a consequence, nodes in its vicinity may aware
of status (reputation) of nodes in the network and select the right path towards
destination.

However, at the beginning, no traffic information is available to select the path.
Thus, the nodes in any zone select the forwarders randomly without any support
from the traffic nodes. A node selects a forwarder either (a) based on its own view
about the nature of nodes in the network or (b) based on the visited route matrix
with reputation and perception matrix published periodically by the traffic nodes in
its vicinity. We have implemented our scheme based on Prophet routing algorithm
[6]. In our model, we have proposed two schemes.

26.3.1 Forwarder Selection Based on a Node’s Available
Reputation and Higher Probability

Each node in the network initially selects the other node as forwarder node based on
already available reputation and higher probability. Each node maintains routing
tables. One is forwarder routing (fr) table and token given (tg) routing table. Token
can be granted only by the destination to the previous node after successful message
delivery to destination. We assume that message will reach from source (Ni) to
destination (Nl) via intermediate nodes (Nj, Nk) (Tables 26.1, 26.2, 26.3 and 26.4).

According to our model, destination node (Nl) has sent token to the previous
node (Nk) for successful message delivery (Tables 26.5 and 26.6).

Table 26.1 Forwarder routing table maintained at Ni node

Node
ID

Source
node

Message
ID

Destination
node ID

Timestamp Token
received

Intermediate
nodes ID

Ni Ni Mi Nl t1 – Nj
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26.3.2 Global Visited Route with Reputation and Perception
Matrix Published by the Traffic

Traffic nodes generally move around its designated zone and may ask any node to
share forwarder routing (fr) table and token given (tg) routing table. Inspired by the
paper [5], traffic nodes are assumed to have access to all the public keys of the
participating nodes in the network. Thus, they are able to authenticate of each token
by decrypting it with the corresponding public key of the node. This feature sup-
ports strongly against false token generation. In our scheme, the traffic nodes tries to
find out the information about the routes visited by the nodes by querying randomly
any node in the network. We assume in our model that traffic node considers those
nodes having tokens. Based on acquired information, traffic nodes maintain visited
route (vr) tables. Based on token given by destination node, traffic node rewarded

Table 26.2 Forwarder routing table maintained at Nj node (assuming t1 < t2)

Node
ID

Source
node

Message
ID

Destination
node ID

Timestamp Token
received

Intermediate
nodes ID

Nj Ni Mi Nl t2 – Nj, Nk

Table 26.3 Forwarder routing table maintained at Nk node (assuming t2 < t3)

Node
ID

Source
node

Message
ID

Destination
node ID

Timestamp Token
received

Intermediate
nodes ID

Nk Ni Mi Nl t3 – Nj, Nk, -

Table 26.4 Forwarder routing table maintained at Nl node (assuming t3 < t4)

Node
ID

Source
node

Message
ID

Destination
node ID

Timestamp Token
received

Intermediate
nodes ID

Nl Ni Mi Nl t4 – Nj, Nk, -

Table 26.5 Token given (tg) routing table maintained at Nl node (assuming t4 < t5)

Node
ID

Token given to node ID Message
ID

Number of token
given

Timestamp

Nl Nk Mi 1 t5

Table 26.6 Forwarder routing table updated at Nk node (assuming t5 < t6) after getting token from
destination (Nl)

Node
ID

Source
node

Message
ID

Destination
node ID

Timestamp Token
received

Intermediate
nodes ID

Nk Ni Mi Nl t6 1 Nj, Nk, -
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the node by giving the reputation to the node for successful delivery to destination.
This visited route table is updated time to time by each traffic node.

We use same reputation schemes that we have used in paper [5]. Here, we
assumed that the initial reputation value for each node is R, any non-zero positive
number (representing non-selfish node). If a traffic node finds that the last known
reputation of node was R and currently the node is still found as unbiased, i.e. both
the Group-bias as forwarder and as receiver are ≤1, then the reputation will not
change and will remain at R. However, if a node is found to have any kind of
group-biasness, the traffic will reduce the last known reputation of that node by a
reputation degradation factor (say, k) which is a non-zero positive integer (we
assume k > 1), to assign its current reputation. Initially we assume the reputation
value as R. For each type of bias (selfish activity), reputation will be degraded by a
factor of k. So, if at some point of time, traffic nodes observes that a node has
changed its selfish behaviour, i.e. the group-bias becomes ≤1 again, then, the last
known reputation will be upgraded (multiplied) by a factor k (Tables 26.7, 26.8,
26.9 and 26.10).

Traffic nodes are scheduled to meet periodically at some special meeting points
as in paper [5], called rendezvous points to exchange their visited route tables. A
global node visited route with reputation matrix is thus formed by combining the
information of all the traffic nodes. This global node visited route with reputation

Table 26.7 Forwarder routing table collected by traffic (Tp) node

Node
ID

Source
node

Message
ID

Destination
node ID

Timestamp Number
of token
received

Intermediate
nodes ID

Nk Ni Mi Nl t3 1 Nj, Nk, -

Nm Np Mj Nr t7 1 Ns, Nm, -

Table 26.8 Category of biasness and corresponding reputation degradation factor

Sl. no. Category of biasness Reputation degradation factor

1 Group-bias as forwarder > 1 and group-bias
as receiver > 1

1/k2

2 Group-bias as forwarder > 1 1/k

3 Group-bias as receiver > 1 1/k

Table 26.9 Visited route (vr)
table maintained at traffic (Tp)
node

Node ID
(from)

Route Message
ID

Timestamp

Nk Nm–Np–Nk–Nl Mi t3
Nm Np–Ns–Nm–Nr Mj t7
Np Nq–Nk–Np–Nl Mk t9
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matrix is then published by the traffic nodes in their respective monitoring zone so
that local nodes may use that to select trustworthy node to reach the destination
(Table 26.11).

From the above sample table, traffic nodes and other nodes not only have the
idea about visited routes but also group-biasness of a node. Our model says that if
contact times are half or more than half of number of times routes found from
source to destination, pair of nodes belongs to same group. Based on contact times,
we opine that

Nm; Np; Nk
� �

: same group:

Nk; Np; Ns
� �

: same group:

Now, traffic nodes have the following perception matrix (Tables 26.12, 26.13,
26.14 and 26.15).

We assume that threshold value of reputation is Rth [5]. If a node’s reputation
value is less than Rth, node is declared as selfish node or misbehaving node by the

Table 26.10 Visited route
(vr) table maintained at traffic
(Tq) node

Node ID
(from)

Route Message
ID

Timestamp

Nk Nm–Np–Nk–Ns Ml t4
Nr Ns–Nm–Nr–Nq Mn t6
Ns Nm–Nq–Ns–Nk Ms t7

Table 26.11 Global visited
route matrix created by traffic
nodes Tp and Tq

Node ID
(from)

Route Message
ID

Timestamp

Nk Nm–Np–Nk–Nl Mi t3
Nm Np–Ns–Nm–Nr Mj t7
Np Nq–Nk–Np–Nl Mk t9
Nk Nm–Np–Nk–Ns Ml t4
Nr Ns–Nm–Nr–Nq Mn t6
Ns Nm–Nq–Ns–Nk Ms t7

Table 26.12 Perception
matrix created by Tp and Tq

Nature of nodes Node Ids

Group-bias Nm, Np, Nk, Ns

Group-unbias Nq, Nr

Table 26.13 Reputation
matrix created by Tp

Traffic node ID Node Id

Nk Nm Np Ns

Tp R1t5 R2t8 R4t9 R4t10
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traffic nodes, will get a warning message to improve its behaviour. By using our
scheme, we are also able to find out group-biasness or un-biasness of a node.

26.4 Simulation

We have implemented our scheme using opportunistic network environment (ONE)
simulator [7]. The nodes are positioned on default map. We have implemented our
scheme on Prophet routing. The movement we follow is the shortest path-based
movement model. We assume that there are three groups of volunteer nodes: Two
shelter nodes, one control node and one group of traffic nodes. Simulation is done
for 12 h. In our scheme, we assume that a shelter node has the capability to generate
the message. At the beginning, we have started simulation with 50 volunteers,
5 traffic nodes, 2 shelter nodes and one control node. 50 volunteer nodes are divided
into 3 groups: group 1, group 2 and group 3 consist of 20 nodes, 20 nodes and
10 nodes, respectively. Now we have observed the impact on delivery ratio in
presence of traffic nodes and also in absence of traffic nodes. After then, number of
volunteer nodes are increased from 50 to 200 and also the impact on delivery ratio
are observed in presence of traffic nodes and also in absence of traffic nodes. Traffic
nodes are also increased from 10 to 20 % and up to 30 % of total volunteer nodes.

The performance of our scheme is evaluated in term of packet delivery ratio and
overhead. We have used the formulae [5] to estimate packet delivery ratio and
overhead.

Delivery Probability = Number of Packets Delivered/Number of Packets
Created
Overhead Ratio = (Number of packets relayed − Number of packets delivered)/
Number of packets delivered

From Fig. 26.1, it is clearly evident that the delivery probability increases in
presence of traffic nodes compared to absence of traffic nodes. If we increase the
percentage of traffic nodes, delivery probability improves significantly.

We also noticed the performance of our proposed scheme in terms of Overhead
Ratio as shown in Fig. 26.2 where overhead ratio degrades significantly in presence
of traffic nodes compared to absence of traffic nodes in the scenario.

Table 26.14 Reputation
matrix created by Tq

Traffic node ID Node Id

Nk Nm Ns Nq

Tq R1t3 R2t9 R4t9 R3t7

Table 26.15 Global
Reputation matrix created
by Tp and Tq

Node Ids Nk Nm Np Ns Nq

Reputation R1t5 R2t9 R4t9 R4t10 R3t7
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26.5 Conclusions

This paper presents post-disaster scenario based on traffic nodes which are aimed to
help other nodes in the network to get the route view to reach the destination. The
novelties of our traffic nodes based scheme are

• Traffic nodes are aimed to publish the global visited route with reputation and
perception matrix. By which other nodes get the overview to find out the route
(by selecting trustworthy forwarder) towards destination.

• In our scheme, routing tables are not exchanged among volunteer nodes. As a
consequence we can detect colluding attack.

• According to our scheme no false token generation, dropping, non-forwarding
attacks can be detected as we are using token concept. Token can be issued by
the destination node only and decrypted by the public key of the destination.
Interestingly, public key is possessed by the trustworthy traffic nodes only.

Fig. 26.1 Simulation result
of number of volunteer node
versus delivery probability
without and with presence of
traffic nodes

Fig. 26.2 Simulation result
of a number of volunteer node
versus overhead ratio without
and with presence of traffic
nodes
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• We are able to find out group-biasness or un-biasness of a node in post disaster
scenario. Node with bad reputation will get a chance to improve its reputation by
participating in data forwarding in future.

In this paper, we have not addressed the issue of data integrity and mobility of
traffic nodes. We intend to solve the problem in future in global perspective.
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Chapter 27
A New Approach to Generate
the RC4 S-Box

Suman Das, Hemanta Dey and Ranjan Ghosh

Abstract The RC4 stream cipher has two components: KSA and PRGA. Though
this simple and fast cipher has proved itself as robust and is trusted by many
organizations, a number of researchers claim that RC4 has some weaknesses and
bias in its internal states. Researchers point to the swap function of RC4 as the main
reason for its weakness, especially in KSA. In this paper, the authors eliminate KSA
and use a mathematical process to generate the initial internal state array of RC4.
The original RC4 and the modified RC4 are tested with the NIST Statistical Test
Suite and it is found that the modified RC4 gives better security.

Keywords Modified RC4 � Modified KSA � Random S-Box � Irreducible
polynomial � NIST test suite

27.1 Introduction

RC4 is one of the most popular stream ciphers, which is simple, efficient, fast and
easy to implement. Based on a table-shuffling principle, RC4 is designed for fast
software and hardware implementation and widely used in many commercial
products and standards. It contains an initialization routine and a random number
generator, where the random values are selected from an internal state array and two
elements are swapped for every byte reported. The RC4 cryptanalysis has been
mainly devoted to the statistical analysis of the output sequence, or to the initial-
ization weaknesses.
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RC4 contains a secret array S of size N (generally, 256), in which integers (0 to
N−1) are swapped, depending on two index pointers i and j in a deterministic (for i)
and pseudo-random (for j) way. There are two components of the cipher: Key-
Scheduling Algorithm (KSA) and Pseudo-Random Generation Algorithm (PRGA).

The KSA turns an identity permutation into a random-looking permutation and
the PRGA generates the key-stream bytes, which are XORed with the plaintext
bytes to generate ciphertext bytes. All additions in KSA and PRGA are additions
modulo N.

There are several works on the strengths and weaknesses of RC4. It has been
argued that there are biases in the PRGA due to propagation of biases in the KSA,
which shows that there is a significant interest in the cryptographic community for
RC4.

In this paper, we have replaced the KSA in a mathematical way of calculating
and filling the S-array with the multiplicative inverses of the 256 bytes (0–255) in
Galois Field 28 [GF(28)]. Also, the initial value of j in PRGA has been calculated
from the key values, not from 0 as stated in the original algorithm—the main
structure of the PRGA remains the same. We then compare and analyse this variant
of RC4 statistically with the original RC4, following the guidelines given by the
National Institute of Standards and Technology (NIST), USA in their Statistical
Test Suite, coded by us. It has been found that though RC4 itself is quite secure to
use; even after so many years of its primary design, the new variant is able to prove
itself as more efficient (Table 27.1).

Table 27.1 The RC4 stream cipher

KSA

Input: Secret Key K

for i = 0, … N – 1
S[i] = i;

next i

j = 0;
for i = 0, …, N – 1
{ j = j + S[i] + K[i]

swap(S[i], S[j]); 
}
next i

Output: S-Box S generated by K

PRGA

Input: S-Box S – The o/p of KSA

i = 0; j = 0;

while TRUE
{i = i + 1
j = j + S[i]
swap(S[i], S[j]);
z = S[S[i] + S[j]];
}

Output: Random Stream Z
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27.2 Motivation

RC4 has gone through tremendous analysis since it became public. Roos [1]
showed some weakness in KSA and defined weak keys for RC4 with some
important technical results. He showed strong correlation between the secret key
bytes and the final key-stream generated. He also identified several classes of weak
keys.

Paul and Preneel [2] presented a new statistical bias in the distribution of the first
two output bytes of RC4 and proposed a new key-stream generator, namely RC4A
with much less operations per output byte. They also described a new statistical
weakness in the first two output bytes of RC4 key-stream and recommended to drop
at least the initial 2 N bytes, where N is the size of the internal S-Box. They
proposed to introduce more random variables in PRGA to reduce the correlation
between the internal and the external states.

Maitra and Paul [3] revolved the non-uniformity in KSA and proposed
additional layers over the KSA and the PRGA. They named the modified cipher as
RC4+, which avoids existing weaknesses in RC4. They presented a three-layer
architecture in a scrambling phase after initialization to remove weaknesses in KSA
(KSA+). They also introduced some extra phases to improve the PRGA (PRGA+).

Akgün et al. [4] detected a new bias in the KSA and proposed a new algorithm to
retrieve the RC4 key in a faster way. Their framework significantly increases the
success rate of key retrieval attack. They showed that KSA leaks information about
the secret key if the initial state table is known.

Tomasevic and Bojanic [5] introduced an abstraction in the form of general
conditions about the current state of RC4. Strategy has been used to favour more
promising values that should be assigned to unknown entries in the RC4 table. They
proposed a new technique to improve cryptanalytic attack on RC4, which is based
on new information from the tree representation of RC4.

Nawaz et al. [6] introduced a new 32-bit RC4 like faster key-stream generator. It
has a huge internal state and offers higher resistance against state recovery attacks.
This is suitable for high speed software encryption.

Sen Gupta et al. [7] implemented a hardware architecture to generate two
key-stream bytes per clock cycle using the idea of loop unrolling and hardware
pipelining. They thoroughly studied RC4 designing problem from the viewpoint of
throughput.

Church [8] gave the complete list of irreducible polynomials for prime moduli
(2, 3, 5, 7 and 11) of each degree. The determination of the exponents provided in
itself a very satisfactory control of the irreducibility of the polynomials.

Daemen and Rijmen [9] defined a process of creating cryptographic S-Boxes by
a mathematical process in GF(28) field. They showed the process of calculating
multiplicative inverse of a byte (as an 8-bit binary string) in GF(28) with an
irreducible polynomial as the modulus.
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Das et al. [10] avoided the KSA and used a robust PRBG, BBS, to fill-up the
internal state array, thus eliminating the swap function of KSA, which has been
found to give better security.

27.3 A Modified RC4

Roos [1] and others strongly discussed the weakness of KSA and weak keys in
RC4. Roos argued that in KSA, only the line of swap directly affects the state table
S while exchanging two elements and hence the previous line j = j + S[i] + K[i] is
responsible for calculating the indexes. Here the variable i is deterministic and j is
pseudo-random. Therefore, the swap between two elements may happen once, more
than once, or may not happen at all—thus bringing a weakness in the KSA. He
showed that there is a high probability of about 37 % for an element to be not
swapped at all.

In this paper, we propose to introduce a modified RC4, where all the cells of the
initial internal state array S will be filled up by calculating the multiplicative
inverses of the 256 bytes (0–255) using any one of the 30 irreducible polynomials
[8] in GF(28) as the modulus [11, 12]. In this way, the state array S can be filled up
by 256 random values without using any swap function. A list of these irreducible
polynomials, given in hexadecimal notations, is as follows [13, 14]:

11B 11D 12B 12D 139 13F 14D 15F 163 165 169 171 177 17B 187

18B 18D 19F 1A3 1A9 1B1 1BD 1C3 1CF 1D7 1DD 1E7 1F3 1F5 1F9

The outputs of RC4 (original and modified) have been tested statistically using
the guidance of NIST, by the NIST Statistical Test Suite. For both the algorithms,
the same text file has been encrypted 500 times by using 500 same encryption keys,
generating 500 ciphertexts for each algorithm, each of which contains at least
1,342,500 bits, as recommended by NIST. The two sets of ciphertexts are then
tested statistically to find out if the security varies for the original and the modified
algorithms.

27.4 The NIST Statistical Test Suite

NIST developed a Statistical Test Suite, which is an excellent and exhaustive
document consisting of 15 tests developed to test various aspects of randomness in
binary sequences produced by cryptographic algorithms [15, 16]. The tests are as
follows:

1. Frequency (Monobit) Test Number of 1s and 0s in a sequence should be
approximately the same, i.e. with probability ½.

2. Frequency Test within a Block Whether frequency of 1s in an M-bit block is
approximately M/2.
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3. Runs Test Whether number of runs of 1s and 0s of various lengths is as
expected for a random sequence.

4. Test for Longest-Run-of-Ones in a Block Whether the length of the longest run
of 1s within the tested sequence (M-bit blocks) is consistent with the length of
the longest run of 1s as expected.

5. Binary Matrix Rank Test Checks for linear dependence among fixed length
sub-strings of the sequence, by finding the rank of disjoint sub-matrices of it.

6. Discrete Fourier Transform Test Detects periodic features in the sequence by
focusing on the peak heights in the DFT of the sequence.

7. Non-overlapping Template Matching Test Occurrences of a non-periodic
pattern in a sequence, using a non-overlapping m-bit sliding window.

8. Overlapping Template Matching Test Occurrences of a non-periodic pattern in
a sequence, using an overlapping m-bit sliding window.

9. Maurer’s Universal Statistical Test Whether or not the sequence can be
significantly compressed without loss of information, by focusing on the
number of bits between matching patterns.

10. Linear Complexity Test Finds the length of a Linear Feedback Shift Register
(LFSR) to generate the sequence—longer LFSRs imply better randomness.

11. Serial Test Determines the number of occurrences of the 2m m-bit overlapping
patterns across the entire sequence to find uniformity—every pattern has the
same chance of appearing as of others.

12. Approximate Entropy Test Compares the frequency of all possible overlapping
blocks of two consecutive/adjacent lengths (m and m + 1).

13. Cumulative Sums Test Finds if the cumulative sum of a sequence is too large or
small. Focuses on maximal excursion of random walks, which should be near 0.

14. Random Excursions Test Finds if the number of visits to a state within a cycle
deviates from expected value, calculates the number of cycles having exactly
K visits in a cumulative sum random walk.

15. Random Excursions Variant Test Deviations from the expected visits to various
states in the random walk, calculates the number of times that a state is visited
in a cumulative sum random walk.

In each test, for a bit sequence, NIST adopted different procedures to calculate
the probability values (P-values) for different tests from the observed and expected
values under the assumption of randomness. The Test Suite has been coded by us
and used to study the randomness features of RC4 and the modified RC4.

27.5 Results and Discussions

After analysing the outputs of the original RC4 and the modified RC4, using the
NIST Statistical Test Suite, as described above, it has been found that the modified
algorithm creates a tweak in RC4 to increase its security. The final analysis and
comparison is displayed in Table 27.2, where the Proportion of Passing (POP)
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status and Uniformity Distribution of the NIST tests for these two algorithms are
displayed and compared. The best values of a particular test for each algorithm are
shaded (in rows) and then the numbers of shaded cells for each are counted (in
columns). The higher count (here for the modified RC4) gives a better result for that
particular algorithm, which shows that this one has better security than the other, at
least for this particular data set.

POPs and Uniformity Distributions generated by the two algorithms, the mod-
ified RC4 and RC4, for the 15 NIST tests, compared to the expected values [15], are
displayed in Tables 27.3 and 27.4. Distributions of P-values generated by the
algorithms for 15 NIST tests are displayed in Tables 27.5 and 27.6. Here, the
interval between 0 and 1 is divided into 10 sub-intervals and the P-values lying
within each sub-interval are counted, which should be uniformly distributed in each
sub-interval [15].

Histograms on distributions of P-values for two NIST tests (4 and 8) for the
modified RC4 and RC4 are displayed in Figs. 27.1a, b and 27.2a, b, respectively.
Scattered graphs on the POP Status for the 15 tests for these two algorithms are
displayed in Fig. 27.3a, b. If most of the values are greater than the expected values,
the data is considered to be random. For a particular algorithm, the more number of
POPs tend to 1 for the 15 tests, the more random will be the data sequence.

Finally, it has been observed that besides using the original KSA, a suitable
mathematical model can also be used to generate a secured internal S-array for RC4,
which may give better randomization in ciphertexts.

Table 27.2 Comparison of POP status and uniformity distribution generated by the 15 NIST tests
for the modified RC4 and RC4

Test↓ POP status Uniformity distribution

Modified RC4 RC4 Modified RC4 RC4

1 0.992000 0.988000 3.941953−01 4.154218−01

2 0.990000 0.992000 5.625911−01 4.904834−01

3 0.988000 0.992000 5.749035−01 8.920363−01

4 0.992000 0.982000 4.299224−01 5.790211−01

5 0.990000 0.984000 9.926704−01 2.492839−01

6 0.988000 0.980000 2.518375−01 4.170881−02

7 0.990000 0.990000 1.311223−01 8.272794−01

8 0.990000 0.992000 2.729770−01 2.224804−01

9 0.984000 0.982000 5.996926−01 3.856456−02

10 0.998000 0.992000 2.319564−01 5.462832−01

11 0.996000 0.982000 6.038408−01 1.699807−01

12 0.986000 0.992000 4.635119−01 2.953907−01

13 0.986000 0.995000 6.869553−01 8.201435−01

14 0.986500 0.983500 6.987989−01 6.729885−01

15 0.991333 0.985889 1.868185−02 8.386675−02

Total 10 6 8 7
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27.4 POP status and uniformity distribution generated for RC4

Test↓ Expected POP Observed POP Status Uniformity distribution Status

1 0.976651 0.988 Successful 4.154218−01 Uniform

2 0.976651 0.992 Successful 4.904834−01 Uniform

3 0.976651 0.992 Successful 8.920363−01 Uniform

4 0.976651 0.982 Successful 5.790211−01 Uniform

5 0.976651 0.984 Successful 2.492839−01 Uniform

6 0.976651 0.98 Successful 4.170881−02 Uniform

7 0.976651 0.99 Successful 8.272794−01 Uniform

8 0.976651 0.992 Successful 2.224804−01 Uniform

9 0.976651 0.982 Successful 3.856456−02 Uniform

10 0.976651 0.992 Successful 5.462832−01 Uniform

11 0.980561 0.982 Successful 1.699807−01 Uniform

12 0.976651 0.992 Successful 2.953907−01 Uniform

13 0.980561 0.995 Successful 8.201435−01 Uniform

14 0.98528 0.9835 Unsuccessful 6.729885−01 Uniform

15 0.986854 0.985889 Unsuccessful 8.386675−02 Uniform

Table 27.3 POP status and uniformity distribution generated for the modified RC4

Test↓ Expected POP Observed POP Status Uniformity distribution Status

1 0.976651 0.992000 Successful 3.941953−01 Uniform

2 0.976651 0.990000 Successful 5.625911−01 Uniform

3 0.976651 0.988000 Successful 5.749035−01 Uniform

4 0.976651 0.992000 Successful 4.299224−01 Uniform

5 0.976651 0.990000 Successful 9.926704−01 Uniform

6 0.976651 0.988000 Successful 2.518375−01 Uniform

7 0.976651 0.990000 Successful 1.311223−01 Uniform

8 0.976651 0.990000 Successful 2.729770−01 Uniform

9 0.976651 0.984000 Successful 5.996926−01 Uniform

10 0.976651 0.998000 Successful 2.319564−01 Uniform

11 0.980561 0.996000 Successful 6.038408−01 Uniform

12 0.976651 0.986000 Successful 4.635119−01 Uniform

13 0.980561 0.986000 Successful 6.869553−01 Uniform

14 0.985280 0.986500 Successful 6.987989−01 Uniform

15 0.986854 0.991333 Successful 1.868185−02 Uniform
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Table 27.5 Distribution of P-values generated for the modified RC4

Test↓ 1 2 3 4 5 6 7 8 9 10

1 59 47 47 40 54 41 48 63 52 49

2 58 60 51 48 44 48 46 58 46 41

3 58 46 51 55 48 45 36 52 56 53

4 55 51 57 60 38 57 45 46 44 47

5 56 53 48 49 53 49 47 45 49 51

6 53 64 51 39 51 40 56 56 48 42

7 53 47 46 48 40 72 46 47 55 46

8 62 56 38 54 46 39 47 51 58 49

9 58 60 45 54 45 41 46 46 50 55

10 50 47 62 35 46 58 58 53 43 48

11 109 98 117 98 105 88 94 93 92 106

12 55 47 62 44 58 45 46 49 40 54

13 104 88 109 92 103 93 102 108 90 111

14 406 378 405 378 403 399 385 396 429 421

15 804 851 899 917 888 917 913 908 954 949

Horizontal ranges for tables: 1: 0.0–0.1, 2: > 0.1–0.2, 3: > 0.2–0.3,…, 10: > 0.9–1

Table 27.6 Distribution of P-values generated for RC4

Test↓ 1 2 3 4 5 6 7 8 9 10

1 69 49 49 48 53 47 45 46 50 44

2 50 48 54 38 52 44 63 47 48 56

3 56 58 49 43 55 47 49 48 50 45

4 39 60 51 50 47 59 52 43 52 47

5 59 55 49 49 48 38 45 65 50 42

6 57 46 47 44 60 37 48 69 39 53

7 42 44 47 48 53 51 57 49 50 59

8 47 56 41 56 43 49 65 57 41 45

9 61 54 57 54 58 53 33 41 54 35

10 52 43 57 47 44 45 64 46 53 49

11 100 114 123 103 99 103 83 97 89 89

12 50 56 66 49 55 50 40 49 41 44

13 91 105 106 97 100 103 103 111 99 85

14 439 399 415 381 398 383 400 384 402 399

15 956 853 902 890 949 902 896 934 833 885

Horizontal ranges for tables: 1: 0.0–0.1, 2: > 0.1–0.2, 3: > 0.2–0.3,…, 10: > 0.9–1
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Fig. 27.3 a Scattered graph on POP status on 15 NIST tests for modified RC4. b Scattered graph
on POP status on 15 NIST tests for RC4
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27.6 Conclusion

The modified RC4 is found to stand in the better merit list compared to the standard
RC4. It seems that security in RC4 will be enhanced by driving a mathematical
model to generate the initial internal S-array. Also, the user can choose and generate
any random state array S by using his/her own choice of modulus from a large set of
options. In the case of suspicion of a trapdoor in the ciphertext, an S-array might be
replaced by another one by the user. Other mathematical models may also be used
to modify the RC4 algorithm and studies on them are required to find better
opportunities to generate secure RC4 internal state arrays.
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Chapter 28
An Improved Intellectual Analysis
Precedence and Storage for Business
Intelligence from Web Uses Access Data

S. Ganeshmoorthy and M.R. Bharath Kumar

Abstract With the growth of data mining web usage, user behaviour analysis is a
useful area for business intelligence. There are several techniques to extract inter-
esting pattern and knowledge which will be used for business intelligence from
user’s access records. However, analysis of large Web log files is a convoluted task
not fully addressed by existing web access techniques. In order to provide better
storage and user behaviour from huge datasets the proposed intellect storage,
precedence analysis (ISPA) algorithm has been introduced. The user session and
history are considered as feedback for clustering. The proposed system considers
the total number of hits, time spent by the user on a particular page and links. Based
on these parameters, personalization has been proposed. The implementation of an
effective pruning technique and FP-growth algorithm has provided better results
and performance. This also considers outlier detection in order to group the links
effectively. Experimental results are presented using user click through logs to
validate the effectiveness of the proposed methods.

Keywords Data mining �Web mining � Intrusion detection �Web usage mining �
Association rules � Threshold � FP-growth algorithm �Minimum support threshold �
Minimum confidence threshold
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28.1 Introduction

Data mining is a method of extracting hidden prognostic information from large or
huge and high-dimensional databases. It is a powerful new technology to help
companies focus on the most important information in their data warehouses. Data
mining tools helps to predict future trends and behaviours allowing businesses to
make proactive knowledge-driven decisions.

The proposed system overcomes the above drawbacks by proposing an effective
optimal algorithm called ‘Intellect Storage, Precedence Analysis (ISPA) algorithm’.
The name of the algorithm itself denotes the advantages and features of the pro-
posed system, i.e. providing effective, intellectual storage process and interest
analysis of the user search goal.

The algorithm considers and provides search results based on the user interest.
The user interest has been identified by the feedback clustering (clicked URL, time
spent in the page and frequency). For effective storage FP-growth has been applied.

This maintains the data stream in tree format based on the frequency of clicks
and maximum time spent by the user.

For fast searching, effective techniques have been proposed. Through the pro-
posed technique the advantages of effective and intellectual storage are achieved,
which eliminates unnecessary logs. Fast data retrieval based on the user interest
needs effective clustering technique based on the click stream. Find effective outlier
(abnormal activities of the user) from clustering finds individual interest mining as
well as group mining.

28.2 Literature Study

In [1] a novel approach is proposed to infer user search goals for a query by
clustering the proposed feedback sessions. In [1] the feedback session was defined
as both clicked and unclicked streams of URL. The system then identifies the user
need through the last URL. The main drawback of this approach is click stream
alone does not provide better knowledge of the user search goals. The approach
suffers from a lot of inability in data clustering and is also time-consuming. The
system was considered for offline extraction than online. So difficulty in dynamic
environment only provides popular keywords than the user’s exact need and
interest. In [2] is proposed access control (AC) architecture where every process of
the users will be extracted and monitored. As in [1], the paper [2] also considered
the clicked URL and its count for identifying user search goal. The impact and
usage of [3] is identifying the outliers in the clustering phase. The WWW continues
to grow at an amazing rate as an information gateway and as a medium for con-
ducting business. Web mining is the extraction of interesting and useful knowledge
and implicit information from artefacts or activity related to the WWW [4, 5].
Based on several research studies we can broadly classify Web mining into three
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domains: content, structure and usage mining [6, 7]. The discussions in this paper
will be limited to Web usage mining. Web servers record and accumulate data
about user interactions whenever requests for resources are received. Analysing the
Web access logs can help understand the user behaviour and the Web structure.
From the business and applications point of view, knowledge obtained from the
Web usage patterns could be directly applied to efficiently manage activities related
to e-business, e-services, e-education and so on [8, 9]. Accurate Web usage
information could help to attract new customers, retain current customers, improve
cross marketing/sales, effectiveness of promotional campaigns, tracking leaving
customers and find the most effective logical structure for their Web space [10].
User profiles could be built by combining users’ navigation paths with other data
features, such as page viewing time, hyperlink structure and page content [11].
What makes the discovered knowledge interesting has been addressed by several
works.

Results previously known are often considered as uninteresting. So the key
concept to make the discovered knowledge interesting will be its novelty or
unexpectedness appearance [12–14]. Mining evolving click streams is the subject of
only a few recent research efforts [11, 15, 16]. In [15] is given an immune system
inspired approach.

28.3 Developments of an Effective Intellect Storage,
Precedence and Analysis from Web User Access Data

The proposed system generally includes the following several steps: Data collec-
tion, data preprocessing, session-based clustering and multi-parameter calculation
and segmentation.

28.3.1 Data Collection

Data collection is the first step of the Web usage mining, and the data authenticity
and integrality would directly affect the following works smoothly carrying on and
the final recommendation of characteristic service’s quality. At present, for Web
usage in mining technology the main data origin has three kinds: Server data, client
data and middle data (agent server data and package detecting). The first step in the

Login
time

IP
address

Host
name

URL Session ID Login
time

Pagel
login
time

Pagel
logout
time

User ID Minimum
and
maximum
time in
every page

28 An Improved Intellectual Analysis Precedence … 253



Web usage mining process consists of collecting the relevant Web data, which will
be analysed to provide us useful information about users’ behaviour.

\ip addr[\base url[�\date[\method[\file[\protocol[\code[\bytes[\referrer[\user agent[

Sample Web log format
The proposed systems Web log

There are two main sources of data for Web usage mining, corresponding to the
two software systems interacting during a Web session: Data on the Web server
side and data on the client side. In addition, when intermediaries are introduced in
the client–server communication, they can also become sources for usage data, like
proxy servers and packet sniffers. It will consider each of these sources in the
following paper. Also it is trying to associate the data collection methods with the
requirements imposed by different classes of personalization functions.

28.3.2 Steps of Proposed Approach

The system contains the following steps involved:

• Data preprocessing
• Session-based clustering
• Multi parameter-based clustering
• Segmentation.

28.3.2.1 Data Preprocessing

The purpose of data preprocessing is to cleanse the dirty/noise data, extract and
merge the data from different sources, and then transform and convert the data into
a proper format.

In this phase, the system applied in the preprocessing to find the frequent
accesses clustered dataset of the Web log file. The data are preprocessed in data
cleaning, user identification, session identification and path completion.

Date/time IP
address

Host
name

URL UserID

7/17/2012
1:56:15 PM

127.0.0.1 Localhost http://localhost:3366/webminingfinal/
Home.aspx

Ram
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28.3.2.2 Session-Based Clustering

This proposed session-based clustering presents an approach for measuring simi-
larity of interests among Web users from their past access behaviours. The simi-
larity measures are based on the user sessions extracted from the user’s access logs.
A multi-level scheme for clustering a large number of Web users is proposed.

28.3.2.3 Cookies

Cookies can be used to track individual users thus making the sessionizer task
easier. However, the use of cookies also raises the concern of privacy, and thus
requires the cooperation of the users.

28.3.2.4 Session

All data that need to be available to the application across different requests within
the same session are called session state or session state data. For storing such data
between requests, there are in general two possibilities:

• Sending the state information back to the client. With the next request the
current state is transmitted to the server again.

• Keeping the necessary data structures on the server. No session data (except the
referencing identifier) is transmitted to the client.

The following mechanisms for session identification are common:

• Unique identifier in cookie.
• Unique identifier as URL parameter.
• Unique identifier in path portion of URL.

The task of user and session identification is to find out the different user
sessions from the original Web access log.

28.3.2.5 Multi-parameter Clustering

In this paper, a multi-parametric clustering model for solving cluster analysis
problems is presented. It shows how this model can be used to find optimal solu-
tions for certain variations in the clustering problem or, in other cases, for an
approximation of the general clustering problem.

In the proposed multiparameter methodology clustering, the common interest of
web users will be grouped.

Process of ISPA.
Several existing systems have proposed an automatic user feedback session

clustering, which is constructed from user click through logs. From the user click

28 An Improved Intellectual Analysis Precedence … 255



stream, the need and interest have been identified. All the existing approaches only
concentrate on the click count rather than on measuring ‘time count’. Identifying
user search goals based on the click stream does not provide the exact interest and
need of the user.

The proposed system provides the following solutions for existing problems:

• Solution against Storage problem.
• Effective user search goal detection. The evaluation of user search goal infer-

ence is a big problem.
• Solution against Optimization problem in feedback clustering.

28.3.3 Algorithm Steps

Step 1: Read all Web log files (Wf) from Web server Ws
Step 2: Combine all the Web logs and perform Step 3
Step 3: Preprocess by cleansing unwanted transactions
Step 4: Apply divisive clustering technique
D(Wf) = ∑(I to n) {Trans i(split(divisive pattern p))}
Step 5: Perform pattern discovery p
Step 6: Apply a priori algorithm for every discovery of pattern p
Step 7: Analyse the pattern Pa by applying FP-Growth

The main challenge of frequent pattern mining is how to select the items and
transactions to find frequency. The session clustering algorithm is implemented to
process the Web history and pattern mining mechanism initially. Then FP-growth
will be applied.

28.4 Performance Evaluation

28.4.1 Implementation

The proposed ISPA has been designed for this purpose. The Business intelligence
from Web log is composed by a C# program (History Analysis). In ISPA, there is a
file called history.txt. This file contains information about the navigation history of
the user. The system maintains another file called log.txt which contains the set of
rules that have been retrieved from the user history.txt file from the server.

The proposed system keeps a queue with the latest visited links from this list and
the rules contained in the log.txt file from the data file proposed system builds the
proposed ISPA algorithm.
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28.4.1.1 Web log Analysis

The Web log which is known as the user search history analysis function is to
update the set of rules according to the user history. Here the FP-growth algorithm
has been implemented. That is, update the data.txt file according to the history.txt
file content.

28.5 Result and Analysis

Using the methodology and metrics presented above, experiments were performed
to evaluate the three cluster methods. The results presented in this section provide a
detailed analysis and benefits of the proposed approach which has been created to
personalize Web directories. The results define and show the proposed system is
working well in the high-dimensional and huge dataset. Even the proposed system
obtained good performance by all methods the use of session-based clustering and
ISPA for the personalization of Web directories appears to be the most promising.

It helps to identify latent information in the users’ choices and derives high-
quality community directories that provide significant benefits to their users. The
results presented here provide an initial measure of the benefits that this can obtain
by personalizing the user Web directories to the needs and interests of user
communities.

The result of the proposed algorithm is performing well in computation time.
The log files and computation time is measured in this graph as shown in Fig. 28.1.

28.6 Conclusion

The system presented a framework for mining, tracking and validating evolving
multifaceted user profiles with high and reliable performances on websites that have
all the challenging aspects of real-life the system provided and proves that the

Fig. 28.1 Graph of processing and storage
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experiments provide better performance on real datasets. Web usage mining include
evolving user profiles and access patterns, dynamic webpages and external data
describing ontology of the Web content. A multifaceted user profile summarizes a
group of users with similar access activities and consists of their viewed pages,
search engine queries and inquiring and inquired companies. In the future work,
more semantic information will be introduced into mining system so that queries of
similar meanings can be clustered and generalized.
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Chapter 29
Algorithms for Road Network Range
Queries in Location-Based Services

Prosenjit Gupta

Abstract Consider a set of mobile users moving along a road network. There are
points of interest (POI), possibly of different types at fixed locations on the network.
Users may be interested in “pull-type” information/advertisements from facilities
within a range. Stores and establishments associated with the facilities may be
interested in sending “push-type” offers/advertisements to users in their vicinity. In
this work, we provide a theoretical framework for such range queries in location-
based mobile advertising.

Keywords Location-based services � Query algorithms � Mobile advertising

29.1 Introduction

29.1.1 Location-Based Services

Advances in mobile devices and positioning technologies have given rise to several
location-based services (LBSs). Mobile applications which combine spatial coor-
dinates with other attributes to provide value-added services are becoming extre-
mely popular. LBSs are interesting not only from an economic point of view but are
being used for emergency, navigation, travel, information, billing, tracking and
advertising services. These services provide customized information for the users
by considering their locations. In this paper, we consider location-dependent
queries wherein the query depends on the query issue location [1] and the retrieved
objects are assumed to be stationary.

P. Gupta (&)
Department of Computer Science and Engineering,
Heritage Institute of Technology, Kolkata, India
e-mail: prosenjit_gupta@acm.org

© Springer India 2015
K. Maharatna et al. (eds.), Computational Advancement in Communication
Circuits and Systems, Lecture Notes in Electrical Engineering 335,
DOI 10.1007/978-81-322-2274-3_29

261



29.1.2 Push- and Pull-Type Services

LBS can be classified as push-type or pull-type services. In push-type services, the
user receives information based on his or her location without actually having to
request it. It may be received with prior consent as in a subscription-based system.
It may also be received without prior consent, (if local regulations allow) for
instance as a special offer sent by a Chinese restaurant to all users within a 1 km
radius. In pull-type services, the user pulls information from the network which
may be location enhanced. Finding all Italian restaurants within a 1 km radius of the
user is an example.

29.1.3 Queries on Road Networks

As pointed out by Papadias et al. [2], earlier work in spatial databases assumed
distances between points as Euclidean distances. However, since users move along
pre-defined road networks, the true distance between a pair of points is the network
distance measured along the road network.

29.1.4 Range Queries on Road Networks

In Computational Geometry [3], the range searching problem involves finding
points in a query range. The point enclosure problem involves reporting objects
covering a query point.

Consider mobile users moving along a road network. There are facilities or points
of interest (POI), possibly of different types at fixed locations on the network. Users
may be interested in “pull-type” information/advertisements from facilities within a
range. This motivates the network range query problem. Stores and establishments
associated with the facilities may be interested in sending “push-type” offers/
advertisements to users in their vicinity. This motivates the network point enclosure
problem. In this work, we provide an algorithmic framework for such range queries
in location-based mobile advertising.

29.2 Preliminaries

We are given a weighted road network graph RNG ¼ ðV ;E;WÞ, where E is the set
of directed edges (roads); V is the set of vertices of RNG; W is the weight function
defined on the edges, the weight of edge e being WðeÞ. S is a set of sites located on
members of E or V and q is a query point.

262 P. Gupta



V , S, q are all points but with different roles in the network. (Points in S may also
have facility type and other associated attributes). Let ðpx; pyÞ be coordinates of
point p.

For any point p on the road network, p is located on some member of V or E. If p
is on the directed edge e ¼ ðu; vÞ, of E, we define leftðpÞ ¼ u and rightðpÞ ¼ v. If p
is on a vertex v of V , leftðpÞ ¼ rightðpÞ ¼ v.

For points a and b on the RNG, we let dða; bÞ be the shortest road network
distance between a and b. If e ¼ ðu; vÞ is an edge, dðu; vÞ ¼ WðeÞ. If either a or b is
not on the road network, dða; bÞ ¼ 1. Facilities are POI located on edges or vertices.

A facility f located on directed edge ðu; vÞ is associated with two parameters:
rðf Þ being the radius of influence and sðf Þ ¼ dðu; f Þ. The quantity rðf Þ denotes
the maximum distance at which an user is of interest to the facility. For, e.g. a
restaurant may have offers for users within a radius of 1 km, in which case for
restaurant f , rðf Þ ¼ 1 km. For any facility f on a directed edge from u, we also
define pðu; f Þ ¼ rðf Þ � dðu; f Þ. The quantity pðu; f Þ denotes the influence of f at u.
For an edge ðu; vÞ, let sðu; vÞ ¼ maxf onðu;vÞpðu; f Þ. The quantity sðu; vÞ is the
maximum influence at u of any facility located on edge ðu; vÞ.

For vertices u, v, w 2 V and edge ðv;wÞ, and u, v not necessarily adjacent, let
bðu; v;wÞ ¼ sðv;wÞ � dðu; vÞ. Then bðu; v;wÞ ¼ ðmaxf onðv;wÞpðu; f Þ � dðu; vÞ.
¼ ðmaxf on ðv;wÞðrðf Þ � ðdðv; f Þ þ dðu; vÞÞÞ. Thus bðu; v;wÞ is the maximum
influence at u of the facilities on edge ðv;wÞ.

Let lðu; vÞ ¼ maxw2NðvÞbðu; v;wÞ, where N vð Þ ¼ w 2 V : v;wð Þ 2 Ef g and u
and v are adjacent. Thus lðu; vÞ is the maximum influence at u of the facilities in the
neighbourhood of v; i.e. on edges emanating from v.

A network disk Dðq; rÞ with centre q and radius r is the set of all points p on the
RNG such that dðq; pÞ� r. Dðq; rÞ is a set of road segments all connected to q.

29.3 The Data Structures

Let Fðu; vÞ be the list of facilities on edge ðu; vÞ stored in non-increasing order of
their pðu; f Þ values. Let N uð Þ be the list of neighbours v of vertex u sorted in non-
increasing order of sðu; vÞ. Let D uð Þ be the list of vertices v 2 V � fug such that
lðu; vÞ[ 0 sorted in non-increasing order of lðu; vÞ.

29.4 Influence Regions Containing Query User

During pre-processing, suppose we have pre-computed all distances dðu; vÞ where
u 2 V and v 2 V . With each vertex u 2 V we store lists N uð Þ and D uð Þ as defined
above. We also store the list of facilities on each edge ðu; vÞ; i.e. Fðu; vÞ. It is
important to note here that facilities are stored only once, on the edge they are located.
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Given a query point q located on edge e ¼ ðu; vÞ, we would like to find the sites
s such that q 2 Dðs; rðsÞÞ. First we would like to locate vertices w such that there is
at least one edge ðw; zÞ which has a facility s with q 2 Dðs; rðsÞÞ. We call such a
vertex w relevant to q. Recall that D vð Þ is the list of vertices w 2 V � fvg such that
lðv;wÞ[ 0 sorted in non-increasing order of lðv;wÞ.

Let vertex w be relevant to q. Then there is a facility s on an edge ðw; zÞ such that
q 2 Dðs; rðsÞÞ. Then,

dðq; vÞ þ dðv;wÞ þ dðw; sÞ� rðsÞ
) dðq; vÞ þ dðv;wÞ� rðsÞ � dðw; sÞ
) dðq; vÞ þ dðv;wÞ� pðw; sÞ
) dðq; vÞ þ dðv;wÞ�maxs onðw;zÞpðw; sÞ
) dðq; vÞ þ dðv;wÞ� sðw; zÞ
) dðq; vÞ� sðw; zÞ � dðv;wÞ
) dðq; vÞ� bðv;w; zÞ
) dðq; vÞ�maxz2NðwÞbðv;w; zÞ where NðwÞ ¼ fz 2 V : ðw; zÞ 2 Eg:
) dðq; vÞ� lðv;wÞ

Thus to find vertices w relevant to q, it is sufficient to walk down list D vð Þ and
find vertices w with lðv;wÞ� dðq; vÞ.

We conclude:

Lemma 29.1 If there are m vertices relevant to a query point q, we can find and
report them in OðmÞ time.

Once we have a list of relevant vertices, we can try to locate a list of relevant
edges incident at these vertices. Given a vertex w relevant to a query point q on
edge e ¼ ðu; vÞ, an edge e0 ¼ ðw; zÞ is relevant to q if edge e0 has at least one facility
s such that q 2 D s; r sð Þð Þ. Recall that N wð Þ is the list of neighbours z of vertex w
sorted in non-increasing order of s w; zð Þ.

Let edge e0 ¼ w; zð Þ be relevant to q. Then there is a facility s on an edge ðw; zÞ
such that q 2 D s; r sð Þð Þ. Then,

d q; vð Þ þ d v;wð Þ þ d w; sð Þ� r sð Þ
) d q; vð Þ þ d v;wð Þ� rðsÞ � dðw; sÞ
) d q; vð Þ þ d v;wð Þ� p w; sð Þ
) d q; vð Þ þ d v;wð Þ�maxs onðw;zÞp w; sð Þ
) d q; vð Þ þ d v;wð Þ� s w; sð Þ

Thus to find such edges ðw; zÞ, it is sufficient to walk down list NðwÞ and report
edges w; zð Þ with s w; zð Þ� d q; vð Þ þ d v;wð Þ.
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We conclude:

Lemma 29.2 If there are e edges which are relevant to a query point q, we can
locate and report them in OðeÞ time.

Once we have a list of relevant edges, we can try to locate a set of relevant
facilities on these edges. Given an edge e0 ¼ w; zð Þ relevant to q, a facility s on e0 is
relevant to q iff q 2 Dðs; rðsÞÞ. Recall that F w; zð Þ be the list of facilities s on edge
ðw; zÞ stored in non-increasing order of their pðw; sÞ values.

Let facility s on e0 be relevant to q. Then,

d q; vð Þ þ d v;wð Þ þ d w; sð Þ� r sð Þ
) d q; vð Þ þ d v;wð Þ� r sð Þ � d w; sð Þ
) d q; vð Þ þ d v;wð Þ� p w; sð Þ

Thus to find facilities s on an edge w; zð Þ relevant to a query point q, it is sufficient
to walk down the list F w; zð Þ and report facilities s with p w; sð Þ� d q; vð Þ þ d v;wð Þ.

We conclude:

Lemma 29.3 If there are k facilities relevant to a query point q, they can be
located and reported in O kð Þ time.

To summarize, given a query point q on edge e of the RNG, we find the vertices
which are relevant to q. For each such relevant vertex, we find the edges incident at
such vertices which are relevant to q. For each such relevant edge, we find facilities
on these edges which are relevant to q. If for a query point q, there are m relevant
vertices, e relevant edges and k relevant facilities, our algorithm runs in
O mþ eþ kð Þ ¼ O kð Þ time.

We conclude:

Theorem 29.1 The data structure for the network point enclosure problem
occupies OðjV j2 þ nÞ space where jV j is the number of vertices in the RNG (i.e. the
road intersections) and n is the number of facilities. The queries can be answered in
optimal O kð Þ time where k is the output size.

29.5 Sites Within a Query Range

We consider the following problem:
Preprocess S and RNG G ¼ ðV ;EÞ into a data structure such that given a query

point q on RNG and a distance r, all sites within Dðp; rÞ can be reported efficiently.
A facility f located on directed edge ðu; vÞ is associated with one parameter:

sðf Þ ¼ dðu; f Þ. For an edge ðu; vÞ, let sðu; vÞ ¼ minf on ðu;vÞdðu; f Þ.
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For vertices u, v, w 2 V and edge ðv;wÞ, and u, v not necessarily adjacent,
bðu; v;wÞ ¼ sðv;wÞ þ dðu; vÞ. Let lðu; vÞ ¼ minw2NðvÞbðu; v;wÞ, where NðvÞ ¼
fw 2 V : ðv;wÞ 2 Eg. Let F u; vð Þ be the list of facilities on edge u; vð Þ stored in
non-decreasing order of their d u; fð Þ values. Let N uð Þ be the list of neighbours v of
vertex u sorted in non-increasing order of sðu; vÞ. Let D uð Þ be the list of vertices
v 2 V � fug such that lðu; vÞ[ 0 sorted in non-decreasing order of lðu; vÞ.

Given a query point q located on edge e ¼ ðu; vÞ, and a radius r, we would like
to report facilities s so that q 2 Dðs; rÞ.

First we would like to locate vertices w such that there is at least one edge w; zð Þ
which has a facility s with q 2 D s; rð Þ. We call such a vertex w relevant with
respect to q. Recall that D vð Þ is the list of vertices v 2 V � fug such that
lðu; vÞ[ 0 sorted in non-decreasing order of lðu; vÞ. We show that to find relevant
vertices w, it is sufficient to walk down list D vð Þ and find vertices w with
lðv;wÞ� r � dðq; vÞ.

For each such relevant vertex w, we would like to find edges e0 ¼ ðw; zÞ so that
e0 has at least one facility s with q 2 Dðs; rÞ. Recall that N wð Þ is the list of
neighbours z of vertex w sorted in non-decreasing order of s w; zð Þ. We show that to
find relevant edges e0 ¼ w; zð Þ, it is sufficient to walk down N wð Þ and report edges
w; zð Þ so that s w; zð Þ� r � d q; vð Þ � d v;wð Þ.
For each such relevant edge e0 ¼ w; zð Þ, we would like to find relevant facilities s

on e0 so that q 2 Dðs; rÞ. Recall that F w; zð Þ is the list of facilities s on edge w; zð Þ
stored in non-decreasing order of their d u; sð Þ values. To find such relevant facil-
ities, it is sufficient to walk down F w; zð Þ and report facilities s with
d w; sð Þ� r � d q; vð Þ � d v;wð Þ.

We conclude:

Theorem 29.2 The data structure for the network range searching problem
occupies OðjV j2 þ nÞ space where jV j is the number of vertices in the RNG (i.e. the
road intersections) and n is the number of facilities. The queries can be answered in
optimal O kð Þ time where k is the output size.

29.6 Conclusions and Further Research

We have provided a theoretical framework for answering location-based range
queries. Clearly for a large number of facilities and relatively smaller number of
road intersections (number of vertices in the road network graph), this is an efficient
solution. The challenge will be to reduce the space while keeping the query time
and the simplicity of the solution reasonable. Building a system that supports a wide
range of LBS queries [4] around this theoretical framework will be part of our
further research.
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Chapter 30
Scalable Hierarchical Collaborative
Filtering Using BSP Trees

Joydeep Das, Ankit Kumar Aman, Prosenjit Gupta, Ammad Haider,
Subhashis Majumder and Subhranil Mitra

Abstract Collaborative Filtering (CF) technique is used by most of the Recom-
mender Systems (RS) for formulating suggestions of item relevant to users’ interest.
However, CF algorithms using the large dataset sometimes become very expensive
as the similarity computation among n users is an Oðn2Þ process. In this work, we
propose a decomposition-based recommendation algorithm using Binary Space
Partitioning (BSP) trees. We divide the entire users’ space into smaller regions
based on the location, and then apply the recommendation algorithm separately to
each of the regions. Our proposed system recommends item to a user in a specific
region only using the rating data of that particular region. This reduces the quadratic
complexity of the CF process as we avoid the similarity computation over the entire
data. The primary goal of our work is to reduce the running time as well as maintain
a good recommendation quality. This ensures scalability, allowing us to tackle
bigger datasets. Empirical evaluation of our approach on the MovieLens dataset
demonstrates that our method is effective while reducing the running time.
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30.1 Introduction

Recommender systems recommend items that fit a user’s tastes, in order to help the
user in selecting/purchasing items from an overwhelming set of choices. Such
systems have great importance in applications such as e-commerce, subscription-
based services, information filtering, etc. Collaborative filtering (CF) techniques
[1, 2] that predict the likely preferences of a user based on the known preferences of
other similar users have been used effectively for generating high-quality recom-
mendations. Most of the existing CF methods based on correlation criteria, singular
value decomposition (SVD) and non-negative matrix factorization (NNMF) provide
highly accurate predictions of ratings. However, these CF techniques suffer from
high computational complexity. Therefore, in order to improve the recommendation
performance (in terms of complexity and accuracy), sophisticated data structures
and scalable architectures are required. To address this scalability problem, we
propose a decomposition-based CF algorithm. Our goal is to partition the entire
users’ space into smaller regions and apply the recommendation algorithm sepa-
rately to each regions. However, without using any arbitrary partitioning method,
we employ an intelligent partition technique using Binary Space Partitioning (BSP)
trees [3]. In this work, we partition the users’ space according to the location of
the user.

The proposed work partitions the entire users’ space into smaller regions, and
while recommending only use the ratings of a particular region. This should reduce
the complexity (often Oðn2Þ, where n is the number of users) associated with the CF
process. However, it may compromise our recommendation quality, because only
the ratings of a particular region are used, and not the entire rating data. Our goal is
to reduce the running time as well as ensure a good recommendation quality.
Experiments performed indicate that our method reduces the running time as well
as maintain an acceptable recommendation quality.

The rest of the paper is organized as follows: In Sect. 30.2, we provide back-
ground information about BSP and CF as well as review some past works related to
recommender systems and CF. In Sect. 30.3, we present our recommendation
method. In Sects. 30.4 and 30.5, we present our decomposition and recommen-
dation algorithms, respectively, while Sect. 30.6 reports our experimental results.
Section 30.7 concludes our work and discusses future research directions.

30.2 Background and Related Works

Before presenting our system in detail, we first provide background knowledge
about BSP and CF. Then, we discuss some of the existing literature on recom-
mender systems and clustering CF models.
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30.2.1 Binary Space Partitioning

Binary space partitioning1 is a method for recursively subdividing a space into two
half-spaces by hyperplanes. This subdivision technique represents the objects
within the space by means of a tree data structure known as a BSP tree. Applica-
tions of BSP tree include rendering, performing geometrical operations with shapes
in CAD, collision detection in robotics and other applications that involve spatial
decomposition. BSP is a generic process of recursively dividing a space into two
until the partitioning criterion are met. In BSP, the hyperplanes that partition the
space may have any orientation, rather than being aligned with the coordinate axes.

30.2.2 Collaborative Filtering

Collaborative Filtering algorithm is a subfield of machine learning that tries to
predict user preferences based on past user behaviour in purchasing or rating of
items. CF systems generate recommendations based on a subset of users that are
most similar to the active user. Each time a recommendation is requested, the
algorithm needs to compute the similarity between the active user and all other
users, based on their co-rated items. This similarity computation becomes very
expensive with the growth of both the number of users and items in the database.
We briefly discuss some of the past works that address this scalability problem in
the remaining of this section.

A number of CF recommender systems have been proposed in the literature, of
which the most popular ones are product recommendation in Amazon,2 movie
recommendation in MovieLens,3 and music recommendation in Last.fm.4 To deal
with the scalability problem of the CF process, Sarwar et al. [4] clustered the
complete user set on the basis of user–user similarity and used the cluster as the
neighbourhood. In contrast, O’Connor and Herlocker [5] use clustering algorithms
to partition the item set on the basis of user rating data. Breese et al. [6] utilize
Bayesian network and clustering approaches in their recommendation process to
address the scalability issue. Das et al. [7] used Voronoi Diagrams to tessellate the
plane and applied the recommendation algorithm separately in each Voronoi cell.

1 http://en.wikipedia.org/wiki/Binary_space_partitioning.
2 http://www.amazon.com/.
3 http://www.movielens.org/.
4 http://www.last.fm/.
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30.3 Our Contribution

In this paper, we present a method to deal with the scalability challenge without
compromising recommendation quality. We propose a scalable CF recommenda-
tion algorithm using BSP tree-based space partitioning techniques. Our work uses
the location of the users to partition the entire users’ space into smaller clusters (or
partitions). Once the clusters are formed, predictions for an individual can be made
by averaging the opinions of the other users in that cluster. Our system, while
recommending, tries to find the location of the target user, and then explores the
preferences of her neighbourhood (cluster) using CF to generate the recommended
items. We use MovieLens dataset to test the accuracy and performance of our
algorithm. MovieLens is a CF recommender system developed by GroupLens
Research Group. The dataset contains 1,000,209 anonymous ratings of approxi-
mately 3,900 movies made by 6,040 MovieLens users who joined MovieLens in
2000. Ratings are on a five star (integral) scale from 1 to 5.

30.4 The Decomposition Algorithm

In this work, we use the location of the users to decompose the users’ space
hierarchically on the basis of a BSP tree. MovieLens dataset has information about
the user’s location (zip code). We use the longitude and latitude of the centroids of
the polygonal regions representing the zip codes as the user coordinates. Space
partitioning is done on the basis of the zip codes of the users, that satisfy the
following criteria. Let U represents the entire set of users. We partition the set
U into p partitions U1;U2; . . .;Up, where Ui \ Uj ¼ / for 1� i, j� p; and
U1 [ U2; . . .;[Up ¼ U. For any user u, if u 2 Ui then the recommendation algo-
rithm use the entire cluster Ui as the neighbourhood. Now we present our
decomposition algorithm formally.

Algorithm: BSP Decomposition
Step 1: Count the number of users in each zip code and find two such zip codes

that have the maximum number of users.
Step 2: Find the equation of the perpendicular bisector of the line joining the

centroids of these two zip codes.
Step 3: Divide the users into two partitions along this perpendicular bisector.
Step 4: For each of the two newly formed partitions, repeat Steps 1–3 till the

number of users in a partition is greater than a threshold value (500 in our
case).

We depict our BSP based space decomposition method pictorially through
Figs. 30.1, 30.2, 30.3 and 30.4.
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In Fig. 30.1, we can see that the entire region 0 is partitioned into two partitions—
partition 0.1 and partition 0.2 along the perpendicular bisector of the line joining the
two zip codes that have the maximum number of users. Similarly in Fig. 30.2,
partition 0.1 is divided into partition 0.1.1 and partition 0.1.2 while partition 0.2 gets
divided into partition 0.2.1 and partition 0.2.2. This process is continued as long as
the number of users in a partition is greater than a predefined threshold. Figure 30.4
depicts all the partitions resulting from our BSP decomposition process.

Fig. 30.1 BSP decomposition

Fig. 30.2 BSP decomposition
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30.5 The Recommendation Algorithm

In order to improve the scalability of our system, we apply the recommendation
algorithm separately to the regions or clusters formed by the BSP decomposition
algorithm. That is, recommendations for a user in a region are generated only using
the ratings or preferences of the other users of that region. This helps us to reduce
the complexity of the CF process as well as achieve a much faster recommendation

Fig. 30.3 BSP decomposition

Fig. 30.4 BSP decomposition
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time. In this work, we use a correlation-based CF algorithm which recommends
item by computing user–user similarity among the users in a region. Pearson’s
correlation coefficient [8] is used to compute the similarity between the target user
and all other users in the region. Our system provides recommendation for the
following two categories of user.

• For an existing user in a cluster, the algorithm first finds her collaborative users
based on the similarity score and then recommend Top-N items using the taste
and preferences of the collaborative users.

• For a new user of the system, the algorithm use the IP address of the user to
extract her location coordinates (longitude latitude), and accordingly place the
user to her destined cluster (region). The Top-N movies highly rated by the users
in the cluster are recommended to the user.

30.6 Experiments and Results

We conducted several experiments to evaluate the effectiveness of the proposed
method. In this section, we describe the experimental settings in detail. We have
tested our recommendation algorithm on the MovieLens dataset to validate our
scheme. The user ratings of the dataset are randomly split into two sets—observed
items (80 %) for training and held-out items (20 %) for testing. Ratings for the
held-out items were to be predicted.

30.6.1 Evaluation Metric Discussion

In this work, we use mean absolute error (MAE) [8] to evaluate the prediction
accuracy of the CF algorithm while recommendation quality is measured using
Precision and Recall metric.

MAE: MAE is defined as the average of the absolute error. Absolute error is the
difference between the predicted rating and actual rating. Let the actual user ratings
be, fr1; r2; . . .; rng, and predicted ratings are, fp1; p2; . . .; png, where n is the
number of items. Then Absolute error,

E ¼ fe1; e2; . . .; eng ¼ fp1 � r1; p2 � r2; . . .; pn � rng

and

MAE ¼
Pn

i¼1
ej j

n
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Any prediction algorithm tries to minimize the MAE.
We have depicted the different combinations of recommendation that can be

generated in a typical recommendation problem in Table 30.1. Note that a customer
likes an item if he has given a rating of 4 or 5 to that item (in a scale of 1–5),
otherwise dislikes it, i.e. his rating is 1, 2 or 3. A recommendation is positive if the
recommended rating coincides with the actual rating given by the customer.

Precision: Precision measures the degree of accuracy of the recommendations
produced by the algorithm. In our system, Precision measures what fraction of the
recommended items are liked by the customers.

Precision =
True Positives

True Positives + False Positives

Recall: The Recall metric is also known as the hit rate, which is widely used for
evaluating top-K recommender systems. In our Recommender System, Recall
measures what fraction of the items liked by the customers, has been recommended
by the algorithm.

Recall =
True Positives

True Positives + False Negatives

30.6.2 Recommendation Performance on MovieLens-1M
Dataset

To test the quality of the overall recommendation, we tested the algorithm for all the
regions formed by the BSP decomposition. We report and compare the results of
the recommendation algorithm using different evaluation metrics in Table 30.2. In
the Table, the column time reports the running time of our recommendation algo-
rithm in the different regions. We compare the performance in the sub-regions
formed by the BSP decomposition with that of the parent region. Note that, we
present Precision@10 and Recall@10 to evaluate the quality of the top-10 rec-
ommended items. The bold numbers indicate that its value has an obvious
improvement than the corresponding values in the parent region. Our experiments
are run on a computer with Core i3—2100 @ 3.10 GHz × 4 CPU and 2 GB RAM.

Table 30.1 Possible recommendations

Customer likes (rating = 4 or 5) Customer dislikes (rating = 1, 2 or 3)

Recommend True positives False positives

Do not
recommend

False negatives True negatives
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From Table 30.2, it is clear that our algorithm is working fine with high precision
and recall values as well as lower MAE values. It is also clear from the table that the
runtime of the algorithm is significantly less in the sub-regions than its parent
region. As for example, the time required for recommending all the users in region
1 is 1023.5 min. However, when it is decomposed into two sub-regions 1.1 and 1.2,
we have a total running time of 301.32 (170.54 + 130.78) min which is significantly
less (by about 69 %) than the parent region 1. Analysing the results of the
experiment performed, we can conclude that our approach is efficient in reducing
the running time without sacrificing recommendation quality much. This ensures
scalability and establishes that our method can be effective to deal with even bigger
datasets.

30.7 Conclusion

In this paper, we propose a decomposition-based CF technique that deals with the
scalability problem of the CF process by applying the recommendation algorithm
separately to each of the clusters. Experimental analysis using real datasets show
that our model is efficient and scalable. Online experimentation of the decompo-
sition algorithm and the recommendation algorithm will be the focus of our future
work. We will also try to use other metrics for finding the similarity between users
with the aim of optimizing the decomposition technique and recommendation
algorithm.

Table 30.2 Results of recommendation on MovieLens-1M dataset

Region no. MAE Precision@10 Recall@10 Time (min)

1 0.463 0.856 0.782 1,023.5

1.1 0.482 0.886 0.812 170.54

1.2 0.432 0.867 0.853 130.78

1.1.1 0.498 0.878 0.858 31.61

1.1.2 0.501 0.901 0.872 23.21

1.2.1 0.452 0.881 0.897 10.62

1.2.2 0.462 0.842 0.872 11.75

1.1.1.1 0.471 0.823 0.882 2.23

1.1.1.2 0.512 0.837 0.894 3.33

1.1.2.1 0.482 0.887 0.90 0.5

1.1.2.2 0.523 0.8846 0.913 1.28

1.2.1.1 0.493 0.902 0.877 0.34

1.2.1.2 0.475 0.876 0.912 0.23

1.2.2.1 0.443 0.864 0.856 0.25

1.2.2.2 0.492 0.825 0.913 0.31
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Chapter 31
A Novel Approach for Non-cooperative
Node Detection and Avoidance Using
Reputation-Based Scheme in Mobile
Ad hoc Network

Chandrima Chakrabarti, Ananya Banerjee, Sanchari Chakrabarti
and Angana Chakraborty

Abstract A mobile ad hoc network (MANET) is a collection of wireless mobile
nodes that form a dynamic network without the need for any infrastructure. Due to
the dynamic nature of MANET, it is prone to different kinds of malicious attacks. In
order to pursue secure communication in such networks, there are many research
solutions proposed for detecting and avoiding such malicious activities. As we
know, MANET works properly if participating nodes cooperate in routing and
forwarding. However, a node may decide not to cooperate just to save its resources
but still use network to relay its traffic. In this scenario, we propose a reputation-
based strategy to detect non-cooperative or selfish nodes and to select proper for-
warder node for improving overall packet delivery of the network. Moreover, our
proposed solution ensures data integrity. We have also done survey and performance
analysis on some existing malicious attacks detection and prevention techniques
available. The entire simulation has been done using the Network Simulator (NS-2)
(http://www.isi.edu/nsnam/ns/) and simulation results show better delivery com-
pared to some of other existing techniques discussed in the papers by Khamayseh
et al. (J Netw 7(1):116–125, 2012), Marti et al. (Proceedings of International
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Conference on Mobile Computing and Networking (MOBICOM’OO), 255–265,
2000), Woungang et al. (Proceedings of IEEE Conference, 2012) and Hu et al.
(IEEE J Sel Areas Commun 24(2):307–380, 2006).

Keywords Mobile ad hoc network � Malicious attacks � Reputation

31.1 Introduction

Due to the rapid evolution of wireless network, mobile ad hoc networks (MANETs)
are becoming increasingly popular in various applications such as in the field of
emergency preparedness and response, collaborative and distributed computing,
mine site operations, battlefield military operations, electronic classrooms, confer-
ences etc. [1]. Moreover, MANET becomes popular day by day because it requires
no centralized administration or fixed network infrastructure and can be quickly and
inexpensively form the set up as needed. In the dynamic MANET environment,
nodes are assumed to cooperate among each other to provide routing service and
forward packets. This requirement poses a security challenge when malevolent
nodes are present in the network. Indeed, the existence of such nodes may not
simply disrupt the normal network operations, but also generate severe security
problems, like dropping, non-forwarding, authentication, data availability, confi-
dentiality and integrity point of views. In MANETs, reputation-based strategies are
considered for detection of selfish/malicious nodes as well as for determining the
best forwarder node in case of data delivery. A reputation is a node’s degree of
cooperation in forwarding and receiving messages.

In this paper, we have done survey and performance analysis on some existing
malicious attacks detection and prevention techniques. We have also proposed a
model for detection and prevention of malicious attacks using a reputation-based
technique. Our proposal is based on personal feedback table maintained by a node
for calculating a node’s reputation easily. After successful data packet exchange both
the communicating nodes will also exchange credit packets; forwarder node will get
forward credit from receiver node and receiver node will get receive credit from the
forwarder node. Each node will be liable for showing the personal feedback table
and credit tables to the Trusted Authority (TA) node for calculating each node’s
reputation perfectly. TA node is solely responsible for updating reputation values
dynamically and broadcast these reputation values and status of a node time to time.
After getting these values, a node can easily determine the best forwarder node and
selfish/non-cooperative nodes in the network. We have simulated the scheme on
Network Simulator (NS2) [2] and compared the performance with [3, 4–6].

The rest of the paper is organized as follows. Section 31.2 presents the related
work in this domain. Section 31.3 illustrates our proposed system model. Results
and Discussions are included in Sect. 31.4. The paper is concluded with a dis-
cussion on future work in Sect. 31.5.
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31.2 Related Work

A considerable amount of research has been carried out in the area of MANETs
security [7–10]. Some proposed schemes can detect and deal with malicious nodes
[11]. The following sections discuss some of the techniques that have been pro-
posed to achieve security in MANETs.

The authors in [12] enhanced the security of DSR protocol by enhancing the
trust-based route selection mechanism. The authors in [13] proposed a protocol that
calculates the reputation of a node by observing the node’s behaviour, the observed
value is later altered based on additional observations from other nodes. But node
authentication is not mentioned here. In [3] the authors proposed a Trust Scheme
for observing the behaviour of mobile nodes. Using this scheme, malicious nodes
can be detected and avoided. But which particular node in the route is misbehaving
cannot be identified. Node authentication is not used in [3].

In [7] authors proposed a secure Intrusion Detection (EAACK) System for
MANETs. In this scheme there are three parts for detection of malicious activities.
They are ACK, secure ACK (S-ACK) and misbehaviour report authentication
(MRA). It is effective in detecting black hole attacks. Receiver collision problem
can be solved. False acknowledgment is not possible.

In [4] authors designed the monitoring scheme to prevent black hole attacks. The
solution is that each node in the network consists of two components. One is
watchdog and second one is pathrater. Watchdog observes the behaviour of every
neighbour by putting itself in promiscuous mode. Pathrater gives the rating of each
node in the network. It is possible to detect black hole attack. But false acknowl-
edgement is possible.

The authors in [5] made an intrusion detection-based solution known as anti-
black hole mechanism (ABM). In this method, the difference between route request
and route reply packets is calculated for every node. This difference between route
request and route reply keeps changing due to the forwarding and broadcasting
nature of nodes and is stored by every node. But in case of malicious node,
difference is high. If the estimated value (difference) goes above threshold value, a
block message is broadcasted by the detected node to other nodes to isolate the
malicious node. The scheme suffered from high overhead. Node authentication is
also not mentioned here.

The authors in [5] recommended a scheme for detecting and avoiding black hole
attacks before the actual routing mechanism started by using fake RREQ packets to
catch the malicious nodes. These fake RREQ packets are like the normal RREQ but
they live only for certain time; fake destination address is used for identifying
malicious nodes. But at the time of routing if any node behaves malicious then this
mechanism will fail.

In [6] authors proposed a worm hole detection technique. First node is verified
and its authorization is done using symmetric key cryptography. If authentication is
true, sender can send the data to that particular node; otherwise, next node is
selected to carry the data packet. This process continues until data packet reaches to
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destination. Here, malicious node cannot pretend to be authorized user. Overhead is
huge in this case.

The authors in [14] suggested a method of detecting malicious node during route
discovery and if malicious node is found, data packet is sent via another route. This
is based on existing protocols like DSR, AODV and DSDV. In this approach
encryption techniques, acknowledgement and principles of flow conservation are
used to prevent attacks in network layer.

Inspired from these novel works, we have implemented one reputation-based
scheme for selfish node detection and avoidance of those selfish nodes in case of
further data transmission.

31.3 Proposed System Model

Nowadays, researchers are showing their interest in developing a secured ad hoc
network. Many research works are done in detecting the selfish behaviour of node
[7, 13]. Motivated from those works, we have implemented one reputation-based
selfish node detection scheme based on Ad hoc On demand Distance Vector
Routing (AODV) routing protocol. As this selfishness affects tremendously the
packet delivery and efficiency of a network, we focused our work on improving the
delivery ratio as well as the performance of the overall network.

A node’s reputation is determined in terms of its forwarding and receiving
characteristics in the recent past by the Trusted Authority (TA) node as in Fig. 31.1.
In our proposed model, when a node gets some packet from another node, it needs
to maintain one personal feedback table. Suppose, node A is the source of a
message and node C is the destination. As node A cannot send the message directly
to node C, it needs some intermediate node (here node B) to relay the message to
node C which has the higher probability to reach destination node C as in Fig. 31.1.
So, A first sends the message to B and updates its personal feedback table as shown
in Table 31.1.

A B

TA

C

Fig. 31.1 Data exchange from source (A) to destination (C), where B is intermediate node;
Trusted Authority (TA) node for calculating each node’s reputation
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After exchanging messages, node A and node B will exchange credit messages
with each other. As node A is the sender so, it will get forward_credit from node B,
as well as, node B will get receive_credit by node A. In this scheme, all the
messages including data and credit messages are all encrypted messages, encrypted
by the owner’s private key. So, these messages can be decrypted by any node in the
network which knows the public key of node A or node B. So, any node can
decrypt the messages, but cannot encrypt it again. In this way, the modifications can
be avoided.

From Table 31.1, it is cleared that at time T11, node A had given messages to
node B and updated its Personal Feedback table. Here, based on node B’s behaviour
and previous performance, node A can assign any receive_credit (rc) value of node
B up to 1 and node B can assign any forward_credit (fc) value of node A up to 1.

Now, both node A and B can show these credit values or exchange this personal
feedback table only to the Trusted Authority for further communication, as
reference.

Personal Feedback table maintained by node B is as follows (Table 31.2).
Node B, after getting the message, delivers it to the destination node C. After

exchanging messages, node B and node C will exchange credit messages as dis-
cussed previously. Based on node C’s behaviour and previous performance, node B
will assign rc value of node C as 0.7 and node C will also assign fc value of node B
as 0.8.

Now, both nodes B and C update their personal feedback tables as shown in
Tables 31.3 and 31.4, respectively. We consider T12 > T11.

A sample Forward Credit Table is as shown in Table 31.5.
A sample Receive Credit Table is as shown in Table 31.6.
As shown in Table 31.6, a sample forward credit packet at a particular point of

time (say T1) may have fc_id, forwarder node id, receiver node id, number of
exchanged packets, exchanged messages’ id and exchange time. Similarly, a sample

Table 31.1 Personal feedback table maintained by node A

Source_node id Forwarder_node id Time Forward_credit Receive_credit

A B T11 A-0.9 (by B) B-0.8 (by A)

Table 31.2 Personal feedback table maintained by node B

Source_node id Forwarder_node id Time Forward_credit Receive_credit

A B T11 A-0.9 (by B) B-0.8 (by A)

Table 31.3 Updated personal feedback table maintained by node B

Source_node id Forwarder_node id Time Forward_credit Receive_credit

A B T11 A-0.9 (by B) B-0.8 (by A)

A C (via B) T12 B-0.8 (by C) C-0.7 (by B)
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receive credit packet at a particular time (say T2) may have rc_id, forwarder node
id, receiver node id, number of exchanged packets, exchanged messages’ id and
exchange time.

These credit tables are exchanged as a sign of successful completion of data
packet exchange. Receiver node will give this to its current forwarder node as a
record of how many data packets it receives from current forwarder node and at the
same time a forwarder node will give this to its receiver node as a record of how
many data packets it forwards to the receiver node (we consider T2 > T1).

Based on forward credit and receive credit, a node will select a forwarder or
receiver node but never exchange this personal feedback values to other nodes. So,
it definitely reduces overhead.

Each node will also maintain as discussed in Gao et al. [15],

1. Delegation Evidence (D) = {M, A, B, Dst, TS, Exp}-Node A will maintain D.
2. Forwarding History Evidence (F) = {M, B, C, Dst, TS, Exp}-Node B will

maintain F.
3. Contact History Evidence (C) = {M, B, C, TS}-Both node B, C will maintain C.

Here M—message, A—node A, B—node B, C—node C, Dst—destination, TS
—timestamp and Exp—expiration time of the message.

However, a node will exchange personal feedback table, evidences and credit
tables with the Trusted Authority (TA) node for gaining reputation.

Table 31.4 Personal feedback table maintained by node C

Source_node id Forwarder_node id Time Forward_credit Receive_credit

A B T12 B-0.8 (by C) C-0.7 (by B)

Table 31.5 Sample forward credit table

Forward credit
(fc)_id

Forwarder
node id

Receiver
node id

No. of
exchanged
packet

Exchanged
msg id

Time

fc1N1 A B 1 M101 T1

Table 31.6 Sample receive credit table

Receive credit
(rc)_id

Forwarder
node id

Receiver
node id

No. of
exchanged
packet

Exchanged
msg id

Time

rc1N2 A B 1 M101 T2
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31.3.1 Cooperative (Good, Medium) and Non-cooperative/
Selfish Node Detection by TA Node

Algorithm1: Cooperative, Non-Cooperative/Selfish Node Detection

STEP1: Initialize node under assessment (NA), TA node, 
Delegation Evidence (D), Contact History Evidence (C),
Neighbor Table (N), Forwarding History Evidence (F) 
STEP2: TA node demands all the nodes in the network to 
submit their evidences and Neighbor tables
STEP3: Based on D, C, N; TA node will compare with F val-
ues
STEP4: If F = = Find (D, C, N)
STEP5: NA is cooperative
STEP6: Else
STEP7: NA is non-cooperative or Selfish
STEP8: End if

After determining cooperative and non-cooperative/selfish node, TA node will
blacklist selfish nodes; but cooperative nodes will go through the reputation process
for determining whether the node is good or medium.

Trusted Authority (TA) is the authorized node solely responsible for determining
the reputation of a node based on a node’s forward credit (fc) and receive credit (rc)
values. From the forward credit table and receive credit table, reputation_value at
time t is calculated as:

Reputation value tð Þ ¼
X

fc value tð Þ =
X

rc value tð Þ

After getting the reputation of a node, TA node will decide whether that par-
ticular node is a good node or medium node.

If reputation_value <= Rth, the node is medium node.
If reputation_value > Rth, the node is good; where Rth = reputation threshold

value.
TA node will maintain the reputation table as shown in Table 31.7.
From Table 31.7 it is cleared that TA node maintains the reputation table and

reputation values with timestamp for each node and periodically updates this table.
TA node will broadcast this reputation table time to time so that all other nodes

in the network can choose best forwarder node for data delivery.
Here also, selfish nodes will get another chance to gain their reputation. If any

node fails to increase its reputation even after getting second chance, it will be
temporarily avoided from future communication to improve packet delivery.

Table 31.7 Sample
reputation table maintained by
TA node

N1 N2 … Ni … Nj

TA R1t0 R2t2 … Rjtj … Rktk

31 A Novel Approach for Non-cooperative Node Detection … 285



31.4 Results and Discussions

31.4.1 Simulation Details

We have implemented our scheme using Network Simulator (NS2) [2]. We have
also made the comparison with other schemes discussed in the papers [3, 4–6]. The
details of the simulation parameters are discussed in Table 31.8.

The performance of our proposed scheme and other schemes are evaluated in
terms of packet delivery probability and routing overhead.

Delivery Probability: Delivery Probability defines the ratio of the number of
packets received by the destination node to the number of packets sent by the
source node.

Routing overhead: Routing overhead defines below formula

Routing overhead ¼ No: of packets relayed � No: of packets deliveredð Þ
No: of packets delivered

31.4.2 Discussion About the Output

We have done our simulation on a basic packet dropping attack. Malicious nodes
simply drop all the packets that they receive. We considered two scenarios.

In scenario 1, we have observed delivery probability in Fig. 31.2 where mali-
cious nodes are varied from 0 to 40 %.

In scenario 2, we have observed routing overhead in Fig. 31.3 where malicious
nodes are varied from 0 to 40 %.

We have compared the performance of our proposed scheme with

(i) Malicious nodes detection scheme discussed in paper [3]
(ii) Mitigating misbehaviour scheme discussed in paper [4]
(iii) Prevention of black hole scheme discussed in paper [5]
(iv) Wormhole attacks detection scheme discussed in paper [6].

Table 31.8 Parameters used

No of nodes 100

Terrain range 1000 × 1000 m2

Speed of mobile node 0, 5, 10, 15, 20 m/s

Pause time 300 s

Packet size 512 Bytes

Simulation time 3,000 s

Packet transmission rate 4 packets/s

Routing protocol Ad hoc on demand distance vector (AODV) routing
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From Fig. 31.2, it is cleared that using our proposed scheme maximum delivery
probability can be achieved compared to other schemes.

We can easily notice from Fig. 31.3, that in our proposed scheme routing
overhead is minimum compared to other schemes.

Fig. 31.2 Simulation result of delivery probability where malicious nodes are varied from 0 to
40 %

Fig. 31.3 Simulation result of routing overhead where malicious nodes are varied from 0 to 40 %
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31.5 Conclusions and Future Work

This paper presents a reputation-based scheme for selfish node detection and
avoidance of those selfish nodes in case of further data transmission in mobile ad
hoc network (MANET).

The uniqueness of our reputation estimation scheme is that

(i) It is distributed and dynamic in nature, i.e. nodes with a bad reputation may
get further opportunity to improve their reputation by participating and
cooperating in future data communication.

(ii) Our proposed system ensures data integrity as every data packets are sent
using public key cryptosystem and other personal feedback tables, credit
tables and reputation tables are sent after digitally signed by the source node.

In this paper, we can easily detect the malicious activities like dropping, non-
forwarding, false token generation, colluding attacks and we have made efforts to
avoid those nodes during data forwarding. We have evaluated the performance in
terms of delivery probability and routing overhead. However, the impact of
mobility and scalability is not evaluated yet, which is included in our future work.
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Chapter 32
Performance Comparison of Brain
Emotional Learning-Based Intelligent
Controller (BELBIC) and PI Controller
for Continually Stirred Tank Heater
(CSTH)

Manoj Kumar Sharma and Anmol Kumar

Abstract In a process industry, the control of temperature is a significant
requirement. The various conventional control schemes using PID controllers and
soft computing-based controllers such as neural networks and fuzzy logic con-
trollers have been implemented for the temperature control system in the industry.
In this paper, the emotional behaviour-based controller called brain emotional
learning-based intelligent controller (BELBIC) is implemented for continually
stirred tank heater (CSTH) and its performance is compared with that of conven-
tional proportional integral (PI) controller for various test conditions. The simula-
tions are performed for: set point tracking, disturbance rejection and multi-set point
tracking. It is observed that BELBIC gives better response as compared to PI
controller in terms of performance parameters for different test conditions.

Keywords Emotional learning � BELBIC � PI controller � CSTH

32.1 Introduction

The classical controllers are widely used in the process control industry as it is easy
to implement and tune them easily for given operating points. These are generally
proportional (P), proportional integral (PI) and proportional integral-derivative
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(PID) controllers. However, the performance of classical controllers shows degra-
dation when there is variation in the plant parameters and set point.

The drawbacks of the classical controllers have been overcome by the different
adaptive control schemes developed in last decades [1, 2]. With advancements in
the soft computing techniques, various intelligent control techniques based on
artificial neural network (ANN) [3], fuzzy logic [4] and genetic algorithm [5] have
been successfully applied to various applications. The emotional behaviour of the
human has been modelled in [6, 7]. It is a type of conditional learning associated
with external emotional stimuli such as rewards and punishments received from
various real-life situations. These emotional stimuli can cause various internal
emotional states such as joy, sadness and fear affecting future decisions. BELBIC
was proposed in [8], which was further modified in [9]. It was successfully utilized
in several applications such as controller design of a path tracking problem [10],
intelligent control of washing machines [11], etc. The process control systems are
often nonlinear and the parameters are varied due to disturbance, noise etc. and thus
it becomes tough to apply the control method. In this paper, continually stirred tank
heater (CSTH) has been considered which is widely used in the process and
chemical industries [12]. The conventional PI controller and BELBIC are imple-
mented for the temperature control of the CSTH and results are compared.

In the second section, the computational model of limbic system of mammalian
brain is described. The modelling of CSTH has been discussed in Sect. 32.3. The
BELBIC design and implementation has been explained in Sect. 32.4. The simu-
lations and results obtained for BELBIC and PI controllers are compared in
Sect. 32.5. The conclusion is obtained in the Sect. 32.6.

32.2 Model of Limbic System

The emotional behaviour of brain is due to the limbic system which consists of:
amygdala, orbitofrontal Cortex (OFC), thalamus and sensory cortex. A computa-
tional model of limbic system has been developed [13, 14] which is shown in
Fig. 32.1.

The signals from the thalamus and from cortical areas are fed to amygdala while
the cortical areas and the amygdala provide input to the orbito frontal. The rein-
forcement signal Rw is also given to the system. The difference between the output
of amygdala and OFC is the output of the model. Each node A, is connected
through the weight V and the output of this node is weighted input.

Ai ¼ Si � Vi ð32:1Þ

Ath ¼ maxðSiÞ ð32:2Þ

The weights Vi are adjusted as per Eq. (32.3) where αA is learning rate parameter.
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DVi ¼ aA �max 0;Rw �
X

Ai

h i
ð32:3Þ

It is observed that the conditioning in the amygdala is permanent. The term max
in (32.3) implies that the amygdala gain can never be decreased and making the
learning monotonically increasing. For each O node, there is a connection weight
W. The output of node is given as

Oi ¼ Si �Wi ð32:4Þ

The connection weights in OFC are adjusted proportionally to the difference
between the model output (MO) and the reinforcement signal Rw, αO is the learning
parameter and is adjustable between 0 and 1.

DWi ¼ ao � MO� Rwð Þ ð32:5Þ

MO ¼
X

Ai �
X

Oi ð32:6Þ

The externality of emotion formation means that through choosing the emotional
cues or Rw signal, the control goals can be implicitly decided.

Fig. 32.1 Diagram of a model of brain limbic system
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32.3 Modelling of CSTH

The CSTH system consists of tank whose fluid is heated up to the desired tem-
perature. The fluid inside the tank receives the heat from the other fluid which is
circulated in the jacket. To keep the heat transfer uniform, the tank fluid is con-
tinually stirred. The heat transfer rate is to be controlled so as to attain the desired
temperature [15, 16]. The block diagram of CSTH which is MIMO system is shown
in Fig. 32.2. The outlet flow rate is same as inlet flow rate. T and Ti are outlet and
inlet temperature of the tank and F is flow rate of the tank whereas Tj, Tji and Fji are
respective values for the jacket.

The mathematical modelling of the CSTH is done and two modelling equations
are obtained as per (32.7) and (32.8).

dT
dt

¼ F
V
� Ti � Tð Þ þ UA � Tj � T

� �
V � q � Cp
� � ð32:7Þ

dTj
dt

¼ Fj

Vj
� Tji � Tj
� �þ UA � Tj � T

� �
Vj � q � Cp
� � ð32:8Þ

The steady-state values of the system variables and parameters for this process
are as shown in Table 32.1:

From dT/dt = 0 at steady-state, we have UA = 157.62 Btu/°F min.
From dTj/dt = 0 at steady-state, we have Fjs = 1.44 ft3/min.
The transfer function for process one, i.e. Gp1 is transfer function between tank

temperature T and jacket temperature Tj and Gp2 is transfer function between jacket
flow rate Fj and jacket temperature Tj and are given as:

Gp1 ¼ TðsÞ
TjðsÞ ¼

0:0174ðsþ 18:82Þ
ðsþ 0:4017Þ ð32:9Þ

Gp2 ¼ TjðsÞ
FjðsÞ ¼

50ðsþ 0:3516Þ
sþ 0:1844ð Þ � ðsþ 4:1842Þ ð32:10Þ

Fig. 32.2 Schematic diagram
of CSTH
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32.4 Controller Design and Implementation

For the CSTH process which is a MIMO system, model reference control structure
and cascade control scheme are used for better performance. In the BEL controller,
the reinforcing signal, Rw is given from the outside, which in turn improves flex-
ibility of the system. The cascade control scheme for CSTH is as shown in
Fig. 32.3. The most important aspect of this controller is the selection of sensory
and Rw signals associated with it. The sensory signal selected for both the primary
and secondary controllers is:

Si ¼ ke � e ð32:11Þ

ke = tunable constant, e = error.

Table 32.1 Parameters and steady-state values

Parameters Steady-state values

Fs 60 ft3/h

Tjs 50 °F

Ts 122 °F

V 10 ft3

Tjis 200 °F

Tjs 150 °F

Vj 1 ft3

ρCp 61.3 Btu/°F ft3

ρCpj 61.3 Btu/°F ft3

Fig. 32.3 BELBIC based cascade control scheme for CSTH
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The Rw selected for both the controller is also identical, i.e.

Rw ¼ kp � eþ ki � Z
eþ ku � Z

MO ð32:12Þ

kp, ki, ku are gains that are to be tuned to obtain the suitable controller.

32.5 Simulations and Results

This section presents simulation of the cascaded CSTH system. The simulations are
done in MATLAB® and Simulink®. A comparison is made between BELBIC and
conventional PI controller-based CSTH. The different tests have been performed to
compare the performance of two controllers: set point tracking, disturbance rejec-
tion and multi-set point tracking.

32.5.1 Set Point Tracking

In this test, the performance of conventional PI controller and BELBIC controller
for set point tracking is observed. The set point to be followed is 50 °C for 600
samples. It is seen that, BELBIC is able to reach the set point within 23 samples and
tracked the same thereafter whereas the PI controller took 70 samples to reach the
set point as shown in Fig. 32.4.

Fig. 32.4 Set point tracking for BELBIC and PI controller
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32.5.2 Disturbance Rejection

In the second test, the performance of the controller is assessed under disturbance
condition. A Gaussian white noise is added in the forward path of the control loop
with the set point of 50 °C for 600 samples. It is observed that both the controllers
are able to reject the effect of disturbance introduced and followed the set point of
50 °C throughout the signal. Though, both PI and BELBIC controllers rejected the
disturbance affectively, however, the BELBIC controller took 25 samples to reach
the set point as compared to 75 samples taken by the PI controller as shown in
Fig. 32.5. Thus, the BELBIC is better in responding to the disturbance.

32.5.3 Multi-Set Points Tracking

In this test, the three different set points are considered whereas the system is
trained for one set point only. The total response is of 600 samples.

For the each 200 samples, set points of 40, 50 and 60 °C are set. The BELBIC
and PI controllers successfully followed the set points for three different durations,
although these were tuned for set point at 50 °C. The time taken for these con-
trollers to reach the multiple set points is as shown in Fig. 32.6.

The results of the three tests are tabulated in Table 32.2.
The performance parameters namely ITAE, IAE and ISE have been calculated

for both the controllers and these has been observed as shown in Table 32.3 and
with white noise in Table 32.4.

It has been seen that the performance of BELBIC is much better than conven-
tional PI controller.

Fig. 32.5 Disturbance rejection comparison for BELBIC and PI controller
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32.6 Conclusion

The biologically inspired controller, BELBIC with emotional learning and PI
controller has been implemented for the continually stirred tank heater (CSTH). As
the CSTH is an MIMO (multi-input multi-output) system so cascade control
scheme has been used for implementing both the controllers. The simulations are
done in MATLAB. The controller performance is observed for three different tests,
i.e. tracking of set point, disturbance rejection and multi-set point tracking. The

Fig. 32.6 Multi-set point tracking of BELBIC and PI controller

Table 32.3 Performance
parameters for BELBIC and
PI controller

Controller ITAE IAE ISE

BEL 3,287 107.8 3,883

PI 3,971 607.4 3.067e + 04

Table 32.4 Performance
parameters with white noise
for BELBIC and PI controller

Controller ITAE IAE ISE

BEL 2,382 105.6 3,897

PI 7,650 618.6 3.066e + 04

Table 32.2 Comparison of BELBIC and PI controller simulation results

Controller Test-I Test-II Test-III

40 °C 50 °C 60 °C

BELBIC 23 samples 25 samples 35 samples 10 samples 20 samples

PI controller 70 samples 75 samples 50 samples 25 samples 50 samples

Test-I Set point Tracking (50 °C for 600 samples) (Time required to reach set point)
Test-II Disturbance rejection (Gaussian White Noise in forward path) (Time required to reach set
point)
Test-III Multi-set points Tracking (Time required to reach different set point)
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results obtained are compared. It is observed that both the controllers achieve the
targets but the time taken for BELBIC is less considerable as compared to the PI
controller. Thus, it can be concluded that for better enhanced control, the BELBIC
can be a good option for CSTH temperature control.
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Chapter 33
Discrete Design Approach Along
with Performance Analysis
by Controllability and Observability
Testing for a Standard Prosthetic
Arm Model

Swati Barui, Santu Gharai, Moupali Roy and Biswarup Neogi

Abstract Recently, within the scientific community, there has been consideration
given to advanced prostheses to replace healthy body parts with artificial mecha-
nisms and systems to improve function. Although no such ‘enhancement pros-
thetics’ have yet been created and demonstrated to work for healthy individuals, the
morality and desirability of such technologies is debated. So in the point of view of
welfare in society the Artificial Limb/Arms system is considered. The development
of prosthetic control advances the research area with deterministic response analysis
considering the dexterity of Prosthetic Arm Model. In this study, the standard
prosthetic arm model is considered for performance analysis by controllability and
observability testing. Then simulation procedure implies to build up the discrete
domain transfer function. Stability analysis with all simulation aspect is required to
expand the discrete domain transfer function. Jury test approach is further attended
for this.

Keywords Standard prosthetic model � Controllability � Observability � Discrete
domain transfer function � Jury test
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33.1 Introduction

The “Prosthetic” word is originated from Prostheses mean anaesthetics. It is an
artificial extension that replaces a missing body part [1]. Prostheses are typically
used to replace parts lost by injury (traumatic) or missing from birth (congenital) or
to supplement defective body parts. Prosthetic and dexterity are the related things
for designing a standard arm model. Dexterity, adroitness in using the hands or
body, is the prime or essential aspect in modelling dexterous hand [2]. The first
practical prosthesis system was demonstrated in Hanover, Germany—the devel-
opments were slow. In twenty-first century the design and construction of the Hand
prosthesis has shown great progress. Among this kind of prosthesis some are
commercially available like well-known Otto Bock Sensor Hand, the Utah Arm and
the I-Limb Hand from touch bionics are among the others [3]. Nowadays light and
mobile arm design gets satisfactory solution for providing dexterity. The technol-
ogy is based on electromyographic (EMG) signals and error control system. In the
present work one reference continuous domain transfer functions corresponds to
standard dexterous model is taken for controllability and observability testing and
further analysis in discrete domain. Discrete domain analysis permits the reduction
of characteristic roots from infinite to finite numbers and the analysis and design is
consequently simplified. Firstly, optimum transfer function in discrete domain is
obtained through simulation. Then Jury Test is verified for this model to prove the
system stability in discrete domain.

33.2 Prosthetic Arm System

Prosthetic is the science that deals with realization of artificial limb to restore the
originality of concerned for overall function of the living system. Dexterity helps
fingers and hands to coordinate for completing fine tasks. Whenever some body part
or limb is replaced artificially that replaced part needs to be well connected to the
original connecting organ for faithful function of overall system. Hence the
essential requirement of prosthetic limb is that it should be capable of processing
various intelligences as obtainable [3]. A myoelectric prosthesis uses electromyo-
graphic signals or potentials from voluntarily contracted muscles within a person’s
residual limb on the surface of the skin to control the movements of the prosthesis,
such as elbow flexion/extension, wrist supination/pronation (rotation) or hand
opening/closing of the fingers and dexterities like griping and holding capabilities
[4] (Fig. 33.1).

It is a simple feedback control system. An error signal is generated to the
nervous system by comparing the desired position and the sensed position. The
electromyographic (EMG) signal impulses are picked up by special sensor and an
amplifier produce a voltage to drive the motor. The output of the motor circuit is the
velocity of the limbs in one dimension [5].
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33.3 Control Block Representation of the Standard Model

The standard transfer function is represented in block diagram form as shown in
Fig. 33.2 [6]. To analyse the model, the control block and the transfer function of
dexterous hand have been developed. Here Gc(s) represents the controller and
Gm(s) is defined as Motor and Joint.

So, TðsÞ ¼ ðs2 þ 6 sþ 18Þk2=ðs4 þ 15 s3 þ ð50þ k2Þ s2 þ 6 k2 sþ 18 k2Þ [6]
The system is stable for k2 ¼ 194:615 [7].
Then, TðsÞ ¼ ð194:6 s2 þ 1168 sþ 3503Þ=ðs4 þ 15 s3 þ 244:6 s2 þ 1168 sþ

3503Þ

33.4 Performance Analysis with Controllability
and Observability Testing

Suppose in a system initial state is x(t0) and desired state is x(t), the system will be
completely controllable if in a finite time (t0 ≤ t ≤ T) x(t0) can be transferred to x(t) by
an unconstrained control u(t). To make a system flexible, i.e. all the closed loop
system poles are placed arbitrarily, the need of completely controllable and obser-
vable system emerges. In order to determine whether the system is controllable or

Fig. 33.1 Block diagram of prosthetic arm system [5]

Fig. 33.2 Block diagram of the standard model [6]
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not, we need to deduce the state differential equation from the transfer function and
hence calculating a sort of matrices we get the final controllability matrix Pc [8]. The
canonical form of controllability with the dynamic equation of the system is

x0 tð Þ ¼ Ax tð Þ þ Bu tð Þ ð33:1Þ

y tð Þ ¼ Cx tð Þ þ Du tð Þ ð33:2Þ

For either type of model, the output equation may be written as

y tð Þ ¼ Cx tð Þ;

where A = system matrix, B = input matrix and C = output matrix [8]. So to study
the performance of this prosthetic arm that the system is controllable or not, the
controllability matrix is produced. The system is defined controllable if the deter-
minant of the controllability matrix is non-zero. The rank of the matrix n is equal to
the system transfer function order, comments the system is controllable [9].

Here, continuous-time transfer function

G ¼ 194:6 s2 þ 1168 sþ 3503
s4 þ 15 s3 þ 244:6 s2 þ 1168 sþ 3503

A ¼
�15:0000 �15:2884 �9:1226 �6:8419
16:0000 0 0 0

0 8:0000 0 0
0 0 4:0000 0

B ¼
4
0
0
0

C ¼ 0 3:0409 2:2806 1:7105

D ¼ 0

Pc ¼ 1:0eþ 04 �
0:0004 �0:0060 �0:0078 1:1183

0 0:0064 �0:0960 �0:1255
0 0 0:0512 �0:7680
0 0 0 0:2048

Now, determinant of controllability matrix Pc ¼ 268435456 6¼ 0
The determinant of the Pc is non-zero as well as the rank of the system is equal to

the system order so the designed system is controllable.
The observability properties of a plant have important practical consequence in

analysis and, more importantly, designed of modern feedback control system [9].
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If x(0) be the initial state and u(t) be the given control, then the system will be
completely observable if x(0) can be determined from observation history y(t) for a
finite time T. Observability is the ability of state variable estimation. The deter-
minant of observability matrix is non-zero for maintaining the observability of the
system. If the rank of the observability matrix PO is equal to the order of the system
transfer function then the system is observable [9].

PO ¼ 1:0eþ 03 �
0 0:0030 0:0023 0:0017

0:0487 0:0182 0:0068 0
�0:4379 �0:6891 �0:4438 �0:3329
�4:4574 3:1438 2:6631 2:9960

Now, determinant of observability matrix PO ¼ 1265488:217 6¼ 0
The determinant of the observable matrix is non-zero. The generated rank is

equal to the order of the system. Hence the system is observable.

33.5 Analysis in Discrete Domain

The discrete domain is comparatively more effective than continuous domain for
designing aspect. Here, as the model is analysed in discrete domain and the opti-
mum case for the transfer functions from continuous domain to discrete domain are
being developed through simulation using MATLAB.

T zð Þ ¼ 0:07919 z3 � 0:07182 z2 � 0:06555 zþ 0:06042
z4 � 3:45 z3 þ 4:564 z2 � 2:75 zþ 0:6376

Respective step response of the transfer function is shown in Fig. 33.3.
Optimized results are found for sampling time 0.03 for this case.
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Fig. 33.3 Step response in
z domain for the model
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33.6 Stability Analysis by Jury Test

In case of discrete time system the Jury stability criterion is a method to determine
the stability by analysing the coefficients of its characteristic polynomial. It has
special application for stability analysis of biological system. Here, an algorithm is
developed through jury test to verify the stability of the optimized discrete domain
transfer function [10] (Table 33.1).

Here, T zð Þ ¼ 0:07919 z3 � 0:07182 z2 � 0:06555 z þ 0:06042
z4 � 3:45 z3 þ 4:564 z2 � 2:75 z þ 0:6376

So, the Characteristic polynomial FðzÞ ¼ z4 � 3:45 z3 þ 4:564 z2 � 2:75 z þ
0:6376

F 1ð Þ ¼ 0:0016 F 1ð Þ[ 0 satisfied½ �
ð�1Þ4Fð�1Þ ¼ 12:4016½ð�1Þ4Fð�1Þ[ 0 satisfied�

where,

bk ¼ a0 an�k

an ak

����
����; ck ¼ b0 bn�1�k

bn�1 bk

����
����

From the Jury format table of the standard dexterous arm transfer function, the
satisfactory conditions for stability are found as

a0j j\ a5j j; Satisfied
b0j j[ b4j j; Satisfied
c0j j[ c3j j; Satisfied

So the transfer function is proper as it proves the system stability. A stable
system holds the set point without oscillating around it and all nearby initial con-
ditions remain nearby of an equilibrium point [11]. This analysis will help for non-
deterministic test of biological system and better modelling of the arm.

Table 33.1 Table of Jury test

Row z0 z1 z2 z3 z4

1 a0 = 0.6376 a1 = −2.75 a2 = 4.564 a3 = −3.45 a4 = 1

2 a4 = 1 a3 = −3.45 a2 = 4.564 a1 = −2.75 a0 = 0.6376

3 b0 = −0.5935 b1 = 1.697 b2 = −1.654 b3 = 0.5503

4 b3 = 0.5503 b2 = −1.654 b1 = 1.697 b0 = −0.5935

5 c0 = 0.04941 c1 = −0.0969 c2 = 0.0478

6 c2 = 0.0478 c1 = −0.0969 c0 = 0.04941
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33.7 Conclusion

This work implies the performance analysis of a standard prosthetic arm control
model with the support of control technology. The need of completely controllable
and observable system appears considering the flexibility of the system. The focus
is also made for discrete domain analysis for the optimum case. Jury stability
criteria are applied for this case and the system stability is proved. Discrete domain
stability is required to establish the sampled-data control representation for further
analysis by considering the non-linear aspect. The work will build a shape for the
welfare of society with the development aspect of handicap human beings.
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Chapter 34
Material Composition Dependence
on Optimization of Small-Signal
Properties of SixGe1−x DDR IMPATT
Diode

Arpan Deyasi and Swapan Bhattacharyya

Abstract Small-signal properties of SixGe1−x DDR IMPATT diode is numerically
computed using double iterative method by simultaneously solving Poisson equa-
tion, carrier diffusion equation and continuity equation in addition with mobile
space charge effect for different material compositions. Conductance–susceptance
profile is calculated at 94 GHz for two different values of x, and impedance is also
determined as a function of operating frequency. Dependence of DC-to-RF con-
version efficiency is calculated on Si mole fraction in the device. Results are
important in designing the device for millimetrewave communication systems.

Keywords Conductance � Susceptance � Negative reactance � Operating
frequency � Conversion efficiency

34.1 Introduction

This age of satellite communication demands high power source in microwave and
millimetrewave frequency range, where transit time solid state devices become a
natural candidate due to their possibility of operation in THz zone [1] with suitable
window frequency, greater flexibility and reliability, improved performance,
reduced size, cost and power requirements. Among the transit time family, IMPATT
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is one of the natural choices because of capability of generating high RF power both
in CW and pulse mode. It is a p-n junction diode, worked at reverse bias condition in
avalanche breakdown region, which acquire high-frequency negative resistance due
to an appropriate phase lag between external current and RF voltage applied across
the diode; generated due to the combined effect of avalanche build-up delay and
transit time delay [2]. DDR diodes provide higher conversion efficiency than SDR
device, and different materials [3–5] are already used to fabricate DDR devices.

DC and RF properties of DDR IMPATT structure are investigated by several
researchers in the last decade. Effect of optical communication on electric field and
admittance of GaN and InP diodes are studied by Banerjee and Banerjee [6]. Electric
field, breakdown voltage and power for DDR IMPATT is also computed for dif-
ferent compound semiconductors [7]. Effect of junction temperature is also analysed
[5] recently for DDR structure. GaN SDR diode is especially investigated [8] in
different frequency bands. Series resistance is also calculated for DDR IMPATT [9].
SiGe-based heterostructure devices are fabricated much earlier [10], and near opti-
mum operating frequency is also calculated [11]. It is also suggested the hetero-
junction IMPATT exhibits less phase noise [12]. Novel materials [13] are also
suggested to enhance power output and simultaneously reducing noise performance.

In present paper, susceptance–conductance profile along with negative resistance
and reactance are computed for SiGe DDR structure, which is designed at 94 GHz.
Conversion efficiency is also calculated as a function of material composition.
Results are important for millimetrewave performance of the device.

34.2 Mathematical Modelling

Theoretical investigation of DDR IMPATT structure begins with double iterative
technique where computation is initialized from field maximum near the metal-
lurgical junction. DC field and current profiles for the diode that involves simul-
taneous solution of Poisson’s equation, current density equations and continuity
equations incorporating mobile space charge effecting the depletion layer; where
iteration is carried out over magnitude of field maximum and its location in the
depletion layer. Potential distribution across the junction of a p+pnn+ diode is given
by the well-known Poisson’s equation

@

@x
EðxÞ ¼ q

e
½ND � NA þ pðxÞ � nðxÞ� ð34:1Þ

Continuity equations for electron and hole current are given by

@

@t
ðn; pÞ ¼ 1

q
@Jn;p
@x

þ g� Un;p ð34:2Þ
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If the diffusion component of current caused by carrier concentration gradient in
the space charge layer is considered, then expressions of Jn and Jp are given by-

Jn;p ¼ qðn; pÞvn;p þ qDn;p
@

@x
ðn; pÞ ð34:3Þ

Considering contributions of both diffusion current and drift current, former has
been considered as a perturbation term over the major drift current in the avalanche
region. Using perturbation technique, the expressions for hole and electron con-
centration in the space charge layer (considering both diffusion and drift) can be
written as-

ðn; pÞðxÞ ¼ Jn;p
qvn;p

� �
� Dn;p

qv2n;p

 !
@Jn;p
@x

� �

þ D2
n;p

qv3n;p

 !
@2Jn;p
@x2

� �
� D3

n;p

qv4n;p

 !
@3Jn;p
@x3

� �
þ � � �

ð34:4Þ

Hence the mobile space charge density due to both drift and diffusion compo-
nents is obtained for the equation-

qðxÞ ¼ Jp
vp

� ��
� Jn

vn

� �
þ Dp

v2p

 !
@Jp
@x

� �( )
þ � � � ð34:5Þ

Boundary conditions for the electric field in the depletion region can be written
as

Eð�x1Þ ¼ Eðx2Þ ¼ 0 ð34:6Þ

where −x1 and x2 define the edges of p and n layers, respectively. The boundary
conditions for normalized current densities are given by

kð�x1Þ ¼ 2�
Mp

� 1 ð34:7aÞ

And

kðx2Þ ¼ 1� 2=Mn
ð34:7bÞ

where Mn;p ¼ J0
�
Jns:ps are computed considering |Jp − Jn| = 0.95J0, extension of

avalanche zone has been defined as the distance between two points (x1, x2) on
either side of avalanche centre. Computation starts from the position of field
maximum (x0) near metallurgical junction and then proceeds towards edges of
depletion layer. Double iterations are then carried out over field magnitude (E0) and
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position of field maximum (x0) in depletion region to satisfy boundary conditions
for field and current densities. Simultaneous satisfaction of boundary conditions at
depletion layer edges gives appropriate solution and DC field and current profiles
are obtained.

Diode negative resistance and negative reactance can be computed using
modified Runge–Kutta method. It is obtained by performing integration over the
entire active space charge region as

�ZRð=XÞ ¼
Zx2
x1

�Rð=XÞdx ð34:8Þ

Extension of avalanche zone has been defined as the distance between two
points (x1, x2) on either side of avalanche centre. Once the values of maximum
electric field (Em) and its position (x0) for which both the boundary conditions are
simultaneously satisfied are computed at a given current density, this computer
program provides more accurate profiles of electric field and carrier current.

The diode admittance is expressed in the form

Y ¼ �Gþ jB ¼ 1
�ZR þ jZX

ð34:9Þ

where

G ¼ ZR
Z2
R þ Z2

X
ð34:10aÞ

B ¼ �ZX
Z2
R þ Z2

X
ð34:10bÞ

It is assumed that both −G and B are normalized with the diode area.

34.3 Results and Discussion

Two different IMPATT devices are considered for simulation with appropriate
doping profiles involving exponential and error functions. Figure 34.1a shows the
G–B plot for Si0.9Ge0.1 device, where highest value of negative conductance is
achieved at 92GHz. Further increasing operating frequency increases the susceptance
with decreasing negative conductance. Its quality factorQP is 3.07. By increasing the
percentage of Ge, we see a shift in peak of the G–B plot towards higher operating
frequency. This is shown in Fig. 34.1b. From the graph, it can be seen that the peak
occurs at 102 GHz for Si0.7Ge0.3 DDR device. Quality factor for the device is now
0.65. Thus a decrease of quality factor speaks for the increase in stability.
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Figure 34.2 shows the negative resistance and negative reactance profiles with
operating frequency of the device. In Fig. 34.2a, parameters are plotted for x = 0.1,
whereas in Fig. 34.2b, they are plotted for x = 0.3. From both the plots, it is
observed that resistance and reactance increase with frequency. The rate of incre-
ment is quite higher for resistance than the reactance. One noticeable feature can be
observed from the graphs that the magnitude of negative impedance is higher for
lower percentage of Ge. Hence increase of Ge mole fraction not only stabilizes the
device, but also increases the negative impedance.

DC-to-RF conversion efficiency is computed and plotted with Ge mole fraction
to estimate the device performance. Result is shown in Fig. 34.3. From the plot, it
can be seen that with increase of Ge percentage, conversion efficiency linearly
increases. For Si0.9Ge0.1 DDR structure, efficiency is 5.5 %, whereas it becomes 8.4
for Si0.7Ge0.3 device. Hence for higher stable device, efficiency is quite moderate,
and higher than SDR diode.

Fig. 34.1 a Negative conductance–susceptance plot for Si0.9Ge0.1 DDR IMPATT. b Negative
conductance–susceptance plot for Si0.7Ge0.3 DDR IMPATT

Fig. 34.2 a Negative resistance and negative reactance with operating frequency for Si0.9Ge0.1
DDR IMPATT. b Negative resistance and negative reactance with operating frequency for
Si0.7Ge0.3 DDR IMPATT
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34.4 Conclusion

The Comparative study between two different DDR diodes show that peak of G–B
plot appears at higher frequency for Si0.7Ge0.3, and quality factor also becomes
lower than that obtained in Si0.9Ge0.1 diode. Conversion efficiency is also higher for
the former, and is quite moderate. Simulated result suggests that for better efficient
device with higher stability and higher frequency of operation, mole fraction of Ge
should be higher up to an optimum value.
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Chapter 35
Analytical Computation of Absorption
Coefficient for Intersubband Transition
in MQW Structure

Pratyush Kundu, Prameet Ghosh and Arpan Deyasi

Abstract Absorption coefficient of the multiple quantum well structure is analyt-
ically calculated for intersubband transition between the lowest three energy states
in presence of an electric field applied along the direction of quantum confinement.
Transition energies are obtained by solving time-independent Schrödinger equation
subject to the appropriate boundary conditions, and corresponding absorbance is
computed considering Lorentzian lineshape function. Suitable tuning of structural
parameters along with axial electric field (applied along the direction of quantiza-
tion) makes blueshift/redshift of absorption peaks. Results are computed consid-
ering the first-order band nonparabolicity of Kane-type, and are compared with that
obtained for parabolic overestimation. Corresponding oscillator strength is also
computed. Results are important for designing the MQW-based optical detector.

Keywords Absorption coefficient � Oscillator strength � Multiple quantum well �
Intersubband transition � Lorentzian lineshape

35.1 Introduction

Research on emerging nanophotonic devices has gained momentum in the last
decade due to the possibility of exploiting their unique features in diverse appli-
cations [1–3]. Thanks to the rapid progress in material science and microelec-
tronics technology, theoretical and experimental investigations on semiconductor
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nanostructures lead to the possible realization of novel electronic [4] and photonic
[5] devices. Quantization of energy states in low-dimensional semiconductors along
different directions leads the formation of quantum well, wire or dot, which are
characteristically different from their bulk counterparts. These structures can be
used as infrared detectors [6, 7], which has immense applications in medical [8],
defence [9] and communication [10] fields. Characteristics of these IR devices may
be studied from absorption coefficient profile, and thus its accurate determination
becomes very important from the device design point of view.

In the present paper, absorption coefficient of MQW structure is computed for
the intersubband transition between ground states and lowest two excited states in
the presence and absence of bias for different well width. For realistic result, first-
order band nonparabolicity is taken into account, and Lorentzian lineshape function
is considered. Results are important for designing the IR detector.

35.2 Mathematical Modelling

Kindly Optical absorption coefficient for quantum well can be written as

aðxÞ ¼ q2m�

2e0ercnr�hLm0
2

P2

�hx

X
n;m

gmv
�� gnc� �

HðEmn � �hxÞ; ð35:1Þ

where gmv
�� gnc� �

is the overlap integral between z-dependent envelope functions of
conduction band and valence band, L is the width of quantumwell,Θ is the Heavyside
step function, nr is the refractive index of the well material and ‘P’ is defined as

P ¼ N
Z
cell

w�
kcð~r 0ÞpAwkvð~r 0Þd3r 0 ð35:2Þ

The overlap integral defined in Eq. (35.1) provides the selection rule for
transition. It may be written as

gmv
�� gnc� � ¼ dk;k0

ZL=2

�L=2

vhmðzÞvenðzÞdz ð35:3Þ

Substituting the values for wavefunction for quantum well, Eq. (35.1) may be
modified as

aðxÞ ¼ 2pq2�h
e0ercnrm�2V

1
�hx

X
i;j

ih jpz jj i2�� ��dðEj � Ei � �hxÞðf iFD � f jFDÞ; ð35:4Þ
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where ‘i’ and ‘j’ are the initial and final states, and fFD is the Fermi-Dirac distri-
bution function. The factor 2 is added for spin degeneracy, and the δ function is
introduced to conserve the momentum.

For two consecutive states, Eq. (35.4) may be written as

aðxÞ ¼ 2pq2�h
e0ercnrm�2V

1
�hx

8�h
3L

� �2X
i;j

dðEj � Ei � �hxÞðf iFD � f jFDÞ ð35:5Þ

If the quantum well is doped and Fermi energy level is above the ground state
and first excited state is completely empty, then

aðxÞ ¼ nspq2�h
e0ercnrm�2L

1
�hx

8�h
3L

� �2
dðDE � �hxÞ; ð35:6Þ

where ns is sheet charge density. Defining oscillator strength between 1st state to
2nd state as

f21 ¼ 2
m��hx

8�h
3L

� �2
ð35:7Þ

Equation (35.6) can be put into the form

aðxÞ ¼ nspq2�h
2e0ercnrm�L

f21dðDE � �hxÞ ð35:8Þ

Experimental work shows the broadening of peaks can be theoretically obtained
by introducing Lorentzian lineshape function replacing the ideal delta function.
Hence final expression of absorption coefficient may be written as

aðxÞ ¼ nspq2�h
2e0ercnrm�L

f21
C

p �hx� DEð Þ2þC2
h i ; ð35:9Þ

where Γ is half-width at half of the maximum.

35.3 Results and Discussion

Using Eq. (35.9), absorption coefficient is calculated as a function of operating
wavelength for different well width, as shown in Fig. 35.1. For lower well
dimension, it is found that the coefficient is less compared to that obtained for
higher well width. This is due to the fact that with decrease of quantum well length,
confinement increases, which makes the increase of energy difference between the
bands, i.e. intersubband transition energy increases. This reduces the peak of
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absorbance amplitude, provided half-width at half-maximum is kept constant
throughout the simulation. With the increase of well dimension, redshift is observed
for all the profiles corresponding to the transition energies. Peak value of the
absorption coefficients also increases for all the cases, which can be verified from
the plot. Application of electric field along the direction of confinement reduces the
eigenenergies, and also the difference between them. Thus the decrease of inter-
subband transition makes a redshift of the absorption peak for a precise geometry.
This is plotted in Fig. 35.2. Also the spacing between the peaks increases though
the magnitude of peak remains invariant.

Figure 35.3 shows the absorption coefficient for nonparabolic band structure and
is compared with overestimated parabolic assumption. Absorption is plotted as a
function of operating wavelength, and the plot suggests that a redshift appears when

Fig. 35.1 Absorption
coefficient with wavelength
for different well dimensions
in the absence of electric field

Fig. 35.2 Absorption
coefficient with wavelength
for different well dimensions
in presence of electric field
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nonparabolicity is taken into account. This can be explained as follows: Band non-
parabolicity consideration reduces the eigenenergy than that obtained for parabolic
structure, and hence the separation between two consecutive states also reduces. This
lowering of subband energy makes a shift of the peak of absorption coefficient profile
towards the higher wavelength, and magnitude of the peak also increases. For two
different well thicknesses, result is plotted.

Keeping the layer dimensions and material compositions constant, absorption
coefficient is computed and plotted for first three intersubband transitions consid-
ering the first three eigenstates. Figures 35.4 and 35.5 show the absorption profiles
for first three possible transitions when computed in the absence and presence of
axial electric field, respectively. From the plots it may be noted that ΔE21 appears at
the extreme right, whereas ΔE31 appears at the left with ΔE32 as intermediate. This

Fig. 35.3 Absorption
coefficient with wavelength
for different well widths
considering both parabolic
and nonparabolic dispersion
relations

Fig. 35.4 Absorption
coefficient with wavelength
for first three intersubband
transitions with 5 nm well
width in the absence of
electric field
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is because ΔE21 has the lowest magnitude and ΔE31 attains highest value. With
increasing the value of intersubband transition energy, magnitude of absorption
peak also decreases.

Figure 35.6 shows the absorption coefficient profile with wavelength for different
material compositions in a barrier layer. It is seen from the plot that with a gradual
increment in InAs percentage in barrier region (barrier material is In0.47Ga0.53As),
redshift is observed. The nonparabolic dispersion relation is also taken into con-
sideration for this simulation. It is also observed that the peak value of absorption
coefficient is increased with the increment to material composition value.

The result obtained for Fig. 35.6, is compared with the data obtained for parabolic
dispersion relation, and comparative study is plotted in Fig. 35.7. For parabolic band
structure, due to higher eigenenergies, and thus subband transition energies,

Fig. 35.5 Absorption
coefficient with wavelength
for first three intersubband
transitions with 5 nm well
width in the presence of
electric field

Fig. 35.6 Absorption
coefficient with wavelength
for different material
compositions in barrier layer
considering the nonparabolic
dispersion relation
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absorption profiles shows a blueshift w.r.t their nonparabolic profiles, and magnitude
of the peaks decreases. Also for higher value of x, the shift in absorption value is
considerable. Figure 35.8 shows the tuning of absorption coefficient by application
of external electric field in axial direction. With increase of bias, eigenenergy
decreases, this reduces the energy separation between the states. Hence intraband
transition energy also decreases. This makes a redshift of the absorption profiles, as
shown in the plot.

Using Eq. (35.7), oscillator strength is calculated as a function of wavelength. For
different well dimensions, oscillator strength is calculated varying the wavelength
accordingly. With the increase of wavelength, it is observed that the oscillator
strength values are decreased. This is depicted in Fig. 35.9. Also for a given value of
wavelength, oscillator strength decreases with the increasing well thickness.

Fig. 35.7 Absorption
coefficient with wavelength
for different material
compositions in barrier layer
for both parabolic and
nonparabolic dispersion
relations

Fig. 35.8 Absorption
coefficient with wavelength
for different values of electric
field
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35.4 Conclusion

Absorption coefficient has been calculated and plotted as a function of wavelength
for intersubband transition between lowest three eigenstates of multiple quantum
well structure. Lorentzian lineshape function is considered to obtain the realistic
result. Kane-type first-order band nonparabolicity has been taken into account, and
results are compared with that obtained for the parabolic overestimation. With
different well dimensions and material composition of barrier layer, absorbance and
oscillator strength are computed. Effect on absorption spectra by tuning the electric
field is also analysed, along with the zero bias effect. Redshift/blueshift is observed
by a suitable variation of structural parameters and applied bias. Results are
important in designing the quantum well-based optical detector in IR range.
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Chapter 36
Analytical Computation of Band Structure
of 1D Photonic Crystal Under Normal
Incidence of Electromagnetic Wave

Arpan Deyasi, Sourangsu Banerji, Sayan Bose and Abhishek Halder

Abstract Band structure of one-dimensional photonic crystal is analytically
computed under the normal incidence of electromagnetic wave inside first Brillouin
zone. Plane wave expansion method is applied on Maxwell’s equations, and set of
eigenvalues are computed for different momentum values. Helmholtz theorem is
used along with Fourier transform method to obtain the direction of wave propa-
gation inside the lattice, and size of the Hamiltonian is reduced due to the identical
behaviour of TE and TM modes. Result is computed for AlGaN/GaN composition,
and is compared with conventional SiO2/air material system. Result will be helpful
to determine the dispersion relation of 1D photonic crystal, allowing us to design
periodic photonic structures with required photonic bandgap. Knowledge may be
utilized to design photonic crystal-based bandpass filter for use in photonic
integrated circuit.

Keywords Photonic crystal � Photonic bandgap � Semiconductor heterostructure �
Brillouin zone � Normal wave incidence
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36.1 Introduction

One-dimensional photonic crystal is the multilayer alternating periodic arrangement
of dielectric materials along the direction of electromagnetic wave propagation [1].
Because of the periodicity, the structure exhibits a few windows in otherwise
prohibited wavelength spectra, due to the formation of photonic bandgap, which
may be exhibited in one, two or three dimensions [1, 2]. This unique property helps
to block the propagation of some wavelength, and allows other wavelength in the
spectra; thus can effectively be considered as an optical bandpass filter [3]. This
phenomenon can be explained by the principle of Bragg’s reflection [4], where
wavelength of light is of the order of layer dimensions [5]. Materials exhibiting
photonic bandgap can be used in designing photonic crystal fibre [6], which may
replace the conventional optical fibre due to its highly improved performance from
communication point of view [7].

Bandgap of 2D photonic crystal had previously been studied by varying column
roundness by Hillebrand [8] using plane wave expansion method. Zhao calculated
the width of bandgap [9] using Bragg’s principle of reflection. Men optimized the
computational problem using semidefinite programming and subspace methods
[10]. Evolutionary algorithm [11] and level set method [12] have also been used for
design of large bandgap crystal. In the present paper, band structure of one-
dimensional photonic crystal is calculated by using plane wave expansion method
technique for normal wave incidence, and AlGaN/GaN material composition is
considered as a unit cell of the periodic arrangement. The use of semiconductor
heterostructure adds novelty of the work in the respect that the structure can be
treated as photonic multiple quantum well for electronic applications [13], and also
it provides better performance as optical transmitting/emitting device [14]. Use of
AlGaN/GaN material composition is taken up because as shown in [15], the pre-
dominant effect of carrier localization in undoped AlGaN alloys enhances with the
increase in Al contents and is related to the insulating nature of AlGaN of high Al
contents. Usage of high Al-content AlGaN layer also increases the overall figure of
merit of the AlGaN/GaN due to the combined advantages of enhanced band offset,
lattice mismatch induced piezoelectric effect. Comparative results speak for the
advantage of the use of semiconductor heterostructure-based fabrication in photonic
devices. Moreover, the study also reveals the ease of engineering a photonic
bandgap in the region of interest when the crystal is fabricated with
heterostructures.

36.2 Mathematical Modelling

Theoretical Lying on the fundamental principles of the Bloch function and the
Fourier transform, the plane wave method (PWM) applies to a periodic structure of
a photonic crystal in the wave-vector space. On solving the Maxwell equations,
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eigenvalues can be obtained to extract the dispersive feature of the photonic energy
band. On the assumption that both E(r, t) and H(r, t) have sine surge modes with
respect to real space r and time t, then Maxwell equations can be written as:

r � eðrÞ � EðrÞ ¼ 0 ð36:1Þ

r � Bðr; tÞ ¼ 0 ð36:2Þ

r � HðrÞ ¼ ixe0eðrÞEðrÞ ð36:3Þ

r � EðrÞ ¼ �ixl0HðrÞ ð36:4Þ

where ω is the oscillation frequency of the electromagnetic field, ε(r) is the cor-
responding dielectric constant of the crystal and is a function of space r, also ε0 and
µ0 denote the dielectric constant and permeability in vacuum, respectively. On
mathematically solving these equations in addition to the consideration of the
harmonic mode, a simple important equation obtained can be written as:

r� 1
eðrÞr � ~HðrÞ ¼ x2

C2
~HðrÞ ð36:5Þ

Using Bloch’s theorem, essentially in the case of an infinite periodic photonic
crystal, a mode in a periodic structure can be expressed as a sum of infinite number
of plane waves:

HðrÞ ¼
X
~Gi;k

hGi;ke
ið~kþ~GiÞ:~rêk ð36:6Þ

where λ = 1, 2, also κ denotes the wave vector of the plane wave, ~G is the reciprocal
lattice vector, êk is used to denote the two unit axis perpendicular to the propagation

direction k
!þ ~G. hGi;k is used to represent the coefficient of the H component along

the axes êk. One thing to note here is that ðê1; ê2; k!þ ~GÞ are perpendicular to each
other. Now, using the Fourier transform, the dielectric function can also be written
as,

eðrÞ ¼
X
~G

eð~GÞ expði~G � rÞ ð36:7Þ

eð~GÞ ¼ 1
V

ZZZ
�
X

eðrÞ expð�i~G � rÞ ð36:8Þ

where Ω is the unit cell and V is the volume of the unit cell.
Eventually, Helmholtz’s equation can be expressed in a form which is a standard

eigenvalue problem,
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X
~G0

k þ Gj j k þ G0j je�1ðG� G0Þ ê2ê02 �ê2ê01
�ê1ê02 ê1ê01

� �
h01
h02

� �
¼ x2

C2
h1
h2

� �
ð36:9Þ

Here,
ê2ê02 �ê2ê01
�ê1ê02 ê1ê01

� �
matrix gives us the direction of the wave-vector prop-

agation when it strikes a lattice site; i.e. causes diffraction on hitting a Bragg plane in
thefirst Brillouin zone. Certain simplifications exist for both 1D and 2D case aswell as

for both in-plane and off-plane light propagation.
h01
h02

� �
is an NX1 matrix which

satisfies the number of plane waves that is being considered. Coming to the one-
dimensional normal incidence case, both the TE and TM modes behave in the same
way. Hence both the modes can be coupled and we reduce the number of equations
from2N toN.Noting the fact that both k andG have only two directions, ð�x and þ xÞ
or ð�y and þ yÞ or ð�z and þ zÞ and accordingly we select ê1 and ê2. If ð�z and þ zÞ
is so chosen then ê1; ê2 can be set to

ê1 ¼ x!; ê2 ¼ y!

The eigen equation can be approximated to a N × N equation group

X
G0

k þ Gj j k þ G0j je�1ð~G� ~G0Þ ¼ x2

C2 hð~GÞ ð36:10Þ

Here, D and H are in the x and y plane respectively and TE and TM mode are same.

36.3 Results and Discussion

The band structure of a periodic dielectric structure is given by the k–x relation. As
we know that according to the Bloch’s theorem, the relation in a periodic structure
is also periodic, so it suffices that it is enough to calculate only the k-points in the
so-called first Brillouin zone. All other k’s outside the first Brillouin zone are the
same mode as the k in first Brillouin zone. Making use of the symmetry properties,
we only need to calculate the k–x relation in a zone with no symmetry property
called irreducible Brillouin zone.

In the irreducible Brillouin zone given a k point, we will obtain a series of
eigenvalues, i.e. a set of ω points. On changing the corresponding k points,
continuously changed ω points for the same band is what we will get. So usually,
we only need to calculate those points on the irreducible Brillouin zone edge, i.e.
the boundary value, since the other frequencies for those k-points inside the irre-
ducible Brillouin zone will fall inside the band region. In addition to these, the
entire band structure of the dielectric periodic array is also plotted. Moreover it
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turns out that the bands above and below the photonic bandgap can certainly be
distinguished by where the power lies—in the high ε regions or in the low ε regions.

Using Eq. (36.10), the photonic band structure of a semiconductor hetero-
structure-based photonic crystal is obtained. Figure 36.1a, b depicts the band
structure of the crystal within the first Brillouin zone and the band structure of the
entire periodic structure, respectively, for AlGaN/GaN material composition.
Similarly, Fig. 36.2a, b depicts the band structure of the crystal with SiO2/Air
material composition within the first Brillouin zone and the band structure of the
entire periodic structure, respectively. The results are matched and analysed.

The lattice parameters are chosen in such a way in order to maximize the lowest
bandgap. Size of the band as well as their thickness is essentially a function of the
dielectric constants of the two materials. Figure 36.1a shows that the small splitting
is observed at the central point, whereas large splitting is found out as we move

Fig. 36.1 a Band structure of a photonic crystal with AlGaN/GaN material composition in the
first Brillouin zone. b Complete band structure of a photonic crystal with AlGaN/GaN material
composition

Fig. 36.2 a Band structure of a photonic crystal with SiO2/Air material composition in the first
Brillouin zone. b Complete band structure of a photonic crystal with SiO2/Air material
composition
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away from the central X point towards the Γ point. This is exactly due to the
consequence of band repulsion, a well-known physics for electronic band struc-
tures. For perfectly linear material, bending of the curves is negligibly small.

On similar lines in Fig. 36.1b, the complete band structure is plotted. It shows
the existence of all the bands present in the dielectric periodic structure. Here the
key feature observed is the absence of bandgap. The possible explanation for such a
result is the fact that the displacement vector D(r) is oriented in the plane, which
ideally gives ~Dð~rÞ � k̂ ¼ 0. The fields at the zone-edge states have opposite phases
in each unit cell in the direction of wave-vector k. Constant phases of the field have
the direction perpendicular to k in each unit cell.

Fill factor (f) between any two bands can be written as

f ¼

R
Ve1

~E�ð~rÞ � ~Dð~rÞdv
R
~E�ð~rÞ � ~Dð~rÞdv ð36:11Þ

It measures the amount of energy located inside the high dielectric permittivity
material.

A seen from Fig. 36.2a, b, the nature of the behaviour of the band structure in
case of SiO2/Air material composition is similar to the case of AlGaN/GaN-based
fabrication. No such anomaly is observed. Here also the maximization of the
bandgap was performed through the effective utilization of the lattice parameters.
The characteristic difference in the band structure obtained from SiO2/Air material
composition in comparison to AlGaN/GaN composition stems from the fact that the
contrast in refractive index for both the cases differ which results in the difference of
the size of the band in addition to its thickness. Due to the phenomenon of band
repulsion here too a similar case of small splitting of the photonic bands is observed
around the central point. However, the extent to which this splitting occurs is not as
much as we see in case of AlGaN/GaN material composition case.

In Fig. 36.2a, we see the presence of bandgaps occurring between the first and
the second band. The function f is calculated using Eq. (36.11) for the first and
second bands is 0.1–0.5, respectively. Such a high contrast difference between the
two bands is responsible for existence of a complete photonic bandgap. The first
band has its power in the dielectric region and is characterized with low frequency
as compared to which the second band has much of its power in the air regions and
is associated with high frequency. Such difference creates a well distinct and
prominent bandgap in the structure. In Fig. 36.2b, the complete band structure is
plotted for SiO2/Air material composition. On close observation, bandgaps are
found to exist between the first and the second bands as well as between the fifth
and sixth bands of the photonic crystal. The presence of a third bandgap is found
between the seventh and the eight bands. The striking feature is that the bandgaps
are uniform in their width. Under normal incidence of the electromagnetic wave,
bandgaps are found in the structure fabricated with SiO2/Air material composition
as opposed to the AlGaN/GaN composition.
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36.4 Conclusion

Under normal EM wave incidence, comparative analysis has been carried out for
both conventional material as well as semiconductor heterostructure in designing
photonic crystals. With AlGaN/GaN semiconductor heterostructure composition,
the absence of a complete photonic bandgap is essentially a striking observation we
had. Results indicate that AlGaN/GaN material composition-based crystals yield
good results when smaller photonic bandgap is desired. Comparative study also
reveals that for SiO2/Air-based material composition, presence of complete pho-
tonic bandgap, i.e. between the first and the second, fourth and the fifth as well as
the seventh and the eighth bands is well observed, which results a wider stopband in
terms of filter applications. Such predominance of photonic bandgaps as observed
from the plots obtained lead us to conclude that under normal incident wave it is
preferable to go with the proposed heterostructure configuration which allows
smaller separation of passbands compared to its conventional counterpart in
photonic filter in higher frequency domain.
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Chapter 37
Frequency Response of Si/SiGe
Heterojunction Bipolar Transistor

Arnima Das, Maitreyi Ray Kanjilal and Payel Biswas

Abstract Figure of merits are key performance indicators of any RF device and
can be used to assess the performance of the heterojunction transistors operating at
very high frequency range. For HBT, stability and power gain are the key figures of
merits to consider. The Agilent Advanced Design System has been used here to
simulate the frequency response of Si/SiGe HBT with Mextram model. The results
of the simulation are used further to establish the figure of merits for the Si/SiGe
HBT in the GHz frequency ranges that can be useful for operations at wireless and
satellite communication systems.

Keywords Heterojunction bipolar transistor � Figure of merit � Rollett’s stability
factor � Maximum available gain � Maximum stable gain � Unilateral power gain

37.1 Introduction

The study and inventions in the field of radio frequency (RF) electronic devices was
mostly related to the military projects and other exotic science projects until 1980
when satellite communication and wireless communication were started being used
for civil purposes. Later on in the early twenty-first century, the rise of mobile
communication in the civil world generated an increasing interest in this field. The
latest communication system now is able to process and receive a huge amount of
data in the RF frequency ranges from ultra high frequency (UHF—up to 3 GHz) to
tremendously high frequency (THF—up to 3 THz).

A. Das (&) � M.R. Kanjilal � P. Biswas
Narula Institute of Technology, Kolkata 700109, India
e-mail: arnimaz@gmail.com

M.R. Kanjilal
e-mail: mr.kanjilal@gmail.com

P. Biswas
e-mail: biswas.payel@gmail.com

© Springer India 2015
K. Maharatna et al. (eds.), Computational Advancement in Communication
Circuits and Systems, Lecture Notes in Electrical Engineering 335,
DOI 10.1007/978-81-322-2274-3_37

339



However, the transistors still remain as the backbone of the communication
system albeit the research has moved on the heterojunction transistors such as
heterojunction bipolar transistor (HBT) and high electron mobility transistor
(HEMT). These devices are capable of handling the frequency ranges required in
the mobile communication era. Especially, HBT is a more interesting option as it
can handle larger current flow and better amplification for a given smaller area than
field effect transistors. This is made possible as sub-micron level base width can be
fabricated, which is independent of the photolithography.

The heterojunction bipolar transistor is made by using two different semicon-
ductor materials for the emitter and base regions. This creates an emitter-base
heterojunction and in some cases also a base-collector heterojunction. In a het-
erojunction, the potential barrier in valence band is much higher than the potential
barrier of conduction band. This limits the injection of holes or electrons from base
to emitter allowing high concentration gradient to be achieved in the base region.
This in turn reduces the base resistance while maintaining higher gain.

37.2 Figure of Merits of RF Transistors

The operation and characteristics of a particular device determine its area of
application. Also each device should be judged by its performance under various
external factors before practical application.

There are various figure of merits used for the assessment of RF electronic
devices such as transistors. Figure of merits (FOM) gives a quantitative measure-
ment of performance of an electronic device. This paper considers the stability and
power gain of the transistor as principal FOM.

37.2.1 Stability

Stability over wide frequency range can be measured by using Rollett’s stability
factor (K) which is mathematically derived from Y parameters [1] as

K ¼ 2Re y11ð ÞRe y22ð Þ � Reðy12y21Þ
y12y21j j ð37:1Þ

For K < 1, the device is conditionally stable with unintended oscillations due to
external reasons, while for K > 1 the transistor is unconditionally stable [2].
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37.2.2 Power Gain

Power gain is considered as a key feature of a transistor and there are different types
of power gain used to measure performance [3].

The transistor can obtain maximum power gain when the source and load
impedances are matched, i.e. load impedance is a complex conjugate of the source
impedance. The gain is expressed as

GA ¼ Pload;max

Psource;max
ð37:2Þ

where, Pload,max is the maximum available average power at the load and Psource,max

is the maximum power available from the source.
This is also known as maximum available gain (MAG) and is expressed as [4]

MAG ¼ y21
y12

����
���� K �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2 � 1

p� �
ð37:3Þ

Again, under the condition of obtaining maximum gain, the maximum stable
gain (MSG) can be measured, which is defined as [2]

MSG ¼ y21
y12

����
���� ð37:4Þ

It is the maximum gain obtainable from a transistor when it is combined with
external matching impedance networks at load and source under the condition
K = 1, at any operating frequency. From the mathematical definitions, it is found
that MAG is always less than MSG except when stability factor is unity.

The other power gain FOM is the Mason’s invariant, also called the unilateral
power gain (U). This is also calculated over the entire range of frequency irre-
spective of the stability factor. This is defined as the gain obtained from a two-port
network when there is zero feedback from output to input and load impedance is
matched to the source impedance. Mathematically expressed as [3]

U ¼ y21 � y12j j2
4 Re y11ð ÞRe y22ð Þ � Reðy12ÞReðy21Þ½ � ð37:5Þ

Although all the FOM are calculated using small signal parameter and applicable
for small signal model, yet the same FOM are used to measure the performance in
large signal operations also.

All the power gains in this paper are represented in Decibel-milliwatts (dBm) as
this is the most common representation of power gain in RF devices. Also it can
express both very large and very small values with relative ease.
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Gain dBmð Þ ¼ 10 log10 Gain=0:001
� �

ð37:6Þ

37.3 Results

Agilent advanced design system is a high-frequency/high-speed device simulation
tool with inbuilt and custom editable integrated circuits (IC), packages, modules
and boards. The small signal Mextram model of transistor (with product default
parameters) available in the Agilent ADS 2009 has been used for the following
simulations [5] with a matching impedance network design. The Y parameters were
recorded from frequency 100 MHz–1 THz with 5 GHz interval for better response.

Figure 37.1 shows the plot of frequency versus Rollett’s stability factor (K).
From this figure it can be understood that the transistor has a very good stability at
higher frequencies. The variation of stability in the low frequency region of
Fig. 37.1 has been expanded in Fig. 37.2, to determine the critical frequency of
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HBT under simulation. This is approximated at about 7.5 GHz. This frequency
range completely agrees with that used in the satellite and microwave communi-
cation, hence justifying the use of SiGe HBT in the UHF and THF range.

All the three types of power gains are shown in the Figs. 37.3, 37.4 and 37.5
where the power gains are given in dBm. The theoretical understanding of MAG
always being lower than that of MSG [2] can also be proved from the Figs. 37.3 and
37.4.

Also the gain as found from the results of the simulation are in agreement with
the reported values of power level for wireless and mobile communication systems
at such high radio frequency ranges [6]. Also it is noted that unilateral power gain is
excellent for wireless operations.
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37.4 Conclusion

It is essential to understand and analyse the figure of merits of any RF device in
order to continue its future research for obtaining the optimum level of perfor-
mance. In case of HBT, it is of utmost importance to take advantage of the size
factor while trying to improve the performance by better fabrication techniques.
While Si/SiGe HBT is very stable at higher frequencies and also shows a very good
current gain, the thermal capacity of the same is a cause of concern at higher
frequencies. Therefore, this is a wide open area of future research and development.
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Chapter 38
An Approach for Designing an Optimized
Reversible Parallel Multiplier
by Reversible Gates

Shefali Mamataj, Biswajit Das and Saravanan Chandran

Abstract In today’s electrical or electronic designing, power dissipation becomes
dominant. The promising alternative to these technologies is the reversible com-
puting. Because for irreversible circuits, information is lost and it dissipates energy
as heat. The dissipated energy is proportional to the number of bits lost during
computation. In case of reversible circuits, they do not dissipate energy in a large
amount as irreversible circuits. So information is not lost in reversible circuits
during the execution of operation. Thus generation of unique outputs from the
particular inputs and reconstruction of inputs from the particular outputs can be
achievable. So in the view point of designing issues, reversible logic is a promising
field of research that finds applications in low power computing, quantum com-
puting, optical computing and other emerging computing technologies, bioinfor-
matics and nanotechnology-based systems. Here, an approach for the designing of
optimized reversible parallel multiplier (ORPM) by reversible gates has been fol-
lowed. In this regard, this paper represents a new partial reversible gate RPPG for
partial product generation for the designing of ORPM. Also, two designing
methods are proposed to design ORPM and a comparison is also made between
these two methods and the existing reversible multiplier circuits reported in the
literature in perspective of the number of reversible gates, constant input, garbage
output and total logical calculation.
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Keywords Reversible logic � Reversible gate � Reversible parallel multiplier �
Garbage output � Constant inputs

38.1 Introduction

In order to talk about new trends and projects in the area of reversible logic,
understanding of the reversible logic is very necessary. Reversible computation is
generally treated as an unconventional type of computation. Mainly two types of
reversibility can be shown: physical and logical. A logical reversible function can
be achieved by a discrete, deterministic computational process where the transition
function that maps old computational states to new states is a one-to-one mapping
function; it means the output logical states uniquely define the input logical states of
the computational operation. Power dissipation is a considerable issue in VLSI
design as modern logic circuits offer a great deal of computing power in a small
footprint. Reversible computation preserves information and prevents the lost of
energy. Landauer has shown that every time when losing a bit of information,
kTln2 joules of energy is lost to heat, where k is Boltzmann’s constant and T is the
absolute temperature at which the computation is performed [1]. In 1973, Bennett
showed that to remove this energy loss it is necessary and sufficient to perform the
computation in a reversible way [2]. It has been shown that reversible logic helps in
saving this energy using the charge recovery process [3]. Multiplication is an
important arithmetic operation which is widely used in a lot of computational units.
It is necessary for the processors to have high-speed multipliers with less hardware
complexity.

38.2 Reversible Logic

A reversible logic function is defined as a function for which each input vector
maps to a unique output vector. From the given outputs, it is always possible to
determine back its input in case of a reversible function, because there is a one state-
to-one state relationship among the input and output states. For an N × N reversible
logic gate, the inputs are denoted by I1, I2, I3, …, IN and the outputs are denoted by
O1, O2, O3, …,ON. Using of the minimum number of reversible gates, garbage
outputs and constant inputs are the main features that a reversible logic circuit
should have [4]. The inputs, outputs, garbage outputs and constant inputs of a
reversible gate are related as follows. Input + constant input = output + garbage.

The total logical operation of a reversible circuit [5] is calculated together with
the number of AND operations, number of EX-OR operations and number of NOT
operations. If α represents the number of EX-OR operations, β represents the
number of AND operations and δ represents the number of NOT operations, then
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the total logical operation T is expressed as the sum of EX-OR, AND and NOT
operations necessary for a specified circuit and can be expressed in terms of α, ß and
δ. One of the most important 2 × 2 basic reversible logic gates is Feynman gate [6];
Toffoli gate [7], Fredkin gate [8] and Peres gate [9] are 3 × 3 reversible gates that
can be used to establish all types of important combinational functions shown in
Fig. 38.1.

38.3 Proposed Gate

A 5 × 5 partial reversible gate RPPG proposed here is shown in Fig. 38.2. The inputs
(A, B, C, D, E) mapped to outputs (P = A, Q = A.B, R = A.C, S = A.D, T = A.E).
The RPPG gate is mainly useful in generation of the partial product for multiplier
circuit design.

In [10] another DKFG reversible gate was proposed as shown in Fig. 38.3. For
the reversible DKFG gate, the input vector is given by IV = (0, A, B, C) which maps

Fig. 38.1 Reversible gates. a Feynman, b toffoli gate, c fredkin gate, d peres gate

Fig. 38.2 Reversible RPPG gate and its truth table
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the corresponding output vector is OV = (P, Q, R, S) and the gate has been used here
for designing the multi-operand addition circuit (MOPAC) to implement the mul-
tiplier circuit.

38.4 Design Approaches

A reversible 4 × 4 multiplier circuit has two parts: partial product generation circuit
(PPGC) and multi-operand addition circuit (MOPAC). The detailed information of
these two parts is discussed in the subsequent sections:

The basic operation of a 4 × 4 reversible multiplier is shown in Fig. 38.4. The
multiplier produces 16 partial product bits of the X and Y inputs in the form (Xi.Yi),
where i vary between 0 and 3 to perform 4 × 4 multiplications. However, it can be
applicable to design any other n × n reversible multiplier. Here an optimized
reversible parallel multiplier (ORPM) has been designed using reversible gates.
Here, basically, the reversible gates RPPG and PERES are used to design the
multiplier and to realize full adder, reversible DKFG gates have been used.

Fig. 38.3 DKFG reversible gate

Fig. 38.4 The operation of
the 4 × 4 parallel multiplier
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38.4.1 Partial Product Generation

To design a multiplier, partial product generation is the main important part. For
designing of a 4 × 4 reversible multiplier, making of the 16 partial product terms the
proposed PPGC shown in Fig. 38.5 is designed by using RPPG gate. The PPGC

Fig. 38.5 Proposed partial product generation circuit (PPGC)
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requires four numbers of RPPG gate which generates 16 product terms P0, P1, P2,
P3, P4, P5, P6, P7, P8, P9, P10, P11, P12, P13, P14 and P15. Also four garbage outputs
are produced.

38.4.2 Multi-operand Addition Circuit

To implement multi-operand addition circuit (MOPAC), two different types of
circuits have been followed here. The main purpose of this MOPAC is to add the
product terms generated by the PPGC in a particular manner for getting the proper
multiplication result.

38.4.2.1 MOPAC TYPE-I

The proposed four-operand TYPE-I adder is shown in Fig. 38.6. In this circuit,
addition of three variables means full adder realization is done by DKFG reversible
gates and for designing half adder, PERES gates are used. The proposed MOPAC
TYPE-I uses 8 reversible DKFG gates and 4 PERES gates. There are 19 garbage
outputs.

Fig. 38.6 Proposed multi-operand addition circuit (MOPAC TYPE-I)
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38.4.2.2 MOPAC TYPE-II

The proposed four-operand TYPE-II adder is shown in Fig. 38.7. DKFG gate is
used here for designing reversible full adder and PERES gate is used for the
realization of half adder. The proposed MOPAC TYPE-II uses 8 reversible DKFG
gates and 2 PERES gates. There are 18 garbage outputs.

38.4.3 Proposed Optimized Reversible Parallel Multiplier
(ORPM) Circuits

By using these two types of proposed MOPAC, implementation of two types of
reversible multiplier can be made.

Fig. 38.7 Proposed multi-operand addition circuit (MOPAC TYPE-II)
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38.4.3.1 ORPM TYPE-I

This type of multiplier shown in Fig. 38.8 consists of the proposed partial product
generation circuit (PPGC) and the proposed multi-operand addition circuit
(MOPAC TYPE-I). Thus the circuit requires 16 number of gates altogether, 12
constant inputs and generates 23 garbage outputs. The multiplication outputs are Z0,
Z1, Z2, Z3, Z4, Z5, Z6 and Z7. The total logical calculation is (48α + 36β).

38.4.3.2 ORPM TYPE-II

This type of multiplier shown in Fig. 38.9 consists of the proposed partial product
generation circuit (PPGC) and the proposed multi-operand addition circuit
(MOPAC TYPE-II). Thus the circuit requires 14 number of gates altogether, 10
constant inputs and generates 22 garbage outputs. The multiplication outputs are Z0,
Z1, Z2, Z3, Z4, Z5, Z6 and Z7. The total logical calculation is (44α + 34β).

Fig. 38.8 Proposed multiplier (ORPM) TYPE-I
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38.5 Comparison

A comparison result between the existing 4 × 4 reversible multipliers and the
proposed multipliers is shown in Table 38.1. The comparison is done with respect
to the number of gates, garbage output, constant input and total logical calculation.

Table 38.1 Comparison between the proposed and the existing reversible multiplier designs

Multiplier Gate
count

Constant
inputs

Garbage
outputs

Total logical
calculation

Bhagyalakshmi and
Venkatesha [11]

40 52 52 112α + 36β

Zhou et al. [12] 42 42 49 Not specified

Islam et al. [13] 44 44 52 80α + 36β

Rangaraju et al. [14] 32 40 40 112α + 36β

Basha and Amitha [15] 28 16 23 Not specified

Thaplyal et al. [16] 40 31 56 80α + 100ß + 68δ

Thaplyal and Srinivas [17] 29 34 58 110α + 103ß + 7 1δ

Shams et al. [18] 28 32 56 92α + 52β + 36δ

Nasar and Subbarao [19] 28 28 52 80α + 36β

Proposed (ORPM TYPE-I) 16 12 23 48α + 36β

Proposed (ORPM TYPE-II) 14 10 22 44α + 34β

Fig. 38.9 Proposed multiplier (ORPM) TYPE-II
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38.6 Conclusion

Herein, a partial reversible gate is proposed which is further used for partial product
generations to implement multiplier circuit. Two different types of multi-operand
addition circuit (MOPAC) have been represented and also two different types of
multipliers are designed using reversible gates. From the comparative results
revealed in Table 38.1, it can be concluded that the proposed multipliers are better
in respect to the existing multipliers in terms of number of gates, garbage output,
constant input and total logical calculation. So the proposed multipliers are to be
said optimized multipliers. Conclusion can be also made that proposed ORPM
TYPE-II is better than the proposed ORPM TYPE-I in designing aspects. The
designing can also be applicable for constructing n� n reversible multiplier cir-
cuits. As the multipliers are the most important part in various field of real-life
applications especially in arithmetic logic unit (ALU) designing and digital signal
processing (DSP), thus for future research, efficient design schemes for reversible
more complex circuits in nanotechnology using this multiplier may be an inter-
esting area to investigate. Alternate optimization methods are under investigation as
a future work. Simulation of these proposed circuits may be another future work.
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Chapter 39
Analysis of Ambipolar Intrinsic Resistance
of PIN Diode for Different Semiconductors
Suitable for Power Devices

Shrabanti Das, Chiradeep Mukherjee, Saradindu Panda and B. Maji

Abstract The literature of power device must be aware of the fact of proper
tradeoff between the choice of semiconductor material and the proper oxide along
with it. With the growing semiconductor technology, the traditional semiconductor
now has the promising competitor like silicon carbide and gallium nitride. The
simulation considers Shockley-Read-Hall recombination model along with ambi-
polar diffusion mechanism. The analysis proves SiC-3C and SiC-6H as the most
promising material for PIN diode manufacturing industries. The intrinsic region
width and forward current are varied keeping another parameter constant while
determining the resistance. The purpose of this work is to find out the ambipolar
intrinsic resistance of PIN diode which will play key role in determining total
ambipolar resistance of PIN diode.

Keywords Shockley-Read-Hall recombination � Ambipolar diffusion � Intrinsic
resistance of power diodes � SiC power diode equations
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List of Symbols

Da Ambipolar diffusion coefficient in cm2/s
Dn Electron diffusion coefficient in cm2/s
τa Ambipolar lifetime in the base in s
τn Electron lifetime in s
τp Hole lifetime in s
p Hole concentration in/cm3

NB Base concentration in/cm3

µn Mobility of electron in cm2/s
µp Mobility of hole in cm2/s
IF Forward current
La Ambipolar diffusion length in micron
Ri Ambipolar intrinsic resistance in Ω

39.1 Introduction

The PIN diodes are used in phase shifter, limiter and attenuator circuits. The
intrinsic resistance of PIN diode plays key role in finding out the total resistance of
the PIN diode. Good estimation of diode impedance is required in microwave
frequency, high frequency and low frequency operations. At low frequency intrinsic
region acts as short circuit and in high frequency, impedance of the diode is
dominated by conductivity of the intrinsic region [1]. The diffusion of positive and
negative charge in the presence of an electric field is considered and implemented in
this work. The ambipolar diffusion length is needed to govern the physics in
intrinsic region [2]. PIN diode can operate in high reverse bias voltage and high
switching frequency [3]. The application of PIN diodes is appreciable in optical
physics as it is very sensitive to light waves. PIN diode was first proposed by
Kleinmann [4] which has improved characteristics due to its smaller capacitance
and lesser reverse leakage current [5]. Several parameters characterize PIN diode
but there is still a lack of literature which describes the effects of intrinsic region
width and forward current variation on intrinsic resistance.

This article analyses the impact of intrinsic region width and forward current on
intrinsic resistance as it plays a key role to define the total ambipolar resistance of a
PIN diode. Section 39.2 describes the basic equations which models the entire
concepts using Shockley-Read-Hall recombination whereas Sect. 39.3 gives the
detailed analysis of results obtained by the simulation using MATLAB. Modelling
and analysis of intrinsic ambipolar resistance shows the path towards the total
ambipolar resistance and hence Sect. 39.4 concludes with the findings obtained by
the simulations which will help us in determining the impedance of PIN diode in
small signal analysis.
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39.2 Theory

39.2.1 PIN Diode Equation

Total impedance of PIN diode has two components; one of it is the resistance of
intrinsic region. The intrinsic region of the PIN diode is the middle region amongst
the p+, n− and n+ subsequent regions as shown in Fig. 39.1.

Applying Shockley-Read-Hall [6, 7] recombination in the neutral base region,
the ambipolar lifetime of the carrier is given as

sa ¼ sp þ sn
p

pþ NB

� �

and the ambipolar diffusion coefficient is given as

Da � Dn
2pþ NB

b pþ NBð Þ þ p

� �

b ¼ ln
lp

The intrinsic resistance of PIN diode is given as [8]

Ri ¼ Vt

IF

� �
dPIN
La

� �
tanh

dPIN
2La

� �

The ambipolar diffusion length La is given as
ffiffiffiffiffiffiffiffiffiffi
saDa

p
[9, 10]. The traps are located

at the middle of the energy gap and the parameters sa; Da and La are assumed to be
completely injection dependent. The intrinsic resistance is casted by the width of
intrinsic region dPIN (as shown in Fig. 39.1) and the forward current IF [11].

Fig. 39.1 Regions of PIN
diode

39 Analysis of Ambipolar Intrinsic Resistance of PIN Diode … 359



T
ab

le
39

.1
E
le
ct
ri
ca
l
an
d
m
at
er
ia
l
pr
op

er
tie
s
of

di
ff
er
en
t
se
m
ic
on

du
ct
or
s

M
at
er
ia
l

M
ob

ili
ty

of
el
ec
tr
on

(c
m

2
V
−
1

s−
1 )

M
ob

ili
ty

of
ho

le
(c
m

2
V
−
1
s−

1 )
τ n

(s
)

τ p
(s
)

D
iff
us
io
n
co
ef
fi
ci
en
ts

of
el
ec
tr
on

(c
m

2 /
s)

D
iff
us
io
n

co
ef
fi
ci
en
ts
of

ho
le

(c
m

2 /
s)

E
ne
rg
y

ba
nd

ga
p

(e
V
)

Si
1,
40

0
45

0
0.
24

×
10

−
9

0.
09

×
10

−
9

36
12

1.
12

G
e

3,
90

0
1,
90

0
0.
9
×
10

−
9

0.
9
×
10

−
9

10
0

50
0.
66

G
aA

s
8,
50

0
40

0
4
×
10

−
8

4
×
10

−
8

20
0

10
1.
42

4

Si
C
-3
C

8,
00

32
0

50
0
×
10

−
9

50
0
×
10

−
9

20
8

2.
3

Si
C
-4
H

90
0

12
0

10
−
9

6
×
10

−
7

22
3

3.
3

Si
C
-6
H

40
0

90
10

−
9

4.
5
×
10

−
7

90
2

2.
9

G
aN

-
w
Z

1,
00

0
20

0
10

−
8

10
−
8

25
5

3.
39

G
aN

-z
B

1,
00

0
35

0
10

−
8

10
−
8

25
9

3.
2

In
A
s

40
,0
00

50
0

3
×
10

−
8

3
×
10

−
8

10
3

13
0.
35

In
N

3,
20

0
20

52
×
10

−
15

52
×
10

−
15

80
–

1.
97

360 S. Das et al.



39.2.2 Semiconductor Materials for PIN Diode

The known semiconductor material hitherto involves Si, Ge and GaAs but silicon
carbide (SiC) [12] claims the highest current operation. Not only the high forward
current operation but also high dopant activation energy and strong impact of
temperature coefficient of the device forces the involvement of SiC in the modelling
of power device [13, 14]. The electrical and material properties of several semi-
conductors are given as in Table 39.1 [13, 15].

39.3 Analysis of Ambipolar Intrinsic Resistance
for Different Width of Intrinsic Region
and Forward Current

39.3.1 Variation of Intrinsic Region Width

The high injection of carriers from p+ region to base region forces the analysis
towards high current density in which intrinsic region width dPIN becomes the
determinant. The simulation bounds to 30–100 nm range in which other parameters
are kept constant as shown in Table 39.2.

The intrinsic concentration is taken here as base concentration. Table 39.2 shows
Si, Ge and Indium Nitride (InN) PIN diode possesses very high intrinsic resistance
(even in the range of several mega-ohms) at 1 mA forward current. But SiC-3C and
SiC-6H inhibit comparatively lower resistances of 766.1 and 670 Ω as obtained
from the simulation shown in Fig. 39.2. Figure 39.3 shows the analysis graph which
does not include Si, Ge and GaAs for their higher resistance values.

Table 39.2 Values of intrinsic resistance for different semiconductors

Sl.
No.

Semiconductor Ambipolar intrinsic resistance value
(Ω)

Specifications

1 Si 1.245 × 105 Values taken at:
T = 300 K
Forward current
IF = 1 mA
Acceptor
Concentration: 1020/cm3

Base concentration:
1014/cm3

Reverse voltage: 5 kV

2 Ge 1.71 × 105

3 GaAs 2,160

4 SiC-3C 766.1

5 SiC-4H 1,468

6 SiC-6H 670.7

7 GaN-wZ 6,344

8 GaN-zB 5,087

9 InAs 2,128

10 InN 8.056 × 106
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39.3.2 Variation of Forward Current

The forward current plays a pivotal role in determining the power rating of a power
device [7]. Here, forward current is varied from 0.1 to 10 mA as shown in
Table 39.3. The simulation as shown in Fig. 39.4, results in the value of 33.54 Ω
intrinsic ambipolar resistance against SiC-6H PIN diode. The most promising
semiconductors in designing of power device are hence silicon carbide and gallium
nitride whose statistics are shown in Fig. 39.5.

Fig. 39.2 Graph of ambipolar intrinsic resistance variation

Fig. 39.3 Results obtained
by taking the variation in
intrinsic region width
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Table 39.3 Values of intrinsic resistance for different semiconductors

Sl. No. Semiconductor Ambipolar intrinsic
resistance value (Ω)

Specifications

1 Si 1,703 Values taken at:
T = 300 K
Width of i-region = 50 nm
Acceptor concentration: 1020/cm3

Base concentration: 1014/cm3

Reverse voltage: 5 kV

2 Ge 377.1

3 GaAs 108

4 SiC-3C 38.31

5 SiC-4H 73.42

6 SiC-6H 33.54

7 GaN-wZ 317.2

8 GaN-zB 254.3

9 InAs 156.4

10 InN 4.028 × 106

Fig. 39.4 Results of
Ambipolar intrinsic resistance
variation w.r.t. forward
current for different
semiconductors
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39.4 Conclusions

In this paper intrinsic resistance of PIN diode were investigated for several semi-
conductors specifically used in power semiconductor devices. The intrinsic region
width is varied in 30–100 nm and diode forward current is varied in 0.1–10 mA,
respectively, taking other parameters constant as mentioned in Tables 39.2 and
39.3.

The simulation shows the value of ambipolar intrinsic resistances as 766.1 and
670.7 Ω for SiC-3C and SiC-6H, respectively, when the forward current remains
constant. Similarly the variation of forward current increases the result as same
materials which have the resistances of 38.31 and 33.54 Ω, respectively.
Tables 39.2 and 39.3 show Si, Ge and InN PIN diode has higher ambipolar intrinsic
resistances with respect to the SiC PIN diodes. The use of SiC lowers the resistance
of up to several mega-ohms. The future work of determination of total ambipolar
intrinsic resistance of PIN diode improves if the silicon carbide is chosen as the
device material.
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Chapter 40
A Comparative Study of Single Electron
Threshold Logic-Based and SET-MOS
Hybrid Based Half Subtractor

Arpita Ghosh, Amit Jain, N. Basanta Singh and Subir Kumar Sarkar

Abstract In the present work, we have implemented a half subtractor using two
different approaches, single electron threshold logic-based approach and SET-MOS
hybrid approach. The logic operation of the designed circuits is tested using
TSPICE and Monte–Carlo-based simulation tool SIMON. The stability of the
threshold logic-based circuit is tested using the stability plots. Further we compared
the performances to characterize the advantages and disadvantages of both the
approaches. The proper functioning of both the circuits is successfully verified by
observing the simulated output waveforms.

Keywords Single electron tunneling (SET) � Threshold logic � SET-MOS �
SIMON � MIB model � Stability plot � Half subtractor � Macro model

40.1 Introduction

Now a days, the main concern behind any circuit design lies within its size. The
conventional MOS technology facing numerous problems in the nanometer regime.
So for further reduction in size [1], we have to look for different new technologies
such as resonant tunnel diodes (RTD), carbon nanotubes (CNT), single electron
tunneling (SET [2]), etc. Another approach that can also be used to combine the
advantages of conventional MOS technology and single-electron tunneling tech-
nology known as the hybrid SET-MOS [3] technology.
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A half subtractor is one of the simplest but important part of any digital system
circuit. It can be designed using different approaches. Throughout the paper, we
have tried to explain two approaches of half subtractor design one is single electron
threshold logic [4–8] based and another one is SET-MOS hybrid approach. The
complete paper is divided into four parts. First part gives the introduction to the
work that we have presented here. Second and third part consist of the imple-
mentation of half subtractor using both the approaches along with their corre-
sponding simulated input–output waveforms and also their corresponding principle
of operations. The fourth section includes the details of the comparative analysis
between the two approaches of half subtractor design presented in this paper.

40.2 Half Subtractor Implementation with Single-Electron
Threshold Logic

The single-electron threshold logic is mainly based on the comparison between the
threshold and the weighted sum. Equation (40.2) gives the value of the function
Y(X), where T is the threshold. The value of T is calculated from Eq. (40.1) by
putting the values of Cp

R ¼ Cb þ
Pr

k¼1 C
P
k , Cn

R ¼ C0 þ
Pz

l¼1 C
n
l , and Vb. Here

Cb capacitor is connected to bias voltage. Figure 40.1 shows of threshold logic
basic symbol where x1, x2, … xn are the inputs and their corresponding weights are
denoted with w1, w2, … wn. According to Eq. (40.3) the logic values are generated.

T ¼ 1
2

Cp
R þ Cn

R

� �
e� Cn

RCbVb ð40:1Þ

YðXÞ ¼
Xn
i¼1

wixi � T ð40:2Þ

Fig. 40.1 Symbol of
threshold gate
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FðXÞ ¼ sgn YðX)f g ¼ 0 if YðXÞ\0

1 if YðXÞ� 0

(
ð40:3Þ

Here the half subtractor is designed using the single-electron threshold logic
concept. Totally 23 tunnel junctions and 37 capacitors are used for the design with the
power supply voltage Vdd of 0.016 V. A and B are the two inputs and D and Borrow
are the two outputs. Totally three NAND gates and five inverters are required for the
proposed circuit as shown in Fig. 40.2. The proposed circuit is designed and simu-
lated in Monte–Carlo technique-based software SIMON [9, 10]. The simulated input
and output waveforms are shown in Fig. 40.3a–d. The output waveforms shown in
Fig. 40.3c, d ensure the logical correctness of the proposed circuit. Figure 40.3c
indicates the output waveform for the difference between two input signals A and B
and similarly Fig. 40.3d gives the output waveform of the borrow.

Figure 40.4 shows the stability plot [11] in which the white part indicates the
combination of input value for which the output is stable. Otherwise the grey points
indicate charge fluctuations. Here the range of charge fluctuation is from 0 to
4.16e−19. The points with 0 charge fluctuation are the stable points. Here V1 and
V3 are, respectively, input signal A and B.

Fig. 40.2 Half subtractor circuit using single electron threshold logic

40 A Comparative Study of Single Electron Threshold Logic-Based … 369



40.3 Half Subtractor Implementation with SET-MOS
Hybrid

The combination of the different functionalities of SET and MOS can be achieved
by combining them. Here we have shown the half subtractor circuit designed in this
approach where three hybrid NAND gates and two hybrid inverters are needed.
The parallel pMOS are connected to two series connected nSETs for a single
NAND gate design. Totally 18 single electron tunnel junctions, 9 pMOS and 18
capacitors are required for the design along with the 0.8 V Vdd. For the co-simu-
lation of the hybrid, SET-MOS different approaches are used (Fig. 40.5).

SET can be simulated using macro models, master equation, analytical models,
etc. Here we have used BSIM 4.6.1 model for pMOS and MIB model for SET for

Fig. 40.3 Input and output waveforms of threshold logic-based circuit a Input A, b Input B and
c Output borrow, d Output D (difference between A and B)

Fig. 40.4 Stability plot of
single electron threshold logic
based half subtractor
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simulating the complete circuit in SPICE environment. The simulated waveforms
are shown in Fig. 40.6. Figure 40.6a, b shows the two input waveforms and c and d
shows the difference between two inputs (D) and the Borrow respectively.

40.4 Comparative Analysis

Table 40.1 shows the comparative analysis of the half subtractor designed using
two different approaches. The most important difference between the two approa-
ches is that for a large circuit it becomes very difficult for anyone to implement it
using SIMON as it uses Monte–Carlo approach for simulation and it is also time
consuming. On the other hand, we can easily simulate the hybrid circuits using
T-SPICE by only declaring the nodes and parameter values of SET and MOS with
their corresponding model files. Moreover, the room temperature operation of SET-
MOS gives much better result than the limited operation of the single-electron
threshold logic only as the charge fluctuation increases with the increase in tem-
perature. Total number of elements required, incase of hybrid SET-MOS approach
design of half subtractor, is 80 whereas single-electron threshold logic based
approach for half subtractor design requires 120 number of elements. Power supply
requirement is also different for the two approaches, SET-MOS approach requires
0.8 V whereas the other approach needs only 0.016 V.

Fig. 40.5 Hybrid SET-MOS
half subtractor with input A
and B, and output D and
borrow
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Fig. 40.6 Simulated waveforms a Input A, b Input B, c Output D and d Output borrow

Table 40.1 Comparison between half subtractor implementation with single-electron threshold
logic approach and SET-MOS approach

Serial No. Single electron threshold
logic approach

SET-MOS hybrid
approach

1. Number of single electron
tunnel junction

23 18

2. Number of elements 60 45

3. Number of capacitors 37 18

4. Number of MOS 0 9

5. Vdd 0.016 V 0.8 V

6. Power consumption 219.073e−012 W 1.762077e−007 W
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40.5 Conclusion

In this paper, we have discussed the design and analysed the performances of a half
subtractor implemented using single-electron threshold logic based approach and
SET-MOS hybrid-based approach. The detailed schematic diagrams for both the
approaches along with verified simulation results were included. We also presented
the stability plots for the input combinations, which showed that the designed half
subtractor circuits are operating in a stable region for specified voltage ranges.
Lastly, a comparison has been given to the performance of SET-MOS based
approach and threshold logic-based design. The total number of elements, power
consumption, and power supply requirement are compared and presented in the
paper in a tabular form. It is observed that the power consumption of threshold
logic-based circuit is three decades lower than the SET-MOS hybrid circuit.
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Chapter 41
Hybrid Single Electron Transistor-Based
Low Power Consuming BCD Adder
Circuit in 65 Nanometer Technology

Sudipta Mukherjee, Anindya Jana and Subir Kumar Sarkar

Abstract Traditional method of device designing is getting replaced by emerging
trend of hybrid SET-CMOS logic. Mutual integration between the two has led
towards ultra-dense circuitry as well as ultra low power consuming devices. Here a
BCD adder circuit is realized with the help of hybrid single-electron transistor
technology in 65 nm node. Power analysis and power-delay product for that adder
circuit are also presented both numerically and graphically in comparison to the
conventional CMOS logic, respectively.

Keywords MIB � BSIM4.6.1 � BCD adder � Hybrid SET-CMOS

41.1 Introduction

Single-electron transistor [1] is such a nano-dimensional device where electron is
transferred one by one with the help of ‘resonant tunneling’ [2] and ‘coulomb
blockade’ [3] effect. Proper bias voltages are to be provided to all the terminals to
pass electrons from its source to island and then island to drain. This unique device
when integrated with CMOS logic can produce ultra low power consuming designs.
While designing this kind of device, sound attention is to be kept towards the
thermal fluctuations, quantum confinement of electrons and all the concerned
capacitance values attached to single electron transistor within the design.
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41.2 Single-Electron Transistor and Its Hybridization
with CMOS

Single-electron transistor is made up of a nano-dimensional grain where charging
energy is altered depending upon number of electrons residing over it as well as
available thermal energy. Here, the mesoscopic grain is situated between two high-
resistance tunnel junctions capacitively coupled to the gate electrode. To observe
fruitful tunneling, energy to charge the island is to overcome thermal fluctuations
[4]. That is, Ec >> KT (K = Boltzmann’s constant and T is temperature in Kelvin)
and resistance of the tunnel junction is made more valued than the quantum
resistance, h/e2 ≈ 26 kΩ (where h is Planck’s constant). Here, Ec = e2/2C∑. Where
C∑ comprises of all related capacitances values attached here with the island. Now
SET being advantageous in consuming ultra low power, forming ultra dense cir-
cuitry as well as unique ‘Coulomb Blockade’ phenomenon, could replace MOS
devices at all phase. But as it has lower current gain and not having any established
room temperature operating technology, CMOS logic is needed to be integrated
with this having relatively higher current driving capability. This emerging trend of
hybridization [5–7] between SET and CMOS can now support all the latest
inventions of science.

41.3 Concept of BCD Adder

BCD adder is such a circuit that performs addition of two distinct BCD digits and
generates the sum in BCD as well. Here, if the 4-bit sum produced is equal or less
than 9 then it is a perfect BCD and correction is not required. But if sum is more
than 9, a corrective number is to be added to the sum. It is seen that, for decimal
numbers 10–19, a corrective 6 (0110) is added. Likewise for numbers between 20
and 29, 12 (1100) is to be added; for 30–39, 18 (10010) must be added to make
perfect BCD’s and so on. Cause behind this can be elucidated as follows. BCD
numbers are indeed a special kind of encoding that makes each digit in decimal to
be represented in its respective binary sequence. That is why from decimal 0–9, all
are same for both in BCD and binary. After that problematic situation arises as
binary pattern continues to grow. When 10 comes, in binary it is 1010 but for BCD
it is to be treated like two consecutive sequences of binary digits 1 and 0 that is,
0001 and 0000. So by ignoring the leftmost three zeroes it becomes 10,000 which is
in fact 16. That is why 6 is needed to be added as corrective factor to this span of
numbers. For all other phases mentioned before, corrective factors can easily be
worked out also. Table 41.1 shows certain uncorrected sum output, made corrected
BCD sum for each decimal numbers up to 19. This table can be easily extended to
any value further.
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From the above table, we are able to make K-map simplification for the condition
of the ‘correction needed’ case and get a relationship as

Cout ¼ s3�s2þ s3�s1þ C4 ð41:1Þ

41.4 Hybrid SET-CMOS Based BCD Adder

Figure 41.1 reflects the circuit for hybrid single-electron transistor-based BCD
adder. According to the desired connectivity, 6 individual full adders are replaced
with their hybridized form. Moreover, 4 basic gates to produce signal Cout and S3
are also thereby designed with SET-CMOS logic. Set devices, having necessary
bias voltage provided at their 2nd gate terminal, are placed instead of driver tran-
sistors. Load PMOSs are kept intact for each case.

Table 41.1 Decimal
numbers with their
corresponding uncorrected
and corrected BCD sum

Decimal Uncorrected sum Corrected BCD sum

C4 s3 s2 s1 s0 Cout S3 S2 S1 S0

0 0 0 0 0 0 0 0 0

1 0 0 0 1 0 0 0 1

2 0 0 1 0 0 0 1 0

3 0 0 1 1 0 0 1 1

4 0 1 0 0 0 1 0 0

5 0 1 0 1 0 1 0 1

6 0 1 1 0 0 1 1 0

7 0 1 1 1 0 1 1 1

8 1 0 0 0 1 0 0 0

9 1 0 0 1 1 0 0 1

10 1 0 1 0 1 0 0 0 0

11 1 0 1 1 1 0 0 0 1

12 1 1 0 0 1 0 0 1 0

13 1 1 0 1 1 0 0 1 1

14 1 1 1 0 1 0 1 0 0

15 1 1 1 1 1 0 1 0 1

16 1 0 0 0 0 1 0 1 1 0

17 1 0 0 0 1 1 0 1 1 1

18 1 0 0 1 0 1 1 0 0 0

19 1 0 0 1 1 1 1 0 0 1
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41.5 Results Found at Simulation

Our design was simulated using MIB model and BSIM 4.6.1 model keeping VDD
to be 0.7 V. Necessary parameters [4, 5] are tabulated below in Table 41.2.

Figure 41.2 shows input voltages from A0 to A3; B0 to B3 and Fig. 41.3 reflects
the output waveforms we got at terminals S0–S3 along with Cout.

41.6 Observation

Typical power reduction is shown on Table 41.3 from conventional CMOS based
circuit to the hybrid one.

Comparison has been plotted graphically below in Fig. 41.4.

Fig. 41.1 Hybrid SET-CMOS based BCD adder circuit

Table 41.2 Parameters taken for simulation for SET and PMOS

Device Parameters

Set C1 = 0.27 aF, C2 = 0.125 aF, CD = CS = 0.1 aF, RTD = RTS = 1 MΩ

PMOS L = 65 nm, W = 100 nm and for other parameters standard values taken
from model BSIM 4.6.1
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Fig. 41.2 Input waveforms

Fig. 41.3 Output waveforms
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Power-delay product comparison is shown in Table 41.4 between conventional
CMOS-based circuit and hybrid BCD adder circuit.

Graphical comparison has been depicted below in Fig. 41.5.

Table 41.3 Comparison of average power consumption

Parameter Conventional CMOS based
BCD adder

Hybrid SET-CMOS based
BCD adder

Power consumption 3.26E-09 W 8.58E-10 W

Fig. 41.4 Comparison of
average power consumption

Table 41.4 Comparison of power-delay product

Parameter Conventional CMOS based
BCD adder

Hybrid SET-CMOS based
BCD adder

Power-delay product 1.64E-16 W-s 5.18E-17 W-s

Fig. 41.5 Comparison of
Power-delay Product
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41.7 Conclusion

This paper indeed represents successful implementation of hybrid single-electron
transistor-based BCD adder circuit in 65 nm technology node. Simulation results
admit to hold the desired input–output characteristics. Reduction of the power
consumption as well as PDP was observed both numerically and graphically.
Reducing supply voltage VDD up to 0.7 V along with that keeping all island-
related capacitance values remain in the atto-farad range [8], we actually have
lowered the dynamic power consumption of our circuit, which has effectively
lowered the total power consumption. Thus all these establish our proposed hybrid
circuit to be used in today’s ultra dense low-power designs.
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Chapter 42
Design and Delay Analysis of Column
Decoder Using NMOS Transistor at Nano
Level for Semiconductor Memory
Application

Sonali Bhowmik and Surajit Bari

Abstract Column decoder is the part of semiconductor memory used to retrieve
the data from locations addressed by row decoder. In this paper 2–4 column
decoder based on NMOS transistor has been designed with enhanced decoding
speed at 150 nm channel length of transistor. The circuit is simulated using T-
SPICE software. On voltage of the bit sources has been changed in accordance with
the voltage of power supply Vdd to report the variation of delay for decoding
column.

Keywords Column decoder � Memory � Delay � NMOS � Channel length � T-
SPICE

42.1 Introduction

Data reading–writing speed and density of data are the important parameters to
design semiconductor memory [1–4]. In this work we have focused the designing of
2–4 column decoder for data reading purpose from memory locations. Delay for a
circuit depends on various parameters of MOS transistors like on voltage of bit
source, threshold voltage, channel length, oxide capacitance, etc. In this paper we
have tried to investigate the dependencies of delay on the magnitude of on voltage
of bit sources used to justify the functionality of the column decoder. The circuit is
designed at 150 nm channel length of MOS transistors using T-SPICE software [5].
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42.2 Designing of 2–4 Column Decoder to Retrieve Data
from Semiconductor Memory Locations

Column decoder is used to retrieve data from particular memory locations [6–8]. The
schematic diagram of 2–4 column decoder is shown in Fig. 42.1. Two lines B1, B2
and their complements are used to select columns C1, C2, C3 and C4 according to
Table 42.1. Lines B1 and B2 are driven by bit source. Also to test the column
decoder each column line, C1, C2, C3 and C4, is connected with individual bit
source. At a time one column line is selected. For example, when B1 = 0, B2 = 0 as
shown in Fig. 42.1 transistors M1, M5 and M2 are in on state whereas transistors
M3, M4 and M6 are in off state. So only column C1 is selected for B1 = 0 and
B2 = 0. That means transistors M1 and M5 provide continuous path for data to
propagate from column C1 only to the output terminals. Similarly, for other bit
patterns of B1 and B2 columns C2, C3 and C4 are selected as shown in Table 42.1.

Fig. 42.1 Schematic diagram of 2–4 column decoder

Table 42.1 Selection logic
of column decoder B2 B1 C1 C2 C3 C4

0 0 1 0 0 0

0 1 0 1 0 0

1 0 0 0 1 0

1 1 0 0 0 1
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In Table 42.1, logic ‘1’ against particular column means that column has been
selected. In this paper we are not using memory array rather bit sources attached with
each column lines have been used as data source for testing the column decoder.
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Fig. 42.2 Waveform to check functionality of 2–4 column decoder
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42.3 Simulation Result

For verification of functionality the circuit has been simulated with the help of
T-SPICE software. Transient analysis is performed for the circuit up to 200 ns. Bit
patterns for B1, B2, C1, C2, C3, C4 and for out (output terminal) are shown in
Fig. 42.2. As shown in Fig. 42.2 when B1 = 0 and B2 = 0, C1 is selected and output
terminal data follow the data of bit source attached with C1. During B1 = 0 and
B2 = 0, value of the bit source attached with C1 is logic ‘1’ so output is also logic
‘1’. Other columns are selected according to Table 42.1 and corresponding data are
retrieved at output terminal.

42.4 Delay Analysis of 2–4 Column Decoder

Variation of delay for decoding column with respect to on voltage of bit source has
been reported in Table 42.2 and plotting of the same is shown in Fig. 42.3. To
report delay we have considered column C2 and line B1 for simulation purpose. It
is seen that as on voltage of bit source is increased delay decreases. For 1 V delay is
9.27 × 10−12 s. The result is satisfactory for small delay application.

Table 42.2 Variation of
delay versus on voltage of bit
source

On voltage of bit source (V) Delay (s)

0.4 1.24E-10

0.5 6.39E-11

0.6 4.45E-11

0.7 3.12E-11

0.8 2.30E-11

0.9 1.44E-11

1 9.27E-12

1.1 5.57E-12

1.2 2.41E-12

Fig. 42.3 Variation of
decoding delay with respect to
on voltage of bit source
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42.5 Net List

The following net list is used to clarify the functionality and delay analysis of the
column decoder.

*************** Subcircuits *****************
.subckt INV A Out Gnd Vdd
*-------- Devices: SPICE.ORDER > 0 --------
MN1 Out A Gnd 0 NH W=0.45u L=0.15u AS=0.3375p PS=2.4u 
AD=0.3375p PD=2.4u
MP1 Out A Vdd Vdd PH W=0.90u L=0.15u AS=0.675p PS=3.3u 
AD=0.675p PD=3.3u
.ends
********* Simulation Settings - Parameters and SPICE Op-
tions *********
*-------- Devices: SPICE.ORDER == 0 --------
XINV_1 B1 B1bar Gnd Vdd INV
XINV_2 B2 B2bar Gnd Vdd INV
*-------- Devices: SPICE.ORDER > 0 --------
MNMOS_1 C1 B1bar N_9 N_9 NH W=0.45u L=0.15u AS=0.3375p 
PS=2.4u AD=0.3375p PD=2.4u
MNMOS_2 C3 B1bar N_11 N_11 NH W=0.45u L=0.15u AS=0.3375p 
PS=2.4u AD=0.3375p PD=2.4u
MNMOS_3 C2 B1 N_9 N_9 NH W=0.45u L=0.15u AS=0.3375p 
PS=2.4u AD=0.3375p PD=2.4u
MNMOS_4 C4 B1 N_11 N_11 NH W=0.45u L=0.15u AS=0.3375p 
PS=2.4u AD=0.3375p PD=2.4u
MNMOS_5 N_9 B2bar Out Out NH W=0.45u L=0.15u AS=0.3375p 
PS=2.4u AD=0.3375p PD=2.4u
MNMOS_6 N_11 B2 Out Out NH W=0.45u L=0.15u AS=0.3375p 
PS=2.4u AD=0.3375p PD=2.4u
VVoltageSource_5 B1 gnd  BIT({0101}pw=50n on=1.2 off=0 
rt=.1n ft=.1n delay=0n ht=50n lt=50n ) 
VVoltageSource_6 B2 gnd BIT({0011}pw=50n on=1.2 off=0 
rt=.1n ft=.1n delay=0n ht=50n lt=50n ) 
VVoltageSource_3 C3 gnd  BIT({0111}pw=50n on=1.2 off=0 
rt=.1n ft=.1n delay=0n ht=50n lt=50n )
VVoltageSource_4 C4 gnd  BIT({0100}pw=50n on=1.2 off=0 
rt=.1n ft=.1n delay=0n ht=50n lt=50n )
VVoltageSource_1 C1 gnd  BIT({1101} pw=50n on=1.2 off=0 
rt=.1n ft=.1n delay=0n ht=50n lt=50n)
VVoltageSource_2 C2 gnd  BIT({0001}pw=50n on=1.2 off=0 
rt=.1n ft=.1n delay=0n ht=50n lt=50n )
vdd vdd gnd 1.2
.include "C:\Documents and Set-
tings\Administrator\Desktop\dual.md"
.tran .01n 200n
.measure tran delay trig v(b1) rise=1 val=.6   targ 
v(output1) fall=1  val=.6
.print B1 B2 C1 C2 C3 C4 out
.end
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42.6 Conclusion

In this work 2–4 column decoder has been designed successfully. Functionality of
the decoder is verified. It is seen that delay is 9.27 × 10−12 s. for on voltage 1 V.
As depicted delay for decoding the column has been reduced with increasing on
voltage of bit source. However, increasing the on voltage of bit source contradicts
with low power design. So in addition to on voltage other parameters of MOS
transistors context to delay and power have to be optimized for enhanced perfor-
mance. For high density memory application our design can be extended.
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Chapter 43
Design of Row Decoder Circuit
for Semiconductor Memory at Low Power
and Small Delay Using MOS Transistor
at Nano Dimension Channel Length

Sonali Bhowmik and Surajit Bari

Abstract Row decoder is used to decode the address locations of memory. In this
paper designing and power–delay analysis of 2–4 row decoder based on MOS
transistor at channel length of 150 nm have been presented. Value of power supply
voltage (Vdd) has been varied from 0.4 to 1.2 V to plot the variation of power
consumption and delay for decoding the rows. According to simulation delay and
power consumption are of the order of 10−11 s and 10−4 W, respectively. Tanner
Spice (T-SPICE) software has been used to simulate the design.

Keywords Row decoder � Memory � Power � Delay � MOS � T-SPICE

43.1 Introduction

For decoding address locations of memory row decoders are used. Power and delay
are the very important design metrics to design and fabricate VLSI circuits in nano
dimension [1–4]. In our work designing of 2–4 memory row decoder has been
focused using MOS transistor at channel length of 150 nm using T-SPICE software
[5]. Power consumption and delay depend on several parameters of MOSFET like
power supply voltage, channel length, threshold voltage, oxide thickness, etc. In
this paper we have tried to investigate the nature of variation of power consumption
and delay with respect to power supply voltage Vdd only.
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43.2 Designing of 2–4 Row Decoder

Figure 43.1 shows the schematic diagram of 2–4 decoder using NMOS and PMOS
transistors [6–8]. Two address lines A1 and A2 are used to decode four row lines
R1, R2, R3 and R4. Circuit of Fig. 43.1 has been configured according to decoding
logic mentioned in Table 43.1. When A1 = 0 and A2 = 0 then only R1 is at high
logic and R2, R3, R4 are at logic low, i.e. only R1 is selected. Similarly, other rows
are selected according to the Table 43.1. As shown in Fig. 43.1, each row line is
connected with drain of PMOS transistor and PMOS transistors are always on by
connecting the gates to ground. So design is made in such a way that at initial state
all the row voltages are high. NMOS transistors are connected in such a fashion
when particular row is selected by the bit pattern of A1 and A2 as in Table 43.1,
voltage of other rows should go to logic low.

R1

R2

R3

R4

A2

A2’

A1

A1’

M1 M2

M3

M4

M5

M6

M7

M8

Fig. 43.1 Schematic diagram of 2–4 row decoder
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For example, as shown in Fig. 43.1 when A1 = 0 and A2 = 0, A1 line voltage is
low so M1 and M2 transistors are in off state therefore R1 is at logic high. Whereas
R2, R3 and R4 rows are at logic low as transistors M3, M6, M7 and M8 are on.
Similarly other rows are selected accordingly.

43.3 Simulation Results

Circuit is simulated using T-SPICE software. To display waveform for A1, A2, R1,
R2, R3 and R4 transient analysis is performed up to 200 ns. Corresponding
waveforms are shown in Fig. 43.2. Waveforms in Fig. 43.2 indicate the functional
verification of the row decoder according to Table 43.1.

43.4 Delay and Power Analysis of 2–4 Row Decoder

Power supply voltage Vdd has been varied from 0.4 to 1.2 V to plot variation of
power consumption and delay for row decoding. To measure delay for decoding,
A1 has been considered as triggering node and R3 is considered as target node.
Simulation results are documented in Table 43.2 to plot the variation of power
consumption and delay for decoding rows with respect to Vdd as shown in
Figs. 43.3 and 43.4, respectively.

It is seen that when Vdd increases delay decreases whereas power consumption
increases.

Table 43.1 Decoding logic
of 2–4 row decoder A1 A2 R1 R2 R3 R4

0 0 1 0 0 0

0 1 0 1 0 0

1 0 0 0 1 0

1 1 0 0 0 1
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Fig. 43.2 T-Spice generated wave form for A1, A2, R1, R2, R3 and R4
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43.5 Conclusion

In this work 2–4 row decoder has been designed and simulated at 150 nm channel
length of MOS transistor to check the functionality. To analyse the variation of
delay and power consumption with respect to power supply voltage, Vdd has been
varied from 0.4 to 1.2 V. Value of power consumption and delay at 1 V is

Table 43.2 Variation of
average power dissipation and
delay for row decoding

Vdd (V) Average power dissipation
across row decoder (W)

Delay to decode
row R3 (s)

0.4 4.79E-06 6.05E-10

0.5 2.90E-05 1.57E-10

0.6 8.59E-05 7.65E-11

0.7 1.71E-04 5.21E-11

0.8 2.78E-04 4.14E-11

0.9 4.07E-04 3.55E-11

1 5.57E-04 3.19E-11

1.1 7.27E-04 2.94E-11

1.2 9.18E-04 2.77E-11
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5.57 × 10−4 W and 3.19 × 10−11 s, respectively. From the analysis it is seen that
power consumption can be reduced by decreasing Vdd. Where as delay can be
reduced by increasing Vdd. For small delay consideration higher value of Vdd

contradicts with low power design. So optimization of power-delay product with
respect to Vdd will enhance the performance of the design. Our design can be
extended for very high density memory design.
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Chapter 44
Constrained Optimization of CMOS
Analog Circuits via All-Inversion Region
MOS Model

Magnanil Goswami and Sudakshina Kundu

Abstract In this paper we furnish a novel approach of design automation and
optimization of CMOS analog integrated circuits. This method offers an effective
amalgamation between the principles of orthogonal-convex optimization and the
all-inversion region MOS transistor model. We have observed that the constituting
equations of the all-inversion region MOS model share great resemblance with the
standard representation of orthogonal-convex functions. Therefore, these design
equations, emerging from various device and circuit specifications can be modelled
as the constraints of an orthogonal-convex optimization problem and can be
evaluated automatically to ensure a globally optimal solution over a range of design
scenarios. Additionally, there is a provision for design feasibility analysis with this
semi-empirical approach.

Keywords All-inversion region MOS model � Analog integrated circuit � Design
constraint � Orthogonal-convex optimization

44.1 Introduction

New trends in scaling technology have created an incessant demand for mixed-
mode and analog integrated circuits making their computation an increasingly
complex issue [1, 2]. Automatic analog circuit synthesis as an aid to improve the
designer’s productivity has been the theme of active research for more than two
decades resulting in numerous optimization methodologies [3, 4] such as—
Classical Optimization, Knowledge-Based Optimization, Global Optimization, etc.
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Depending on how circuit performance and constraints are evaluated, an optimi-
zation approach can be broadly classified into simulation-based and equation-based
optimization [5, 6].

Our discussion converges on the equation-based optimization technique, where
the analog circuit design problem is formulated in terms of a set of device and
circuit equations. These equations can either be an exact formulation or an
approximation so as to obtain a compatible representation [5]. These equations are
in turn used as the objective and constraint functions for the orthogonal-convex
optimization problem. The outcome is overwhelming, as this semi-empirical opti-
mization technique is capable of fetching prompt and accurate globally optimal
design solutions [5, 7].

It is observed from [1, 2, 6] that orthogonal-convex optimization technique is
extensively used for CMOS analog circuit optimization with a stringent presump-
tion that all MOS transistors are operating in the strong inversion region. This
assumption however truncates the design space to provide ease of modelling but
precision gets compromised. Our approach countervails this impediment by dint of
an all-inversion region transistor model to attain a truly global solution, which is
practically more viable from the perspective of analog circuit modelling.

This paper is organized as follows: in Sect. 44.2, we briefly elaborate the method
of orthogonal-convex optimization. Section 44.3 highlights the concept of all-
inversion region MOS transistor model in context with the optimization strategy
adopted here. The above bases are attributed to optimize the power consumption of
a common-source amplifier [8, 9] in Sect. 44.4. Obtained results are interpreted and
tallied with SPICE simulation data and the results are acquired from strong
inversion MOS model-based optimization [1, 10] in Sect. 44.5. Our discussion is
inferred in Sect. 44.6.

44.2 Orthogonal-Convex Optimization

Orthogonal-convex optimization is a special form of objective and constraint
function-based mathematical optimization [7], also referred to as geometric pro-
gramming [5]. The fundamental idea of modelling any practical problem using this
method is to express the design objective and constraint functions in a commen-
surate manner prior to taking them for optimization. The modelling may take place
either by exact formulation or by power law-based approximation of the functions.
Although it is not certain whether every design aspect can be formulated as a
compatible function, any practical problem, when duly formulated, can be solved
efficiently and reliably using this method. Objectives and constraints are either
represented by a monomial and/or a posynomial and/or a positive fractional power
or pointwise maximum of posynomials [5, 7]. An orthogonal-convex optimization
problem is of the form:
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Optimize f0 xð Þ
subject to fi xð Þ� 1; i ¼ 1; . . .;mð Þ

gi xð Þ ¼ 1; i ¼ 1; . . .; pð Þ
xi [ 0; i ¼ 1; . . .; nð Þ

ð44:1Þ

where f1, …, fm are posynomial and g1, …, gp are monomial constraints of the
vector x comprising n real positive variables x1, …, xn. The objective function f0 is
either a posynomial to minimize (only) or a monomial to maximize or minimize
(scenario specific).

A function g(x): Rn→R is said to be a monomial [5, 7] if its domain is the set of
vectors with positive components and its values take a form given by the following
power law expression:

g xð Þ ¼ cxa11 . . . x
an
n ð44:2Þ

where c > 0 is the coefficient and vector a = a1, …, an is the exponent of the
monomial.

A function f(x): Rn→R is said to be a posynomial [5, 7] if its domain is the set of
vectors with positive components and its values take a form of non-negative sum of
monomials:

f ðxÞ ¼
XK
k¼1

ckgk xð Þ ð44:3Þ

where gk(x) are monomials and ck ≥ 0 for k = 1, …, K.
Due to their non-convex property, monomials and posynomials are not used in

optimization straightaway. They are converted into convex and affine functions,
respectively, by logarithmic transformation of variables. Then the highly efficient
primal-dual interior point method [7] is used to find the global solution for the
problem.

After transformation of variables, objective and constraint functions of the
problem definition is rewritten as a convex optimization problem:

optimize f0 yð Þ ¼ log
XK0

k¼1

ea
T
0kyþb0k

 !

subject to fi yð Þ ¼ log
XK0

k¼1

ea
T
ikyþbik

 !
� 0; i ¼ 1; . . .;mð Þ

gi yð Þ ¼ aTi yþ bi ¼ 0; i ¼ 1; . . .; pð Þ

ð44:4Þ

where the new variables yi = log xi, such that xi = eyi.
Orthogonal-convex optimization process, in conjunction with the analog CMOS

circuit optimization, is summarized as a flowchart in Fig. 44.1.
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44.3 All Inversion Region MOS Model

The advent of modern fabrication processes have caused zodiac shrinking of MOS
transistor dimensions, leading to a ‘design gap’ in modern analog CMOS circuit
technology due to higher electric field, decreased supply voltage headroom, reduced
dynamic range, lower gain and similar detrimental attributes. Consequently, the
square law-basedMOS equations have failed to produce expected results from precise
realization of these aspects [11]. This debilitation is superseded by a more coherent
approach based onMOS Inversion Coefficient (IC) [11, 12]. It can arbitrate among the
countervailing requirements of modern deep submicron CMOS technology bymeans
of a complete characterization of MOS transistor process in lesser iterative steps.

MOS inversion coefficient (IC) is defined as follows:

IC ¼ ID
I0S

ð44:5Þ

where ID is the drain–source current, S is the transistor aspect ratio and I0 is the
technology current, given as

I0 ¼ 2nlCOXU
2
T ð44:6Þ

where n is slope factor, µ is low-field carrier mobility, COX is oxide capacitance per
unit area and UT is thermal voltage, approximately 26 mV at 300 K.

Fig. 44.1 Electronic circuit
optimization process
flowchart

398 M. Goswami and S. Kundu



Generally, in forward saturation, IC < 0.1 corresponds to weak inversion and
IC > 10 corresponds to strong inversion. Moderate inversion is represented by
0.1 < IC < 10. Transconductance efficiency (gm/ID) is a fundamental way of
interpreting the MOS inversion coefficient. Thus (gm/ID) is useful in obtaining an
insight into the MOS operation and all the key circuital elements of an analog
designer’s interest [11, 13, 14]. Despite its semi-empirical nature, (gm/ID) based
approach enables designers to conduct an accurate analysis on the MOS behaviour
[12, 14]. Simultaneously, the idea of the device operating regime can be procured
from this method.

Using the current-based MOS model in [15], (gm/ID) in terms of inversion
coefficient can be formulated as follows:

gm
ID

¼ 1
n/T

2

1þ ffiffiffiffiffiffiffiffiffiffiffiffiffi
ICþ 1

p ð44:7Þ

The (gm/ID) expression in (44.7) is almost a process-technology-independent
relationship for MOSFETs [15].

44.4 Design Formulation: Common Source Amplifier

The common-source amplifier we consider is illustrated in Fig. 44.2. Although it
can be handled without the sledgehammer of orthogonal-convex optimization, its
lucidity offers a clear percept of the optimization methodology. The objective is to
optimize its power dissipation (P) subject to specified gain-bandwidth (GBW) and
DC voltage gain (AV) constraints for a given load capacitance (CL).

Equation (44.8) is formulated in accordance with the standard representation of
orthogonal-convex function and posynomial inequality is used in lieu of the
equality constraint, to provide a more generalized design space.

Fig. 44.2 Schematic of
common-source amplifier
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n/T

2

� �2 gm
ID

� �2

ICð Þ þ n/Tð Þ gm
ID

� �
� 1 ð44:8Þ

The DC voltage gain (AV) is expressed as follows:

AV ¼ gm
ID

� �
VA ð44:9Þ

where VA is Early voltage. The expression in (44.9) is a monomial and it is
constrained by a minimum gain requirement (AVmin). Further accuracy can be
introduced to (44.9) by considering the effect of the resistance (RL). In that case,
AV may be treated as an inverse posynomial constraint.

The gain-bandwidth (GBW) is formulated as a monomial given by (44.10):

GBW ¼
gm
ID

� �
ID

2pCL
ð44:10Þ

where the value of CL is circuit specific. The GBW expression in (44.10) is also
constrained by a minimum gain-bandwidth requirement (GBWmin).

Upper and lower bounds are imposed on device dimensions; i.e.,
Lmin ≤ L ≤ Lmax and Wmin ≤ W ≤ Wmax. The final design problem formulation
comprises five optimization variables, two equalities and six inequalities in
monomial, and one inequality in posynomial and another inequality in inverse
posynomial.

44.5 Result Interpretation

The device parameters used here are augmented from an LTspice level-12 model
for 0.35 μm CMOS process at 300 K. Specifications and the constraints for the
design example are listed in Table 44.1. The problem is modelled and implemented
on MATLAB using GGPLAB toolbox [5] and the envisaged optimum values are
summarized in Table 44.2. We have opted for a two-tier verification strategy to
assess our approximated design approach:

44.5.1 Observed Improvements

Optimal values obtained from our method are compared with the approach pre-
sented by Hershenson et al. [10]. The fundamental difference between the two
methods is that while Hershenson et al. method is valid for strong inversion only,
our approach holds good for all three regions of inversion.
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Using the fundamentals of Sect. 44.3, it can be inferred from the value of
inversion coefficient in Table 44.2 that the NMOS device used in our circuit
operates in moderate inversion. Comparison between the optimal values obtained
from the two design approaches is summarized in Table 44.3. It can be clearly
distinguished from Fig. 44.3 that our design approach significantly reduces the
power consumption of the amplifier circuit under consideration.

Table 44.1 Design
constraints and specifications Constraint Specification

Device length 0.35 µm ≤ L ≤ 3.5 µm

Device width 1.0 µm ≤ W ≤ 10.0 µm

Supply voltage 3.3 V

Load capacitance 2 pF

Oxide thickness 7.575 nm

DC voltage gain ≥20 dB

Gain-bandwidth ≥10 MHz

Power Minimize

Table 44.2 Optimal solution
for design example Parameter Optimal value

Device length 0.35 µm

Device width 10 µm

Load resistance 208.01 kΩ

Drain current 6.1009 µA

Transconductance efficiency 20.5976 s/A

Inversion coefficient 2.1682

DC voltage gain 27.7199 dB

Gain-bandwidth 10 MHz

Power 20.133 µW

Table 44.3 Comparison of
design approaches Parameter Our

method
Hershenson’s
method

Device length (µm) 0.35 1.0995

Device width (µm) 10 3.1853

Resistance (kΩ) 208.01 144.44

Current (µA) 6.1009 12.566

Gain (dB) 27.7199 24.2959

Gain-bandwidth
(MHz)

10 10

Power (µW) 20.133 41.469
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44.5.2 Verification Through Higher Fidelity Approach

We consider the estimated device dimension and resistance from the all-inversion
region model-based orthogonal-convex optimization method to construct a com-
mon-source amplifier using a more sophisticated LTspice level-12 model for
0.35 μm process. To verify the coherence between the design approaches, we set an
input-bias such that the drain current obtained from SPICE operating point analysis
complies with the optimal drain current value in Table 44.2. An abridged operating
point analysis, as illustrated in Fig. 44.4, is presented in this regard. In this context,
the transconductance efficiency (gm/ID) versus input voltage (VIN) graph is plotted
in Fig. 44.5 and the DC voltage gain (AV) versus frequency graph is plotted in
Fig. 44.6.

Table 44.4 compares the key performance measures achieved by the proposed
method with those acquired from the SPICE simulation data. Observed deviations
between the two results are due to the approximations made in our design by
ignoring some of the parasitic effects to ensure modelling compatibility. Yet, the
performance measures predicted by our method are in proximal agreement with that
of the higher fidelity SPICE simulations.

Fig. 44.3 Power
consumption versus input
voltage

Fig. 44.4 Operating point
analysis
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Finally, Table 44.5 collates the percentage error arising in the key performance
metrics of our approach alongside the method proposed by Hershenson et al., when
tallied with LTspice level-12 and level-8 model based simulations respectively. It is
evident from the results that our approach makes reasonably better predictions of
the circuit behaviour compared to that of Hershenson’s method.

Fig. 44.5 Transconductance
efficiency versus input voltage

Fig. 44.6 Gain versus
frequency

Table 44.4 Comparison of
correctness Performance specification Our data SPICE

data

Transconductance efficiency (s/A) 20.5976 17.99

Gain (dB) 27.7199 27.0874

Gain-bandwidth (MHz) 10 10.327
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44.6 Inference

The semi-empirical approach we propose here exploits the effectiveness of
orthogonal-convex optimization and the flexibility of all-inversion region MOS
model to pertain efficient and reliable globally optimal solutions to CMOS analog
integrated circuit design problems with little human oversight. This amalgamated
optimization strategy can be applied to demanding optimization problems as well.

Perhaps the only source of limitation is the type of constraints and specifications
that can be handled. Hence, there is always room for incorporating higher precision
modelling strategies. Since our method is valid for all three regions of MOS
inversion, it offers greater flexibility in terms of the device operating regime and is
certainly a higher fidelity approach over the existing alternatives.
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Chapter 45
Thermal Modeling of III-V WBG-Based
p-i-n Switch

Abhijit Kundu, Maitreyi Ray Kanjilal, Payel Biswas and G.C. Nandy

Abstract Breakdown voltage and power dissipation of a semiconductor device
determine the range of voltage, frequency and temperature over which it can
operate keeping in track its electrical and optical characteristics. The power dissi-
pation of p-i-n diode has been studied using thermal modelling with heat sink. The
electrical properties of the switch are determined by its internal resistance and
depend on geometrical structure of the device. This type of switch can control the
high power from ku band through millimetre wave frequency in the verity of switch
configuration such as single-pole single-throw switch (SPST), single-pole double-
throw switch (SPDT) and single-pole multi-throw switch (SPMT). It offers high
breakdown voltage for which it enables to operate at high temperature and becomes
capable to handle the high power.

Keywords GaN � 3C-SiC � p-i-n diode � Effective diffusion length � Stored
charge � Intrinsic impedance � Heat sink
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45.1 Introduction

The characteristics as well as application of p-i-n device are determined by its
intrinsic region width which is sandwiched between two oppositely doped regions
and also depend on minority carrier diffusion length. The size of p-i-n diode can be
made very small compared to wavelength at high frequency. This type of p-i-n
diode is more reliable to control high power and high temperature for its inherent
electric properties. It can be used as switch in a multidirectional path without any
distortion of the signal [1, 2].

In a switch the power dissipation is an important factor when it is used at high
voltage, high frequency and high temperature regions. Thus semiconductor devices
like p-i-n diode are applicable at high voltage and high frequency. The precaution
should be taken to control the increase of temperature within the device especially
at the junction. The p-i-n device is used as switch or inferred detector in the high
frequency region therefore high power dissipation may occur for which temperature
is increased and as a result the performance of diode can be damaged. Hence
temperature analysis is essential for high power operation from which one can
understand the operation temperature limit. It has been observed that the p-i-n diode
is capable to handle high power in the presence of good heat sink and this has been
developed in the present work (Fig. 45.1).

In the present work wide band gap III-V material GaN is considered as the base
material of the p-i-n switch. The results have been compared with reference to
another WBG IV-IV material-based p-i-n diode.

Fig. 45.1 Symmetric
structure of p-i-n diode with
heat sink
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45.2 Theory

The p-i-n diode can operate in two modes ‘On state’ and ‘Off state’ depending on the
frequency range and the device is considered as forward bias in the ‘On state’ and as
reverse bias in the ‘Off state’. With increase of forward bias current (I0) more charge
is injected in the i-region which offers the low series impedance of the diode [3, 4]
and the injected charge in i-region (Q = I0τ) also depends on carrier life time (τ).

The resistance of the switch is

RT ¼ Ri þ 2Rj ð45:1Þ

The intrinsic resistance of p-i-n diode depends on width (W) of the i-region and
the carrier diffusion length (L) in this region and also on forward bias current (I0).
The intrinsic resistance (Ri) is expressed as

Ri ¼ kT=qI0

� �
W=L

� �
tanh W=2L

� �
ð45:2Þ

The width of the i-region can be extracted approximately by the expression of
depletion region width of p-n junction [3]. The carrier diffusion length is an
important parameter which controls the electrical properties. The diffusion length
can be expressed as [2]

L ¼ ffiffiffiffiffiffiffiffiffiffi
Deffs

p ð45:3Þ

The junction resistance (Rj) varies with frequency and it can be written as

Rj fð Þ ¼ kT=qI0

� �
b tanh W=2L

� �
cos /� h=2ð Þ ð45:4Þ

The internal resistance plays a crucial role for power dissipation within the
device. In p-i-n switch the power dissipation is mainly controlled by the junction
temperature [3, 5, 6]. The analysis on power dissipation and operation range can be
done for both the continuous power (CW) and pulse power (PW) systems. At
ambient temperature (Ta) for a given power dissipation (Pd), the junction temper-
ature (Tj) can be expressed as

Tj ¼ Ta þ hjPd ð45:5Þ

Power dissipation as a function of available power Pav, series resistance Rs and a
characteristic impedance Z0 of p-i-n diode is given by

Pd ¼ 4RTZ0
ðZ0 þ 2RTÞ2

ð45:6Þ
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It is required to study the thermal impedance for p-i-n switch for its useful
application. The thermal impedance of heat flow can be determined by the con-
ductivity of the medium (K), the cross-sectional area of heat sink (A) and the length
of heat flow path (x). It can be written as

hj ¼
Zx

0

dx
KA

ð45:7Þ

The heat capacity of the switch also depends on specific heat (Cp) and the heat
density (ρ) of WBG semiconductor. Considering the volume of the switch as V it
can be expressed as

Hc ¼ CpqV ð45:8Þ

The p-i-n switch requires high breakdown voltage to handle high power at high
frequency [7]. The WBG semiconductor offers high breakdown voltage which can
be written as

Vb ¼
ZW

0

EðzÞdz ð45:9Þ

where electric field E(z) is constant and z represents the width of i-region. So it can
be written as

Vb ¼ E �W ð45:10Þ

Using Gauss law

r � E ¼ q=e ð45:11Þ

where all the notations are same. The electric field in the i-region of p-i-n switch can
be determined by the charge which is distributed by ionized donors (Ni) in the
i-region then [8, 9]

EðzÞ ¼ zNiq=e ð45:12Þ

45.3 Result and Analysis

The resistance of the switch has been estimated at 1 mA forward bias current. The
analysis of resistance at higher frequency of two different compound semiconductors
has been shown in Fig. 45.2. GaN is wider bandgap material compared to 3C-SiC
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and offers better application at higher frequency. Again it has been observed that
GaN has high breakdown voltage than 3C-SiC at same width of the i-region as
shown in Fig. 45.3.

Heat is generated by the dissipation of power at the junction of the p-i-n diode. It
absorbs the small amount of power and the junction temperature increases. Analysis
of power under PW and CW system is performed by thermal imaging of p-i-n
switch with thermal analysis software. In each case GaN shows less thermal power
dissipation than 3C-SiC (Fig. 45.4), GaN is preferred for p-i-n switch in the high
voltage and high frequency range. Figures 45.5 and 45.6 show the steady state
thermal image of p-i-n switch under high power condition. The flow of heat occurs

Fig. 45.2 Total resistance of
p-i-n diode at 1 mA forward
current

Fig. 45.3 Breakdown voltage
for GaN and 3C-SiC p-i-n
diode
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Fig. 45.4 Power dissipation for GaN and 3C-SiC p-i-n diode

Fig. 45.5 The thermal image of GaN-based p-i-n switch operating

Fig. 45.6 Mesh formation for heat diffusion in the device
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within the device presenting a mesh structure and where the p-i-n switch is mounted
on Cu substrate. It can be observed that mesh should be in such a way that n
number of nodes and elements are present through the thickness of each portion of
switch geometry.
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Chapter 46
Electrical Characteristics of MESFET
Using GaAs, InP and GaN as Substrates

Puspak Pain, Dipayan Purakait, Nilanjan Chatterjee
and Maitreyi Ray Kanjilal

Abstract The theoretical analysis of electrical properties of MESFETs has been
carried out with different materials of narrow as well as wide energy bandgap III–V
binary compound semiconductors. The gate-to-source capacitance (Cgs) and
transconductance (gm) have been studied as a function of gate-to-source voltage
(Vgs). It is revealed that wide bandgap semiconductor is best suited at high fre-
quency because it has lower capacitance. The transconductance also depends on
temperature and decreases with temperature. This is because of the increasing
scattering phenomenon within the channel. The wide bandgap semiconductors offer
higher transconductance which enables them to be used as high-speed switch. The
aim of this work is to improve the understanding of MESFET device performances
based on different III–V binary compound materials and also to find out the most
suitable material combination for MESFET.

Keywords MESFET � Transfer characteristics � Gate-to-source capacitance �
Transconductance � Wide bandgap semiconductor
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46.1 Introduction

Metal Semiconductor Field Effect Transistor (MESFET) becomes an emerging
device applicable both at low- and high-frequency regime. It attains high value of
carrier mobility with high transconductance and transit frequency [1]. The funda-
mental approach is to evaluate a comparative study on the different electrical
parameters such as transconductance (gm) and capacitance–voltage characteristics
exhibited by III–V binary compound semiconductors GaAs, InP and also wide
bandgap GaN MESFETs. Device dimensions and material properties both affect the
output resistance [1, 2]. Again the magnitude of the device output conductance is
directly proportional to device gate width and inversely with gate length, hence
short gate length typically results in lower output resistance. The output resistance
can also be reduced by increasing channel doping concentrations (ND), or the
device epi-thickness (a) [2]. The transconductance (gm), transit time delay τ, and
output resistance Rds can be calculated from the controlled drain–source current, Ids.
The transconductance, one of the most important indicators of device quality for
microwave applications is defined in terms of the slope of the Ids * Vgs charac-
teristics with constant drain–source voltage [3, 4].

On the other hand, the circuit model can be divided into two parts: extrinsic and
intrinsic parameters. The intrinsic parameters characterize the active region under
the gate and are functions of biasing conditions, whereas at least to first-order
approximation the extrinsic parameters depend on technological parameters. Cds is
the drain–source capacitance dominated by geometric capacitance and is often
treated as a constant. Cgs and Cgd are the channel capacitances, which in general are
nonlinear [2] elements for their strong dependence on Vgs and Vds.

46.2 Theory

A schematic cross-sectional view of the equivalent circuit of MESFET [3] models
showing physical origin of each element is illustrated in Fig. 46.1.

As charge is redistributed with changing gate–source and gate–drain voltages,
various electrical parameters can be calculated from capacitance–voltage
characteristics.

46.2.1 Drain Characteristics

The drain current for different values of gate-to-source voltage can be given by the
following equations, for the linear region it can be expressed as [2]:
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Id Vds;Vgs
� � ¼ Kn

3Vds

Vbi � Vp
� 2

ðVds � Vgs þ VbtÞ3=2
ðVbi � VpÞ3=2

� ðVbi � VgsÞ3=2
ðVbi � VpÞ3=2

( )" #

ð46:1Þ

The n-channel MESFET with a homogeneously doped channel region is in the
linear regime for Vds ≤ Vgs − Vp, and it is in the saturated regime, for Vds > Vgs − Vp,
and the drain current Id for the saturation region is expressed by [2]:

Id Vds;Vgs
� � ¼ Kn 1� 3

ðVbi � VgsÞ
ðVbi � VpÞ þ 2

ðVbi � VgsÞ3=2
ðVbi � VpÞ3=2

( )" #
ð46:2Þ

where,

Kn ¼ q2N2
Dlna

3WG

6esLG

a thickness of the channel
Vbi built-in potential
Vp pinch-off voltage

ND the doping concentration is assumed to be constant throughout the channel
and the other parameters are as usual.

Fig. 46.1 Equivalent circuit of MESFET
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46.2.2 Transfer Characteristics

The transfer characteristics can also be given by the following empirical relation-
ship [2]:

Id ¼ NDvsat;nWGa 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vbi � Vgs

Vbi � Vp

s !
ð46:3Þ

where vsat,n = drift saturation velocity of electrons (Fig. 46.2).

46.2.3 Capacitance–Voltage Characteristics

The extent and dimensions of the depletion region beneath the gate of the MESFET
are determined by the bias applied to the device terminals, because in a MESFET
only one region of depletion charge is shared between gate–source and gate–drain
capacitances. The gate–source capacitance is defined as

Cgs ¼
dQg

dVgs
Vgd¼constant

�� ð46:4Þ

Cgd ¼
dQg

dVgd
Vgs¼constant
�� ð46:5Þ

The definitions expressed by Eqs. (46.4, 46.5) are not the only possible defi-
nitions applied to the MESFET capacitance. Under typical operating conditions, the
MESFET source terminal is grounded with negative bias to the gate and positive
bias to the drain. Therefore, the gate–source and drain–source DC bias voltages
also control the capacitance and the capacitance is increasing monotonically with

Fig. 46.2 Simple small-signal equivalent circuit of MESFET
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gate–source voltage from pinch-off towards zero bias. For this reason, the gate–
source capacitance is often defined as

Cgs0 ¼
dQg

dVgs
Vds¼constantj ð46:6Þ

Equations (46.4) and (46.6) are not equivalent, but slightly different quantities
with a minor distinction. It can be significant if calculations are based on a phys-
ically based model in which the depletion charge is defined by a mathematical
expression [1, 2].

The capacitance for different gate-to-source voltage is given by the following
equation [2]:

Cgs ¼ qNDWGLGa

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðVbi � VpÞ � ðVbi � VgsÞ

p ð46:7Þ

46.2.4 Transconductance

Transconductance (also known as mutual conductance, gm) is defined as the ratio of
the current change at the output port to the voltage change at the input port.

gm ¼ DIout
DVin

ð46:8Þ

The transconductance of MESFET for different gate-to-source voltages is given
by the following equation [2]:

gm ¼ qNDvsat;nWGa

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vbi � Vp
� �� Vbi � Vgs

� �q ð46:9Þ

At a particular bias point transconductance depends on the slope of the tangent
line of the transfer characteristic curve of the FET, at that point, while all other
characteristics are equal, a device with high transconductance will provide greater
gains and become superior in high-frequency performance.

In practice, device technology advances that have allowed the production of
shorter gate length devices have also required higher doping densities in the channel
for optimum scaling. While shorter gate lengths produce smaller Cgs values, higher
doping densities result in higher capacitance. These two trends have tended to
cancel each other, resulting in a gate–source capacitance to gate width ratio,
(Cgs/w) for microwave devices that has remained nearly constant at a value near to
1 pF/mm [2, 5–7].
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46.3 Results and Analyses

The results based on a generalized simulation analysis are discussed here to eval-
uate the electronic property such as transconductance (gm), variation of gate-to-
source capacitance (Cgs) with gate-to-source voltage (Vgs).

A comparative study of electrical characteristics of a n-channel MESFET with a
homogeneously doped channel region using GaAs, InP and GaN as potential
substrate has been illustrated in terms of Vgs and temperature (T) with the inves-
tigation of drain, transfer, capacitance–voltage characteristics. Various parameters
used for the simulations are mentioned in Table 46.1 [7–9].

Figures 46.3, 46.4 and 46.5 show the different characteristics of MESFET using
different substrate materials of Gr. III–V. The results of the variation of

Table 46.1 Parameter values of different materials

Material properties with (symbol) (unit) Comparison of different
Semiconductors

GaAs InP GaN

Electron mobility (µn) (m
2/V-s) 0.85 0.54 0.125

Hole mobility (µP) (m
2/V-s) 0.04 0.02 0.085

Bandgap energy (Eg) (eV) 1.42 1.35 3.44

Saturated carrier drift velocity (Vs) (║ to c-axis) (105 ms−1) 1.2 2.5 2.2

Critical electric breakdown field (EC) (10
7 V/m) 4.0 5.0 20.0

Thermal conductivity (K) (Wm−1 K−1) 46.0 69.0 225.0

Relative dielectric constant (€r) 13.1 12.5 8.9

Fig. 46.3 Capacitance–voltage characteristics for MESFETs
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transconductance (gm) over a range of gate-to-source voltage, and temperature are
shown in Figs. 46.4 and 46.5, respectively, with ND = 1017/cm3. Here gate-to-
source voltage Vgs is varied from −1.5 to 0 V, for a temperature range of 300–
500 K, with a constant drain to source voltage Vds.

All the characteristics show the similar nature as expected. The high current
carrying capability of the wide bandgap materials has been established in the
analysis. It is interesting to observe that among the three substrate materials of Gr.
III–V, InP having the highest gate-to-source capacitance (Cgs) in comparison with

Fig. 46.4 Transconductance (gm) versus gate-to-source voltage (Vgs) characteristics for MESFETs

Fig. 46.5 Variation of transconductance (gm) with temperature (T)
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GaAs and GaN. The intrinsic parameters include Cgs, characterize the active region
under the gate and are functions of biasing conditions. Hence more the reverse bias
of gate-to-source voltage (Vgs) lesser will be the value of gate-to-source capacitance
(Cgs). Here different drift saturation velocities are considered for different substrate
materials as mentioned in Table 46.1.

The comparative analysis of capacitance–voltage characteristics on MESFET is
shown in Fig. 46.3 using different substrates from Eqs. (46.6, 46.7) and it is
revealed that the gate-to-source capacitance (Cgs) is increasing stridently with
higher saturation drift velocity, mobility and permittivity (εs) of the substrate
material used. It is evident that the influence of higher terminal gate-to-source
capacitance (Cgs) leads to higher drain current over a range of gate-to-source
voltage (Vgs). The variation of transconductance with Vgs and temperature for the
materials GaAs, InP and GaN have been shown in Figs. 46.4 and 46.5, respectively.
Among the different materials used in this analysis, it has been revealed that the
wider bandgap material GaN exemplify lower dependence on gm with increasing
Vgs, whereas the slope of the curve using InP as substrate is maximum. For potential
substrate GaN, transconductance (gm) increases more than that of GaAs. It is clear
from the representation that for InP, the transconductance of MESFET increases
more rapidly than that of GaN and GaAs.

The performance of MESFET is influenced by its operating temperature sig-
nificantly. In order to achieve the most favourable application of MESFETs with
different substrate material, it is necessary to get temperature effects on it.

Figure 46.5 realizes the performance simulation of MESFETs under varied
temperatures using different materials as substrate. The higher rate of degradation of
transconductance for InP MESFET than in GaN and GaAs is observed with the
increase in temperature. In GaAs mobility is high (0.85 m2/V-s) due to the less
phonon scattering which in turn produces higher drain current compared to InP,
GaN structure counterparts. Moreover, maximum transconductance for MESFET
devices with variation in Vgs and temperature occurs when Indium Phosphide (InP)
is used as a substrate. The value of Cgs is proportional to both gate length and gate
width. Furthermore, the extent and dimensions of the region of depletion charge
beneath the gate of the MESFET are determined by the bias applied to the device
terminals. It is used to demonstrate the impact of transconductance and gate-to-
source capacitance with the variation of Vgs and temperature on the small-signal
voltage gain.

46.4 Conclusion

The core factor differentiating the results for different semiconductor-based MES-
FETs is the material as well as gate-to-source capacitance having its chief con-
cerning aspect in the performance of MESFETs at high frequency. The utmost
steepness in variation of transconductance in InP among the III–V semiconductor
materials corresponds to the most suitable potential substrate related to the voltage
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gain. To increase the high-frequency characteristics of MESFETs, the reduction of
gate–source capacitance is desirable to produce optimal gain. The GaN followed by
the GaAs can offer reduced gate–source capacitance comparable to the InP with
moderate gain and efficiency. Comparison between the different semiconductor
materials used as substrates with the simulated data at different bias voltages,
temperatures and their influences on gain, efficiency and overall device performance
are presented to optimize the scaling, design and fabrication technique of
MESFETs.
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Chapter 47
Design and Simulation of Two-Stage
Low-Power CMOS Op-amp in Nanometre
Range

Soumen Pal and Pinky Ghosh

Abstract This paper presents a novel design procedure of two-stage CMOS
op-amp with robust bias circuit for low-power application. The aim of the design
methodology in this paper is to propose straightforward yet accurate equations for
the design of CMOS op-amp in nanometre dimension. The method handles a wide
variety of specifications and constraints. The SPICE simulation results of designed
op-amp provide expected characteristics for given specification.

Keywords Two-stage op-amp � CMOS op-amp � Low-power op-amp � Op-amp
in nm scale

47.1 Introduction

An operational amplifier (op-amp) is a direct-coupled high-gain electronic voltage
amplifier with a differential input and, usually, a single-ended output. An op-amp
produces an output potential that is typically hundreds or thousands times larger
than the potential difference between its input terminals. Operational amplifiers had
their origins in analog computers, where they were used to do mathematical
operations in many linear, non-linear and frequency-dependent circuits. Charac-
teristics of a circuit using an op-amp are set by external components with little
dependence on temperature changes or manufacturing variations in the op-amp
itself, which makes op-amps popular building blocks for circuit design. Op-amps
are the most widely used electronic device today, being used in a vast array of
consumer, industrial and scientific devices.
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Operational amplifiers (Op-amps) are basic building blocks of a wide range of
analog and mixed signal systems. Op-amp is a versatile device that can be used to
amplify DC as well as AC input signals and was originally designed for performing
mathematical operations. It was found that the application of negative feedback
around a high-gain DC amplifier would produce a circuit with a precise gain
characteristic that depended only on the feedback used. By proper selection of the
feedback components, operational amplifier circuits could be used to add, subtract,
integrate and differentiate. As new generations of CMOS technology tend to have
shorter transistor channel length and scaled-down supply voltage, the design of op-
amps stays a challenge for designers. The designing of op-amps puts new chal-
lenges in low-power applications with reduced channel length devices. In some
applications, the gain and or the output swings provided by cascade op-amps are
not adequate. In such cases, we resort to “two stage” op-amps, with the first stage
providing a high gain and also better noise and offset performance; the second stage
provides the conversion of differential to single-ended output and large output
swing. In contrast to cascade op-amps, a two-stage configuration isolates the gain
and swing requirements as well to provide more gain and large output swing. The
two-stage op-amp is also one of the most popular configurations because of its
simple structure and robustness. The design of an op-amp involves two distinct
activities. The first part includes creating basic structure of the op-amp, i.e. the
diagram that describes the interconnections of all transistors used to construct
required basic blocks of op-amp such as differential transconductance amplifier,
bias circuit, compensation circuit and buffer circuit. The second activity is the
selection of proper DC currents and sizing of transistors. Finally the design of
compensation circuit may be modified in order to achieve close loop stability as op-
amp uses negative feedback in many applications [1, 2].

In designing an op-amp, numerous electrical characteristics, such as supply
voltages, DC gain, load capacitance, unity gain frequency, phase margin, slew rate,
input common mode range and output swing, all have to be taken into consider-
ation. Op-amps are designed to be operated with negative feedback connection; so
frequency compensation is necessary for closed loop stability. So the designing of
an op-amp that satisfies all the electrical specifications requires a good compen-
sation strategy and design technique [3].

47.2 Design Steps of Two-Stage Op-amp

A design step for two-stage op-amp (Fig. 47.1) can be constructed as follows [3].

Step 1: Cc ¼ 0:22CL

Step 2: ID5 ¼ CcSR
Step 3: ID7 ¼ SR Cc þ CLð Þ
Step 4: W=Lð Þ6¼ 2SR CcþCLð Þ

lpCox VDD�VoutðmaxÞð Þ2
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Step 5: W=Lð Þ1;2¼ x2
uCc

lnCoxSR

Step 6: W=Lð Þ5;8¼ 2SRCc

lnCox Vin maxð Þ�Vss�Vtn�SR=xuð Þ2
Step 7: W=Lð Þ7¼ CcþCL

Cc

� �
W=Lð Þ5;8

Step 8: W=Lð Þ3;4¼ W=Lð Þ6
2 W=Lð Þ7 W=Lð Þ5;8

Step 9: W=Lð Þ12¼ W=Lð Þ6
W=Lð Þ7 W=Lð Þ8

Step 10: W=Lð Þ14¼ 4 W=Lð Þ8
Step 11: W=Lð Þ9¼ Cc

CcþCL

� �
W=Lð Þ6

Step 12: RB ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2lnCox W=Lð Þ8SRCc

p
Step 13: W=Lð Þ12¼ W=Lð Þ10¼ W=Lð Þ11¼ W=Lð Þ13

where,
Cc Compensation capacitor.
xu Unity gain frequency of the op-amp.
SR Slew rate of the op-amp.
CL Load capacitance of the op-amp.
ID5 Drain current of 5th transistor in Fig. 47.1.
ID7 Drain current of 7th transistor Fig. 47.1.
lp Mobility of PMOS.
ln Mobility of NMOS.
Cox Oxide capacitance per unit area.
Vss Negative supply voltage.
VDD Positive supply voltage.

Fig. 47.1 Circuit diagram of two-stage CMOS op-amp designed in tanner tools
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VoutðmaxÞ Maximum output swing.
Vin maxð Þ Maximum common mode range.
RB Bias resistance.
W=Lð Þi Aspect ratio of ith transistor.

47.3 Design Specification of Two-Stage Op-amp

The following Table 47.1 represents given specification for the op-amp which has
been designed as shown in (Fig. 47.1) and Table 47.2 represents design parameters
which have been calculated using the design steps as described in Sect. 47.2.

47.4 Simulation Results

For the given specifications of op-amp as shown in Table 47.1 and using the design
steps as mentioned in Sect. 47.2, the design parameters of op-amp as shown in
Table 47.2 has been calculated and a two-stage CMOS op-amp (Fig. 47.1) with a

Table 47.1 Specification of
CMOS op-amp Electrical parameters Expected values

Supply voltage ±1.8 V

Load capacitance 10 pF

Unity gain frequency 5 MHz

Slew rate ±5 V/µs

Input common mode range ±0.7 V

Output swing ±1.5 V

Table 47.2 Design
parameters of op-amp as
shown in Fig. 47.1

Parameters Value Unit

Cc 1 pF

RB 22 kΩ

(W/L)1,2 360/180 nm/nm

(W/L)3,4 540/180 nm/nm

(W/L)5,8 180/360 nm/nm

(W/L)6 5760/180 nm/nm

(W/L)7 540/180 nm/nm

(W/L)9 1080/180 nm/nm

(W/L)10–13 1080/180 nm/nm

(W/L)14 360/180 nm/nm
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robust bias circuit has been designed and simulated using TANNER TOOL ver-
sion-13. The T-SPICE simulation results are discussed as follows.

We can get (Fig. 47.2), when op-amp is operated in inverting mode and non-
inverting terminal is grounded, i.e. 0 V and variable DC voltage is applied in
inverting terminal.

We can get (Fig. 47.3), when op-amp is operated in non-inverting mode, a
variable DC voltage is applied in non-inverting terminal.

For open loop configuration of op-amp it will work as comparator and voltage
gain of op-amp will be very high. A sinusoidal voltage is applied in non-inverting
input of the op-amp. Then, Fig. 47.4 shows the transient analysis.

Fig. 47.2 Voltage transfer curve of designed op-amp in inverting mode

Fig. 47.3 Voltage transfer curve of designed op-amp in non-inverting mode
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Figure 47.5 show the transient analysis when a sinusoidal voltage is applied in
inverting input of the op-amp.

Figure 47.6 shows the frequency response of designed op-amp. From this graph,
−3 dB bandwidth can be measured which is 6.6 MHz.

Figure 47.7 shows the input common mode range of designed op-amp. From this
graph that can be measured which is −1.6 to +1.7.

Figure 47.8 shows the output swing of designed op-amp. From this graph that
can be measured which is −1.58 to 1.78.

Fig. 47.4 Transient response of designed op-amp in non-inverting mode

Fig. 47.5 Transient response of designed op-amp in inverting mode
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Fig. 47.6 Frequency response of designed op-amp

Fig. 47.7 Input common mode range of designed op-amp
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47.5 Conclusion

In this work, the design procedure for two-stage low-power CMOS op-amp has
been presented. The simulation result confirms that the design procedure is suitable
for low-power CMOS op-amp design in nm range. The results are compared with
given specifications with the help of table and graph. The simulation results agree
with theoretical prediction.

47.6 Scope for Future Work

In this work, 180 nm technology has been used. Further reduction in MOSFET
channel length might be necessary to ensure more integration. It should also be
pointed out that power supply rejection ratio, offset voltage and contribution of
noise might be considered in order to calculate more accurate design parameters.
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Chapter 48
TOAD-Based All-Optical Reversible
New Multiplexer

Ashis Kumar Mandal, Supriti Samanta and Goutam Kumar Maity

Abstract Recently the reversible logic has formed as an unconventional form of
computing. It is relatively new in the area of extensive applications in low power
CMOS, quantum computing, DNA computing, digital signal processing (DSP),
nanotechnology, communication, computer graphics, etc. Here we present a new
reversible multiplexer circuit with the help of all-optical Toffoli gate in all-optical
domain and also in this paper we have explained their principle of operations and
used a theoretical model to fulfil this task, finally supporting through numerical
simulation. In the field of ultrafast all-optical signal processing Terahertz Optical
Asymmetric Demultiplexer (TOAD) has an important function. The different log-
ical (realization of Boolean function) functions can be executed by this multiplexer
in the domain of reversible logic-based information processing.
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48.1 Introduction

All-optical switching—the switching of one beam of light by another—is an
essential operation for transparent fibre optic networks and for all forms of optical
information processing [1–4]. To overcome the electronic bottlenecks and fully
exploit the advantages of optical fibre communication, it is necessary to move
towards networks where the transmitted data would remain exclusively in the
optical domain without optical-electrical-optical (OEO) conversions [5]. In con-
ventional computers, majority of the computation operations are irreversible, i.e.
once a logic block generates the output bits based on certain input combinations, the
later bits are lost. A gate is reversible if the gate’s inputs and outputs have a one-to-
one correspondence, i.e. there is a distinct output assignment for each distinct input
combination. Therefore, a reversible gate’s inputs can be uniquely determined from
its outputs. Reversible logic gates must have an equal number of inputs and outputs.
Then the output rows of the truth table of a reversible gate can be obtained by
permutation of the input rows. Reversible logic circuits have been emerged as a
promising technology in the field of information processing. Irreversible compu-
tation results in energy dissipation due to data loss [6]. On the other hand, the
reversible logic circuits offer an alternative form that allows computation with
arbitrary small energy dissipation [7].

48.2 Operational Principle of TOAD-Based Optical Switch

TOAD-based gate has taken an important role in optical communication and
information processing [8–10]. Sokoloff et al. [9] demonstrated a TOAD capable of
demultiplexing data at 50 Gb/s. The TOAD consists of a loop mirror with an
additional intraloop 2 × 2 (ideally 50:50) coupler. The loop contains a control pulse
(CP) and a non-linear element (NLE) that is offset from the loop’s midpoint by a
distance Dx as shown in Fig. 48.1a. A signal with field EinðtÞ at angular frequency
x is split in coupler. It travels in clockwise (cw) and counterclockwise (ccw)
direction through the loop. The electrical field at port-1 and port-2 can be expressed
as follows:

Eout;1ðtÞ ¼ Einðt � tdÞ � e�jxtd � d2 � g
cw
ðt � tdÞ � k2 � g

ccw
ðt � tdÞ

h i
ð48:1Þ

Eout;2ðtÞ ¼ jdkEinðt � tdÞ � e�jxtd � g
cw
ðt � tdÞ þ g

ccw
ðt � tdÞ

h i
ð48:2Þ

where td is pulse round trip time within the loop as shown in the Fig. 48.1.
Coupling ratios k and d indicate the cross and through coupling, respectively.
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The cw signal be amplified by the complex field gain. g
cw
ðtÞ, while ccw by g

ccw
ðtÞ.

The output power at port-1 can be expressed as,

Pout;1ðtÞ ¼ Pinðt � tdÞ
4

� GcwðtÞ þ GccwðtÞ � 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
GcwðtÞ � GccwðtÞ

p
� cos Duð Þ

n o

¼ Pinðt � tdÞ
4

� SWðtÞ ð48:3Þ

where, SWðtÞ is the transfer function. The phase difference between cw and ccw
pulse is defined by Du ¼ ðucw � uccwÞ. The symbols GcwðtÞ;GccwðtÞ indicate the
respective power gains. Power gain is related with the field gain as G ¼ g2 and

Du ¼ � a
2 � ln Gcw

Gccw

� �

Fig. 48.1 a TOAD-based optical switch. b Schematic diagram of TOAD-based optical switch.
c Simulation result: (a) output pulse (Pout, 1 and Pout, 2) in presence of control pulse, i.e. CP = 1
(b) output pulse (Pout, 1 and Pout, 2) in absence of control pulse, i.e. CP = 0 (c) incoming signal
pulse
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Now we will calculate the power at port-2

Pout;2ðtÞ ¼ 1
2
Eout;2ðtÞ � E�

out;2ðtÞ

¼ d2k2 � Pinðt � tdÞ � g2cwðt � tdÞ � 1þ g2ccwðt � tdÞ
g2cwðt � tdÞ þ 2 � gccwðt � tdÞ

gcwðt � tdÞ
�

� cos½ucwðt � tdÞ � uccwðt � tdÞ�g

¼ d2k2 � Pinðt � tdÞ � Gcw � 1þ Gccw

Gcw
þ 2 �

ffiffiffiffiffiffiffiffiffiffi
Gccw

Gcw

r
� cos Du½ �

� �

¼ d2k2 � Pinðt � tdÞ � Gcw þ Gccw þ 2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gccw � Gcw

p
� cos Du½ �

n o

ð48:4Þ

For ideal 50:50 coupler, d2 ¼ k2 ¼ 1=2. In the absence of a control signal, data
signal (incoming signal) enters the fibre loop, passes through the SOA at different
times as they counter-propagate around the loop, experiences the same unsaturated
amplifier gain G0 and recombines at the input coupler, i.e. Gccw ¼ Gcw. This leads
to Du ¼ 0. So expression for Pout;1ðtÞ ¼ 0 and Pout;2ðtÞ ¼ G0 � Pin. It shows that
data are reflected back towards the source. When a control pulse is injected into the
loop, it saturates the SOA and changes its index of refraction. As a result, the two
counter-propagated data signals will experience a differential gain saturation pro-
files, i.e. Gccw 6¼ Gcw. Therefore, when they recombine at the input coupler, the data
will exit from the output port-1. For this case, the mathematical forms of two output

powers can be expressed as, Pout;1ðtÞ ¼ Pinðt�tdÞ
4 � SWðtÞ and Pout;2ðtÞ � 0. Result of

numerical simulation with Matlab7.0 has been shown in Fig. 48.1c. In this simu-
lation linewidth enhancement factor of SOA (α) was taken 9.5 and the ratio
Gccw=Gcw was taken 0.52 (Table 48.1).

48.3 Toad-Based Toffoli Gate (TG)

Figure 48.2b (Schematic diagram) and a (TOAD-based circuit) show the Toffoli
gate which is a 3 * 3 gate. It has the mapping inputs (A, B, C) to outputs P = A,
Q = B and R = AB ⊕ C. A Toffoli gate can be implemented using three

Table 48.1 Truth table of TOAD

Incoming signal Control signal Output port-1 Output port-2

0 0 0 0

0 1 0 0

1 0 0 1

1 1 1 0
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TOAD-based all-optical switches, two Beam Combiners and four Beam Splitters in
all-optical reversible computing. As the Toffoli gate can be implemented using
three TOAD-based optical switches the optical cost of this gate is considered as 3
and the delay of the optical Toffoli gate is considered as 2D as two out of three
TOAD switches work in parallel. Table 48.2 truth table of TG.

48.4 Reversible Logic Gate (RLG)-Based Multiplexer
(MUX)

Using reversible only two TGs we can make all-optical 2:1 multiplexer (Fig. 48.3).
Here ‘X’ is the control input, by which we can select the input ‘Y’ or ‘Z’ to the
output ‘O’. The basic operation of 2:1 multiplexer can be expressed as: O = {Y if
X = 0 and Z if X = 1}, where Y, Z {0,1}. The truth table of 2:1 multiplexer is shown
in Table 48.2. The logical equation of the output is 0 ¼ ðY:X þ Z:XÞ. Case I: When
X = ‘0’, i.e. no light is given to this input port ‘X’ then 0 ¼ ðY:0þ Z:0Þ ¼ Y .

Fig. 48.2 a TOAD-based TG. b Schematic diagram

Table 48.2 Truth table of
Toffoli gate A B C P Q R

0 0 0 0 0 0

0 0 1 0 0 1

0 1 0 0 1 0

0 1 1 0 1 1

1 0 0 1 0 0

1 0 1 1 0 1

1 1 0 1 1 1

1 1 1 1 1 0
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Hence the circuit copies the input ‘Y’ to the output ‘O’. Case II: When X = 1, i.e.
constant pulsed light is given to this input port ‘X’ then 0 = (Y:1þ Z:1) = Z. Hence
the circuit copies the input ‘Z’ to the output ‘O’ (Table 48.3).

48.5 Application of MUX as Universal Gate

Table 48.4 Universal application of 2-to-1 MUX.

48.6 Crossover Switch

Figure 48.4a shows the block diagram of a 2 × 2 crossover switch.

Fig. 48.3 TOAD-based new
MUX circuit

Table 48.3 Truth table of
MUX Inputs Output

X Y Z O Remarks

0 0 0 0 O = Y
0 0 1 0

0 1 0 1

0 1 1 1

1 0 0 0 O = Z
1 0 1 1

1 1 0 0

1 1 1 1
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When the control input C is ‘0’ then Y1 = X1 and Y2 = X2 and for C = 1, Y1 = X2

and Y2 = X1.
Therefore, we may write,

Y1 ¼ X1Cþ X2C and

Y2 ¼ X2Cþ X1C

These two equations can be realized using two 2-to-1 MUX as shown Fig. 48.4b.

48.7 Simulation and Result

The simulation is done by Matlab-7.
[vertical axis in dBm(power), horizontal axis in ps(time scale)] (Figs. 48.5 and

48.6).

Table 48.4 Universal
application Inputs Output

Z Y X O Boolean function

1 B A A + B OR

B 0 A AB AND

0 1 A A NOT

0 B A (A + B) NOR

B 1 A AB NAND

B B A A ⊕ B EX-OR

B B A A ⊙ B EX-NOR

Fig. 48.4 a Block diagram of a 2 × 2 crossover switch. (b) MUX-based crossover switch
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Fig. 48.5 a Input ‘Z’. b Input ‘Y’. c Input ‘X’. d Output ‘O’

Fig. 48.6 a Output ‘Y1’ and ‘Y2’ when control input, C = 0. b Output ‘Y1’ and ‘Y2’ when control
input, C = 1

440 A.K. Mandal et al.



48.8 Conclusion and Discussion

In this paper, the all-optical scheme of reversible multiplexer is proposed and
explained. Simulation result verifies the functionality of those designed gates with
verified reversibility. This is important that the above explanations are based on
simple model. The theoretical models developed and the results obtained numeri-
cally are useful for future all-optical reversible logic computing system. Different
logic operations in reversible system can easily be performed with this reversible
multiplexer. The major constraints in reversible logic are to minimize the number of
reversible gates used and garbage outputs produced. The output, which is not used
for further computations, is known as garbage output. Future work would con-
centrate on realization of various Boolean expressions and arithmetic operations
using MUX.
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Chapter 49
Implementation of High Performance
Vedic Multiplier and Design of DSP
Operations Using Vedic Sutra

Supriyo Srimani, Diptendu Kumar Kundu, Saradindu Panda
and B. Maji

Abstract Digital signal processing (DSP) operations are very important part of
engineering as well as medical discipline. Designing of DSP operations have many
approaches. For the designing of DSP operations, multiplication plays a important
role to perform signal processing operations such as convolution and correlation.
The aim of this paper is to design a multiplier circuit based on Vedic sutras and
method for DSP operations based on ancient Vedic mathematics is contemplated. In
this paper, we have given the design up to multipliers based on Vedic multiplication
sutra ‘Urdhva-Tiryakbhyam’ the design of 4 × 4 has been sketched in DSCH2 and
all the outputs have been given. The layout of those circuits has also been generated
by Microwind. The internal circuit diagram of all the blocks has been explained.
The noise power have been calculated by T-Spice-13 in 45 nm Technology. This
algorithm is implemented in MATLAB and also compared with the inbuilt func-
tions in MATLAB.
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49.1 Introduction

A multiplier is one of the key hardware blocks in most of the digital signal pro-
cessor systems. Multiplication is an operation of scaling one number by another
multiplication operation such as convolution, Discreet Fourier Transform, Fast
Fourier transform, etc. Design of all digital signal processing (DSP) operations with
the help of high-speed Vedic multiplier which increases the efficiency of system
and reduces the processing time [1]. The Sanskrit word ‘Veda’ means ‘knowledge’.
The Vedas consist of a huge number of documents called ‘Ganita sutras’ (the name
‘Ganita’ means mathematics), were devoted to mathematical knowledge. Sri
Bharati Krishna Tirtha Maharaja introduce Vedic Mathematics is based on 16 sutras
dealing with mathematics related to arithmetic, algebra and geometry [2].

In this paper, we have designed a multiplier based on Vedic Sutra. The first
section describes the basic circuits of designing a multiplier in minimal transistor
i.e. AND gate, Half Adder, Full Adder. In the next section, we have discussed about
the Vedic sutra both in decimal and binary. On the basis of that we have imple-
mented the circuit of 4 × 4 Vedic Multiplier. All the waveforms corresponding each
circuit are given separately. Noise, Power, Delay and Area have also been calcu-
lated and given in the result analysis section. Then this algorithm is implemented in
MATLAB and comparison is done with the conventional functions present in the
MATLAB.

49.2 Circuit Techniques

Urdhva-Tiryakbhyam sutra is a general multiplication formula applicable to all
cases of multiplication [3]. It literally means ‘vertically and crosswise’. The main
advantage of utilizing this algorithm in comparison with the existing multiplication
techniques is the fact that it utilized only logical AND operation, half address, full
address to complete the operation. Also the partial products required for multipli-
cation are generated in parallel and a priori to the actual addition, thus saving as lot
of processing time.

The Urdhva Tiryakbhyam sutra is applicable for decimal system as well as for
binary system. For implementing this algorithm, we expressed the numbers in a
different way. Such as 4 × 2 = 8 = 08 and 9 × 3 = 27 = 27. Let us consider two
examples to describe the algorithm. In the first example Fig. 49.1a, No carry are
generated from the previous stage, i.e. 0 carry has been generated from the previous
stage. But for the second example, for each step there is a previous carry and the
carry is added to the next stage and so on. Finally we get the result [4].

In case of binary Fig. 49.1b, the representation is slightly deferent such as
1 × 1 = 1 = 01 and (1 × 1) + (1 × 1) + (1 × 1) + (1 × 1) = 1 + 1 + 1 + 1 = 100 = 100

let us take as example to describe the binary multiplication.
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Here the binary addition is done by half address and full address and we know
any adding operator results a sum and a carry. From the representation of the
number, we can easily found the relation that the representation in nothing but
CarrySum.

Now we have designed 4 × 4 Vedic multiplier using the Vedic Sutra. Let us see
the algorithm first for that we have considered two numbers as usual A (1111) and
B (1111) Fig. 49.2.

Now the result comes like 011011100111001. For the final result, here we used
two arrows: One-sided arrow shows the final result and both-sided arrow shows the
intermediate stage and we have numbered each step using Alphabets. And for
marking addition, we have used the +sign; Fig. 49.3 shows the complete steps for
addition and result.

Fig. 49.1 a Sutra for decimal numbers. b Sutra for binary numbers

Fig. 49.2 Steps regarding 4 × 4 multiplication

Fig. 49.3 Final steps regarding 4 × 4 Vedic multiplication
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49.3 DSP Operations

49.3.1 Linear Convolution

Let us consider two input sequence x(n) = [x(0), x(1), …, x(L - 1)] and h(n) = [h(0),
h(1), …, h(M + 1)]. The convolution of the length-L input X with the order-M filter
h will output the sequence Y(n). Then the Direct form of Convolution

yðnÞ ¼
XminðM;nÞ

m¼maxð0;n�Lþ1Þ
hðmÞxðn� mÞ

n = 0, 1,…,L + M − 1. For two 6-point input sequence x(n) = [x(0), x(1), x(2), x(3)]
and h(n) = [h(0), h(1), h(2), h(3)]. The technique of linear convolution using the
Urdhava-Triyagbhyam sutras of Vedic mathematics. The convolved outputs
sequences are given by the equation show below.

y 0ð Þ ¼ xð0Þh 0ð Þ
y 1ð Þ ¼ xð0Þhð1Þ þ xð1Þh 0ð Þ
y 2ð Þ ¼ xð0Þhð2Þ þ xð1Þhð1Þ þ xð2Þh 0ð Þ
y 3ð Þ ¼ xð0Þhð3Þ þ xð1Þhð2Þ þ xð2Þh 1ð Þ þ xð3Þh 0ð Þ
y 4ð Þ ¼ xð1Þhð3Þ þ xð3Þhð1Þ þ xð2Þh 2ð Þ
y 5ð Þ ¼ xð3Þhð2Þ þ xð2Þh 3ð Þ
y 6ð Þ ¼ xð3Þh 3ð Þ

49.3.2 Circular Convolution

Circular Convolution perform the following steps are done.

1. The middle term of the output of convolution is first marked. The output term
y(3) is circled.

2. Before the middle term output sequence y(0), y(1), y(2) consist array which is at
the left side of array and after the middle term output sequence y(4), y(5), y(6)
consist array which is right side of array.

3. Put up the circled middle term is fixed, and MSB bit of the left-side array and
the right-side of array will be added. Similarly, all the bit position in the right
side array will be added with successively left side bit array position.
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The convolved outputs sequences are given by the equation show below.

v 0ð Þ ¼ y 0ð Þ þ y 4ð Þ
v 1ð Þ ¼ y 1ð Þ þ y 5ð Þ
v 2ð Þ ¼ y 2ð Þ þ y 6ð Þ
v 3ð Þ ¼ y 3ð Þ

49.4 Results

The circuit that does the multiplication function is given in Fig. 49.4. The process
has been implemented in circuit and the output has been soon via glowing of LED
also the layout has been drawn and the output of layout is also given in Fig. 49.5.

Multiplier name Vedic multiplier

Transistor count 139

Noise 30 µV

Power 9.2 × 10−5 W

Delay 0.060 ns

Area 5.01 mm2

Fig. 49.4 Circuit implementation of 4 × 4 Vedic multiplier
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49.5 Conclusion

We design a high-speed multiplier following the algorithm of Urdhva Tiryakbhyam
sutra of Vedic mathematics and using less number of transistors of the basic block
of the multiplier we designed the circuits, for reducing the power and increase the
speed. A fast computation of DSP operations of two finite length sequence
implemented based on Urdhava-Triyagbhyam method of Vedic mathematics, which
reduces the processing time as compare to inbuilt function of Matlab Fig. 49.6.
In future, the fast Fourier Transform and filter operation is designed with the help of
Vedic Urdhva Tiryakbhyam method.
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Fig. 49.5 Output of the layout of 4 × 4 Vedic multiplier

Comparison of Time in 10-4 sec

Function in Matlab        Vedic Algorithm
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2.3
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Fig. 49.6 Comparison of DSP application
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Chapter 50
Does Music Affect HRV Impulse?
A Time Domain Study

Anilesh Dey, Anwesha Banerjee, D.K. Bhattacharya
and D.N. Tibarewala

Abstract The two-dimensional (2D) Poincaré plot of HRV signal reflects the effect
of different external stimuli on ANS. The classification is generally done by fitting
an ‘ellipse’ on the dense region of the constructed Poincaré plot of HRV signal.
However, 2D Poincaré plot sometimes fails to describe the proper behaviour of the
system. One such example is 2D Poincaré plot of HRV signal in pre-music and on-
music condition. In fact, 2D Poincaré plots in pre and on-music condition look
almost similar for few subjects. So a proper classification tool is sought for. In this
article, an improved technique called ‘3D Poincaré plot with proper delay’ has been
applied to properly distinguish the pre-music and on-music state of some normal
healthy subjects.

Keywords Average mutual information � Ellipse fit � Ellipsoid fit � HRV signal �
2D Poincaré plot � 3D Poincaré plot
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50.1 Introduction

Nowadays, stress and anxiety have a large negative impact on our society and most
of our diseases originate from psychosomatic disorder. Therefore reduction of stress
is necessary for the well-being of our society. Since music has a direct connection
with human feeling and mood, it can be used for the reduction of stress of human
being. An essential question that may arise at this point is how does music affect
human physiological condition and what are the important parameters needed to
classify the pattern? During the last two decades, the effect of different types of
music to promote relaxation has been studied throughout the globe [1, 2]. The
primary focus of those researches was to relate to the subjective responses of the
subject, such as pleasure and changes in mood [3] rather than objective physio-
logical responses. However, the results regarding the effect of music were found to
be very much conflicting and confusing in relating to the exact circumstances and
variables that affect the body’s response to music, such as the type of music [4] and
the subject’s involvement in the music [3]. In some literature, it was found that
music decreases the sympathetic nervous system (SNS) and increases the para-
sympathetic nervous system (PNS) activity as measured by heart rate (HR), blood
pressure (BP) and heart rate variability (HRV), indicating physiological relaxation
[3], while in some other literature it was found that music increases SNS activity
and it also increases the HR in subjects who listened to some preferred music after
exercise [1]. In fact, it was also found that two other factors—respiratory rhythm
[1, 5] and gender [1]—affect the human physiological response to music.

HRV [6–9] is a popular non-invasive tool to assess different heart conditions.
Due to its non-invasive character, HRV has become an attractive tool for use in the
study of human physiological response to different stimuli [10, 11]. HRV is the
variation of time between two consecutive heartbeats. It is a useful tool to know the
overall cardiac health and the status of the autonomic nervous system (ANS). There
are two branches of the ANS—the sympathetic and the parasympathetic. The
sympathetic branch increases HR and the parasympathetic branch decreases it.
Thus, at any instant, the observed HRV is an indicator of the dynamic interaction
and balance between these two nervous systems. In the resting condition, both the
sympathetic and parasympathetic systems are active with parasympathetic domi-
nance. The balance between them is constantly changing to optimize the effect of all
internal and external stimuli [12].

Although the effects of music on mind are mostly realized in brain through
Central Nervous system (CNS), music also affects the conditions of heart through
the dominance of parasympathetic nerves of ANS. So it is no less important to
study the effect of music through analysis of HRV data extracted from the corre-
sponding ECG signals of the heart in the time domain, when we listen to music. In
this article, for the purpose of analysing the effect of music on HRV signals under
pre-music and on-music states, a very simple method has been proposed which
clearly analyses the effect of music on HRV signals. In fact, traditional 2D Poincaré
plot with proper delay is applied for the analysis of the effect of music on HRV
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signals. But no such distinction between the pre-music and on-music states can be
made visually or even by fitting an ellipse in the cloud region of the Poincaré plot of
HRV signals [11]. Hence, 3D Poincaré plot with proper delay is applied which
gives satisfactory result in this context.

50.2 Method

50.2.1 Acquisition of HRV Data

At first ECG data are collected from different subjects (age between 20 and 30 years
male and female). All subjects are basically students and academicians. The digi-
tized form of ECG data are collected from those subjects and recorded by ‘HRV
data logger’ machine (made by School of BioScience and Engg., Jadavpur
University). All signals are taken at School of BioScience and Engg., Jadavpur
University under normal room temperature and least noisy environment. Signals
have been collected in two stages. In the first stage, ECG are taken at normal
condition from healthy subjects. Then in the second stage, ECG signals are taken
when subjects are listening to music. All signals are taken in 10 min duration. Then
recorded signals are processed by MATLABR2010a software using moving win-
dow integration of a digital filter and converted into HRV signals.

50.2.2 2D Poincaré Plot, Average Mutual Information
and 3D Poincaré Plot

To explore the HRV dynamics on ‘beat-to-beat’ basis, the original idea of 2D
Poincaré plot included a delay/lag of one beat only [13]. Later on, 2D Poincaré plot
with non-unit lag was developed [14]. But there was no specific basis of choosing
this non-unit lag, the choice was purely arbitrary. Possibly, the reason was to get
comparatively better form of 2D Poincaré plot. If, however, proper quantification of
the 2D Poincaré plot is required for the purpose of interpretation of the behaviour of
the data, then the best form of Poincaré plot is to be obtained in any way. For
example, when quantification of 2D Poincaré plot is made [15, 16] by the process of
‘ellipse fit’ then for this ellipse, independent coordinates are to be sought for from
the data itself. Naturally, for quantification by this method, the Poincaré plot itself
should have some form, which should not be of much irregular shape. Hence, there
is a necessity for selecting proper lag for constructing best 2D Poincaré plot. In this
case, the standard methods available for obtaining the proper lag are the method of
minimum autocorrelation, a linear measure and the method of average mutual
information [14, 17].
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Mutual information function can be used to determine the ‘optimal’ value of the
time delay for the state space reconstruction.

Suppose xðtÞf gNt¼1 is given time series. A good choice for the delay s is one that,
given the state of the system xðtÞ, provides maximum new information with the
measurement at xðt þ sÞ.

IðsÞ ¼
XN�s

t¼1

P xðtÞ; xðt þ sÞ½ �log P xðtÞ; xðt þ sÞ½ �
P xðtÞ½ �P xðt þ sÞ½ �
� �

It was suggested in [17] that the value of delay, where IðsÞ reaches its first
minimum is used for the 2D Poincaré reconstruction (Fig. 50.1).

2D Poincaré plot is constructed with the independent coordinates ðxðtÞ; xðt þ sÞÞ
and 3D Poincaré plot is plotted with the independent coordinates ðxðtÞ;
xðt þ sÞ; xðt þ 2sÞÞ.

50.2.3 Quantification of 2D and 3D Poincaré Plots

50.2.3.1 Quantification of 2D Poincaré Plots

Let X jð Þf gNj¼1 be a discrete signal. Let the 2D Poincaré plot be constructed by
subdividing this signal into two groups as xþ; x� with same time delay s, where

xþ ¼ XðjÞj jf gN�s
j¼1 ; x� ¼ XðjÞj jf gNk¼1þs; s ¼ 1; 2; . . .; ðN � 1Þ:

Now this coordinate system is transformed by a two-dimensional rotation with
same angle p

4 with respect to X axis. The transform is given by

Fig. 50.1 I(s) versus s plot
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Thus, a new coordinate system ðxm; xnÞ is formed. Let xm ¼ MeanðxmÞ; xn ¼
MeanðxnÞ and SD1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VarðxmÞ;

p
SD2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VarðxnÞ:

p
Lastly, an ellipse centred at ðxm; xnÞ

with two axes of length SD1, SD2 is taken for quantification of the existing 2D
Poincaré plot.

50.2.3.2 Quantification of 3D Poincaré Plots

Quantification of 3D Poincaré plot is generally done by the method of ‘ellipsoid fit’.
Axes of the ellipsoid stand as a strong indicator of the changing energy dynamics of
HRV. Figure 50.3 shows how an ellipsoid is fitted to the dense region of the phase
space.

Let X jð Þf gNj¼1 be a discrete HRV signal. Let the three-dimensional frequency
delay plot be constructed by subdividing this signal into three groups as xþ; x�; x��

with same time delay s, where

xþ ¼ XðjÞj jf gN�2s
j¼1 ; x� ¼ XðjÞj jf gN�s

k¼1þs;

x�� ¼ XðjÞj jf gNj¼1þ2s; s ¼ 1; 2; . . .; ðN � 1Þ:

Now this coordinate system is transformed by a three-dimensional rotation with
same angle p

4 with respect to X, Y and Z axes. The transform is given by
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Thus, a new coordinate system ðxm; xn; xpÞ is formed. Let and

xm ¼ MeanðxmÞ; xn ¼ MeanðxnÞ; xp ¼ MeanðxpÞ and SD1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VarðxmÞ;

p
SD2 ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

VarðxnÞ
p

; SD3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VarðxpÞ:

p
Lastly, an ellipsoid centred at ðxm; xn; xpÞ with three

axes of length SD1, SD2 and SD3 are taken for quantification of the existing 3D
Poincaré plot.

50.3 Result and Discussion

50.3.1 2D Poincaré Plot with Proper Delay of HRV Signal
in Pre-music and On-Music State

Figure 50.2 shows the 2D Poincaré plot with proper delay of HRV signals in pre-
music and on-music state.

It is observed that both the Poincaré plots are dense in some area with some
outliers. Actually, there is no known canonical way to eliminate these outliers of the
plots except by manual supervision and visual inspection. However, these things
are not at all important here. Rather, it is necessary to focus on the main cluster
because the important, relevant and necessary information in this context is hidden
within the orientation of the main cluster. We have tried to quantify these plots by
fitting an ellipse to their main cluster. So, we have computed the lengths of the
major axis and minor axis in each case and finally taken the ratio of two axes as a
quantifying parameter, which are given in Tables 50.1 and 50.2.

It is observed from Tables 50.1 and 50.2 that the ratio of the axis length SD2/
SD1 decreases most of the subjects except a6 and a2 in on-music state. So it is not
able to quantify all the cases in on-music state. So 2D Poincaré plot with proper
delay is not a proper tool for distinguishing the pre-music and on-music states.

Pre-music state on-music state

Fig. 50.2 2D Poincaré plot with proper delay of HRV signals in pre-music and on-music state
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So we switch from 2D Poincaré plot with proper delay to 3D Poincaré plot with
proper delay. Before this, 3D Poincaré plot with unit delay is attempted but it is not
able to quantify all the cases in on-music state.

50.3.2 Poincaré Plot with Proper Delay of HRV Signal
in Pre-music and On-Music State

From the above figure (Fig. 50.3), it is evident that both the plots are well formed
and dense compared to the previously obtained 2D Poincaré plots in pre-music and
on-music states. So we have tried to quantify these plots by fitting an ellipsoid to
their main cluster. For this purpose, we have computed the lengths of three axes
(SD1, SD2, SD3) and then taken the ratio of SD2/SD1 and SD2/SD3. Finally, the
quantifying parameter is taken as the average of the two aforesaid ratios. This is
given in Tables 50.3 and 50.4.

It is observed from Tables 50.3 and 50.4 that the average value of SD2/SD1 and
SD2/SD3 decreases in all of the cases in on-music state. So 3D Poincaré plot with
proper delay is a proper tool for the purpose of distinction of the pre-music and
on-music sates.

Table 50.1 Quantification
table of 2D Poincaré plot with
proper delay of HRV signals
in pre-music state

Subject SD1 SD2 SD2/SD11

a1 0.445502 0.518924 1.164807

a2 0.14233 0.1527 1.072858

a3 0.180022 0.177443 0.985675

a4 0.563637 0.713092 1.265162

a5 0.23555 0.244572 1.038301

a6 0.181542 0.186061 1.024894

a7 0.274641 0.287152 1.045553

a8 0.154729 0.157943 1.020775

a9 0.207647 0.251096 1.209247

Table 50.2 Quantification
table of 2D Poincaré plot with
proper delay of HRV signals
and on-music state

Subject SD1 SD2 SD2/SD1

a1m 0.182648 0.18935 1.036693

a2m 0.11955 0.129195 1.080674

a3m 0.24773 0.23288 0.940056

a4m 0.134011 0.168468 1.257123

a5m 0.218786 0.209284 0.95657

a6m 0.211619 0.270061 1.276162

a7m 0.241921 0.234208 0.968116

a8m 0.256898 0.252189 0.981669

a9m 0.263063 0.258643 0.9832
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Table 50.3 Quantification table of 3D Poincaré plot with proper delay of HRV signals in pre-
music state

Sub SD1 SD2 SD3 SD2/SD1 (a1) SD2/SD3 (b1) (a1 + b1)/2

a1 0.6398 0.6773 0.4685 1.05861 1.445667 1.2521367

a2 0.1704 0.17 0.1198 0.99791 1.419758 1.2088355

a3 0.2413 0.2346 0.1755 0.97246 1.336872 1.1546641

a4 0.92 0.9141 0.5688 0.99357 1.607158 1.3003659

a5 0.3102 0.3247 0.2422 1.04693 1.340795 1.1938643

a6 0.3406 0.3456 0.2175 1.01488 1.588942 1.3019119

a7 0.3605 0.38 0.2854 1.05405 1.331293 1.1926706

a8 0.2135 0.2083 0.153 0.97556 1.361346 1.1684511

a9 0.3245 0.3228 0.2086 0.99478 1.547641 1.2712123

Table 50.4 Quantification table of 3D Poincaré plot with proper delay of HRV signals in on-
music state

Sub SD1 SD2 SD3 SD2/SD1 (a2) SD2/SD3 (b2) (a2 + b2)/2

a1 m 0.2449 0.2489 0.1844 1.0166 1.349781 1.183189

a2 m 0.1986 0.1969 0.1385 0.99164 1.422129 1.206886

a3 m 0.3458 0.3053 0.2276 0.8828 1.341541 1.112171

a4 m 0.2173 0.2162 0.1352 0.99491 1.598874 1.296893

a5 m 0.2872 0.2778 0.2136 0.96741 1.300821 1.134115

a6 m 0.2413 0.2465 0.1845 1.02136 1.335565 1.17846

a7 m 0.3155 0.3112 0.2393 0.98645 1.30068 1.143565

a8 m 0.3343 0.3349 0.2533 1.00182 1.321874 1.161848

a9 m 0.3343 0.3349 0.2533 1.00182 1.321874 1.161848

Pre-music state on-music state

Fig. 50.3 3D Poincaré plot with proper delay of HRV signals in pre-music and on-music state
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50.4 Conclusion

It is to be noted that the average value of SD2/SD1 and SD2/SD3 of the fitted
ellipsoid reduces in case of on-music state as compared to the corresponding value
of the subjects in the normal condition. The possible reason is the reduction of
stress in the on music states. Thus, it may be inferred that reduction in the average
value of SD2/SD1 and SD2/SD3 of the fitted ellipsoid is a sufficient criteria for
minimization of stress. However, this study is limited to a smaller sample size of
data and so further investigation is required on a larger sample size of data to
substantiate the present work.
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Chapter 51
A Novel Design Approach of Subband
Coder and Decoder of Speech Signal Using
Log Normal Probability Distribution

Sangita Roy and Sheli Sinha Chaudhuri

Abstract In modern speech communication less bandwidth and low data rate is
very essential from portable systems with limited storage capacity. Researchers are
concerned with the tradeoff between bandwidth and SNR (Signal-to-Noise), BER
(Bit Error Rate). Speech signal can be compressed below 64 Kbps taking care of
SNR above 30 dB, and BER below 10−5. Here the authors proposed Log Normal
Distribution in the design of Subband Coder and Decoder of Speech Signal taking
care of the SNR and BER criterion with data rate 9.3316 Kbps.

Keywords Subband � BER � Probability distribution � SNR

51.1 Introduction

Speech is the basic form of human communication. Speech communication is of
immense importance as the speech signal is different from any other sounds. In the
last few decades speech communication has been of great concern due to the fast
growing technologies. The communication channel is probabilistic in nature.
Therefore, measuring parameters are essential to ensure the quality of the speech
signal through the channel. The parameters for good speech signal transmission are
(i) low bit rate, (ii) more than 30 dB SNR and (iii) BER less than 10−5 [1–3].
Speech signals follows some probability density functions (PDF), i.e. Gaussian [4],
Rayleigh [5], Log Normal [6], etc. The authors identified Log Normal distribution
for characterization of speech signal and compared it with tested speech signal
distributions, i.e. standard power spectral density of speech signal, Gaussian
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Distribution [7], Rayleigh Distribution [8]. By employing these PDFs (Probability
Density Functions) communication channels as well as PSD (power spectral den-
sity) of speech signal can be used efficiently. Subband coding (SBC) is a kind of
transform coding. A signal is divided into a number of different frequency bands
and encodes each one independently. It enables data reduction by discarding
information about frequencies which are masked. The result differs from the ori-
ginal signal, but if the discarded information is chosen carefully, the difference will
not be noticeable, or more importantly, objectionable [9–12].

51.2 Literature Survey

The paper—“A low-complexity audio data compression technique using subband
coding (SBC) and a recursively indexed quantizer (RIQ)” compared SBC and RIQ
with conventional coding techniques. The system shows SNR 2–5 dB higher than that
of SNRs of other coders of similar computational complexity of wideband audio
signals [7]. The basic concept of “Frequency Domain Coding of Speech”methods is
to divide the speech into frequency components by a filter bank (subband coding), or
by a suitable transform (transform coding), and then encode them using adaptive
PCM (Pulse CodeModulation). Three basic factors of the design of coders are: (1) the
type of the filter bank or transform, (2) the choice of bit allocation and noise shaping
properties and (3) the control of the step-size of the encoders. Short-time analysis/
synthesis, practical realizations of subband and transform coding are interpreted
within this framework. Spectral estimation, models of speech production, perception
and the “side information” can be most efficiently represented and utilized in the
design of the coder (particularly the adaptive transform coder) to control the dynamic
bit allocation and quantizer step-sizes. Recent developments and examples of the
“Vocoder-driven’’ adaptive transform coder for low bit-rate applications is also
discussed [8]. In digital telecommunication systems different signals are processed
with different sampling rates, leading to significant errors. In “Subband Coding of
Speech Signals Using Decimation and Interpolation’’—a structure of a two-channel
quadrature mirror filter with low pass filter, high pass filter, decimators and interp-
olators, is proposed to perform subband coding of speech signals in the digital
domain. The performance of the proposed structure is compared with the perfor-
mance of delta-modulation encoding systems. The results show that the proposed
structure significantly reduces error and achieves considerable performance
improvement compared to delta-modulation encoding systems [13]. Gaussian Dis-
tribution is well suited for describing the Power Spectral Density of Speech Signal. In
statistical voice activity detection (VAD) Rayleigh Distribution has been used as the
distribution has longer asymmetric tail than Gaussian distribution. MMSEEs
(MinimumMean Square Estimators) for speech enhancement have employed various
PDFs, such as Gaussian Distribution, Log Normal Distributions, etc.
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51.3 Basic Principles of the Proposed System Model [8]

51.3.1 Design Procedure for Subband Coding for Speech
Signal

The Power Spectral Density (PSD) of a voice signal has been considered to be
restricted to 3.5 kHz only, Power Spectral Density to be in watt/Hz or dB
(Fig. 51.1).

In this figure frequency axis is divided into a number of subbands (say 0−f1,
f1–f2, f2–f3, f3–f4, etc.). The frequency band (0–f1) is baseband signal, whereas
(f1–f2), (f2–f3), (f3–f4), etc. are bandpass signals. Each band will be translated into
baseband by multiplying with the lowest frequency component of the said subband.
Here seven subbands have been considered (Fig. 51.2).

Fig. 51.1 PSD of speech
signal

Fig. 51.2 Block diagram of
subband coder

51 A Novel Design Approach of Subband Coder … 465



The transmitter consists of one LPF and six BPFs. All BPFs outputs are mul-
tiplied by the lowest frequency component of those bands at the multiplier block.
Then outputs are PCM and then added by summer. Finally the summed output is
put into channel (Fig. 51.3).

At the receiver signals are decoded by seven decoders. Then each signal is
passed through LPF of cut-off frequency f1, f2–f1, f3–f2, etc. From the second to the
seventh signal outputs are multiplied by their respective lowest frequency com-
ponents and then passed through BPFs of f2–f1, f3–f2, etc. Then the outputs are
summed up to get a replica of the original signal.

51.4 Proposed Method with Log Normal Distribution PSD

Speech Coding follows different probability distributions. Authors have already
worked with Gaussian and Raleigh Distributions [7, 8]. Here, they have chosen Log
Normal Distribution and followed the same procedure as earlier. The results are
shown below.

51.4.1 Mathematical Validation Using MATLAB Simulation

(See Figs. 51.4, 51.5 and 51.6; Tables 51.1 and 51.2)

Fig. 51.3 Block diagram of subband receiver
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Fig. 51.4 Cumulative data
rate versus frequency

Fig. 51.5 SNR versus
frequency

51 A Novel Design Approach of Subband Coder … 467



Fig. 51.6 Probability of bit
error

Table 51.1 Data Rate, SNRmin, BER of Log Normal Distribution

Nature of speech Bit rate (Kbps) SNRmin (dB) Probability of bit error

Log normal distribution 9.3316 61.9169 10−5

Table 51.2 Comparative list of different distribution with their data rates

Sl
no.

Name Data rate
(Kbps)

SNRmin

(dB)
Probability of
bit error

1 Existing data rate [7, 8] 64 49 Below 10−5

2 Staircase approximation [7, 8] 19.5 49 Below 10−5

3 Gaussian distribution [7, 8] 12.0128 56.5828 Below 10−5

4 Gaussian with perception criterion [8,
13–15]

11.0959 48.9566 Below 10−5

5 Gaussian with reduced bit allocation 10.9494 48.9566 Below 10−5

6 Gaussian with more reduced bit
allocation

10.7175 48.9566 Below 10−5

7 Gaussian with more reduced bit
allocation

10.4867 48.9566 Below 10−5

8 The BELL system technical journal,
october 1976 [14]

9.6 – –

9 Rayleigh distribution [8] 9.4875 68.99 Below 10−5

10 Log normal distribution 9.3316 61.9169 Below 10−5
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51.5 Conclusion

It is evident from the above discussion that both subband coding and existing 64
Kbps line have almost negligible probability of bit error but subband offers lowest
data rate bandwidth ever possible. Authors have used different probability distri-
bution for speech coding for validation. Log Normal Distribution shows the least.
Therefore it can be deduced that subbanding generates all the possible significant
footsteps towards data rate as well as bandwidth savings without losing any sig-
nificant information and probability of bit error is also least or may be said neg-
ligible. PCM requires high bandwidth as well as data rate. But PCM and DM have
almost the same SNR up to 30 dB. After 30 dB PCM shows performance-wise
better results than DM. It has been shown by Matlab program. If more subbands are
used, data rate can be reduced more and more accurate approximation of the ori-
ginal voice signal can be reconstructed. Therefore, authors can conclude that
communication engineering will be immensely benefited by using this scheme.
There are a lot more distribution support speech signals. These distributions can be
simulated and results can be found out.
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Chapter 52
Effect of Audio Cue on Electrooculogram-
Based Eye Movement Analysis of Visual
Memory Recall

Anwesha Banerjee, Anilesh Dey, Shreyasi Datta and D.N. Tibarewala

Abstract Context aware ubiquitous computing systems are capable of assisting
people by sensing human cognitive context. In this work, visual memory recall of
human beings is identified by analysing their eye movements. Electrooculogram
signals, potential difference produced in the surrounding region of eye socket for
eye ball movement, are recorded to collect eye movement data. Electrooculogram
signals while viewing ‘repeated’ and ‘non-repeated’ visual stimuli were classified
for ‘with’ and ‘without’ audio cue sections. Adaptive autoregressive parameters,
power spectral density, Hjorth parameters and wavelet coefficients are extracted
from these signals as features. A combined feature space is formed comprising all
four signal features. A maximum accuracy of 88.70 % is obtained on an average
over five participating subjects using SVM-RBF classifier for ‘without audio’ visual
memory recall. From this study, it is evident that this auditory effect leaves an
impact on EOG signal patterns so that to make reduction in the recognition
performance.

Keywords Electrooculogram � Eye movement analysis � Context aware ubiqui-
tous computing systems � Visual memory recall
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In eye-based context aware systems visual memory [1] recall finds an interesting
application. Recognition of cognitive context, that is related to perception, memory
and learning forms the base of context aware ubiquitous computing systems [2].
Cognitive context recognition and analysis has been a challenging issue. In
decoding cognitive activities, brain–computer Interfacing (BCI) [3, 4] techniques
such as electroencephalogram (EEG) [5] magnetic resonance imaging (MRI) and
functional magnetic resonance imaging (fMRI) [6] have been used. For online
application, due to having large computational complexities, such systems are not
much suitable to be used.

Attention, relational memory or learning, the main aspects of cognitive context
recognition, is highly related to a person’s visual behaviour [7, 8]. From literatures,
it is evident that a high degree of information regarding a person’s activities and
context [9–11] is conveyed by eye movements. Hence eye movement analysis can
be used as a tool to recognizing the cognitive context of a person. Visual Memory
recall detecting systems can be used in eye-based cognitive context aware systems
for assisting people with memory stupor in various situations such as recognizing
faces or locations.

Infrared video system (IRVS), infrared oculography (IROG), optical-type eye
tracking system, Purkinje dual-Purkinje-image (DPI) and electrooculography
(EOG) [12] are different techniques to measure eye movements. EOG comprises of
surface electrodes to be placed on skin surrounding the eye socket. Being cost-
effective, easy to acquire, simple to process and work in real time, noninvasive and
also portable, EOG [13] has proved to be a very efficient tool for a eye movement
measurement. Eye movements and the corresponding EOG amplitude maintain a
linear relationship up to a certain degree. Detection and assessment of many dis-
eases [14, 15] as well as eye movement controlled human computer interfaces and
neuro-prosthetic aids [16, 17] are significant applications of EOG signal analysis
include.

The process of visual memory recall has been detected in this present work. It
has been done by classifying EOG signals acquired from a series of experiments by
presenting visual stimulus to discriminate between new visuals and previously seen
visuals. At first, a set of pictures are shown to the subjects and after a period of rest
another set of pictures are shown that contain some new pictures and others
repeated from the previous set. In the second stage, the discrimination was done in
repeated and non-repeated pictures by providing audio cue. EOG signals are
acquired using a two-channel system developed in the laboratory. Four standard
signal features, namely adaptive autoregressive parameters, wavelet coefficients,
power spectral density and Hjorth parameters and support vector machine have
been used for classification. A maximum classification accuracy of 88.70 % has
been obtained using SVM-RBF classifier for a combination of all the features.

The rest of the paper is structured as follows: Section 52.2 explains principles
and the methodology followed in the course of the work. Section 52.3 covers the
experiments and results. Finally in Sect. 52.4, the conclusions are drawn and future
scopes of work are stated. Figure 52.1 depicts the experimental procedure.
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52.1 Methodology

This section describes the process of electrooculogram signal acquisition and
processing to for visual memory recall detection

52.1.1 Electrooculogram

Electrooculogram [12, 13], [16–21] is the standing potential which is detected by
the surface electrodes placed around the eye socket. From the characteristics of
EOG signal, it is known that the frequency range of the signal is 0.1–20 Hz and the
amplitude lies between 100 and 3,500 μv [5]. The data acquisition system is shown
in Fig. 52.2b.

EOG signal is acquired at a sampling frequency of 256 Hz using 5 Ag-AgCl
disposable electrodes, two for the horizontal channel, two for the vertical channel
and one as reference. Electrooculogram data has been acquired in the LabView
2012 platform for processing in the computer using National Instruments 12-bit
ADC.

Stimulus
(Repeated

& 
Non-repeated

Pictures)

EOG signal acquisition
& 

Preprocessing

Feature Extraction
(AAR, Wavelet, 

PSD, Hjorth)

Classification
(SVM-RBF)

Visual Memory 
Recall

With
Audio
Cue

Without
Audio
Cue

Fig. 52.1 Experimental
procedure
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52.1.2 Data Acquisition and Preprocessing

The recording of the EOG signal has been done through a two-channel data
acquisition system [20] developed in the laboratory, using five Ag/AgCl disposable
electrodes at a sampling frequency of 256 Hz. Two electrodes are used for acquiring
horizontal EOG and two for vertical EOG, while one electrode placed on earlobe
acts as the reference as shown in Fig. 52.2 [7].

To eliminate undesirable noise and obtain EOG in the frequency range of 0.1–
15 Hz, the range where maximum information is contained, bandpass filtering has
been implemented using a six-order Elliptical band-pass filter in the band 0.1–
15 Hz.

52.1.3 Feature Extraction and Classification

AAR parameters, power spectral density, Hjorth parameters and wavelet coeffi-
cients have been used as signal features. A combined normalized feature space
comprising of all four signal features is constructed [22].

The feature spaces need to be classified to obtain the distinction between EOGs
corresponding to new pictures and that of old. Hence two-stage binary classification
process is done as there are two classes to be considered: EOG corresponding to
new pictures and that for old pictures, in order to evaluate visual memory recall and
then in which case it was better, i.e. ‘with’ or ‘without’ audio cue. Support vector
machine classifier [23, 24] has been used with radial basis function (RBF) kernel
using the width of the Gaussian as 1.

Fig. 52.2 Data acquisition system showing a placement of electrodes and b acquisition circuit
snapshot
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52.2 Experimental Setup

EOG data is collected from five healthy subjects, three male and two female in the
age group of 25 ± 5 years with their consent. In the first phase, a visual stimulus in
the form of 10 pictures is presented. After 10 min of relaxation, another set of 10
pictures are presented where 5 are completely new and the rest of 5 are selected
randomly from the set of pictures used in the first phase. During this phase, EOG
data is acquired for analysis. The known and the unknown pictures are produced in
a completely random order. During each phase of experiment, the stimulus begins
with 5 s of black screen for relaxation. Each picture is kept for 5 s and another 5 s of
black screen (for relaxation) is kept before the appearance of the next picture. Such
a sample visual cue is shown in Fig. 52.3. After that, in the second stage the
discrimination was done in repeated and non-repeated pictures by providing audio
cue. The pictures used in the experiments include various portraits and are dis-
played using a screen with a projector in a dimly lit room. Data is taken from each
subject for 10 days.

From the acquired EOG data for each subject, over 10 days feature spaces are
constructed and classified to recognize old and new pictures. In each case after
feature extraction, the obtained feature space is normalized with respect to the
respective maximum value. For classification, training and testing instances are
obtained by cross-validation on the obtained feature space consisting of EOG data
of 10 days for each subject.

52.3 Analysis of Audio Effect on Visual Memory Recall

The results of classification in terms of classification accuracy or CA average over
10 subjects for combined feature space for ‘with’ and ‘without’ audio cue is shown
in Table 52.1. It is observed that the use of audio cue increases the performance.
Each of the feature spaces are normalized with respect to its maximum value and
concatenated to form the combined feature spaces. A significant decrease in the

Duration (Seconds)
5 5 5 5 5 5

Start Stop

Fig. 52.3 Sample of visual stimulus
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performance is observed by providing audio cue as shown in Table 52.1. The
highest classification accuracy of 88.70 % is observed without audio cue. From this
study, it is evident that this auditory effect leaves an impact on EOG signal patterns
so that to make reduction in recognition performance.

52.4 Conclusion

The present work is concerned with the recognition of the process of visual memory
recall on the basis of eye movement analysis using electrooculogram signals. EOG
signals are acquired while producing visual stimuli consisting of new pictures and
pictures that were previously shown to them and the data is classified to determine
the distinction between the EOG signals, while visualizing these two classes of
pictures with or without audio cue. AAR parameters, power spectral density, Hjorth
parameters and wavelet coefficients have been used to form a combined signal
feature and classification of the EOG signals is done SVM-RBF with a maximum
accuracy of 88.70 %. Auditory effect significantly reduces the process of visual
recognition.

This work is important with respect to the research in cognitive context-aware-
ness, applicable in ubiquitous computing, using eye movement study. EOG is
simple to acquire and process in real time and very cost-effective thereby justifying
its use. Future works in this direction include the implementation of this scheme in
real-time environment, the use of other features that can provide better results and
also using other bio-signals individually or together with EOG for the same purpose.
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Chapter 53
Segmentation Approach for Iris
Recognition in Less Constrained
Environment

Navjot Kaur and Mamta Juneja

Abstract As demand for security is increasing day by day, the methods for
security are also improving to meet the challenging needs for security. Iris recog-
nition is one of the emerging technologies to be used for security. The most
challenging step in the process of iris recognition is iris localization as accuracy in
iris localization significantly affects further processing of feature extraction and
template matching stages. Traditional algorithms accurately locate iris as iris images
were taken under ideal conditions. But their accuracy is affected when eye images
are taken in unconstrained environment. The proposed algorithm starts with the
extraction of iris even in the presence of specular highlights, eyelids, eyelashes and
pupil. The accuracy for the proposed work has enhanced due to the use of
intuitionistic fuzzy-based clustering for iris segmentation on UBIRIS v2 images.

Keywords Intuitionistic fuzzy � Fuzzy C-mean clustering � Iris recognition and
biometric

53.1 Introduction

In this technological era, the demand for security in every field is in danger and it is
very challenging to deal with this security-related problem. This security-related
problem can be tackled with the help of emerging biometric technologies. The
biometric technologies include finger print recognition, palm vein recognition,
voice recognition, iris recognition and many more [1, 2]. There is a large interest in
improved, authentic, secure and genuine identification methods which are more
useful. The demand in the area of iris recognition is increasing as iris is the most
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unique feature of human body which remains stable throughout life even though the
person ages, his iris pattern remains same. Iris has the highest degrees of freedom
among all the other biometric features [1–3]. Even the iris pattern of both the eyes
of an individual is unique. The probability of getting same iris is one in 1072 which
is very low. Also iris has the highest degrees of freedom having value of 266, which
is greater among all the facial features. Some desirable properties like uniqueness,
stability etc. make iris recognition suitable for highly reliable and accurate human
identification [1, 3]. Iris has a great advantage in mathematics also as its pattern
variability is enormous among different persons. Iris as a recognition system was
introduced in 1987 for the first time [1]. Many researchers like Daugman [2–6],
Bowyer et al. [7] etc. proposed many powerful iris recognition algorithms. Some of
these algorithms need user cooperation and also take care that user is properly
positioned with respect to camera when image is taken. These traditional algorithms
work efficiently with eye images taken under ideal conditions only but they failed to
segment the iris area properly when eye images were taken under non-ideal con-
ditions. For using this technology in real-life scenario, it should work effectively
and efficiently under non-ideal conditions also [8–10].

The proposed algorithm works well for the eye images taken under non-ideal
situations. The main inspiration behind this paper is to propose an algorithm to
handle eye images which are noisy and taken under non-ideal situations. In this,
intuitionistic fuzzy C-mean algorithm is used for segmentation of eye image to
extract iris area accurately. Circular Hough transform is used to detect the inner and
the outer boundaries of the iris. Iris and pupil are assumed to have circular shapes.
Eyelids and eyelashes are also removed efficiently; hence, the accuracy of the
algorithm has greatly enhanced.

53.2 Proposed Scheme

In the proposed algorithm, the most important is the iris area segmentation. Various
steps involved in the proposed scheme are shown in Fig. 53.1 and explained below.

53.2.1 Image Segmentation

Image segmentation is done by using fuzzy C-mean clustering technique [11]. The
concept of Fuzzy set was given in 1965 [12]

S ¼ fðx; ls xð ÞÞjx 2 Xg ð53:1Þ

In Eq. (53.1), μs(x) is the degree of membership and non-membership degree is
given by 1 − μs(x). However for real-life scenarios, there always exist a degree of
hesitation or uncertainty associated with this degree of membership which is not
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Fig. 53.1 Steps of the proposed algorithm
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given in any fuzzy set. Thus the concept of intuitionistic fuzzy set (IFS) was given
to introduce the degree of hesitation [13] which is given as B.

B ¼ fðx; lB xð Þ; vB xð ÞÞ j x 2 Xg ð53:2Þ

where μB(x) is the degree of belongingness and vB(x) is the degree of non-
belongingness.

lB : X ! 0; 1½ �; x 2 X ! lB xð Þ 2 0; 1½ � ð53:3Þ

vB : X ! 0; 1½ �; x 2 X ! vB xð Þ 2 0; 1½ � ð53:4Þ

for all x 2 X ; lB xð Þ þ vB xð Þ � 1 ð53:5Þ

PB xð Þ ¼ 1� lB xð Þ� vB xð Þ ð53:6Þ

where ΠB (x) is hesitation degree of x to B, IFS becomes fuzzy set if

PB xð Þ ¼ 0 ð7Þ

The clustering technique used in our proposed scheme is not a simple fuzzy
C-mean clustering but it is based on intuitionistic logic. Thus we create three
clusters of the image based on the intensity values. These three clusters are shown
in the clustered eye image. After the clustering of the image, segmentation of the
iris area from the eye image becomes easier as it is in one separate cluster. Small
noise is deleted by using morphological operations.

53.2.2 Edge Detection

As we have clustered the image, the iris edge detection becomes easier. The darkest
region in the clustered eye image represents the iris region. Canny edge detector is
applied to the clustered image after removal of noise. Upper and lower thresholds
are adjusted for Canny edge detector so as to make them suitable for noisy eye
images. We have used the higher values for the vertical direction edges than that for
horizontal direction edges as our main interest is in vertical edges only, iris edges.
Scaling factor is reduced to half to reduce image size and consequently to reduce
error. We have applied edge detection to the iris cluster only. Image edge map is
created after Canny edge detection [14]. Binary edge maps of various images are
shown in Fig. 53.2.
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53.2.3 Circular Hough Transform (CHT)

Circular Hough Transform (CHT) is applied after the Canny edge detector to get
circular iris boundaries. As eye images of UBIRIS v2 dataset [15] are taken in non-
ideal conditions, so many types of noise like specular refection, eyelashes, eyelids,
lightening effects etc. are present in the image. This noise needs to be removed to
avoid iris localization errors and further processing and iris matching stages. Cir-
cular Hough transform is very expensive in time so we have reduced its execution
time by following steps:

• Reduce the scaling factor to half to reduce the search time for Hough Transform.
Scaling factor reduces the image size to half and thus reduces edges in the
image.

• Clustering the image reduced the search area for Hough Transform and reduced
edges for Canny edge detector.

• Morphological operators are used to remove small noise blocks from the image
and make it easier for CHT to create circular edges.

Figure 53.3 shows the localization of iris region after the application of circular
Hough transform on the eye images of UBIRIS v2 dataset.

53.2.4 Eyelid, Eyelash and Pupil Removal

For the eye images taken in non-ideal conditions, noise like specular reflections,
pupil, upper and lower eyelids are present. These noisy factors must be removed so
that they do not affect the iris segmentation stage and the whole iris recognition
system.

Fig. 53.2 Binary edge map for iris image
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We proposed a new method for upper eyelids detection, in this we have used the
intensity contrast between the sclera and eyelashes. We mark the eyelashes in the
sclera region as the intensity contrast is high between these two regions. Mark two
points on the sclera region where upper eyelid and eyelash fall on the two ends of
the iris region. Then apply linear Hough transform and draw a horizontal line taking
these two as reference points. Thus in this way, we can easily locate and delete
upper eyelid and eyelash from the iris region.

Localization of lower eyelid is much easier than that of the upper eyelid, as they
obstruct the least part of iris. To localize the lower eyelid, we first apply Canny edge
detector to the lower part of the iris region. Then find a best line fitting the region by
using line Hough transform. If there is no such line in the lowest region, it means no
lower eyelid occlude the iris region.

Pupil removal is done at the last step, because intensity contrast between pupil
and iris is very low for noisy eye images. So to manage this high contrast, image is
first enhanced to make pupil appear properly. Then apply median filtre to reduce
noise from the pupil area and keep edges. Canny edge detector is used to get the
edges and circular Hough transform is used to locate pupil region. Pupil radius is
approximately 1/10 of the iris radius.

53.2.5 Template Matching

We are able to extract the iris region exactly from the eye image. We have suc-
cessfully deleted all the noise present in the eye image and the iris region we get is

Fig. 53.3 Illustration of accurate iris localization a original eye image b iris localization after
application of clustering and circular Hough transform
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free of all such noise like pupil, eyelids and eyelashes. Then this image is
normalized and encoded as a template and stored in the database which is later on
used for iris recognition for individuals. Template matching is done by using
Hamming distance measure (HD), a measure of dissimilarity.

By calculating the HD between two bit patterns, a decision about the exact
match or no match between the templates can be made.

53.2.6 Experimental Results

The implementation was done on the eye images taken from UBIRIS v2 eye image
dataset [15]. The dataset contained images taken under unconstrained conditions.
The accuracy and the average segmentation time for the proposed algorithm and
various previous algorithms are given in Table 53.1.

We assume that pupil and iris have circular boundaries and every circle is best
described by the values of its radius and centre. After application of the proposed
algorithm on UBIRIS v2 images, we get segmented eye images. After segmentation
of iris, we can calculate the accuracy of the segmentation algorithm for the pro-
posed scheme. Table 53.1 gives the accuracy of the proposed segmentation algo-
rithm in comparison with some previous algorithms. Time given in this table is the
time taken by the algorithm to accurately extract the iris region after the removal of
all small noise blocks from the image.

As the results show, the accuracy of the proposed algorithm is better than the
previous algorithms. At the same time, the execution time has also decreased. The
decreased execution time is mainly due to the use of clustering technique as it
reduced the searching time for Hough transform. First, the segmented iris image is
normalized and encoded as a template and stored. To calculate the match and non-
match distributions for the dataset, each iris image is matched for comparison with
all the other iris images of the database. For comparison, Hamming Distance (HD)
is used as a measure of dissimilarity between two iris codes: code A and code B

HD ¼ ðcode A XOR code BÞ \mask A \mask Bk k
mask A \mask Bk k ð53:8Þ

Here mask A and mask B are the two corresponding masks for code A and code
B, respectively. Mask is composed of whether iris area is occluded by any type of

Table 53.1 Comparison of
proposed algorithm with
previous algorithm

Method Accuracy (%) Time (s)

Daugman 95.22 2.73

Wildes 98.68 1.95

S.A. Sahmoud 98.76 1.49

Proposed 98.80 1.36
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noise like eyelashes, eyelids etc. Hence, it affects the achieved results. HD is a
fractional measure of the dissimilarity after removal of noise from the iris area.

Figure 53.4 shows the EER of the iris recognition system when our proposed
algorithm is used. EER is the point where FMR and FNMR are calculated at a

Fig. 53.4 Equal error rate value at equal FMR and FNMR

Fig. 53.5 ROC curve showing relation between FAR and FRR
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single point. The value for EER is very low when proposed algorithm is applied.
This shows that our proposed algorithm accurately isolates noise from the iris
region. EER is low so FMR and FNMR are also low. We also calculated the FAR
and FRR for our system. Figure 53.5 shows ROC showing the relation between
FAR and FRR when our proposed algorithm is used. The value for FRR and FAR
has significantly reduced only because our algorithm handles noise accurately. It is
very good for the accuracy of iris recognition system.

53.3 Conclusion

This paper proposed a new algorithm for iris recognition for images taken in less
constrained environment. These eye images have several types of artifacts like
noise, specular reflections, varying lightening conditions and varying eye to camera
distances. This scheme proposed a new segmentation method based on intuitionistic
fuzzy C-mean algorithm to segment the eye image and extract iris region accu-
rately. Experimental results show the accuracy of the proposed scheme in com-
paratively less time.

The time taken by the proposed scheme had reduced greatly as clustering is
followed by circular Hough transform and thus search time for Hough transform
has reduced and so far the segmentation.
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Chapter 54
NIR Spectrometry-Based Milk Fat
Content Classification Using Bagging
Ensembles

Dwaipayan Chakraborty, Sankhadip Saha and Sayari Ghoshal

Abstract The short-wave near-infrared spectroscopy at 540–910 nm region is
investigated for non-destructive multivariate analysis of fat content for packaged
milk in four categories: Double toned, full cream, standard and toned. Visible near-
infrared spectrometry is used in the discrimination (classification) of milk fat
content while red, green, blue component spectra are recorded for each sample
under each aforesaid category. Features are extracted considering the highest 30
peaks of each spectra—red, green, blue component. Ensembles of classifier based
on bagging strategy is employed here for the classification of samples. Two types of
base classifier used here namely, support vector machine and multi-layer perceptron
network. Result shows that support vector machine supersede multi-layer percep-
tron as individual learner in terms of classification accuracy. Single classifier per-
formance is also compared with their native bagging-based ensemble. It is found
that the bagging-based ensemble of classifier exhibits promising result in improving
the prediction accuracy.
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54.1 Introduction

The composition of milk may vary throughout the year due to regional and seasonal
factors and breed of cow. Most of the dairy manufacturers standardize the levels of
fat and protein in the milk to meet consumers’ conscious expectations of a product
which bears consistent composition and taste throughout the year. One way of
doing this is to add or remove fat. The food standards code allows manufacturers
to add or withdraw milk components to or from milk as long as the total fat level
remains at least 3.2 % and the protein at least 3 %.

In [1], an alternative approach is proposed for total protein classification for
powdered milk using near-infrared reflectance spectrometry (NIRS) and variable
selection methods. Principal component regression (PCR), partial least squares
(PLS) multivariate calibrations and soft independent modelling of class analogy
(SIMCA) are used to predict the total protein. In [2], Adaboost [3] based ensemble
of classifier is employed successfully in classifying different cigarette brands.
Results indicate that in comparison with principal component analysis [3] when
kernel principal component analysis (KPCA) [3] is a applied for feature extraction
from spectrometer data, adaboost classifier gives better accuracy. Short-wave NIR
spectrometry-based classification model using multi-criteria quadratic programming
(MCQP) and support vector machine (SVM) with PCA-based feature extraction
technique is used in [4] for classification of different Thai varieties of orange. The
vital element is the instability of the prediction method. Hence bagging [5] based
predictors incorporate multiple learner by making bootstrap replicates of the
learning set and using these as new learning sets. Majority voting amongst the base
learners outcomes the aggregated result. If perturbing the learning set can cause
considerable changes in the predictor constructed, then bagging can improve
classification accuracy [6].

In our work, we focused on total fat content classification of packaged milk using
NIR spectrometer. Simple technique is used for feature extraction where ensemble of
classifier strategy is adapted for improving the prediction accuracy of our model.

54.2 Theory and Experimental Setup

54.2.1 Chemical Composition and Types of Milk

According to chemical analogy, milk is an emulsion of butterfat globules within a
water-based fluid consisting of dissolved carbohydrates and protein aggregates with
minerals. Hence the solid component of milk can be separated into twomajor classes:
Fat and solid non-fats (SNF). The solid non-fats consist of proteins, carbohydrates,
vitamins, minerals and salts. The different types of milk available in the Indian
market for direct ingestion are almost identical in solid non-fat content, but can be
distinguished on the basis of fat content. Milk varieties that have been considered for
this investigation, with corresponding fat contents, are provided in Table 54.1.
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54.2.2 Near-Infrared Spectrometry

Near-infrared spectrometry [1, 2] is a prominent non-destructive analytical method
which utilizes the absorption characteristics of different materials in the near-
infrared region of the electromagnetic spectrum. In our work, we have used an
inexpensive and portable USB webcamera-based spectrometer. A broad-spectrum
light (usually from a halogen or incandescent lamp) is shone through the sample to
be analysed. Depending on the molecular composition of the sample, some colours
are absorbed more than others. This light then passes through a diffraction grating
which splits it into different colours, which are then measured separately. This is
done by using a webcam which measures each colour and graphs their intensities on
a laptop computer where it is processed further, in order to obtain better results
during classification depicted in Fig. 54.1.

54.2.3 Bagging (Bootstrap Aggregation)

Bagging or bootstrap aggregating is an ensemble-based meta-algorithm used in
machine learning [3]. Proposed by Breiman [5], it improves stability and accuracy
of machine learning algorithms. From the given set of samples, some samples are
chosen randomly with replacement. Then a learning model is trained with the
chosen samples, which is then saved. This method is repeated for a number of

Table 54.1 Varieties of milk used

Milk type Fat content (%) Corresponding class in the dataset

Double toned 1.5 1

Full cream 6.0 2

Standard 3.5 3

Toned 3.0 4

Fig. 54.1 Experimental set-up for data collection
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iterations, as specified by the user. When the test samples are provided to the base
learners, each of them provide a hypothesis, which are then combined and simple
majority voting is used to obtain the final hypothesis for the ensemble. In this work,
we use support vector machines (SVM) [3, 6] as well as scaled gradient conjugate
back-propagation trained multi-layer perceptron (MLP) [3, 7] as the base learning
model during bootstrap aggregation. The algorithm for bagging is given in
Table 54.2.

54.3 Data Processing

The acquired waveform is a plot of corresponding colour intensities at particular
wavelengths. From the experimental observations, we have seen that most of the
peaks and troughs in the waveforms lie in the wavelength range of 540–910 nm.
The rest of the data is either insignificant or noise from the ambient light. So after
procuring the raw data, the waveforms are chopped to only have values in the
mentioned range. The chopped waveforms containing the red, green and blue
component spectra for the different types of milk category are shown in Fig. 54.2.

After this, the red (R), green (G) and blue (B) components of the spectra are
separated. From the respective waveform of each component, a given number of
highest peaks are chosen, and their locations, i.e. the wavelengths at which the
greatest intensities are observed and are also obtained.

It must be noted that the characteristic of a sample depends on both the locations
of the highest peaks in the spectra, as well as the magnitude of the peak. In order to
take both these factors into account, a modified value of the peak locations is
calculated for each component, according to Eq. (54.1).

Table 54.2 Bootstrap aggregation algorithm

Input: 
1. Set of m samples S = {(x1, y1), (x2, y2), … ,(xm,ym)}. 
2. These samples have the class label yi Y = {1, . . . , k}, where i is the 

index of the sample, k is the number of the class.
3. Let T be the total number of iterations.
Training:
4. Do for t = 1, 2,…, T
5. Draw m bootstrap samples from S.
6. Train a new model with the drawn samples.
Output:
7. Provide test samples to the trained models saved in the ensemble.
8. Obtain final hypothesis by simple majority voting.

∈
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Modified value ¼ Peak locationð Þ � Peak Magnitudeð Þ; ð54:1Þ

where peak magnitude is the magnitude of the peak being considered, the peak
location is the wavelength at which it occurs and the modified value is the value
dependent on both the peak location and peak magnitude.

We consider the 30 peaks from each of the red, green and blue component
spectra, which give us a total of 90 modified values for each sample. These 90
values form the feature vector for each sample. The steps for data processing are
shown in Fig. 54.3.

54.4 Experimental Results

After data acquisition and processing, a comprehensive dataset is formed containing
total of 60 samples, taking 15 samples from each class of milk. Each of these
samples are represented by a vector containing 90 features and a class label. From

Fig. 54.2 Spectral waveform for different types of milk

Fig. 54.3 Block diagram of data processing
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the full dataset, 80 % of the samples are randomly selected for training and the
remaining 20 % are used for testing the classification accuracy. The samples are
first used for training of single classifiers, both the support vector machine and the
artificial neural network. Their performance is then checked using the test samples.
Similarly, separate ensembles comprising of the two different types of classifiers are
then trained using bagging method and subsequently tested. The results are pre-
sented in Table 54.3. For single classifier as well as base learners for bagging,
support vector machine with linear kernel and artificial neural network with one
hidden layer and 100 hidden layer neurons is used. The classification accuracy
obtained is the mean accuracy of 20 random runs, in all the cases.

The comparative performance of bagging using both types of base classifiers
with respect to the bagging iterations, i.e. the total number of classifiers in the
ensemble, is presented in Fig. 54.4. We observe that the best performance is

Table 54.3 Performance of single classifier and ensemble on test samples

Single classifier/ensemble SVM accuracy (%) MLP accuracy (%)

Single classifier 58.33 22.0833

Bagging, T = 5 70 65.4167

Bagging, T = 10 71.25 66.25

Bagging, T = 15 69.1667 67.5

Bagging, T = 20 72.0833 70

Bagging, T = 25 70.8333 71.6667

Bagging, T = 30 73.333 73.333

Bagging, T = 35 72.9167 70.833

Bagging, T = 40 71.6667 74.5833

Bagging, T = 45 75.8333 72.9167

Bagging, T = 50 71.6667 73.333

Fig. 54.4 Variation of performance with ensemble size
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achieved by an ensemble consisting of 45 classifiers in case of support vector
machine and 40 classifiers for artificial neural networks. The classification accuracy
has a tendency to increase with a greater ensemble size.

54.5 Conclusion

To the best of our knowledge, this study is the first that combines NIR spectrometer
data and bagging-based machine learning technique for milk fat content classifi-
cation. From the comparative results, it is also noted that the support vector
machine-based bagging ensemble exhibit superior classification performance over
multi-layer perceptron-based bagging classifier. In our case, 15 samples for each
class are taken for experimentation. Obviously, classification accuracy can be
increased when more samples taken. Our work will be extended to the discrimi-
nation of raw and fresh milk from the packaged milk.
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Chapter 55
Performance Improvement of Reversible
Watermarking Using Convolution Coding
and Lifting

Amit Phadikar, Poulami Jana and Goutam K. Maity

Abstract Reversible data embedding has drawn lots of interest recently especially
in the field of protection for cultural heritage and medical image. Being reversible,
the original digital content can be completely restored. This paper proposes Tian’s
algorithm of difference expansion as a reversible watermarking scheme for the
cultural heritage image. Lifting together with convolution coding is used to increase
the detection performance of watermark bits. Experimental results and performance
comparison with other reversible data hiding schemes are presented to demonstrate
the validity of the proposed algorithm.

Keywords Reversible watermarking � Lifting � Convolution coding � Viterbi
decoding

55.1 Introduction

For some critical applications such as the law enforcement, medical and military
imaging system, it is crucial to restore the original image without any distortions.
The watermarking techniques satisfying those requirements are referred to as
‘reversible watermarking’. Reversible watermarking is designed so that it can be
removed completely to restore the original image [1–6]. Considering the age of
reversible watermarking, which is just a decade to count, it has fetched enormous
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attention to researchers. In reversible watermarking, we embed a watermark in a
digital image I, and obtain the watermarked image I′. Before sending it to the
content authenticator, the image I′ might or might not have been tampered by some
intentional or unintentional attack. If the authenticator finds that no tampering is
happened in I′ (i.e. I′ is authentic), the authenticator can remove the watermark from
I′ to restore the original image, which results a new image I″. By the definition of
reversible watermark, the restored image I″ would be exactly the same as the
original image I, pixel by pixel or bit by bit.

This paper proposes Tian’s algorithm [7] of difference expansion as a reversible
watermarking scheme for the cultural heritage image. It is to be noted that Tian’s
algorithm is applied on a spatial domain. So the scheme is fragile in nature.
Whereas, in this work, lifting together with convolution coding is used to increase
the detection performance of watermark bits after common image processing
operations.

The rest of the paper is organized as follows: Sect. 55.2 describes the proposed
scheme. Sections 55.3 and 55.4 present some experimental results and conclusions
along with the scope of the future works, respectively.

55.2 Proposed Scheme

The proposed watermarking scheme, like other watermarking method, consists of
two parts namely watermark encoding and decoding. Block diagram of image
encoding and image decoding is shown in Fig. 55.1.

Fig. 55.1 Block diagram of the proposed scheme: a image encoding; b image decoding

500 A. Phadikar et al.



A. Encoding Process. The encoding process consists of the following steps.

Step 1:Watermark Permutation. A binary image that is chosen as a watermark is
processed using a secret key (K) because the attacker can easily forge a
watermark if he/she has the knowledge of it.
Step 2: Channel Coding of Watermark. The permuted binary watermark image
is then convolution coded before embedding to increase the data transmission
reliability.
Step 3: Image Transformation. 2-level lifting base discrete wavelet transform
(DWT) is performed on the original image. The present scheme used lifting as it
provided integer coefficients after transformation that ultimately results a
complete elimination of watermark bits at decoder as opposed to traditional
DWT.
Step 4:Watermark Bit Embedding. The present scheme uses Tian [7] method for
data embedding due to its simplicity and ease of implementation over other
reversible schemes. In this technique, low–high (LH) and high–low (HL) sub-
bands are used for data embedding to compromise between robustness and data
imperceptibility. If x and y be the coefficients values of lifting, then integer
average (l) and differences (h) are defined as:

l ¼ xþ yð Þ=2b c ð55:1Þ

h ¼ x � y ð55:2Þ

By appending an information bit b to the LSB of the difference h, a new LSB can
be created. The watermarked difference is

h0 ¼ 2hþ b ð55:3Þ

Finally, we compute the new values, based on the new difference value h′ and
the original integer average value.

x0 ¼ lþ h0 þ 1ð Þ=2b c ð55:4Þ

y0 ¼ l � h0=2ð Þ ð55:5Þ

After watermark embedding, inverse lifting is calculated and the watermarked
image is obtained.

B. Decoding Process. The decoding process consists of the following steps.

Step 1: Watermark Bit Extraction and Image Restoration. From the embedded
pair (x′, y′), we can extract the embedded bit and restore the original pair (x, y).
To achieve that goal, again we compute the integer average and difference
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h ¼ h0=2b c ð55:6Þ

b ¼ lsbðh0Þ

or; b ¼ 2h� h0 ð55:7Þ

x ¼ lþ hþ 1ð Þ=2b c ð55:8Þ

y ¼ l � h=2ð Þ ð55:9Þ

After restoration of wavelet coefficients, inverse lifting is calculated and restored
image is obtained.
Step 2: Viterbi Decoding and Reverse Permutation. Extracted watermark bits are
Viterbi decoded and reversely permuted using the same secret key (K).
Step 3: Decoding Reliability for the Extracted Watermark. We calculate the
normalized cross-correlation (NCC) between the original watermark image
(b) and the decoded watermark image (b̂) to quantify the visual quality of the
extracted watermark. The NCC is defined by Eq. (55.10) below.

NCC ¼

P
i

P
j
bijb̂ij

P
i

P
j

bij
� �2 ð55:10Þ

55.3 Experimental Results

The performance of the proposed scheme is evaluated over four test images namely
Lena, Pepper, Baboon and Boat having varied image characteristics. Figure 55.2
shows various test images. All experimentations are conducted in Pentium IV,
2.80 GHz processor, with 512 MB RAM using MATLAB 7. The present study uses

Fig. 55.2 Test host images a Lena, b Boat, c Baboon, d Pepper
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peak signal-to-noise-ratio (PSNR) and mean-structure-similarity-index-measure
(MSSIM) [8] as distortion measure for the watermarked image.

Figure 55.3a shows the watermark image, while Fig. 55.3b–e show the water-
marked images. Figure 55.4a shows the extracted watermark image from all
watermarked image, while Fig. 55.4b–e show the restored images. Table 55.1 show
the PSNR (in dB) and MSSIM values of the restored images. Form Figs. 55.3b–e,
55.4b–e and Table 55.1, it is cleared that images are resorted completely, after
reverse operations. Table 55.2 shows the robustness performance for different image

(P= 38.44, M=0.98) (P=37.69, M=0.98) (P=31.84, M=0.97) (P=39.13, M=0.98 )

(a) (b) (c) (d) (e)

Fig. 55.3 a Watermark image, (b–e): watermarked images, b Lena, c Boat, d Baboon, e Pepper.
(P PSNR (in dB), M MSSIM)

(a) (b) (c) (d) (e)

Fig. 55.4 a Extracted watermark from Fig. 55.3b–e, (b–e) images after reverse operation, b Lena,
c Boat, d Baboon, e Pepper. (P PSNR (in dB), M MSSIM)

Table 55.1 Experimental
results in term of PSNR (dB)
and MSSIM, without image
processing and channel
coding. Inf Infinite

Image Watermarked image Recovered image

PSNR
(dB)

MSSIM PSNR
(dB)

MSSIM

Lena 38.4492 0.9827 Inf 1

Boat 37.6965 0.9824 Inf 1

Baboon 31.8429 0.9730 Inf 1

Pepper 39.1302 0.9850 Inf 1
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processing operations with the channel coding. Table 55.3 lists the robustness
comparison of the proposed scheme with Tian’s [7] technique. It is seen that
robustness is improved with the help of lifting and channel coding.

55.4 Conclusions

In this paper, we have presented a reversible date-embedding technique with the
integration of lifting and channel coding. It is seen that the use of lifting with the
integration of channel coding increases the robustness performance of the proposed
scheme. Future work can be done for further performance improvement of the
proposed scheme using source channel coding.

Table 55.2 Robustness test for different image processing operations with channel coding

Image NCC

Without convolution coding With convolution coding

JPEG 60 0.5666 0.6322

Wiener 0.8844 0.9780

Medfilter (3 × 3) 0.5786 0.6356

Imfilter (3 × 3) 0.8866 0.9736

High pass filter 0.8560 1

Histogram equalization 0.7288 0.7578

Image resize 0.9234 1

Speckle 0.5822 0.6622

Salt and pepper 0.9251 0.9511

Gaussian noise 0.5330 0.6711

Dynamic range change 0.9258 1

JPEG 70 0.5141 0.5956

JPEG 80 0.5727 0.6267

Table 55.3 A JPEG 60, B Wiener, C Medfilter (3 × 3), D Imfilter (3 × 3), E High pass filter,
F Histogram equalization, G Image resize, H Speckle, I Salt and pepper, J Gaussian noise,
K Dynamic range change, L JPEG 70, M JPEG 80

Attacks A B C D E F G H I J K L M

Tian’s [7] 0.56 0.88 0.57 0.88 0.85 0.72 0.92 0.58 0.92 0.53 0.92 0.51 0.57

Proposed 0.63 0.97 0.63 0.97 1 0.75 1 0.66 0.95 0.67 1 0.59 0.62
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Chapter 56
Image Noise Removal Using Principle
of Suprathreshold Stochastic Resonance

Anil K. Pandey, ParamDev Sharma, S.K. Sharma, Kaushik Sarkar,
Akshima Sharma, Rakesh Kumar and C.S. Bal

Abstract In this paper, we have developed an algorithm for noise cleaning based on
the principle of suprathreshold stochastic resonance. Stochastic resonance is the
phenomenon in which the addition of right type and right amount of noise improves
the detection of the signal in the system performance. In suprathreshold stochastic
there are a number of array of detectors, all are subjected to the input signal and the
same noise intensity distribution, then the noise-added signals are threshold, and a
threshold noise added signal from each detectors are averaged to get the output image.
We get the enhanced output when the noise-added input signal are threshold with
respect to mean of the noise-added input signal. This algorithm was implemented on
FreeMat open source software. PET scan of the Jaszack deluxe phantom image is
performed and used as a input noisy image for the validation of the developed
algorithm. The algorithm is successful in removing the noise from the image.

Keywords Suprathreshold stochastic resonance � Medical imaging

56.1 Introduction

The nuclear medicine images are noisy because of the acquisition of a limited
number of photons (Fig. 56.2b). Noise removal is essential to derive accurate
information about the scanned object. The positron emission tomography (PET)
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image quality and standardized uptake value (SUV) calculations are affected by
many factors such as technical errors of equipment, biological factors of the patients
and physical factors of scanning protocols; technical errors like relative calibration
of PET scanner and dose calibrator, intravenous administration of F-18 FDG;
biological factors like blood glucose level, uptake period, patient motion or
breathing. Physical factors like scan acquisition parameters, image reconstruction
parameters, ROI, normalization factors for SUV, etc. [1].

PET scans reconstructed using iterative ordered subset and expectation maxi-
mization (OSEM) algorithm. The choice of reconstruction parameters represents a
compromise between resolution and noise and has a major impact on the perfor-
mance of clinically important tasks such as lesion detection [2]. The improvement
in one parameter is frequently achieved only at the expense of degrading other [3].
There always exists a grey area while reporting the scan where the noise cleaning in
the image or algorithm which can help in differentiating the presence or absence of
the lesion is required.

There is a need to remove the noise from the reconstructed transverse slices. In
nuclear medicine, noise removal from the image by adding noise to the input noisy
image has not been investigated sufficiently. Stochastic resonance is a phenomenon
in a detection process in which the addition of just the right amount and type of
noise improves the performance. Too little or too much noise results in degraded
performance. This concept was first put forward by Benzi et al. to address the
periodicity of ice ages [4]. Since then, the idea of utilizing noise to enhance the
performance of a nonlinear system has been widely investigated and applied to
various scientific fields such as physics, chemistry, biomedical sciences and
financial market system [5–8].

Suprathreshold stochastic resonance is the phenomenon in which random noise
is added to the noisy image and then the images are threshold with respect to mean
pixel intensity value. In this way a number of frames are generated, and then all the
frames are averaged to get the final output image. The output signal has an
enhanced peak where the resonance have occurred.

In this paper, we have applied the concept of suprathreshold stochastic resonance
to remove the noise which is available in the image after image reconstruction using
OSEM in deluxe Jaszack phantom study.

56.2 Materials and Methods

56.2.1 Suprathreshold Stochastic Resonance

Suprathreshold stochastic resonance was first demonstrated in arrays of identical
threshold devices in the year 2000 [9]. A sufficient condition for suprathreshold
stochastic resonance is that the array has more than one threshold device, and all
threshold levels are set to the same value. Stochastic resonance occurs regardless of
whether the input signal is entirely subthreshold or not, and indeed the
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suprathreshold stochastic resonance peak in performance is maximized when
threshold levels are set equal to the signal mean, and diminishes otherwise.

The most studied model is the network shown in Fig. 56.1. It consists of N iden-
tical threshold devices (i.e. single bit quantizers, either zero or one), each operating
on a common signal x subject to independent additive noise. The overall output y is
the sum of the N noisy binary outputs and is an integer between zero and N. The
fidelity with which y can represent x is dependent on the noise distribution, the signal
distribution, the input signal-to-noise-ratio, N, and the threshold level. Performance
depends on the conditional distribution of y given x.

56.2.2 Algorithm

1. Read the input grey images and convert the data into double, say I = f(x, y)
2. Generate the white Gaussian noise with zero mean and a particular variance and

put it into the matrix size equal to the input image.

noise ¼ n x; yð Þ:

3. Add the input image and noise matrix

G x; yð Þ ¼ f x; yð Þ þ n x; yð Þ and storeG x; yð Þ

Fig. 56.1 Typical example of a network in which suprathreshold stochastic resonance can be
observed
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4. Calculate the mean of image G(x, y) and compare each pixel of G(x, y) images
with this mean, if pixel value is less than the mean, then assign zero to the pixel
value, and if it is greater than mean, then assign 255 to the pixel value

5. Repeat the steps 2–4, N number of times, this will generate N number of frames
6. Final output image is equal to sum of N numbers of frames divided by N
7. Calculate the peak signal-to-noise ratio (PSNR) using Eq. (56.1) in the output

image.
8. At the end, display the both input and output images, store the images for the

further analysis.

Then repeat the steps 2–7 for the next noise variance.

PSNR ¼ 10 log10 2552
�
MSE

� � ð56:1Þ

MSE is the mean square error.

56.2.3 Experiment

56.2.3.1 Image Acquisition and Reconstruction

A cylindrical Lucite Deluxe Jaszczak phantom was used for this study. The diameter
of this phantom was 21.6 cm containing two types of inserts: Cold rod inserts having
diameters 4.8, 6.4, 7.9, 9.5, 11.1 and 12.7 mm and cold spheres with diameters 9.5,
12.7, 15.9, 19.1, 25.4, and 31.8 mm. The phantom was filled with water and 2 mci
(74 MBq) of F-18 FDG was added in it. Radioactivity was properly mixed in water
by shaking the phantom carefully. Scan was done on BiographmCT (Siemens
Healthcare) PET/CT scanner with LSO crystal and 64 slices CT. Scan was acquired
in routine whole-body PET/CT protocol. The default reconstruction parameters were
iterations 2, subsets 21, matrix size 200 × 200, zoom 1 and FWHM 2 mm.

56.2.3.2 Algorithm Implementation

The algorithm for noise removal using suprathreshold stochastic resonance was
implemented using FreeMat open source software. FreeMat is an interpreter,
matrix-oriented development environment for engineering and scientific applica-
tions, similar to the commercial package MATLAB. FreeMat provides visualiza-
tion, image manipulation and plotting as well as parallel programming [10]. One
transverse slice corresponding to the cold sphere of the jaszack phantom
(Fig. 56.2a) was taken as input image for processing and exhaustive experimen-
tation. We generated noise matrix with mean zero and noise variance in the steps of
32, 64, 128, 255, 510, 1020, 1275, 3187.5, 3825, 5100, 6375, 12750, 38250,
63750, 127500 and 1275000, respectively. For each noise variance, 5, 10, 20, 50
and 100 frames were generated. We reviewed the output image each time having a
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priori knowledge of the object in mind. The plot of PSNR with respect to the
variance of Gaussian white noise was created.

56.3 Result

56.3.1 Visual Analysis

The phantom has six solid sphere of increasing diameter (Fig. 56.2a). When the
activity is filled in the phantom and given sufficient time for uniform mixing, there
will be no activity inside the solid sphere and will have uniform activity around the
solid sphere. Therefore, no photons will be registered from spheres and in the image
corresponding sphere will appear black and remaining areas will be white. We have
taken input noisy image as inverse image of the phantom (Fig. 56.2b).

It can be seen from the Fig. 56.3c that this algorithm successfully cleans the
noise and all the six spheres are visible in the image with much better contrast than
that of the original image. A typical feature of the stochastic resonance was
observed in which at right amount of noise variance, the output image, resembles
the input image (Fig. 56.3a, e). Then with further increase in noise intensity images
deteriorates significantly (Fig. 56.3f).

56.3.2 Noise Intensity Versus PSNR

Figure 56.4 demonstrates the typical nature of stochastic resonance phenomenon
that is the signal which improves with the addition of noise intensity in increasing

Fig. 56.2 Transverse section of deluxe Jasczak phantom: a showing six solid spheres in
increasing diameters (9.5, 12.7, 15.9, 19.1 and 31.8 mm) from top in clockwise direction.
b Corresponding transverse slice reconstructed using the OSEM reconstruction algorithm
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Fig. 56.3 Showing the effect of noise variance on visual quality. a Input image, b five spheres are
visible with much better contrast, all noise removed only object is visible, noise variance = 255.
c All six spheres are visible but with some noise, noise variance = 1,275. d Noise variance = 6,375,
started resemblance with input image. e Resemblance with input image less noise than input
image. Addition of right amount of noise, the output image resembles with the input image (a, e).
f Noise variance = 1,275,000, significant deterioration
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Fig. 56.4 PSNR increases with increasing variance of the Gaussian white noise, attains peak at a
noise variance equals to 6,375 and then decreases. For each noise variance, the value of PSNR
attain maximum as the number of frames increases (N = 100)
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order and attains a peak and thereafter decreases. We obtained maximum value of
PSNR at noise variance equal to 6,375.

56.4 Discussion

In this study, we have added noise to the input noisy image to clean the noise using
the principle of suprathreshold stochastic resonance. The results demonstrate that it
is possible to clean the noise using the algorithm used in this study. This is a very
basic or preliminary work in which we have optimized the value of right amount of
noise interactively viewing the output image having a priori knowledge about the
object being scanned.

56.4.1 Explanation of the Result

Suprathreshold stochastic resonance occurs when there is a tradeoff between deg-
radation of input image due to random noise and degradation due to deformation by
nonlinearity of the scanner on which the images were acquired.

Each pixel is a signal. Each pixel value is a result of the photons detected by the
PET scanner; therefore, the pixel value is due to the nonlinearities of the scanner
corresponding to sensor location and random noise. In the absence of random noise,
all degradations in the image is due to nonlinearities.

If at each pixel nonlinearity is identical, the overall system’s performance is the
same as single pixel. For intermediate noise levels, the random noise alters the
properties of the nonlinearities, so that each is effectively no longer identical. Since
the multiple devices (i.e. multiple frames generated after adding noise to input noisy
image) operate on a common signal (same input image), they allow essentially a
nonlinear averaging effect to occur. Hence, the performance improves for every
additional device (as the number of frames increases the PSNR value also increa-
ses). The end result is that performance increases with the increasing noise, up to
some optimal noise level. For large noise, while performance still increases with
number of devices, degradation of the signal due to the randomness of the noise
outweighs the effects of the noise of the nonlinearity, and performance only
decreases with increasing noise.

56.4.2 Comparison with Literature

Pandey et al., added Poisson noise and have shown appreciable visual changes in
the output images in the real patients PET images and was validated by the nuclear
medicine physicians. Their algorithm and type of noise added were completely
different from this study [11]. Therefore, comparison cannot be made with their
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study. Jha et al. [12] has worked with the image denoising algorithm using the
principle of stochastic resonance, their input was the synthetic images. Our result is
similar to them; however we have worked with real image data.

56.4.3 Usefulness

Nuclear medicine physician makes diagnosis based on the presence or absence of
photons (counts) and also grade the tumour based on the greylevel information in
the image. Our validated algorithm cleans the noise and improves the contrast in the
image; however, it makes the output image binary [0, 1]. Therefore, this method
might help the nuclear medicine physician in identifying the presence or absence of
disease. Our future task will be to find the effectiveness of this algorithm in
identifying the presence or absence of disease in real patient data.

56.5 Conclusions

The algorithm is successful in removing noise from the PET phantom image.
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Chapter 57
Study the Effect of Parameters Used
in Stochastic Resonance to Enhance
an Image

Mrityunjoy Roy, Partha Sarkar and Kaushik Sarkar

Abstract Enhancement is one of the challenging factors in image processing. The
objective of enhancement is to improve the structural appearance of an image
without any degradation in the input image. The enhancement techniques make the
identification of key features easier by removing noise. One of the methods to
enhance an image is the stochastic resonance (SR). In SR, noise is added randomly
to the image to get back the information of the processed image which has been
distorted. But the parameter choice of SR is too difficult to realize. In our paper we
study the effect of those parameters over an image.

Keywords Stochastic resonance � Image enhancement � Noise

57.1 Introduction

Noise, in general, is unwanted in any domain. Image Enhancement on the other
hand is essential for any image processing task [1–4]. Stochastic resonance (SR) is
one of the techniques where noise is used in positive sense to enhance an image
[5, 6]. Surprisingly, this is somewhat unconventional way to think. Without filtering
the noise, in SR, we have added noise signals to enhance the image [7–9]. Actually,
we want to detect or recover all the information present in an image. We have added
noise in random or stochastic manner. At a certain point the value of the pixels gets
enhanced relatively and the objects get prominent. So a resonance is occurring at
that point. This method is quite relevant to the conception of Dynamic Stochastic
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Resonance [10–12]. In this procedure, the performance of an input signal can be
improved by addition of external noise. But SR would be fruitful if the parameters
tuning is known prior to the processing. Otherwise, it may lead to very inappro-
priate results. The problem is to tune the parameters. We present our paper in the
following way: In Sect. 57.2, we introduce the basics of SR. Our observations are
discussed in Sect. 57.3, followed by the conclusions in Sect. 57.4.

57.2 Dynamic Stochastic Resonance

It was traditionally believed that the presence of noise can only make a system
worse [13]. However, recent studies have convincingly shown that in non-linear
systems, noise can induce more ordered regimes that cause amplification of weak
signals and increase the signal-to-noise ratio [5].

In order to exhibit SR, a system should possess three basic properties: a non-
linearity in terms of threshold, sub-threshold signals like signals with small
amplitude and a source of additive noise [5]. This phenomenon occurs frequently in
bistable systems or in systems with threshold—like behaviour. The general
behaviour of SR mechanism shows that at lower noise intensities the weak signal is
unable to cross the threshold, thus, giving a very low SNR. For large noise
intensities the output is dominated by the noise, also leading to a low SNR. But, for
moderate noise intensities, the noise allows the signal to cross the threshold giving
maximum SNR at some optimum additive noise level.

57.2.1 Mathematical Formulation of Dynamic Stochastic
Resonance for Contrast Enhancement

A classic one-dimensional nonlinear dynamic system that exhibits SR is modelled
with the help of lingering equation of motion [5] in the form of equation

dxðtÞ
dt

¼ dUðxÞ
dx

þ
ffiffiffiffi
D

p
n tð Þ ð57:1Þ

where U(x) is a bistable potential, D is the noise variance and n tð Þ is the noise.

UðxÞ ¼ � a
x2

2
þ b

x2

4
ð57:2Þ

Here, a and b are positive bistable double-well parameters. The double—well
system is stable at xm ¼ � ffiffi

a
b

p
separated by a barrier of height DU ¼ a2

4b when the
n tð Þ is zero. Addition of a periodic input signal B sin xtð Þ½ � to the bistable system
makes it time dependent whose dynamic are governed by Eq. (57.3).
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dxðtÞ
dt

¼ � dUðxÞ
dx

þ B sin xtð Þ ð57:3Þ

where B and ω are the amplitude and frequency of the periodic signal, respectively.
It is assumed that the signal amplitude is small enough so that in the absence of

noise it is sufficient to force a particle of unit mass as shown in the Fig. 57.1 to
move from one well to another. It, therefore, fluctuates around its local stable states.

dxðtÞ
dt

¼ � dUðxÞ
dx

þ
ffiffiffiffi
D

p
n tð Þ þ B sin xtð Þ ð57:4Þ

When a weak periodic force and noise are applied to the unit mass particle in the
bistable potential well, noise driven switching between the potential wells take place
only at some ‘resonant’ value of noise. This noise induced hopping is synchronized
with the average waiting time, between two noise driven inter-well transitions that
satisfies the time—scale matching between signal frequency and the residence times
of the particle in each well. Maximum SNR is achieved when a ¼ 2r20. Thus, SNR
has maximum value at an intrinsic parameter, a, of the dynamic double well system.

Fig. 57.1 Double well
concept of stochastic
resonance
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The other parameter b can be obtained using parameter a. For weak input signal,
condition b ¼ 4a3=27 is required to ensure sub-threshold condition. In the following
Fig. 57.1 the double well conception is schematically explained.

Solving the stochastic differential equation in (57.4) after substituting U(x) from
Eq. (57.2) using the stochastic version of Euler-Maruyama’s iterative discredited
method [5] as follows

xðnþ 1Þ ¼ xðnÞ þ Dt axðnÞ � bx3ðnÞ þ InputðnÞ� � ð57:5Þ

where Input nð Þ ¼ ffiffiffiffi
D

p
n tð Þ þ B sin xtð Þ denotes the sequence of input signal and

noise, with initial condition being x(0) = 0. Here Dt is the sampling time.
Considering the image enhancement scenario, one can experiment by proper

selection of parameters a, b gives the strong signal state or enhanced images. The
objective is to add stochastic fluctuation or noise to the pixel value of the weak
signal state so that the pixel particle is activated, jumps over the detector threshold
and transits to strong signal state or enhanced state.

So, it is evident from the above discussion, that the parameter tuning of ‘a’, ‘b’,
and the sampling time ‘Δt’ are the key of success to deploy SR. In the next section,
we study the effect of these parameters on an image.

a=10 a=30

a=60-90 a=120

Fig. 57.2 Different image quality for the variation of parameter ‘a’ with their histogram
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57.3 Study the Effect of the Parameters of SR

To study the effect of the parameters, we take a grey scale image and observe the
effect of image using histogram. In Fig. 57.2, we vary the parameter ‘a’ from 10 to
120, keeping the value ‘b’ = 50 and ‘Δt’ = 0.0015. It is seen that the image quality is
degraded in terms of contrast as the value is increased. The corresponding histo-
gram is shown in Fig. 57.2.

Next, we take ‘a’ = 0.3 and ‘Δt’ = 0.0015 as constant and vary the parameters ‘b’
ranging from a very low value of 0.002–25. It is quite interesting to see that at very
low value image quality is very poor compared to very high value, e.g., 5–25. So,
there is a dynamic shift of the parameter.

Again, we vary the sampling rate ‘Δt’ from 0.000025 to 0.001 keeping ‘a’ = 0.5
and ‘b’ = 75. Here, the image is enhanced as we increase the sampling rate
(Figs. 57.3 and 57.4).

b=.002 b=.004

b=.008 b=5-25

Fig. 57.3 Different image quality for the variation of parameter ‘b’ with their histogram
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57.4 Conclusions

We observe that the image quality is being varied with the variation of all the
parameters. In case of the parameter ‘a’ as we increase the value the image is
enhanced relatively but after a certain value it is degraded again. In case of

Sampling    t=.000025                                    Sampling    t=.000050 

Sampling    t=.000075                                      Sampling    t=.000125 

Sampling    t=.000150                                          Sampling    t=.001 

Fig. 57.4 Different image quality for the variation of parameter ‘Δt’ with their histogram
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parameter ‘b’, the image gets better and better along with the increased value of it.
Similar thing is also happening with the change in the sampling time ‘Δt’. It also
enhances the image with its ascending value. In all the cases, a drastic change has
been observed in the histogram.Therefore, it is a challenging task to estimate the
parameters of SR prior to the processing of an image. It is still an open area for the
researchers.
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