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Abstract Automatic speech recognition is one active research area which can
exploit the pattern recognition capabilities of artificial neural networks. Several
researchers have shown that the outputs of artificial neural networks trained in
multi-class classification mode can be interpreted as estimates of a posteriori
probabilities of output classes. These probabilities can be used by the state-of-the-
art hidden Markov model for speech recognition in estimating the emission prob-
abilities of the states of the hidden Markov model. In this paper, we explore a
pairwise neural network system as an alternative approach to multi-class neural
network systems to estimate the emission probabilities of the states of a hidden
Markov model. Through experimental analysis it is shown that the pairwise rec-
ognition system outperforms the multiclass recognition system in terms of the
recognition accuracy of spoken sentences.

Keywords Continuous speech recognition � Malayalam speech recognition �
Multi-class pattern classification � Pairwise pattern classification

1 Introduction

Automatic speech recognition (ASR) is a classic pattern recognition problem that
aims to produce a text transcription of spoken words automatically. Research in this
area attained attention of researchers because of the fast growing demands of ASR
systems in versatile applications. The dominant technology for ASR is hidden
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Markov model (HMM). An HMM is typically defined and represented as a sto-
chastic finite state automation usually with a left-to-right topology as proposed in
[1]. An HMM models an utterance as a succession of discrete stationary states with
instantaneous transitions between the states and generates an observation [2]. The
sequence of states, which represents the spoken utterance, is “hidden” and the
parameters of the probability density functions of each HMM state are needed in
order to associate a sequence of states to a sequence of observations. i.e., for any
state sequence, the sequence of states can be observed only through the emission/
output probability distribution.

State-of-the-art continuous speech recognition (CSR) systems select basic sound
units from a limited inventory, like sub-word units, syllables, phonemes, allophones
etc. Each basic acoustic unit is modeled by one or more states of an HMM. Being a
parametric model, HMM assumes that the underlying speech patterns have
Gaussian distribution. Gaussian mixture models (GMM) are often used within each
HMM state to model the emission probability of the acoustic patterns associated to
that state. Several researchers [3, 4] have shown that the outputs of artificial neural
networks (ANNs) trained in classification mode can be interpreted as estimates of a
posteriori probabilities of output classes conditioned on the input. Using Bayes’
rule, these state posteriors can be converted to likelihoods required by the HMM
framework.

Use of ANN as emission probability estimator has shown good performance for
ASR systems for various western languages [5, 6]. Application of multilayer per-
ceptrons (MLP) trained in multi-class classification mode as emission probability
estimator in an HMM based CSR system for Malayalam language is proposed in
[7]. Many real applications translate into classification problems with a large
number of classes and a huge amount of data. ASR falls into this category and the
high number of classes to be separated makes the boundaries between classes
complex. A multi-class classifier cannot perform at a high level in such cases as the
classification algorithm has to learn to construct a large number of separation
boundaries. Many studies have demonstrated that an adequate decomposition of
such real world problems into sub problems can be favorable to the overall com-
putational complexity. The pairwise classification approach has produced good
results when applied to face recognition [8] and cursive handwriting recognition
[9]. The efficiency of such pairwise ANN classifiers has not been explored suffi-
ciently in ASR applications. A pairwise classifier for multi-class pattern classifi-
cation in the context of vowel classification tasks is proposed in [10]. Motivated by
this fact, this paper examines the prospect of using a pairwise classification
approach for multi-class pattern classification, as a way to improve overall classifier
performance. In the present paper, we report on the application of pairwise
approach for improving the recognition accuracy of the CSR system for Malayalam
language.

This paper is organized as follows. Section 2 gives an overview of ASR system.
ANN as phonetic probability estimator of HMM states is explained in Sect. 3.
Section 4 details the feature extraction, emission probability estimation using multi-
class and pairwise ANN classifiers and the decoding process. Experiments
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conducted and the results obtained are given in Sect. 5. Conclusions and future
work to enhance the performance of the system are given in Sect. 6.

2 Automatic Speech Recognition: Mathematical
Formulation

The ASR problem in general can be viewed as a pattern recognition problem. Given
an acoustic sequence O and a sequence of words W, the goal of the system is to find
the most likely word sequence W′ such that

W 0 ¼ argmax
w

PðW jOÞ: ð1Þ

Applying Bayes’ rule to this fundamental equation of speech recognition returns

W 0 ¼ argmax
w

PðOjWÞPðWÞ
PðOÞ : ð2Þ

As P(O) is equivalent for all complete decodings of O, this can be ignored, to
give the equation

W 0 ¼ argmax
w

PðOjWÞPðWÞ: ð3Þ

P(W) is the priori probability of the word sequence W and is computed using the
language model. P(O|W) is the conditional probability of the acoustic sequence O
given the word sequence W, and is computed using the acoustic model. A con-
tinuous density hidden Markov model which models the real valued vector
sequences resulting from acoustic parameter extraction is used as the acoustic
model in state-of-the-art continuous speech recognition systems.

3 ANN as Phonetic Probability Estimator in HMM

The state-of-the-art HMM framework for ASR uses GMM to estimate the emission
probabilities of the HMM states. An important stage in the development of an
HMM based ASR system is the accurate estimation of the emission probabilities.
The training algorithm for the estimation of the parameters of the GMM is based on
likelihood maximization, which assumes correctness of the models and implies
poor discrimination. Also, maximizing the likelihood of the training data is not
closely related to the typical evaluation criteria of the recognizer: the error rate.
These issues with maximum likelihood (ML) estimation motivate an alternative
form of estimating model parameters called discriminative training. A model used
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for representing a phonetic class is said to be discriminant if it maximizes the
probability of producing an associated set of features while minimizing the prob-
ability that they have been produced by rival models.

ANNs with its several features, such as their nonlinearity and high classification
capability, is a promising field for solving real world problems. Neural network
classifiers are easier to apply to real-world problems because they are less sensitive
to assumed underlying distributional forms than more conventional probabilistic
approaches. ANN by itself has not been shown to be effective for recognition of
continuous speech. ASR systems can exploit the pattern classification capabilities
of ANNs as it involves development of pattern classification models from speech
data. When an ANN is used to solve a classification problem, the network can be
trained either to provide the classification directly or to model the posterior prob-
abilities of class membership. Using Bayes’ rule, these probabilities can be con-
verted to likelihoods required by the HMM. ANN follows discriminant-based
learning. i.e., the network during training maximizes the probability of producing
an associated set of features while minimizing the probability that they have been
produced by rival models.

ASR falls into the category of classification problems with a large number of
classes and a huge amount of data. The large number of classes to be separated
makes the boundaries between classes complex. A multi-class classifier cannot
perform at a high level in such cases as the classification algorithm has to learn to
construct a large number of separation boundaries. Computationally expensive
learning algorithms learn many small problems much faster than a few large
problems. Therefore, the use of posteriors derived from pairwise classifiers may be
helpful to improve the performance. Motivated by this fact, the prospect of pairwise
modeling approach for multi-class pattern classification is explored in this paper.
The pairwise approach to pattern classification is simple since the binary decision is
learned on fewer training examples. It also helps to improve the generalization
ability of the network because of the redundancy in the training data.

4 Experimental Setup

4.1 Speech Corpora

Malayalam is a Dravidian language spoken mainly in the South West of India.
Research in Malayalam speech recognition has started recently and the area of CSR
is relatively less investigated. The speech corpora developed for training and testing
the CSR system described in this paper contains naturally and continuously read
Malayalam sentences from both male and female speakers who speak various
dialects of Malayalam. Two databases (Dataset1 and Dataset2) for training and one
(Dataset3) for testing were developed. The entire corpus consists of 255 sentences
with 1,275 words and a total of 7,225 phonemes by 20 (9 male & 11 female)
different speakers.
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4.2 Acoustic Pre-processing

The acoustic pre-processor extracts a compact set of features required for speech
recognition. The feature vector used in this work is mel-frequncy cepstral coeffi-
cients (MFCC). The feature vectors are extracted by the following procedure. First
the speech signal is digitized at 8 kHz sampling rate with A/D conversion precision
of 16 bits. An FFT is performed on every 8 ms on a window of 256 samples which
produced 12 dimensional vectors representing the energy in 28 triangular filters
spaced according to the mel-frequency scale.

4.3 HMM Emission Probability Estimation Using Multi-
Class MLP Classifiers

In the multi-class classification approach, a single network is used to generate
posterior probabilities of all the selected classes. When an input vector, x, is pre-
sented to the network, the activation of each output unit represents the corre-
sponding posterior probability, provided the system has enough parameters and the
training does not get stuck at a local minimum. HMMs use likelihoods P(O|W)
where O is the acoustic observation and W is the acoustic model. But the neural
network estimates the posteriors P(W|O) and this can be converted to likelihoods by
applying the Bayes’ rule. This can be achieved by dividing the posterior estimates
from the MLP outputs by estimates of corresponding class priors. Supervised
training using ANN requires the temporal segmentation of the training sentences
and frame labeling. As hand segmentation of the speech corpus is tedious, the
baseline CDHMM system described in [11] is used to generate segmented training
data by Viterbi-aligning the training reference transcription to the acoustic data.

The multi-class classifier used in this work is a two-layer MLP with a single
hidden layer. The input feature vector given to the network is computed from a
window of seven speech frames i.e., acoustic vectors from the frame to be classified
along with three surrounding frames for the left and right contexts, respectively. A
frame is represented by a spectral vector of 12 acoustic features computed every
10 ms. So the input layer of the network has 84 nodes. The hidden layer has 95
nodes all with sigmoid activation function. The output layer has number of nodes
corresponding to the context independent phonetic units. The output unit corre-
sponding to the input vectors class has a value “1” while all other outputs have
value “0”. Network output should sum to one for each input value if outputs
accurately estimate the posterior probabilities. This is achieved by using the soft-
max activation function at the output layer. The cross-entropy error function for
multi-class classification problem is used to compute the error between the output
of the ANN and the target vector. Back-propagation with batch mode of updating
the weights is used for training the network.
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4.4 HMM Emission Probability Estimation
Using Pairwise MLP Classifiers

In the pairwise approach to K-class pattern classification there are K (K−1)/2 binary
neural networks. The outputs of the pairwise neural network classifiers provide the
probabilities pij for all pairs of classes (i, j) with i ≠ j. Let pij(x) be the pairwise class
probability estimate of the input vector x to belong to class i, with i ≠ j. Then the
pairwise class probability estimate of the input vector x to belong to class j, is given
by pji(x) = 1−pij(x). Now the multi-class posteriori probabilities are estimated by
combining the outputs of the K (K−1)/2 pairwise classifiers using the method
described in [9] i.e.,

PðcijxÞ ¼ 1
PK

j¼1;j 6¼i

1
pij
� ðK � 2Þ

: ð4Þ

For each pair of classes a two layered MLP with a single output unit is created as
it is trained on the data of the two classes. The first 12 MFCCs extracted from the
input speech signal is used as the input to the network and the MLP has input nodes
corresponding to the number of acoustic features. As each of the K pattern classes is
trained against every one of the remaining pattern classes, the redundancy in the
training data improves the generalization ability of the network and there is no need
to incorporate contextual information. This reduces the dimension of the input
feature vector. The output layer consists of a single neuron with sigmoid activation
function which has an output range [0, 1] representing the output phoneme class.
The activation function used by the hidden units is sigmoid and the optimal number
of hidden units is determined empirically.

The back-propagation algorithm with cross-entropy error criteria is used for
training the network. The weights and biases of the network are initialized ran-
domly. In order to make the network training more efficient, the inputs and outputs
are normalized to have zero mean and unit standard deviation. In order to improve
the generalization capability of the network, performance obtained on a cross-
validation set is used as the stopping criterion. The cross-validation set contains the
speech utterances that are not used for training. Training continued as long as the
performance on the validation set is improved and the training is stopped when the
network ceased to improve.

4.5 Decoding and Model Evaluation

Decoding refers to the process of searching for the sub word sequence that may
have generated an observation sequence. In CSR, this is achieved by inferring the
actual sequence of states that generated the given observation sequence and then
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recovering the word sequence from the state sequence. The Viterbi [12] algorithm is
widely used for decoding in ASR systems. This algorithm returns a single best state
sequence for an unknown input sequence. Trace back through this sequence gives
the most likely phone and word sequence. The hypothesized transcription and the
reference transcription can then be compared by evaluating their distance according
to the Levenshtein metric, in terms of insertions, deletions and substitutions. Using
these measures, the word error rate (WER), a common evaluation measure for ASR
systems, is computed.

5 Results and Discussions

This section compares the recognition performance of the Malayalam CSR system,
when the posteriors were estimated using the MLP trained with multi-class and
pairwise classification approaches. Table 1 shows the WER of both the systems and
the percentage reduction in WER obtained when the pairwise classification
approach was used for the emission probability estimation. A strong improvement
in recognition performance was observed when the HMM emission probabilities
were computed using the pairwise classification approach i.e., a relative improve-
ment of 66.67 % and 57.23 % were obtained when the system was trained with
Dataset1 and Dataset2 respectively. This result supports the use of MLPs trained in
pairwise classification mode for the estimation of emission probabilities of HMM
states.

The pairwise approach yields a more flexible class of models than a multi-class
approach, as only one decision boundary requires attention. Number of free
parameters to be trained in the case of the two approaches, for the best recognition
performance obtained, is shown in Table 2.

Table 1 Performance of the system with multilayer perceptrons trained with multi-class and
pairwise classification approaches for HMM emission probability estimation

Training
datasets

WER % Reduction in
WER
Multi-class → pairwise

Multi-class MLP classifier Pairwise MLP classifier

Dataset1 2.67 0.89 66.67

Dataset2 3.11 1.33 57.23

Table 2 Comparison of trainable parameters: HMM with GMM emission probabilities versus
HMM/ANN hybrid approaches with MLPs trained in multi-class and pairwise classification modes
for emission probability estimation

No. of trainable parameters % Reduction in
Trainable parameters

Multi-class MLP classifier Pairwise
MLP classifier

Multi-class MLP classifier →
pairwise MLP classifier

10,475 8,700 16.95
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6 Conclusions

Recognition accuracy is an important aspect of ASR systems. They must achieve a
very high level of performance to be of general interest as a man-machine interface.
Enhancing recognition accuracy by way of improving discrimination between
pattern classes is one of the fundamentally important research areas for speech
recognition. This paper has examined the integration of MLPs trained in pairwise
classification mode as emission probability estimators in an HMM based continu-
ous Malayalam speech recognition system. The system with MLPs trained in
pairwise classification mode outperforms the system with multiclass classification
approach in terms of recognition accuracy of the spoken sentences. The proposed
pairwise approach is simple since the binary decision is learned on fewer training
examples. It also improves the generalization ability of the network because of the
redundancy in the training data and is very useful in the case of very limited training
material. Also, adding a new class or modifying the training set of an existing one
can be done without retraining all two-class classifiers.

In this work, the a posteriori probabilities obtained from the MLPs trained in
multiclass and pairwise classification modes were used as the estimates of emission
probabilities of HMM states in an HMM based Malayalam CSR system. Auto
associative neural networks and deep neural networks are two emerging alternatives
to MLPs as emission probability estimators. The use of these neural network
architectures may further improve the performance of the system.
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