
Advances in Intelligent Systems and Computing 339

J.K. Mandal
Suresh Chandra Satapathy
Manas Kumar Sanyal
Partha Pratim Sarkar
Anirban Mukhopadhyay    Editors

Information 
Systems Design 
and Intelligent 
Applications
Proceedings of Second International 
Conference INDIA 2015, Volume 1



Advances in Intelligent Systems and Computing

Volume 339

Series editor

Janusz Kacprzyk, Polish Academy of Sciences, Warsaw, Poland
e-mail: kacprzyk@ibspan.waw.pl



About this Series

The series “Advances in Intelligent Systems and Computing” contains publications on theory,
applications, and design methods of Intelligent Systems and Intelligent Computing. Virtually
all disciplines such as engineering, natural sciences, computer and information science, ICT,
economics, business, e-commerce, environment, healthcare, life science are covered. The list
of topics spans all the areas of modern intelligent systems and computing.

The publications within “Advances in Intelligent Systems and Computing” are primarily
textbooks and proceedings of important conferences, symposia and congresses. They cover
significant recent developments in the field, both of a foundational and applicable character.
An important characteristic feature of the series is the short publication time and world-wide
distribution. This permits a rapid and broad dissemination of research results.

Advisory Board

Chairman

Nikhil R. Pal, Indian Statistical Institute, Kolkata, India
e-mail: nikhil@isical.ac.in

Members

Rafael Bello, Universidad Central “Marta Abreu” de Las Villas, Santa Clara, Cuba
e-mail: rbellop@uclv.edu.cu

Emilio S. Corchado, University of Salamanca, Salamanca, Spain
e-mail: escorchado@usal.es

Hani Hagras, University of Essex, Colchester, UK
e-mail: hani@essex.ac.uk

László T. Kóczy, Széchenyi István University, Győr, Hungary
e-mail: koczy@sze.hu

Vladik Kreinovich, University of Texas at El Paso, El Paso, USA
e-mail: vladik@utep.edu

Chin-Teng Lin, National Chiao Tung University, Hsinchu, Taiwan
e-mail: ctlin@mail.nctu.edu.tw

Jie Lu, University of Technology, Sydney, Australia
e-mail: Jie.Lu@uts.edu.au

Patricia Melin, Tijuana Institute of Technology, Tijuana, Mexico
e-mail: epmelin@hafsamx.org

Nadia Nedjah, State University of Rio de Janeiro, Rio de Janeiro, Brazil
e-mail: nadia@eng.uerj.br

Ngoc Thanh Nguyen, Wroclaw University of Technology, Wroclaw, Poland
e-mail: Ngoc-Thanh.Nguyen@pwr.edu.pl

Jun Wang, The Chinese University of Hong Kong, Shatin, Hong Kong
e-mail: jwang@mae.cuhk.edu.hk

More information about this series at http://www.springer.com/series/11156

http://www.springer.com/series/11156


J.K. Mandal • Suresh Chandra Satapathy
Manas Kumar Sanyal • Partha Pratim Sarkar
Anirban Mukhopadhyay
Editors

Information Systems Design
and Intelligent Applications
Proceedings of Second International
Conference INDIA 2015, Volume 1

123



Editors
J.K. Mandal
University of Kalyani
Kalyani, West Bengal
India

Suresh Chandra Satapathy
Department of Computer Science
and Engineering

Anil Neerukonda Institute of Technology
and Sciences

Vishakapatnam
India

Manas Kumar Sanyal
Faculty of Engineering, Technology
and Management

University of Kalyani
Kalyani, West Bengal
India

Partha Pratim Sarkar
Department of Engineering
and Technological Studies

University of Kalyani
Kalyani, West Bengal
India

Anirban Mukhopadhyay
Department of Computer Science
and Engineering

University of Kalyani
Kalyani, West Bengal
India

ISSN 2194-5357 ISSN 2194-5365 (electronic)
Advances in Intelligent Systems and Computing
ISBN 978-81-322-2249-1 ISBN 978-81-322-2250-7 (eBook)
DOI 10.1007/978-81-322-2250-7

Library of Congress Control Number: 2014958575

Springer New Delhi Heidelberg New York Dordrecht London
© Springer India 2015
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or
dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt
from the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained
herein or for any errors or omissions that may have been made.

Printed on acid-free paper

Springer (India) Pvt. Ltd. is part of Springer Science+Business Media (www.springer.com)



Preface

The Faculty of Engineering, Technology and Management, University of Kalyani,
India is organizing the Second International Conference on INformation Systems
Design and Intelligent Applications—2015 (INDIA-2015), during 8–9 January
2015 at the University of Kalyani. This is the First time the Faculty is organizing
such a mega event covering all aspects of information system design and appli-
cations in Computer Science and Technology, General Science, Educational
Research where scopes are not only limited to Computer Science researchers but
also include researchers from Mathematics, Chemistry, Biology, Biochemistry,
Engineering Statistics, Management and all other related areas where Computer
Technologies may assist.

We have received papers from all corners of the world. A huge response has
been received by INDIA-2015 in terms of submission of papers and we received
429 submissions across the globe. The Organizing Committee of INDIA-2015
constitutes a strong international programme committee for reviewing papers. A
double-blind review process has been adopted. Each paper is reviewed by at least
two and at most five reviewers. The decision system adopted by EasyChair has been
employed and 210 papers have been selected thorough double-blind review
process. The Committee has also checked for plagiarism through the professional
software. Finally, 174 registered papers have been included in the two volumes
of the proceedings as printed as well as online documents where 87 papers are there
in each volume. INDIA-2015 received papers from ten countries outside India,
namely Germany, USA, Korea, Portugal, Bangladesh, Nepal, Egypt, Australia, Iran
and Vietnam.

Along with the general sessions, INDIA-2015 organizes four special sessions,
namely Multicriteria Decision Analysis and Information Technology (MCDA-IT)
(Chair: Prof. (Dr.) Bijay Baran Pal, Department of Mathematics, University of
Kalyani, India), Wireless Sensor Networks (WSNs) (Chairs: Prof. Prasanta K. Jana,
Department of Computer Science and Engineering, Indian School of Mines,
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Dhanbad, India and Dr. Ashok Kumar Turuk, Department of Computer Science and
Engineering, National Institute of Technology, Rourkela, India), Machine Learning
and Engineering Application (MLEA) (Chairs: Dr. B.N. Biswal, Director (A & A),
BEC, Bhubaneswar, India and Prof. Pritee Parwekar, ANITS, Visakhapatnam,
India), and Innovations in Pattern Recognition and Image Processing (PRE-IP)
(Chairs: Prof. (Dr.) S.C. Satapathy, Department of Computer Science and Engi-
neering, ANITS, Visakhapatnam, India and Prof. Vikrant Bhateja, Department of
Electronics and Communication Engineering, SRMGPC, Lucknow, India). We
would like to thank the chairs and associates of the special sessions for all their
initiatives to arrange the special sessions.

The proceedings of the conference is published in two volumes in Advances in
Intelligent Systems and Computing (ISSN: 2194-5357), Springer, indexed by ISI
Proceedings, DBLP, EI-Compendex, SCOPUS, Springerlink and will be available
at http://www.springer.com/series/11156. We convey our sincere gratitude to the
authority of Springer for providing the opportunity to publish the proceedings of
INDIA-2015.

The first volume of the proceeding contains fields of research like Natural
Language Processing, Artificial Intelligence, Virtualization, Intelligent Agent-based
Computing, Web Security and Privacy, Service Orient Architecture, Data Engi-
neering, Open Systems, Communications, Smart Wireless and Sensor Networks,
Intelligent Computing in Sensor and Ad Hoc Networks, Smart Antennae, VLSI,
Microelectronics, Circuit and Systems, Communication Networking and Informa-
tion Security, Machine Learning, Soft Computing, Intelligent Communication
Technology, Mobile Computing and Applications, Cloud Computing.

The second volume contains research topics like Software Engineering,
Graphics and Image Processing, Green IT, IT for Rural Engineering, E-Commerce,
E-governance, Business Computing, Business Intelligence and Performance Man-
agement, ICT for Education, IT for Inclusive Growth, UID and Transparency,
Process Reengineering, Molecular Computing, Nano Computing, Chemical
Computing, Intelligent Computing for GIS and Remote Sensing, Intelligent Bio-
informatics, Bio Computing and Industrial Automation.

We convey our esteemed gratitude to the honourable Vice-Chancellor, Prof.
(Dr.) Rattan Lal Hangloo for his extreme enthusiasm for hosting INDIA-2015 at the
University of Kalyani. Also, we convey our deep sense of gratitude to the Deans,
Faculty of Engineering, Technology and Management, Faculty of Science, Faculty
of Arts and Commerce and Faculty of Education for their constant support and
association in this big event.

We express our sincere gratitude to UGC New Delhi, India for its financial
support and IEEE Kolkata Section for their technical support. We would also like to
thank the programme committee members for their efforts, and the reviewers for
completing a big reviewing task in a short span of time. Moreover, we would like to
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thank all the authors who submitted papers to INDIA-2015 and made a high-quality
technical programme possible. Finally, we acknowledge the support received from
the faculty members, scholars of Faculty of Engineering, Technology and Man-
agement, officers, staffs and the authority of the University of Kalyani.

November 2014 J.K. Mandal
Suresh Chandra Satapathy

Manas Kumar Sanyal
Partha Pratim Sarkar

Anirban Mukhopadhyay
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Simulation Studies on Distortion of EAS
Muons by the Earth’s Magnetic Field

Sandip Dam, Rajat Kumar Dey and Arunava Bhadra

Abstract The distortion of the secondary cosmic ray (CR) muon component
triggered by the earth’s magnetic field is studied using a Monte Carlo (MC) code
dedicated to CR air shower physics. In an inclined shower, a clear separation may
be put in evidence by studying the dipole defined by both barycentres of negative
and positive muons. The length of this dipole as well as its azimuthal orientation
depends on the incidence of the shower characterizing by the angle of the shower
axis with the components of the magnetic field and the path of the secondary
muons. We observed that the new observable muonic dipole length might be useful
to determine the nature of primary CR species.

Keywords Geomagnetism � Cosmic ray � Muons � EAS modeling � Monte Carlo
simulation

1 Introduction

To draw any specific conclusions about CRs from their indirect investigation it is
very important to know how they interact with the atmosphere and how the shower
develops. This knowledge is obtained by comparison of data with MC predictions.
Hence air shower simulations are a crucial part of the design of air shower experi-
ments and analysis of their data. But a MC technique relies heavily on high energy
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hadronic models which suffer with some degree of uncertainties from one model to
another and increasing primary energy. Therefore, we have challenges to develop
more accurate hadronic interaction models in place to predict robust results. It is
expected that the ongoing LHC experiment will provide new experimental inputs to
the interaction models and thereby improving the predictive power of extensive air
shower (EAS) simulations significantly in the concerned energy range [1].

The radial distribution of EAS particles is generally assumed to be symmetrical
in the plane perpendicular to the shower axis. But presence of intrinsic fluctuations
(due to stochastic nature of EAS development) from shower to shower, in addition,
zenith angle and geomagnetic effects etc. can perturb this axial symmetry notice-
ably [2]. Consequent upon, highly inclined showers usually manifest significantly
large asymmetries in charged particle distribution.

Apart from geomagnetic effect (GE), asymmetries may arise from azimuthal
variation of the charged EAS particles and unequal attenuations accounted from
different locations of the EAS in the ground plane (GP) with inclined incidence. These
are known as geometrical and atmospheric attenuation effects to azimuthal asym-
metries. To retain the GEs on the EAS charged particle distribution alone, geometrical
and attenuation effects must be corrected out in the analysis. In our data analysis
technique these two sources of azimuthal asymmetries are removed from data.

Here, we address the influence of the geomagnetic field (GF) on secondary
muons with zenith angle ≥50° at KASCADE site [3] and express the separation
between positive and negative muons as muonic dipole moment from the perturbed
configuration. This muonic dipole length is found quite sensitive to the nature of the
primary particle and hence in principle the parameter can be exploited to estimate
primary mass. The practical realization of the method in a ground array experiment
will be discussed briefly.

The GF effects on the EAS cascade is discussed in Sect. 2. In Sect. 3, we have
given the simulation procedure employed here. Data analysis method is described
in Sect. 4. In Sect. 5 we report important results obtained from this work. Our main
conclusions are pointed out in Sect. 6.

2 Effects Due to Earth’s Magnetic Field on Muons

The study of CRs with primary energies above 1014 eV is usually based on the
measurements of EASs, which are essentially cascades of secondary particles
produced by interactions of CR particles with atmospheric nuclei. During the
development of a CR cascade in the atmosphere, the GF affects the propagation of
the secondary charged particles in the shower: the perpendicular component of this
field causes the trajectories of secondary charged particles to become curved, with
positive and negative charged particles separating to form an electric dipole
moment. This aspect was first pointed out by Cocconi nearly sixty years back [4].

2 S. Dam et al.



He further suggested that the geomagnetic broadening effect can be non-negligible
in compare to the Coulomb scattering, particularly for the young showers [4]. For
instance, the geomagnetic separation of muons can be used to estimate the height of
origin of showers. The positive to negative muons ratio could also evaluate the
signature of neutrons emitted from close pulsars or other astrophysical sources
(Geminga, Vela, Crab etc.) at few kpc distances [5]. The GF induces an azimuthal
modulation of the densities of air shower particles, particularly for large angle
incidence [6]. For that reason, the estimated energy of CRs may deviate from the
true value up to the *2 % level at large zenith angles of incidence due to such
azimuthal modulation [7].

For the soft component the radiation lengths in atmosphere are very short and
electrons and positrons suffer many scatterings and stronger bremsstrahlung effect
thereby frequent changing the directions relative to the GF. As a result the lateral
spread of the electrons is mainly due to the multiple coulomb scattering and
bremsstrahlung, and hence the effect of GF is less pronounced. In contrast after their
generation from pion and kaon decays muons travel much longer path without
scattering (suffer lesser bremsstrahlung also) and hence come under the influence of
GF in a big way. As a result GE should be more pronounced in low momentum
muons than very energetic ones, particularly for very large and strongly inclined
showers. The work includes more accurate data analysis technique than before by
bringing down even the small attenuation contributions from data in order to obtain
primary mass information due to GF effects only.

3 Simulation Method

In the framework of the air shower MC simulation program version 6.970 [8], the
EAS events are simulated by coupling the high energy (above 80GeV=n) hadronic
interaction models QGSJet 01 version 1c [9] and EPOS 1.99 [10], and the low
energy (below 80GeV=n) hadronic interaction model UrQMD [11]. The EGS4
program library [12] is opted for simulation of the electromagnetic component of
shower that incorporates all the major interactions of electrons and photons. We
consider the US-standard atmospheric model [13] with planar approximation which
works for the zenith angle of the primary particles being less than 70°. The EAS
events have been simulated at geographical location corresponds to the experi-
mental site of KASCADE (latitude 49.1°N, longitude 8.4°E, 110 m a.s.l.). The EAS
events have been generated for Proton (p) Oxygen (O2) and Iron (Fe) primaries at
fixed primary energy 1015 eV taking zenith angles of incidence, between 50° and
68° with FLAT option of the atmosphere. About 10,000 EAS events have been
generated for this work.

Simulation Studies on Distortion of EAS Muons … 3



4 Data Analysis Method

Secondary charged particles in an EAS are generated maintaining a cylindrical
symmetry around the shower axis, which is along the arrival direction of EAS
initiating particle. As a result in the absence of GF lateral distribution of EAS
charged particles should possess such a symmetry for all radial distances from the
axis in a plane normal to the shower axis. In the GP, however, such cylindrical
symmetry is distorted for inclined EAS due to geometrical and atmospheric
attenuation effects. Since the effect (azimuthal asymmetry) of GF is superimposed
with those caused by geometric and attenuation effects, it is convenient to transform
the density information of charge particles of air showers in the GP to shower plane
(SP) so that the effect of the GF can be isolated out. It should be mentioned,
however, that the effect of muon attenuation in the transformation is negligibly
small and is ignored here.

An EAS experiment and M C technique both provide information about an EAS
initiated by a primary from the GP. To extract the actual variation introduced by the
GE in EAS observables, it is necessary to take away the contribution added geo-
metrically from data. In Fig. 1, we have shown the transformation of a point of
impact by a cascade particle on the GP to shower front plane in polar coordinates.
Here, in the figure Z and A denote the primary zenith and azimuth angles respec-
tively, and (rg;/g) are polar coordinates of the point of impact (say, P) of an EAS
charged particle under consideration at the GP while (rn; bn) represent the polar
coordinates of the point P at the corresponding SP (plane ?r to the shower axis
containing P), then

Fig. 1 Geometry for the
point of impact P of a cascade
charged particle in polar
coordinates in ground and
shower front planes
respectively
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rn ¼ rg
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� sin2Z cos2ð/g � AÞ
q

ð1Þ

Using the figure, the corresponding Cartesian coordinates Pðxn; ynÞ at the SP can
be easily obtained as,

xn ¼ rgcosð/g � AÞ cos Z ð2Þ

yn ¼ rgsinð/g � AÞ ð3Þ

The shaded zone in the diagram (APC-region) represents the normal plane,
where OP ¼ rg, CP ¼ rn and CB ¼ xn, and BP ¼ yn.

We first consider a hypothetical circular full coverage air shower array of radius
300 m taking the shower core as the center of the circle. Employing the Eqs. (2)–(3)
we then transform the simulated density or other quantities of interest at GP to the
normal plane/SP.

5 Results

For examining asymmetric characteristics on the azimuthal plane of the charged
particle distribution due to GF, we estimated density/total number of charged
muons over a small azimuthal angle bin of either 15° or 10° with regard to various
situations. The azimuthal variation of total (truncated) muon content at GP and at
SP is shown in Fig. 2 for p, O2 and Fe initiated showers of zenith angle of incidence
55° and arriving from North direction. This figure implies that the azimuthal
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Fig. 2 Azimuthal variation of
muon distribution in GP and
SP for proton, oxygen and
iron primaries in the radial
range (0–200 m)
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asymmetry in the GP is mainly due to GE while in SP, the observed negligibly
small azimuthal asymmetry seems to be due to attenuation effect. It appears that the
attenuation effect is small, even at zenith angles of incidence much beyond 50°.
Since positive and negative particles behave in an opposite way under GF, the GE
is not revealed from the azimuthal variation of the total muon content. To examine
GE we draw the angular variation of charged muons in inclined air showers which
are shown in Fig. 3 (Left panel—lþ and Right panel—l�) for proton primaries
arriving from north direction (A = 0°). To understand the influence of GF clearly,
we also studied azimuthal variation of charged muons by turning off the GF, which
is accomplished in CORSiKA simulation by dividing the components of the geo-
magnetic field by a factor of ten thousand. Such variations for p are also included in
Fig. 3. Azimuthal variations of charged muons for both p and Fe primaries arriving
from the North direction are displayed in Left and Right panels of Fig. 4. From
Figs. 3 and 4, we have found that the asymmetry in lþ and l� numbers separately
in SPs is nearly zero. To quantify the influence of GF as well as to identify some
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� BKAS: and � 0
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typical signatures of the primary particle we have calculated the coordinates of
positive and negative muons barycenters and thereby estimated the average muon
dipole length per shower, which is the separation of centre of gravity of negative
and positive charged muons in the SP. For this purpose we introduce a procedure of
scanning of charged particle density/number with the butterfly (BF) treatment: the
BF consists of two opposite wings around the shower core limited by a pair of
symmetric arcs corresponding to angle of amount 15° which is called a slim BF.
The variation of average muon dipole length/event with azimuthal angle for p, O2

and Fe initiated EASs of zenith angle of incidence 55° and arriving from North
direction is shown in Fig. 5. In this figure the azimuthal variation of average muon
dipole length/event is also shown when the GF is switched off. A comparison of the
variation of average muon dipole length/event for various primaries is clearly seen
from this kind of study. It is found from the Fig. 5 that the average length of the
muon dipole increases due to GF up to /g ¼ 90� and then returns to its initial value
at /g ¼ 180�. The parameter is found sensitive to primary mass; it is largest for Fe
and smallest for p at a given primary energy. So the parameter can be used, at least
in principle for extracting the nature of primary particles.

The variation of the average maximum value of the muon dipole length against
zenith angle is shown in Fig. 6 for p, O2 and Fe primaries. Here, a maximum value
of the parameter is obtained by taking average of all dipole lengths ranging from
/g ¼ 75� to /g ¼ 105� corresponding to a particular Z and primary species. This
parameter might be useful for the measurements of primary mass composition of
CRs from the technique adopted in this work.
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6 Conclusions

Our analysis concerning the effects of the GF on positive and negative muon
components of inclined EAS reveals several interesting features such as azimuthal
asymmetries, sectorial positive-negative muons relative abundances, amplitude of
fluctuations among p, O2 and Fe induced showers. Such effects are found to persist
and are of comparable magnitude if we replace the UrQMD code in the simulation
by the Fluka/Gheisha code in the treatment of low energy hadron collisions. For
very inclined showers the Earth’s magnetic field might be used as magnetic sep-
arator at least for muons in the GeV energy regime. It seems very interesting to the
experimental detection of these features for the understanding of the EAS devel-
opment under GF.

There are some recent proposals of studying positive and negative muons sep-
arately in individual EAS event. In fact few ongoing experiments, such as the
WILLI detector [14] in Bucharest, Romania or the Okayama University, Japan EAS
installation, have the capability to extract charge information of high energy muons
but these experiments do not have large muon detection area, which is needed to
extract information about the nature of primaries from the study of geomagnetic
influence on EAS muons. If in future these experiments are extended in order to
cover larger detection area, or new installation of large muon detection area with
capability of charge identification will come up, the present proposal can be
exploited to extract the nature of primary CRs.

Acknowledgments The authors would like to thank Prof. J. N. Capdevielle of APC, France for
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A Detailed Survey on Misbehavior
Node Detection Techniques in Vehicular
Ad Hoc Networks

Uzma Khan, Shikha Agrawal and Sanjay Silakari

Abstract Communication in Vehicular ad hoc Network relies on exchange of
information among different vehicular nodes in the network. This helps to improve
the safety, driving efficiency and comfort on the journey for the travellers. In this
network, information received from other vehicles is utilized to make majority of
the decisions. However, a node may behave malicious or selfish in order to get
advantage over other vehicles. A misbehaving node may transmit false alerts,
tamper messages, create congestion in the network, drop, delay and duplicate
packets. Thus, detecting misbehavior in VANET is very crucial and indispensible
as it might have disastrous consequences. This paper presents a detailed survey on
some of the important research works proposed on detecting misbehavior and
malicious nodes in VANETs. In addition to the details about the techniques used for
misbehavior detection, nature of misbehavior, this paper categorizes the schemes
for better understanding and also outlines several research scopes to make VANET
more reliable and secure.
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1 Introduction

Nowadays, Vehicular ad hoc Network has gained much attention to incorporate
security on transportation systems. Vehicular ad hoc Network is an ad hoc Network
which is considered as a subclass of Mobile ad hoc Network (MANET). VANET
exhibits numerous special features such as high mobility, rapidly changing network
topology, frequent partitioning etc. As a result of these unique characteristics, many
solutions and protocols proposed for MANET might not be suitable or directly
applicable to VANETs. Thus VANET needs for its unique solutions [1].

Security of VANETs has been identified as one of the major challenge. VANETs
applications support real time communication and deals with life critical informa-
tion. In order to do it correctly and effectively, it must follow the security
requirements such as integrity, confidentiality, privacy, non repudiation and
authentication to protect against attackers and malicious vehicular nodes. There are
several attacks like black hole, Sybil, DoS, Timing, Illusion etc. which not only
affect the driver’s and vehicle’s privacy but also compromise traffic safety and may
lead to loss of life [2]. Thus, in order to become a real technology that assures traffic
safety VANETs require appropriate security techniques and mechanisms that will
guarantee protection against various misbehaviors and malicious nodes that affects
security of VANET. Figure 1 shows the VANET architecture.

In Sect. 1, we have given a brief introduction about VANETs. Section 2 discusses
the importance of malicious node detection and classification of misbehavior node
detection techniques in VANETs. We present various efforts by researchers under
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Fig. 1 Vehicular ad hoc network architecture
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Node-Centric and Data-Centric Misbehavior Detection Techniques in Sects. 3 and 4
respectively. Section 5 concludes the review work with discussion and some future
research ideas.

2 Misbehavior Nodes Detection in VANETs

Information dissemination in VANETs happens through cooperative behaviour of
the vehicular nodes. Messages transmitted in vehicular network carry vital infor-
mation like traffic jam, emergency brake events, road conditions, accident notifi-
cations, bad weather conditions, etc. In such a case, if any vehicle act maliciously
and tamper with the messages, the results may be very dangerous. Thus misbe-
haviors in VANET is a very crucial issue. Misbehavior can be generally referred to
as any kind of abnormal behaviour that is deviation from the average behaviour of
other vehicular nodes in the VANETs. Hence, detection of misbehaviors and the
malicious vehicular nodes involved in such misconducts is extremely imperative, in
order to make VANET a secure network. A lot of work has been carried out to
detect misbehavior and malicious nodes in Vehicular ad hoc networks. The mis-
behavior detection schemes can be broadly classified into following types: Node-
centric and Data-centric misbehavior detection schemes as shown in Fig. 2. Table 1
differentiates them. Some of the contributions of the researchers under the classi-
fication schemes mentioned above are discussed in this section. Considering the
numerous advantages of VANETs and hazardous consequences that could result
due to misbehavior, security of VANETs has become a prominent area of research.

3 Node Centric Misbehavior Detection Schemes

Node-centric techniques need to distinguish among different nodes using authen-
tication. Security credentials, Digital signatures, etc. are used to authenticate the
node transferring the message. Such schemes emphasis on the nodes transmitting
the messages rather than the data transferred. Depending on the way a node behaves

Misbehavior Detection Techniques 
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Behavioral Trust -Based 

Fig. 2 Taxonomy of
misbehavior detection
techniques in VANETs
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and how reliably it transmits the messages, node-centric techniques can be further
categorized as behavioural and trust based node-centric techniques. Behavioural
schemes works on the concept of observing a node’s behaviour by some trust-
worthy nodes and uses a metric that helps to identify how effectively a node
behaves. Trust based node-centric schemes judge a node by its behaviour in past
and present and uses it to obtain the expected future misbehavior. Some of the node
centric techniques are discussed below.

In the research work Ghosh et al. [3, 4] have proposed a robust scheme to detect
malicious vehicles for Post Crash Notification application. The approach applied,
firstly observes a driver’s actions post raising a crash alert message. Observed
mobility and expected trajectory of the vehicle for the crash mobility model is
calculated and if the difference between the two exceeds a certain threshold value,
the alert is considered to be false. The approach effectively reduces the false posi-
tives and false negatives while effectively detecting misbehavior. In [8] Ghosh et al.
improved their previous work [7] by considering the possibility of the fake position
information of the vehicle in the PCN along with the false crash alert. The cause-tree
representation is used effectively to conjointly accomplish misbehavior detection in
addition to identification of its root-cause by employing logical reduction. The
scheme proves to be robust and achieves considerable detection of misbehavior.

Kim and Bae [5] have proposed a novel misbehavior based reputation man-
agement scheme (MBRMS) which includes three components (a) Misbehavior
detection (b) Event rebroadcast and (c) Global eviction algorithms for the detection
and filtration of false information in VANETs. Each vehicular node maintains
information system of events and corresponding actions for the detection of mis-
behaving node. The presented mechanism uses outlier detection technique and
misbehaving risk value of the bad node to measure the risk level. MBRMS effec-
tively detects and evicts the misbehaving nodes.

In the research work, Daeinabi and Rahbar [6] have proposed the Detection of
Malicious Vehicles (DMV) algorithm through observation to discover malicious
nodes that drop or duplicate received packets more than a given threshold value.
Vehicles are tagged using a distrust value and are monitored by the allocated
verifier nodes. Black and white lists are maintained in order to isolate the malicious
vehicles from the honest vehicles. It has been observed in simulation that detection
of malicious vehicles is faster in case of Constant Speed Motion (CSM) and Smooth
Motion Model (SMM) as compared to Fluid Traffic Model (FTM). Performance
analysis shows that this misbehavior detection scheme is capable of finding out
most existence malicious vehicles even at quite high speeds. Kadam and Limkar [7]
have presented an improvement of the DMV algorithm [6]. It not solely detects
malicious nodes however additionally their prevention from the VANET. This
approach reduced the impact of black hole attack within the VANET and is more
efficient and secure compared to DMV.

In the research work, Wahab et al. [8] have used Quality of Service-Optimized
Link State Routing (QoS-OLSR) clustering algorithm to detect malicious vehicles
in VANET. Certain vehicles may over speed the maximum speed limits or under
speed the minimum range, thus may prove to be uncooperative in packet forward
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and cluster formation resulting in performance degradation of the network. Authors
have proposed a two phase model—incentive and detection. Vehicles are motivated
by giving incentives during formation of clusters. After cluster formation, misbe-
havior is detected by aggregating evidences and cooperative decision using
Dempster–Shafer based cooperative watchdog model. Incentives are in the form of
reputation where network services are provided depending on reputation value.
Watchdogs are appointed from the nodes in the network that monitor behaviour of
other nodes in order to ensure vehicles are cooperating with each other. This
method maintains stability and Quality of Service with increase in detection
probability and decreasing the number of selfish nodes and false negatives.

4 Data Centric Misbehavior Detection Schemes

Data-centric approach inspects the data transmitted among nodes to detect misbe-
havior. It is primarily concerned with linking between messages than identities of
the individual nodes. The information disseminated by the nodes in the network is
analyzed and compared with the information received by the other nodes, in order
to verify the truth about the alert messages received. Thus, any vehicular node
which sends some bogus information about different events in the VANETs like
fake congestion messages, false location, fake emergency events, accidents, road
conditions etc. is considered to be misbehaving. Such misbehaviors are identified
through data-centric misbehavior schemes. Few research contributions to the data
centric misbehavior detection scheme are as follows.

Vulimiri et al. [9] have proposed a probabilistic misbehaviour detection
approach, based on the secondary information or alerts that are created in response
to the primary alerts for PCN application. Secondary alerts are thus used to verify
the truth and falsity of the primary alerts received by a vehicle. The secondary
information received in the form of other causal alerts can be collated to produce a
degree of trust for the primary messages. The observed behaviour is compared with
the alert sent by the vehicle to verify the conditions for raising the alert. Hence, if
the two don’t justify one another, it indicates that the alert is fake and hence the
vehicle is malicious. Harit et al. [10] have improved [9] in terms of reduced
approximation errors. It makes use of a Fox-Hole region which helps to find the
safety value of any node on its current location and present speed.

Ruj et al. [11] detected fake alert messages and misbehaving nodes by moni-
toring the actions of the vehicle after alert messages have been sent. Reported and
estimated positions of the vehicle according to the information are matched to make
suitable decisions. This scheme imposes fines on the misbehaving node, in place of
revoking key/credentials administered by the CA (Certificate Authority) so as to
prevent nodes to act maliciously. This results in reduction of the computation and
communication cost for the revocation of all the credentials of misbehaving nodes.
The result shows that the proposed scheme is better than ECMV [12], LEAVE [13],
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Hybrid [14] and PASS [15] schemes in terms of communication overhead involved
in sending the CRL (Certificate Revocation List) to RSUs.

Rezgui and Cherkaoui [16] developed a mechanism that collects, at one vehicle,
information relating to every neighbour transmission. It then extracts the temporal
correlation rules between vehicles concerned in transmissions within the neigh-
bourhood. VANETs Association Rules Mining (VARM) method is proposed to
generate association rules which are then utilized to find a faulty or malicious
vehicle, i.e., a vehicle that isn’t related with vehicles within the neighbourhood
following these rules. Ordered structures are constructed depending on precedence
relation. It uses itemset-tree concept. The proposed VARM shows superior per-
formance than FP-tree and cats-tree in terms of compactness of the structure and
execution time when compared on both sparse and dense data sets.

Grover et al. [17, 18] have presented a security framework based on machine
learning approach in order to categorize numerous misbehaviors in VANET. Fea-
tures are extracted from different attack cases in order to differentiate various types of
misbehaviors. The proposed approach efficiently classifies multiple misbehaviors in
vehicular network. J-48 and Random Forest classifiers have shown better perfor-
mance in comparison to other classifiers IBK, Naïve Bayes and AdaBoost1. Majority
voting scheme is applied in [18] to improve the accuracy of detection of misbe-
haviors. This approach is better and efficient in classifying multiple misbehaviors
existing in VANET as compared to base classifiers used for classification in [17].

Barnwal and Ghosh [19] have presented a short term MDS which can detect the
malicious node that is spreading fake position and speed information through its
heartbeat/beacon messages. The observing vehicle uses the information contained
in the beacon message for judging a node as honest or malicious. On analysis of the
last and present information received, expected and observed position of the
reporting vehicle is calculated by the observing node. If it doesn’t match, then the
suspicion index of the vehicle is increased. Vehicle is considered as malicious if its
suspicion index exceeds the threshold value. The advantage of this system is that it
does not cause any overload on the VANET communication neither requires any
additional sensors as it utilizes periodic transmitted heartbeat message.

In the paper, Huang et al. [20] have proposed a cheater detection protocol which
detects malicious vehicles that broadcast fake congestion information for their
selfish motives and impersonate non existing vehicle. This approach is based on
measurements of local velocity and distance by means of radars to verify the
congestion event sent by a vehicular node. It uses kinematic wave detection
approach by which a vehicle can make a prediction about the duration of congestion
and distance. Thus, it can detect the rogue nodes that sent bogus congestion
message. In order to detect and prevent multiple cheaters with forge IDs to fake
congestion, the scheme requires the vehicle’s signature and certificate to be attached
to the wave packet. The presented solution is quite effective as it depends only on
communication with neighbouring nodes and does not require a centralized con-
gestion detection system.
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5 Discussion and Future Work

VANETs have gained a lot of attention as it can greatly improve the safety on roads
and driving conditions. Detecting misbehaviors in VANETs is very significant as it
can be hazardous. This survey work aims to provide a detailed overview of the
various misbehavior detection schemes in VANETs. It is expected that this survey
can serve as a helpful guide for the researchers inquisitive about misbehavior
detection schemes in VANET and mitigates further research in order to make
VANET more secure. Various misbehavior detection techniques have been cate-
gorized as Node-Centric and Data Centric Misbehavior Detection Techniques.
However, these techniques have certain issues which need to be removed to make
VANET more reliable and safe.

The node-centric schemes can be further improved by selecting nodes as
observer or verifier after proper authentication. These schemes require good
observations and processing the vehicle’s actions well to identify the abnormal
behaviour, thus there is a need of high speed computation and processing hardware
over the OBU to make decisions speedily and accurately. Few misbehavior
detection schemes consider the results of the short term misbehavior, however it
should be analyzed along with the long term examination for much reliable and
better decision making. In Data-centric approach, the detection carried out using the
beacon, safety alert messages etc. reduces the extra overhead involved in using
sensors and communication of additional messages. But, if the truth parameter
value of the information received is not computed speedily, the message may
become useless. Hence, efficient processing devices must be equipped in vehicles.
Also, inappropriate conclusions drawn from information gathered or overlooking
important details could result in poor detection and other misleading decisions.
Efficient learning techniques can be used to extract accurate correlation of the
events and relationship between vehicular nodes to identify misconducts.

It has been identified that no single MDS can detect all the different types of
misbehaviors effectively in VANETs. Thus, hybridization of node-centric and data-
centric schemes can be considered in future to integrate the advantages of both the
approaches into one. This will help to detect more complicated possible attacks. In
VANET, vehicles and drivers have to disclose their identities to the RSUs to
establish communication with them. However, privacy and security of such infor-
mation need to be handled very carefully to avoid misuse by attackers. The reso-
lution of communication pseudonyms is a basic demand for misconduct detection, a
well-considered integration is important so as to preserve driver’s privacy.
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Detect Mimicry by Enhancing the Speaker
Recognition System

Soumen Kanrar and Prasenjit Kumar Mandal

Abstract Mimicry voice sample is a potential challenge to the speaker verification
system. The system performance is highly depended on the equal error rate. If the
false accept to reduce, then the equal error rate decrease. The speaker verification
process, verifies the claim voice is originally produced by the said speaker or not.
The verification process is highly depended upon the biometric features carried out
by the acoustic signal. The pitch count, phoneme recognition, cepstral coefficients
are the major components to verify the claim voice signal. This paper shows a novel
frame work to verify the mimicry voice signal through the two-stage testing. The
first stage is GMM based speaker identification. The second stage of testing filters
the identification through the various biometric feature’s comparisons.

Keywords Mimicry voice � Speaker verification � Speaker identification �
Acoustic signal � Phonetic � Biometric � Spectrogram pitch � Cepstrogram

1 Introduction

The sensitivity to computer by voice-altered impostor is using trainable speech
synthesis technology makes the robustness of a speaker recognition system [1].
Mimicry voice is using synthetic speech against speaker verification based on the
spectrum, pitch and cepstrum analysis. Pitch of a particular vocal cord of small
duration extracted from the speaker’s voice excitation. The same time duration is
used to presents the movements of the acoustic signal corresponding to articulation,
independent of language. Phonetic event changes significantly, and this is reflected
the numbers of segments clearly visualize by spectrogram based on the different
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range of frequency bands. Phonetic analysis is based on the important premise that it
is possible to describe speech in terms of a sequence of segments. The crucial
assumption, that each segment can be characterized by an articulatory target.
‘Articulation’ the activity of the vocal organs in making a speech sounds. The
aforesaid biometrics offers greater security than traditional methods in person rec-
ognition by GMM based speaker identification [2–6]. In this paper, we present a
robust approach to avoid the Mimicry voice that causes the potential security threat
to the voice recognition system. We have seen that human tendency to copy the
speaking style of some reputed personalities [1]. However, for the security point of
view that mimicry voice used as the proxy of some existing voice model for any
voice recognition system is a challenging issue. Mimicry voices are very vulnerable
for any speaker recognition system [1]. The probable mimicry attack occurs in the
domain of Voice dialing, banking over a telephone network, database access ser-
vices, security control for confidential information and remote access of computers.
So verification of the claim speaker is to identify the vocal track of the speaker from a
number of existing speaker model present in the system [7]. Vocal cords are pro-
ducing acoustic energy by vibrating as air passes between then. If the claim speaker
voice is very nearer to an existing model in the system or numbers of models, then
we proceed for second stage of verification. This is carried out by further speech
analysis based on phonetic. Phonetic is concerned with the physical properties of
acoustic signal. Phone is a unit of speech sound. Consonants and vowels are clas-
sified in terms of its place of articulation. Phonetic describes the place of articulation
concentrates on a section through the mid line of vocal tract. Voice is the compo-
sition of sequence of discrete sounds or segments (Fig. 1). The segments are com-
posed by consonants and vowels. The vowels and consonants are the fundamental
part of the segmentation. The repeated opening and closing of vocal tract are syl-
lables. More closed articulation is consonant, and more open articulation is a vowel.
Consonant involve narrowing or restriction at an identifiable place in the vocal
tract. The syllables often consider the phonological building blocks of words. All
languages have different accent and other varieties of pronunciation, when sound is
exemplified by a word in a particular language. If we choose the word for the second
stage of verification, then the word should contain at least one vowel and the best
chose of the word or words for both the speaker probably from the same language.

Speech Sequence of
segments

For each of 
segments

Characterized by an 
articulatory target

Target the 
Vocal tract

Fig. 1 Speech segmentation
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Neither the movements of the speech organ nor the acoustic signal offers a clear
division of speech into successive phonetic units. The segmentation is influenced by
knowledge of linguistically significant changes in sound.

Articulation is the mechanical or bio-mechanical process of vocal organ making
the speech sound. Articulation is composed of excitation and vocal tract compo-
nents. To analyze the articulation, these two parts have to be separated. The
articulation is the convolution of the respective excitation sequence and vocal tract.
Initially, the articulation is in the time domain. Initially, s(n) is the articulation
sequence in time domain, expressed as sðnÞ ¼ eðnÞ � uðnÞ. Here e(n) is the exci-
tation sequence and u(n) is the vocal tract sequence. In the frequency domain, it can
be express as SðlÞ ¼ EðlÞ � UðlÞ:

The cepstral coefficient c(n) is obtained through the number of process according
to Fig. 2.

In the section of ‘target the vocal track’ via (Fig. 1) some types of biometric
components used to match the individual’s features. Biometric is associated with a
better degree of security and authentication. The stress in the sound and pitch count,
excitation in the cepstrogram is the major biometric components used at the second
stage of authentication. Acoustic display of a word in the second stage of verifi-
cation is presented by the spectrogram. The pitch is one of the major constituent
parts in the second stage of verification. Pitch presents how high or low, a voice
sound seems. Obviously, the pitch count of the two different speakers of a particular
word is considered for verification. The pitch depends (approximately) logarith-
mically on frequency of the acoustic signal. The cepstral analysis gives the exci-
tation of the speaker in the acoustic signal for the particular speaking word by both
the speakers. In the second stage of verification, we consider similar and very
common words speaking by both speakers. Now by the spectrogram, pitch count
and the cepstral analysis verify the claimed speaker voice with the nearest match
vocal track present in the voice recognition system. In first stage of the speaker
recognition system, the incoming speaker voices submitted to the system, and the
second speaker voice is the known speaker voice, of which voice model is pre-
sented in the recognition system. Every speaker’s has a number of voice samples of
that speaker forming a cluster of that known speaker. The total number of voice
models present in the model list of the voice recognition system, which is sum of
the number of clusters in the size of individual clusters. The first stage of com-
parison to the voice recognition system is purely automatic but the second stage of
verification purely manually. The decision is based on both stages, first
stage identifies the speaker, and second stage verifies the claim. In the first stage,

IDFTDFT

( )s n ( )S l (log| ( )|)S l ( )c n

Fig. 2 Cepstral coefficient processing
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the identification is done by the statistical hypothesis testing with the existing
speaker model in the system. The testing is done by one to many testing where in
the second stage of testing, it is one to one testing. The first stage of testing basi-
cally drills with the one to many matching, and the numerical score give the best
probable prediction about the speaker with the list of the model present in the voice
recognition system. The procedure for the first stage of checking is based on the
Gaussian mixture model. The Gaussian mixture model is creating through the
number of steps. The acoustic feature is extracted from the Mel Frequency Cepstral
Coefficient (MFCC). Mel frequency Cepstral coefficients (MFCC) are collective
build up the individual Mel frequency Cepstral (MFC). MFC is a physical repre-
sentation of the short term power spectrum of an acoustic signal in a particular
frequency band on a linear cosine transform of the log power spectrum [8]. The
extracted acoustic feature from the voice signal after normalize produce vari-
ous acoustic classes. These acoustic classes belong to an individual speaker voice or
a set of speakers. The GMM is the soft representation of the various acoustic classes
of an individual person voice or a set of speakers. The probability of a feature
vector of being in the acoustic classes is represented by the mixture of different
Gaussian probability distribution functions.

2 Model Development

Let us consider X is a random vector i.e. X = {x1, x2, x3,…, xL} be a set of L vectors,
each xi is a k-dimensional feature vectors belong to the one particular acoustic class.
L is the number of acoustic classes and the vector xi are statistically independent. So
the probability of the set X for the λ speaker model can be expressed as,
logP Xjkð Þ ¼PL

i¼1 logP xijkð Þ. The distribution of vector xi with the k-dimensional
components are unknown. It is approximately modeled by a mixture of Gaussian
densities, which is a weighted sum of l ≤ k component’s densities, which can be
expressed as P xsjkð Þ ¼Pl

i¼1 wiN xs; li;
P

i

� �
, wi is the mixture weight, where,

1 ≤ i ≤ l and
Pl

i¼1 wi ¼ 1. Each N xs; li;
P

i

� �
is a k variate Gaussian component

density presents as

N xs; li;
X

i

 !

¼ e�f0:5ðxs�liÞ0
P�1

i
ðxs�liÞg

ð2PÞk=2j ffiffiffiffiffiffiffiffiffiP
i j

p ;

μi is the mean vector and ∑i is the covariance matrix. (xs − μi)′ is the transpose of
(xs − μi).

In the speaker identification from the set of speakers {Si} where i is countable
finite and X is given utterances, if we claim that the utterance produce by the
speaker Sk from the set of speakers {Si}. So the basic goal is how it is a valid claim
that the speaker Sk makes the utterance X. The utterance X is a random variate that
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follows the Gaussian mixture probability distribution. The claim follows the
expression P(Sk/X) present the probability of the utterances X produce by the
speaker Sk. So Pð�Sk=XÞ is the probability that the utterances, X is not produced by
the speaker Sk. Let, �Sk ¼

S
i Si � Sk is the collection of large heterogeneous

speakers from different linguistics, including both genders and from different zones
of the globe. �Sk can be better approximated as universal model or world model. It is
presented as �Sk � x (say). Now the claim be true according to the rule,

if P Sk=Xð Þ[Pð�Sk=XÞ then the utterance produce by Sk ð1Þ

else, the claim is false. So, the utterance produce by other speaker, except Sk. Since,
it is a probabilistic prediction about the claim. However, the process can’t predicate
the certain events, with values 0 or 1. According to the general definition of
probability, produce highest level of prediction about the claimed speaker with the
numeric values. It is very often that this predicated score very much depends upon
the acoustic classes that obtained from the long step procedure. So the extracted
feature largely depends on the digitalization of analogue acoustic signal. There are
high chances that the claimed speaker voices, probability comparison values may
not be the best or highest value lie in the interval (0, 1).

By the Bayes theorem the expression (1) produce

PðX=SkÞPðSkÞ
PðXÞ [

PðX=xÞPðxÞ
PðXÞ ;

since we assume that X is not silence clearly, P(X) ≠ 0.
We get,

PðX=SkÞ
PðX=xÞ [

PðxÞ
PðSkÞ ¼ kk � k ð2Þ

λ is a pre assume threshold. To compact the all possible predication we consider
the log on the both sides [9].

log
PðX=SkÞ
PðX=xÞ [ logkk ¼ k0k ð3Þ

The predicated values indicated how closer the claimed speaker to the existing
speaker’s voice after comparison. The predicated values are Gaussian in nature so
further compactness be done on the predicated values by the statics [10, 11].

PðX=SkÞ
PðX=xÞ � l

r
[ k ð4Þ
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3 Simulation Results and Discussion

The comparison testing being done in two stages, at the first stage, we consider two
speakers voice one of the voice from Indian film actor and personalities Amitabh
Bachchan and other voice of the comedian Raju Srivastav. Initial stage, voice
models of both the speakers present in the voice recognition system along with the
other voice models. In the voice model list, there are 50 voice models present with
their model identifier number. The model identifier number of pure Amitabh
Bachchan Voice is 1, Model identifier number for Comedian Raju Srivastav pure
voice is 2. Model identifier number 3, 4, 5, 6, …, 50 are the different Bollywood
male film star voice models. We have taken two new input voices one of Mr.
Amitabh Bachchan and other voice of Comedian Raju Srivastav. Figure 3 shown the
predicated test score presented by solid line and dash line for speaker Amitabh
Bachchan and Comedian Raju Srivastav. The predicated score for Amitabh Bach-
chan voice matches with Amitabh Bachchan voice with score value 1.6 and with
Raju Srivastav Model with predicated score value 1.65. The given voice of Amitabh
Bachchan match with the model identifier 3 and 4 with a score values 0.8 and 0.6. If
we consider the accept level of prediction value 1.5, then Mr. Bachchan voice match
with both the speakers Mr. Bachchan Model and Raju Srivastav model. The line
dash line indicated the Comedian Raju Srivastav new voice. The predicated score of
the new voice of Raju Srivastav matched with Mr. Bachchan voice model with score
value 1.5 and with Raju Srivastav voice model with predicated score value 2.3. The
predicated match score with another model identifier 3 is 0.4. If we consider the
accepted range of the prediction is [1.5, +∞), then Amitabh Bachchan voice matches
with Amitabh Bachchan voice as well as Raju Srivastav voice.

Fig. 3 Simple voice score
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Figure 4 shows that Raju Srivastav new voice only matches with Raju Srivastav
existing model. Other matches with the existing model identifier 3 and model
identifier 5 are 0.45 and 0.4 respectively. If we consider the level of acceptance is
1.5 clearly, the Raju Srivastav Mimicry voice matches only with Raju Srivastav
existing voice model.

The problem arises, if the level of acceptance is considered as 1.0, then mimicry
voice matches with Amitabh Bachchan as well as Raju Srivastav. The above com-
parative predicated score indicated that mimicry voice is an original voice of Raju
Srivastav, not the voice of Amitabh Bachchan. But there is little chance that the
voice may be Amitabh Bachchan voice according to the level of acceptance. The
Second level of verification results is shown in Figs. 5, 6, 7, and 8. In Figs. 5 and 6
present the wave form, spectrogram and the pitch counts of the two incoming voice
in the very compact form. The first row presents the Pitch count, second row presents
the spectrogram and the third row presents the acoustic signal of the speaker. We
select the word spoken by both the speaker which contains at least one vowel and in
the same language. Here we manually selected segment portion of the spoken-word
‘Sign’ of both the speaker. Figures 5 and 6 present the comparison of both the
speaker’s pronunciation of the word ‘Sign’. Figure 5 present pronounce of the word
‘Sign’ by Amitabh Bachchan and the Fig. 6 presents pronounce of the word ‘Sign’
by comedian Raju Srivastav. The number of pitch counts for the speaker change, 19
for Amitabh Bachchan spoken word and 15 for Raju Srivastav spoken word. The
spectrogram of Amitabh Bachchan spoken word largely changes with the Raju
Srivastav spoken word. At the frequency band 3,000–3,500, the harmonics are
clearly changes.

Figures 7 and 8 present the Cepstral of the 3,000 ms short term speech segment of
the spoken-word ‘sign’. X axis is the time axis, and the Y axis is the cepstral axis.
Since cepstral is derived from the log magnitude of the liner spectrum, so it is also
symmetrical in the cepstral domain.

Fig. 4 Mimicry voice score
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Figures 7 and 8 present one symmetric part of cestrum. In the cepstral domain, the
vocal tract components are represented by the slowly varying components con-
centrated near the lower cepstral value area i.e. along the Y-axis. Where the exci-
tation of the speaker’s voice is fast varying concentrated near the higher cepstral
value area along the Y-axis.

The comparative study of the Figs. 7 and 8 has shown clear difference between
them. Figure 7 is the cepstral presentation of the word ‘sign’ spoken by Amitabh
Bachchan and Fig. 8 present cepstral for the word ‘sign’ spoken by Comedian Raju
Srivastav. During the time interval [0, 1,000] the cepstral asset value for Amitabh
Bachchan voice is much higher than the Comedian Raju Srivastav voice. Futher-
more, we have notice that excitation presents in the interval [1,200, 1,400], [1,550,
1,800], [2,200, 2,500], [2,600, 2,900] for the Amitabh Bachchan voice. In Come-
dian Raju Srivastav spoken word ‘Sign’ this many amounts of excitation are not
present during the interval [1,200, 3,000]. Further, we have notice that during the
interval [750, 3,000] vocal tract present in Comedian Raju Srivastav spoken word
‘sign’ is much higher than the spoken-word ‘sign’ by Amitabh Bachchan. Based on
the above comparison in the second stage of verification, firmly we can come to the

Fig. 5 Spectrogram of word
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Fig. 6 Spectrogram of word

Fig. 7 Cepstrogram of word
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conclusion. The articulation comes from different speakers, although the mimicry
voice of comedian Raju Srivastav has spoken the same context with same speaking
style of Amitabh Bachchan.

4 Conclusion

This work presents the work flow of two stages verification for the mimicry voice
testing. At the first stage, GMM based speaker identification, which is a one to
many identification processes. The second stage is the phonetically based speaker
verification for very closer identified speaker. This work to be tested for a large
number of collected mimicry voice samples in further extension of this work.
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SPICE Modeling and Analysis for Metal
Island Ternary QCA Logic Device

Pritam Bhattacharjee, Kunal Das, Mallika De and Debashis De

Abstract The exploration of work ability of the new trend in quantum dot cellular
automata (QCA)—the ternary QCA, is the major focus in this paper. Both physi-
cally and electrically, our tQCA approach is proving its excellence in comparison to
the existing binary QCA (bQCA). We also propose a model description for tQCA
that will help in determining its logic performances while operating it in the nano
computing regime.

Keywords Metal island tQCA � bQCA � tQCA � Capacitive coupling � SPICE
modeling

1 Introduction

The electronic charge state is being used in very intelligent way to represent the
information. In digital electronics, the information representation with binary logic
is an innovative idea by means of current switch. The binary ‘1’ and binary ‘0’ are
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represented by means of ‘on’ and ‘off’ respectively in Complementary Metal oxide
Semiconductor (CMOS) technology. However, the device size reduction put it into
the challenge. It has been noticed that in most promising CMOS technology, charge
quantization, power dissipation etc. become problematic in nano scale device
design. Now it is an established fact that Quantum dot Cellular Automata (QCA)
can be an alternative of promising and empirical CMOS technology [1–8].
Researchers are mostly concentrating on binary logic representation in QCA while
it may not be suitable to think all aspects by means of binary logic. Multi-valued
logic especially ternary logic has potential advantages like greater data storage
capability, faster arithmetic operations, better support for numerical analysis, non-
deterministic and heuristic procedures, communication protocol and effective
solution for non-binary problems [9–12].

In binary QCA (bQCA), it is considered that a cell consist of four-quantum dot
(QD) as charge container at four corner of square shaped cell and two extra elec-
trons confined within the cell. Electrons can tunnel from one QD to another QD
through tunnel junction. Now QCA platform is being utilized for ternary logic
implementation [9–12]. It is really in infancy stage, several research works need to
establish ternary logic implementation. Lebar Bajec et al. introduced ternary QCA
(tQCA), reported in [9]. The tQCA can also be classified into semiconductor-based
tQCA, Metal Island tQCA like bQCA. The tQCA cell is realized by means of eight
QDs confined within a square shaped cell and two extra electrons confined within
the cell. Eight QDs are arranged in a ring shape within square cell. The tQCA can
have five state polarization ‘−1.00’, ‘+1.00’, ‘1/2’ and No polarization represented
by ‘A’, ‘B’, ‘C’, ‘D’ and ‘N’ and are shown in Fig. 1. Details of tQCA have been
discussed in Sect. 2. To establish the tQCA as a logic design paradigm, the attention
should be given on device performance.

In this paper, the physical properties of tQCA cell are discussed. Focus has been
given on time independent steady state behavior of tQCA cell with the help of
extended Hubbard model and the empirical studies on metal island tQCA cell with
SPICE model is explored. Rest of the paper is organized in the following subse-
quence; Sect. 2 is dedicated to explore the basic ternary logic and tQCA. The time
independent steady state behavior of tQCA cell is explored in Sect. 3. The SPICE
model for the realization of metal island tQCA cell is described in Sect. 4. Finally,
the conclusion of this work is presented in Sect. 5.

2 Ternary Logic and TQCA

The tQCA cell differs from bQCA cell in number of QD present in the cell and
polarization state. There are eight numbers of QD arranged in a ring/circular shape
within the square shaped cell, shown in Fig. 1. The diameter of ring must be equal
to length of a square shape cell. As a result R = L/2, where ‘R’ is radius of ring/
circle and ‘L’ is Length of square shape cell. Therefore, maximum distance of
separation between two QD is L. The two extra electrons similar to bQCA are
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confined within the cell. The internal circuitry of tQCA cell is made of tunnel
junction and junction capacitance. Due to coulomb interaction, the tQCA cell is
being polarized. Five possible state of polarity marked as ‘A’, ‘B’, ‘C’ or ‘D’ and
‘N’, are shown in Fig. 1.

3 Steady State Behavior of TQCA

The previous section has explored the different physical properties and cell archi-
tecture in quantum mechanics. Now in this section, an attempt is made to analyze
the steady state behavior of tQCA with the help of extended Hubbard model. The
Hamiltonian of eight-dot tQCA cell can be expressed as:

Fig. 1 a Eight quantum dot
arranged in ring within square
shape tQCA cell, shows no
polarization state and b tQCA
cell with ‘A’ state (−1.00), ‘B’
state (+1.00), ‘C’ state or ‘D’
state (1/2)
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Each quantum dot is considered as a site, so tQCA is simply an eight-site system
as shown in Fig. 1. For tQCA system, it is considered that the number of extra
electrons in the cell is fixed. The overall energy is constant and V0 is set to zero.

The first term Vi is potential energy of all electrons at site ‘i’ and ni;r
^ ¼ ai;r

^þ
ai;r
^

is
the number operator for the electron spin ‘σ’. σ is considered to have two states, up-
spin ‘↑’ and ‘down-spin ‘↓’. The charging cost EQ defined as

EQ ¼ VQ

ð2R=3Þ ¼
3VQ

2R
;

where ‘R’ is the radius of quantum dot and VQ is the coulomb energy of two
electrons separated by two third of the quantum dot’s radius.

For the steady state problem, Hamiltonian equation is solved with time inde-
pendent Schrödinger equation

HtQCA wij i ¼ Ei wij i ð2Þ

where |ψi > is Eigen state of Hamiltonian and Ei is the corresponding Eigen value
for i = 0, we have ground state of cell

w0j i ¼
X

j
w0
j /j

�

�

�

/j

�

�

�

is jth basis vector and w0
j is the coefficient of that basis vector. For eight-site

tQCA system, we have 28 different basis vectors and these are

/1j i ¼ 00000001
00000001

�

�
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/2j i ¼ 01000000
01000000
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�

�

�

�

. . .::

. . .. . .:

/256j i ¼ 10000000
10000000

�

�

�

�

�

It means that site i and j are with up-spin electron state, others are with down-
spin electron state. However, the polarization of tQCA cell can be expressed in
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terms of σi, the expectation value of number operator. The expectation value σi is
proportional to radius of quantum dot of site ‘i’. The polarization P can be
expressed as

P � ðr1 þ r5Þ � ðr2 þ r6Þ � ðr3 þ r7Þ � ðr4 þ r8Þ
P

i ri
ð3Þ

tQCA cell can have four polarization state namely ‘A’, ‘B’, ‘C’ or ‘D’ and ‘N’ as
shown in Fig. 2. We explore ‘A’ state (p = −1.00) as logic ‘0’, ‘B’ state (p = +1.00)
as logic ‘+1’, ‘C’and ‘D’ (p = 1/2) represent as logic ‘1/2’ and finally ‘N’ state is
denoted as Neutral state. The tQCA can be compared with existing bQCA coun-
terpart and it has tri-stable or tri-state cell response. Due to its tri-state functionality,
it is possible to store a single ternary bit in quantum state.

4 Metal Island tQCA Realization

The tQCA can also be manufactured with metal and small capacitance. The prin-
ciple difference between metal island tQCA and semiconductor-based tQCA, is that
in former one device is made with metal capacitive coupled rather than coulomb
coupled quantum dot. In case of metal island tQCA, there are several electrons in
conduction band, unlike the semiconductor quantum dot QCA device. The metal
capacitive coupling cannot be represented with the help of Schrödinger equation.
The capacitive model is to be adopted to realize the metal island tQCA. If two metal
islands are connected with capacitor, the free charge can be removed and store into
the capacitor. However, through the tunneling junction few electrons can tunnel in
or out to metal island. The metal island tQCA half-cell architecture can be realized
with SPICE model. The parameter considerations are similar with Dolan shadow-
evaporation techniques. The schematic diagram of tQCA is shown in Fig. 3. Metal
Island is connected with tunnel junction and capacitor, due to capacitive effect the

Fig. 2 Logic states in half metal island tQCA cell
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metal island become charge free. There are eight input bias voltage sources and four
controls or clock input sources.

The charge configuration of system is composed of control electrode or clock
and Metal Island, coupled by tunnel junctions and capacitance. The electrostatic
energy of charge configuration system can be expressed in terms of voltage and
charge as

E ¼ 1
2

q
q0

� �T

C�1 q
q0

� �

� vTq0 ð4Þ

where C is capacitance matrix, υ is column vector of voltage source, q, q′ are
column vector of island charge and lead charge.

4.1 SPICE Model Description of tQCA

As stated in previous sections, the SPICE model, shown in Fig. 3 has four control
knobs or clocks to operate the polarization within its cell. It has eight dot sites (i.e.,
D-1, D-2, D-3, D-4, D-5, D-6, D-7, D-8) where the free electrons can reside
depending on the clock input. Cj is the junction capacitance between the dots. The
tunnel junction provides the potential barrier to the electron transport and is an

Fig. 3 Schematic of eight-dot tQCA
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important criterion in tQCA. The position of the electrons on the dots determines
the logic state of the cell. In our previous discussion, we have mentioned the
possible logic states, shown in Fig. 2. We have altered the clock inputs (clock-1,
clock-2, clock-3, clock-4) issuing them with possible rising pulse (R) and falling
pulse (F) combination and obtained the logic states as stated in Fig. 2 and Table 1.
The clock implemented triggers at 5 ns.

4.2 Determination of the Logic States

Logic ‘A’ states the polarization of the tQCA as ‘+1.00’ and is determined by
calculating the potential differences V(5*five) and V(8*eight) with respect to the
clock inputs. It is seen that V(5*five) > V(8*eight) stating the probability of the
free electrons to be living at dot D-5 (see Fig. 4). When V(5*five) < V(8*eight),
the electrons are likely to be residing at dot D-8, stating the possibility of logic ‘B’
which gives the polarization ‘−1.00’. We report of seeing two unknown logic states

Table 1 Logic configuration
of tQCA S. No. Clock-1 Clock-2 Clock-3 Clock-4 Logic state

1. (F) (F) (R) (F) “A”

2. (F) (F) (F) (F) “Neutral”

3. (F) (F) (F) (R) “B”

4. (F) (F) (R) (R) “Neutral”

5. (R) (F) (F) (F) “C or D”

6. (R) (R) (F) (F) “Neutral”

7. (F) (R) (F) (F) “D or C”

Fig. 4 SPICE simulation
curve stating logic ‘A’
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namely ‘C’ and ‘D’ on alternation of the clocks 1 and 2 as talked in Table 1. When
clock-1 is high and clock-2 is low, simulation shows that V(1*one) and V(2*two)
is greater than V(3*three) and V(4*four), depicting free electron can live either in
D-1 or D-2 shown in Fig. 5 and again on changing the clock orientation, we see V
(1*one) and V(2*two) less than V(3*three) and V(4*four), depicting free
electron can live either in D-3 or D-4. The neutral state is determined on noticing
same voltage level at every diagonal dot site (i.e., D-1, D-4, D-5, and D-8).

5 Conclusions

The proposed tQCA has proved its presence in this work. Our work has enabled the
path to estimate the performance of tQCA at an extensive level. The approach of
SPICE analysis shows that tQCA operates in the milli-volts range (*0–60 mV),
proving its possibility to be used for low power applications in near future. There is
no power leakage in tQCA, as in tQCA electronic charge is confined in closed
dimension and is also advantageous for static power dissipation since physical
movement of electron is not seen here. The excellent steady state behavior of tQCA
talks in favor of its ability to operate at room temperature. It will be feasible for
fabrication and surely be cost effective in production.

Fig. 5 Voltage curve stating logic ‘C’ or ‘D’
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Text Independent Speaker and Emotion
Independent Speech Recognition
in Emotional Environment

A. Revathi and Y. Venkataramani

Abstract It is well known fact that the accuracy of the speaker identification or
speech recognition using the speeches recorded in neutral environment is normally
good. It has become a challenging work to improve the accuracy of the recognition
system using the speeches recorded in emotional environment. This paper mainly
discusses the effectiveness on the use of iterative clustering technique and Gaussian
mixture modeling technique (GMM) for recognizing speech and speaker from the
emotional speeches using Mel frequency perceptual linear predictive cepstral
coefficients (MFPLPC) and MFPLPC concatenated with probability as a feature.
For the emotion independent speech recognition, models are created for speeches of
archetypal emotions such as boredom, disgust, fear, happy, neutral and sad and
testing is done on the speeches of emotion anger. For the text independent speaker
recognition, individual models are created for all speakers using speeches of nine
utterances and testing is done using the speeches of a tenth utterance. 80 % of the
data is used for training and 20 % of the data is used for testing. This system
provides the average accuracy of 95 % for text independent speaker recognition and
emotion independent speech recognition for the system tested on models developed
using MFPLPC and MFPLPC concatenated with probability. Accuracy is increased
by 1 %, if the group classification is done prior to speaker classification with
reference to the set of male or female speakers forming a group. Text independent
speaker recognition is also evaluated by doing group classification using clustering
technique and speaker in a group is identified by applying the test vectors on the
GMM models corresponding to the small set of speakers in a group and the
accuracy obtained is 97 %.

Keywords Clustering � GMM � Speech recognition � Probability � MFPLPC �
Emotions � Quantization
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1 Introduction

In addition to the linguistic information, the speech signal contains the information
regarding age, gender, social status, accent and emotional state of a speaker. It has
become a challenging task to recognize a speaker, speech and emotion from
emotional speeches. Each speaker expresses different emotions in different ways.
Speech recognition on emotional speeches has found applications in call centers.
People working in call centers may not behave in same manner when attending calls
of the customers. When a customer experiences a negative emotion, the system has
to adjust itself to the needs of the customer or pass the control to the human agents
for giving alternate convenient reply to the customers. It also has found applications
in controlling the hazardous processes where physical presence of humans is not
possible. These systems can also be applied in health care systems for which
treatments could be extended to the patients with depression and anxiety. Nwe et al.
[1] have used short-time log frequency power coefficient as a feature and discrete
HMM as a classifier in evaluating the performance of the emotion recognition
system. Morrison et al. [2] have compared accuracy of emotion recognition system
evaluated by using different classification techniques. Modulation spectral feature is
used as a new feature by Wu et al. [3] for emotion recognition. Lee et al. [4] have
used hierarchical binary classifier and acoustic & statistical feature for emotion
recognition. Vogt and Andr [5] have used combination of pitch, energy and MFCC
as feature for emotion recognition and they have done gender detection. Rao et al.
[6] have used MFCC and GMM for recognizing emotions. Sapra et al. [7] has used
modified MFCC feature and NN classifier for emotion recognition. Speaker iden-
tification in emotional environment has been done by Sahini [8] and he has used log
frequency power coefficients as feature and evaluated the system using HMM,
CHMM and SPHMM. Koolakudi et al. [9] have used MFCC and GMM for speaker
recognition in emotional environment. This work is mainly focused on the use of
features such as MFPLPC and MFPLPC concatenated with probability and iterative
clustering modeling technique for recognizing speech and speaker by using the
emotional speech database. Emotion independent speech recognition and text
independent speaker recognition systems are evaluated by applying features of the
test speeches on the clustering models developed using both features. Recognition
rate is computed by considering the test speech being correctly identified for any
one of the models corresponding to the feature for both text independent speaker
recognition and emption independent speech recognition ant it is better as compared
to the testing on individual models.

2 Feature Based on Cepstrum

The short-time speech spectrum for voiced speech sound has two components: (1)
harmonic peaks due to the periodicity of voiced speech (2) glottal pulse shape. The
excitation source decides the periodicity of voiced speech. It reflects the
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characteristics of speaker. The spectral envelope is shaped by formants which
reflect the resonances of vocal tract. The variations among speakers are indicated by
formant locations and bandwidth. MFCC is the feature widely used in speech
recognition system. It represents the source characteristics of speech signal and
based on the known variation of the human ear’s critical bandwidth with
frequencies, filters spaced linearly at low frequencies and logarithmically at high
frequencies preferred to extract phonetically important characteristics of speech.
perceptual linear predictive cepstrum (PLP) speech analysis method [10–12] is for
modeling the speech auditory spectrum by the spectrum of low order all pole
model. This perceptual feature mainly emphasizes the need for critical band anal-
ysis which integrates the energy spectral density in the frequency range (0–8) kHz
to get the speech auditory spectrum. Loudness equalization is done to emphasize
the spectrum in the upper and middle frequencies and cube root compression is
performed to reduce the dynamics of the speech spectrum. Then inverse fast Fourier
transform is done to get the signal in time domain. Autocorrelation method is used
to find linear prediction coefficients. These prediction coefficients are converted into
cepstral coefficients by using recursive procedure. Critical band analysis is done
using 47 critical bands, when the frequencies are spaced in mel scale. The rela-
tionship between frequency in Mel and frequency in Hz is specified as in (1)

f melð Þ ¼ 2595 � log 1þ f Hzð Þ=700ð Þ ð1Þ

3 Characteristics of Emotional Speech—Frequency
Domain Analysis

The semantic part of the speech contains linguistic information which reveals the
characteristics of the pronunciation of the utterances based on the rules of the
language. Paralinguistic information refers to the implicit messages such as
emotional state of the speaker. Speeches of the emotions such as anger, fear and
happy are displaying the psychological behavior of the speaker such as high blood
pressure and high heart rate. These speeches are loud, fast and enunciated with
strong high frequency energy. On the other hand, speeches of the emotion sad
reveal the characteristics of the speaker such as low blood pressure and low heart
rate. These speeches are slow, low volume and possess little high frequency energy.
This fact is demonstrated in Fig. 1.

Frequency analysis is done on the emotions of the speaker uttering the same
sentence. Speech signals are converted into frames and frequency analysis is done
on the frames. Frequencies are calculated on the basis of choosing the frequency bin
which has high spectral energy. From the plot shown in Fig. 2, it is indicated that
emotions such as anger, fear and happy have more number of frames with high
frequency energy and the emotion sadness has very few frames with high frequency
energy.
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Similarly, frequency analysis is done on the speeches uttered by one speaker and
the speech uttered by different speakers in the emotion anger.

4 Speech/Speaker Recognition Using Clustering Technique
and GMM

Emotional speech database considered in this work is a Berlin database which
contains about 500 utterances spoken by actors in happy, angry, anxious, fearful,
bored and disgusted way as well as in a neutral version. Utterances are chosen from
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10 different actors and ten different texts. Ten emotional utterances are collected
from five male and female speakers respectively in the age ranging from 21 to
35 years. They are required to utter ten different utterances in Berlin in seven
different emotions such as anger, boredom, disgust, fear, happy, neutral and sad.
Speech recognition system generally involves the realization of speech signal as the
message encoded as the sequence of one or more symbols. This is considered as
recognizing the underlying sequence of symbols given a spoken utterance, the
continuous speech signal is converted into the sequence of equally spaced discrete
parameter vectors. For creating a training model, speech signal is first
pre-emphasized using a difference operator. Hamming window is applied on dif-
ferenced speech frames of 16 ms duration with overlapping of 8 ms. Then the
MFPLPC features are extracted. In this work, probability as a feature is extracted by
counting the number of samples whose spectral energy is greater than or equal to the
average spectral energy of the frame and this feature is concatenated with MFPLPC.
For each training model corresponding to continuous speeches, training set of K
utterances are used, where each utterance constitutes an observation sequence of
some appropriate spectral or temporal representation. The performance of speech or
speaker recognition system based on perceptual features is evaluated by applying
test speech vectors to the training models corresponding to the speakers or speeches.
MFPLPC feature extraction is dealt in many literatures [10–12]. The usage of
Clustering technique [9] for recognizing emotional speeches is depicted in Fig. 3.
After the conventional preprocessing, features are extracted. Subsequently, training
models are developed using clustering technique. During testing feature vectors are
extracted and applied to the training models developed for the speeches. Average of
minimum distances is computed for each model. Test speech is identified corre-
sponding to the model which provides minimum of averages. Similarly, feature
vectors of test speech are applied to 12 mixture GMM models, and log likelihood
values are calculated for each model. Test speech is identified corresponding to the

-------------- Clustering model 
for “b10”

Clustering model 
for “a01”

Classifier output 
Y = 

{a01,a02,a04,a05,a07,b01,b02,b03,b09,b10}

Feature vectors of Test Speech

Decision logic

Fig. 3 Speech recognition phase using clustering technique
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model which provides the largest log likelihood value. Accuracy can be improved
for text independent speaker recognition by creating group models for Female and
male speakers and testing is done after group is correctly identified.

5 Results and Discussion

The performance of emotion independent speech recognition is evaluated by con-
sidering the ten utterances spoken by ten actors. Training models are developed for
speeches of emotions such as boredom, disgust, joy, fear, sad and neutral. Testing is
done on the speeches of anger emotion. Text independent speaker recognition is
done by developing training models for the speeches of nine utterances and testing
is done on the speeches of tenth utterance with respect to all emotions. Figure 4
indicates the parallel group classifier for classifying speakers using emotional
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database. First, clustering models for the training vectors corresponding to the
female speakers and male speakers are developed. Group is correctly identified by
first computing average of minimum distances for both the models and group
classification is done based on minimum of averages using clustering technique.
Subsequently, speaker is identified by applying the test vectors on the clustering
models or GMM [10] models developed for the small set of female or male speakers
in a group. Speaker is identified by computing the average of minimum distances
for the clustering technique and classification is done based on the comparison of all
values and identified speaker is the one with minimum of averages. Speaker is
identified by first computing the log likelihood values for all the GMM models
corresponding to the set of speakers in a group. Then, classification is done with
reference to the model whose model log likelihood is the highest. Block diagram of
a parallel group classifier and parallel specific emotional speaker classifier is shown
in Fig. 4.

Emotion independent speech recognition is performed by creating training
models corresponding to the speeches of the speaker of all emotions except anger.
Testing is done on the speeches of a speaker concerned with anger emotion.
Performance evaluation of emotion independent speech recognition and text
independent speaker recognition is shown in Table 1. For some of the speeches or
speakers, the accuracy is obtained as 100 %.

Text independent speaker recognition using clustering technique and GMM is
evaluated by first doing group classification with reference to the set of female and
male speakers. Accuracy is increased by 1 %, if group classification is done prior to
respective speaker classification and it is indicated in Table 2.

6 Conclusions

We have proposed the use of clustering technique for emotion independent speech
recognition and text independent speaker recognition using emotional database in
Berlin language. MFPLPC features are extracted from the emotional speeches and
clustering models are developed for speeches and speakers. Features of test spee-
ches are applied to the models corresponding to the speech recognition and the
accuracy is found to be good. This basic feature is concatenated with probability
and models are developed. Overall accuracy is found to be same as that of basic
feature. Overall accuracy is further improved by checking the correct identification
of the test segment corresponding to any of the feature. Text independent speaker
recognition is evaluated by considering the group models corresponding to the set
of female and male speakers. Evaluation is done by developing clustering and
GMM training models and the accuracy is found to be slightly better for GMM as
compared to that of the system tested on clustering models. Accuracy can be further
improved by using the database containing the large number of speech samples.
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Two-Level Multivariate Fuzzy Logic
Based Integrated Model for Monsoon
Rainfall Prediction

Mahua Bose and Kalyani Mali

Abstract Rainfall prediction is considered as one of the complex tasks in the area
of time series forecasting. Timely and accurate forecasting is essential for better
decision making. Autoregression based methods have been widely used for rainfall
forecasting. But not much works attempted Vector autoregression in this area. This
paper presents an integrated multivariate rainfall prediction scheme using Vector
autoregression coupled with fuzzy inference and similarity based measure. Pro-
posed method is a two step process where output of first step is fed into the process
in the next step. Result shows improved accuracy of the proposed fuzzy logic based
model over the individual statistical model.

Keywords Feature � Fuzzy � Kernel � Rainfall prediction � Vector autoregression

1 Introduction

Time series is a sequence of values or events measured at equal intervals which can
be used to predict any future event. Time series analysis identifies hidden pattern in
the past data and predicts future pattern. Agriculture, climatology, sales, transport
and tourism sector are some examples of different forecasting areas.

Rainfall is a natural phenomenon which varies with time and space and depends
on several atmospheric parameters also. South-West Monsoon is the main source of
rainfall in India. Flood and Drought are result of fluctuations in the time of onset
and withdrawal of monsoon. Rainfall forecasting has great impact on entire pop-
ulation of the country. It provides services to general public as well as farmers,
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fishermen, shipping, air navigation etc. Accurate and timely forecasting of rainfall
is a major issue in an agricultural country like India. It not only affects the economic
development of a region but also warns people about the possible natural disasters
to reduce the loss of life and property.

The objective of this present study is to predict monthly rainfall of a region, in a
particular year based on past historical data using integrated forecast models. Vector
autoregression is used in the first step in each model and fuzzy rule and kernel
based similarity are used in the second step. Performances of Integrated methods
are compared with the output of VAR model obtained in the first step.

This paper is organized as follows: Sect. 2 summarizes previous works. Sec-
tion 3 shows the data used in the experiment. Methodology is explained in Sect. 4.
Experimental results are discussed in Sect. 5. In Sect. 6, Conclusion is presented.

2 Related Works

Over the decade a lot of techniques using statistical and machine learning methods
have been successfully applied for rainfall prediction. Rainfall forecasting based on
various statistical techniques namely AR, ARMA, ARIMA, SARIMA have been
studied by several authors [1–5]. Hybrid ARNN model [6] has also been proposed.
Techniques using fuzzy logic [7–9] has been investigated. Modular Fuzzy Inference
System [10], a two layer model [11] using Mamdani-type fuzzy inference together
with Bayesian learning and nonlinear programming, a Multivariate model [12]
using rule-based fuzzy inference system and a recurrent fuzzy system model with
genetic algorithm [13] were also employed. An ensemble method [14] based on
ANFIS and ARIMA, has been proposed for forecasting monthly rainfall data. A
comparative study [15] showed improved performance of PSO-SVR over the
BPNN and ARIMA models. In recent times, pattern similarity-based time-series
model [16] has become a very popular method in the area of financial data analysis,
weather data forecasting [17], stream data processing etc. The objective of this
method is to find those sequences similar to a given pattern.

Above Statistical models are suitable for univariate data. In this experiment two
separate models were developed using multiple variables. Vector autoregression is
employed in the first step in both of the models. In the second step, fuzzy inference
and similarity measure are applied on two models separately.

3 Data

Monthly rainfall, maximum temperature and minimum temperature data (1901–
2005) of North Central region of India, are collected from the website of Indian
Institute Of Tropical Meteorology [18]. Data for 2006 are used for error estimation.
Here, Rainfall and temperature have been recorded in mm. and degree- Celsius,
respectively.
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4 Forecast Models

This study presents a two level combined forecast scheme (Fig. 1). Maximum
temperature and minimum temperature predicted from level one are used to forecast
rainfall in the second step. Before the application of the methods described below,
data are normalized using MSN or mean and scale normalization [19].

4.1 Vector Autoregression (VAR) Model

This model [20] is used to study the linear dependencies among multiple time
series. Univariate autoregression (AR) model predicts the current value of a time
series from its previous values. In VAR Model each variable has an equation which
expresses its predicted value based on the past value of its own series and the past
values of the other time series. Model order is denoted by the number of past values
used.

Let Xt = (Xt1, Xt2, Xt3), be a vector of dimension 3. Then the first order VAR
Model is defined as:

Xt1 ¼ a1þ U11Xt�1;1 þ U12Xt�1;2 þ U13Xt�1;3 þ xt1 ð1Þ

Xt2 ¼ a2þ U21Xt�1;1 þ U22Xt�1;2 þ U23Xt�1;3 þ xt2 ð2Þ

Xt3 ¼ a3þ U31Xt�1;1 þ U32Xt�1;2 þ U33 Xt�1;3 þ xt3 ð3Þ

In the above equations ω terms represent white noise. Here, Rainfall, Max.
Temperature, and Min. temperature are represented by Xt1, Xt2, Xt3, respectively.

Fig. 1 Proposed forecasting
scheme

Two-Level Multivariate Fuzzy Logic … 55



4.2 Fuzzy Logic System

A FLS has four main parts: fuzzifier, rules, inference engine, and defuzzifier [21].
The functional operations in fuzzy logic system are described by the following
steps: A FLS has four main parts: fuzzifier, rules, inference engine, and defuzzifier
[20]. The functional operations in fuzzy logic system are described by the following
steps: (1) Defining linguistic variables and terms (input or output variables of the
system) (2) Defining membership functions (3) Construction of the rule base (4)
Fuzzification (5) Fuzzy Inferencing (6) Aggregation of all rules (7) Defuzzification.

The fuzzy set defined here, consists of two input variables: max. temperature and
min. temperature and output variable Rainfall. For each input and output, two types
of membership function are chosen in this study: trapezoidal and triangular mem-
bership functions. The rule base is a set of rules of the IF–THEN form. The IF
portion of a rule refers to the degree of membership of input fuzzy sets. The THEN
portion refers to the output fuzzy set. Centroid method has been used for
defuzzification.

4.3 Kernel Based Similarity Approach

The polynomial kernel [22] is generally used with support vector machines and
other kernelized models, that represents the similarity of vectors in a feature space
over polynomials of the original variables. For degree-2 polynomials, the polyno-
mial kernel is defined as K(x, z) = (xTz + c)2, where x and z are vectors in the input
space and c ≥ 0 is a constant.

Thus, we see K(x, z) = ϕ(x)Tϕ(z), where, feature mapping ϕ is given by (for
n = 2). It can also be written as, K(x; z) ¼ Pn

i;j¼1 ðx½i�x½j�Þðz½i�z½j�Þ
The Hilbert distance is defined as

dðx; zÞ:¼ uðxÞ � uðzÞk k

where, uðxÞ � uðzÞk k ¼ huðxÞ;uðxÞi þ huðz);uðzÞi � 2huðx);uðzÞi

So; d(x; z) ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

K x; xð Þ þ K z; zð Þ � 2Kðx; zÞ
p

ð4Þ

In our proposed algorithm, maximum and minimum of each (past) year are two
elements x1 and x2 in vector X. Predicted Max and Min temp of the next year from
step1 using VAR(1) model are two elements z1, z2 in input vector Z. These points
are to be mapped into high dimensional space, i.e., ϕ(x) and ϕ(z) first. Then Dis-
tance should be calculated from input vector to all other vectors. First n shortest
distances are taken and corresponding Rainfall values are extracted and their mean
is computed. This is forecast for the next year.

56 M. Bose and K. Mali



5 Experimental Results and Discussion

The experiment is carried out on the datasets namely July, August and September.
In VAR(1), current value of rainfall (forecast) for a particular month is a linear
combination of its immediate past value and past values of maximum temperature
and minimum temperature. Similarly, other two variables are predicted. Predicted
maximum temperature and minimum temperature are inputs to the next step.

Instead of measuring similarity using Euclidean distance, kernel based similarity
is calculated. Here, forecast value is obtained by taking 3–6 nearest values and best
result is obtained taking five nearest values. Based on both the criteria of error
estimates, i.e. Root Mean Square Error (RMSE) and Mean Absolute Percentage
Error (MAPE), the proposed integrated model using Fuzzy rule produces best result
in all cases. Prediction using similarity measure is almost same on July data set but
best result for the month of August and September can only be obtained using fuzzy
rule.

The error associated with each method depends on several factors such as,
choice of kernel, types of membership function, order of VAR model, etc. Per-
formance of the models in step 2 is largely dependent on the accuracy in predicted
temperature values in the first step. RMSE values of Max. and Min. temperatures
are almost same in first and second order VAR model. But, rainfall forecast using
VAR(1) model is better than that of VAR(2). RMSE value in VAR(2) is 66 where
as in VAR(1) it is 50. VAR(1) is retained and results are shown in Fig. 2 and
Tables 1, 2 and 3.

Fig. 2 Rainfall: actual versus
predicted values using
different methods

Table 1 Rainfall (in mm.)

Month Actual Forecast

VAR(1) VAR(1)-Fuzzy rule VAR(1)-Similarity measure

July 370.4 323.54 355.12 343.9

August 256 321.55 265.31 304.16

September 189.8 221.86 202.03 217.64
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For FLS, each input is sorted into 3 categories and labeled as LOW, MEDIUM,
HIGH for each of three data sets. Output (Rainfall) is sorted into 3 categories and
labeled as LOW, MEDIUM, HIGH for each of August and September data sets. For
July dataset one additional category VERY HIGH has been included. Examples of
the rules are:

1. IF Max. Temp. is HIGH AND IF Min. Temp. is HIGH
THEN rain fall is LOW

2. IF Max. Temp. is LOW AND IF Min. Temp. is MEDIUM
THEN rain fall is VERY HIGH

6 Conclusion

In this paper, two step integrated models have been generated using statistical and
soft computing techniques in two different ways and observed that integrated
approaches more accurate and effective as compared to single statistical model. In
addition to Rainfall forecast, maximum and minimum temperature forecast for the
next year are also obtained from this experiment. VAR(1) model produced tem-
perature forecast more accurately than rainfall forecast. For this reason, these
temperature values improved the performance of the integrated models. This study
has revealed that model using fuzzy inference gives best result. Accuracy of the
models can be improved by efficient selection of rules and introducing more input
variables such as relative humidity, wind speed, etc. The work discussed in this
paper is a preliminary level investigation. In future, it can be extended by merging it
with artificial neural network.

Table 2 Temperature forecast (in degree celsius) using VAR(1)

Month Maximum temperature Minimum temperature

Actual Forecast Actual Forecast

July 30.7 31.5 24.5 24.2

August 30.3 30.2 23.8 23.6

September 32 30.8 23.1 22.8

Table 3 Performance evaluation (rainfall forecast)

Error VAR(1) VAR(1)-Fuzzy rule VAR(1)-Similarity measure

RMSE 50.07 12.51 35.57

MAPE 27.57 4.74 20.32
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Feed Forward Neural Network Approach
for Reversible Logic Circuit Simulation
in QCA
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Abstract Quantum dot Cellular Automata (QCA) is becoming a new paradigm in
nanoscale computing. Artificial Neural Network model is a promising model to
design and simulate QCA circuits. This study proposes a new approach to design,
model and simulate small circuit as well as large circuit. Feed Forward Neural
Network (FFNN) model is used to design and simulate the reversible circuit as well
as conservative circuit. The simulation result of this proposed FFNN model gives
better result than exhaustive simulation of QCADesigner.
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1 Introduction

The Complementary Metal Oxide Semiconductor (CMOS) technology provides
high density and low power Large Scale Integrated Circuit (VLSI) in micro scale
computing. Now a days, this technology is facing new challenges like high leakage
of current, power dissipation in terms of heat and reaches its limit. Researchers are
still finding the alternatives of CMOS technology in nanoscale computing for VLSI
design. Semiconductor Industries Association’s International Roadmap for Semi-
conductors has reported that the circuit size is becoming double in every 18 months
[1]. Quantum dot Cellular Automata (QCA) is an emerging technology and an
alternative of CMOS technology. QCA was first introduced by Lent et al. [2],
Tougaw and Lent [3] in the year 1993. In QCA electrons are confined within the
cell so that there is no current and output capacitance in the circuit [4]. The elec-
trons are tunneled through tunnel junction. Each QCA cell consists of four quantum
dots and two extra electrons are confined within the cell. These extra electrons are
positioned diagonally to hold maximum distance of electrons and these two posi-
tions define two states of polarization +1.00 as ‘logic 1’ and −1.00 as ‘logic 0’
respectively as shown in Fig. 1a. The three input majority voter is shown in Fig. 1b.
Figure 1c, d shows the basic logic functions AND operation and OR operation by
putting one input to fixed polarized −1.00 and +1.00 respectively.

The irreversible computation perform the same way as the conventional com-
puters i.e., once the output is generated from the logic block the input bits are lost,
so that the power is retained in the system [5]. Reversible computing computes with
almost zero power dissipation. Landauer [6] has proved that each bit information
loss produce KBT ln 2 J of heat energy for irreversible logic computation where KB

is Boltzman’s constant and T is the absolute temperature. Bennett [7] has proved
zero power dissipation in case of reversible logic computing. Basically, Feynman
gate, Fredkin gate and Toffoli gate [8–10] perform as reversible logic gate. In
reversible logic computing, the mapping of input vector IV and output vector OV is
bijective i.e., each input yields to a distinct output [8]. In Conservative logic is one
type of reversible logic. Conservative logic gate inputs from input vector IV and
outputs from output vector OV are mapped in a way that parity of inputs IV and

Fig. 1 a QCA cell polarization. b Three input majority voter. c AND gate. d OR gate
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outputs OV are preserved i.e., number of 1’s present in each input and number of 1’s
present in output must be same [11]. In earlier works, several tools such as
QCADesigner [12] have been used for designing and simulation of small QCA
circuits. Recently, VHDL based simulation tools [13, 14], Hopfield neural networks
[15, 16] have been introduced for presenting the simulation of QCA circuit. In [17]
tansig method has been reported for simulation of QCA circuits.

In this paper, feed forward neural network [18] (FFNN) model is proposed for
modeling and simulation of QCA circuit. This method illustrates the modeling and
simulation of QCA reversible circuit by means of Knik energy. One cell impresses
its neighboring cell due to coulomb interaction, known as Knik energy. The Knik
energy is inversely proportional to distance between the charges of two cells qi and
qj and is defined as

Eknik
i;j ¼ 1

4
Q

e0er

X

4

n¼1

X

4

m¼1

qinq
j
m

rin � r jm
�

�

�

�

ð1Þ

where e0 is the permittivity of free space and er is the relative permittivity. In this
approach the polarization of input cells are imposed on the device cell by the effect
of Knik energy which calculates the polarization of device cell. This polarization of
device cell is transferred to the output cell as resultant polarization. The basic feed
forward neural network is shown in Fig. 2. Each input from the input set is con-
nected to each of the process in the hidden layer and the connection of each process
of hidden layer is connected to one of the outputs in output set.

Fig. 2 Feed forward neural
network model
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2 Proposed Feed Forward Neural Network Model

The proposed feed forward neural network (FFNN) model is applied over the
reversible logic computing as well as conservative logic computing for modeling
and simulation. This FFNN model is very simple to design the reversible logic gate
and conservative logic gate. In this study, the reversible logic gate is designed and
simulated with few steps. This FFNN model consists of input set, one hidden layer
and output set. An artificial feed forward neural network model FFNN is proposed
here to demonstrate an experimental study of modeling and simulation of reversible
circuits. The FFNN model is illustrated with QCA cell of size 18 nm and distance
between a pair of QCA cells of 2 nm. This FFNN model has been tested and
simulated by MATLAB 7.7 using a set of training data. The steps involved to
design and simulate a reversible logic gate are discussed below:

Steps of FFNN model

1. Take the number of inputs (NI) of the reversible circuit in the input layer
of FFNN model

2. Find the number of process of the hidden layer from the truth table of
number of inputs
Number of Processes (NPr) in the hidden layer = 2NI

3. Set number of outputs (NO) in the output layer as the same number as
inputs in the input layer.
Set NO = NI and also Set I = 1.

4. Repeat Step 5 to Step 6 while (I <= NPr)
5. Find the polarization of process P(I)
6. Set I = I + 1
7. The polarization of each process is imposed on the output layer
8. To find a particular output of output layer set the polarization of the

processes either the ‘imposed polarization’ or ‘0’ according to the output
function.

2.1 Study on Feynman Gate

Feynman Gate is a 2 × 2 reversible logic gate i.e., it has 2 inputs and 2 outputs. The
input vector IV (A, B) is mapped to output vector OV (P = A ⊕ B, Q = A). Figure 3
shows the block diagram of a Feynman gate and the equivalent FFNN model design
is shown in Fig. 4. The inputs A and B are put on the processors of input layer.
These processors of input layer are connected to each of the process of hidden layer.

64 A. Dey et al.



The lines hi1, hi2, hi3, hi4 show the connection between the processes P1, P2, P3,
P4 of hidden layer from input A. Similarly, the lines hi5, hi6, hi7, hi8 show the
connection to the processes P1, P2, P3, P4 of hidden layer from input B. Now, the
polarizations of each connection hi1 to hi8 are imposed on the processes P1–P4 of
hidden layer and these polarizations propagate each process to calculate the input
combinations. The processes of the hidden layer give all the input combinations that
are found from the input set. All these input combinations are connected to each of
the input of output layer. The lines ho1, ho2 (input binary combination 00) which
are found as outputs from the process P1 of hidden layer, act as inputs to the
processors of the output layer. Similarly, ho3, ho4 are the input binary combination
01 produced by the process P2 of hidden layer, ho5, ho6 are the input binary
combination 10 produced by the process P3 and the connection ho7, ho8 are the
input binary combination 11 produced by the process P4 of the hidden layer. All
these processes of hidden layer produce all input combinations from the truth table.
All these are connected from hidden layer to each of the output processors of the
output layer. The desired results are found by controlling the connections ho1 to
ho8 in the processors of output layer. Finally the output processors of output layer
drive the outputs P and Q by controlling the polarizations which are found from the

Fig. 3 Block diagram of Feynman gate

Fig. 4 Feed forward neural network (FFNN) model of Feynman gate
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each process of hidden layer. The polarization of the connections ho1, ho7 are set to
0, and ho3, ho5 are set to 1 to produce the output P ¼ P ðho3; ho5Þ (SOP form) of
Feynman gate. The polarization of the connections ho2, ho4 are set to 0 and ho6,
ho8 are set to the polarization that has found from the processes of hidden layer to
get the desired result at output Q ¼ P ðho6; ho8Þ (SOP form) of Feynman gate.

3 Feed Forward Neural Network Simulation
of Full Adder Circuit

This proposed FFNN model is also applied on QCA circuit design, modeling and
simulation. Earlier, one bit conservative, lossless, zero garbage full adder circuit
was designed and simulated by exhaustive simulation of QCADesigner [5] as
shown in Fig. 5. In this study, the equivalent FFNN model of the conservative,
lossless, zero garbage full adder circuit is designed and simulated by a set of
training data. The FFNN model simulation is done by MATLAB 7.7. The archi-
tecture of the FFNN model of the said full adder circuit design is shown in Fig. 6. In
this proposed FFNN model the processes of hidden layer produce all the combi-
nations of inputs that have taken from the input layer i.e., the number of process in
the hidden layer is eight as a full adder circuit has 3 inputs. The polarizations of all

Fig. 5 Conservative full
adder circuit design by
QCADesigner
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processes of hidden layer are calculated using Eq. 2, where EK is the Knik energy of
a QCA cell,DE ¼ �h=s, polarization gives the polarization of previous cell and te is
the tunneling energy. All these calculated polarizations of the processes of the
hidden layer have imposed on the output layer. The weight/polarization of each
connection between the processes of hidden layer and output layer control the
weight/polarization of each output of the conservative full adder circuit. In this
FFNN approach the polarization of the processes are found from the polarization of
inputs that are imposed on the process of hidden layer. Once the polarizations of all
processes are generated, they are imposed on all the outputs of output layer. Now,
the polarization ‘0’ is set to those connections that are not used to find out a
particular output. Finally, the proposed FFNN model produces the output of con-
servative full adder P ¼ P ð1; 2; 4; 7Þ;Q ¼ P ð3; 5; 6; 7Þ;R ¼ P ð3; 5; 6; 7Þ (SOP
form).

Final Polarization ¼ ðEK=2DEÞ � polarization
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðð1þ EkÞ=teÞ � polarization

p ð2Þ

Fig. 6 FFNN model of conservative full adder
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4 Simulation Result Analysis

The design of zero garbage, lossless, conservative full adder circuit is done by
QCADesigner as shown in Fig. 5. The exhaustive simulation result by QCADe-
signer is shown in Fig. 7. The polarization value of P is 0.877, Q is 0.931 and R is
0.930 whereas the proposed FFNN model has given the polarization values of P, Q
and R as 0.922, 0.922 and 0.922 respectively. The FFNN model simulation result is
given in Table 1. The polarization of the processes of hidden layer is computed and
then the polarization of the final output is calculated. In Table 1 the simulation
result of FFNN model is given. This simulation result of FFNN model gives a better
polarization of output than exhaustive simulation by QCADesigner. The compar-
ison of QCADesigner simulation result (represented by 1) and proposed FFNN
model simulation result (represented by 2) for different outputs is shown in Fig. 8.

Fig. 7 Simulation result of conservative full adder circuit by QCADesigner
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5 Conclusion

In this study, the artificial intelligence technology is used to design and simulate
QCA reversible as well as conservative circuit. The modeling of QCA circuit using
FFNN is very simple and the simulation with an acceptable precision of polariza-
tion is done by MATLAB. The accuracy of the polarization at each output is also
compared with the exhaustive simulation result of QCADesigner. The result found
from MATLAB simulation shows that this FFNN model is efficient and gives an
acceptable precision at each output of QCA reversible as well as conservative
circuit.

References

1. International technology roadmap for semiconductors. Semiconductor Industries Association,
San Jose, CA. http://public.itrs.net (2001)

2. Lent, C.S., Tougaw, P.D., Porod, W., Bernstein, G.H.: Quantum cellular automata.
Nanotechnology 4(1), 49 (1993)

3. Tougaw, P.D., Lent, C.S.: Dynamic behavior of quantum cellular automata. J. Appl. Phys. 80
(8), 4722–4736 (1996)

4. Smith, C.G.: Computation without current. Science 284(5412), 274 (1999)

Fig. 8 QCADesigner and proposed FFNN model simulation results a for output P, b for output Q,
c for output R

70 A. Dey et al.

http://public.itrs.net


5. Dey, A., Das, K., De, D., De, M.: Online testable conservative adder design in quantum dot
cellular automata. In: Emerging Trends in Computing and Communication, pp. 385–393.
Springer India, Berlin (2014)

6. Landauer, R.: Irreversibility and heat generation in the computing process. IBM J. Res. Dev. 5
(3), 183–191 (1961)

7. Bennett, C.H.: Logical reversibility of computation. IBM J. Res. Dev. 17(6), 525–532 (1973)
8. Toffoli, T.: Reversible Computing, pp. 632–644. Springer, Berlin (1980)
9. Fredkin, E., Toffoli, T.: Conservative Logic, pp. 47–81. Springer, London (2002)
10. Feynman, R.P.: Quantum mechanical computers1. Found. Phys. 16(6), 986 (1985)
11. Das, K., De, D.: Characterization, test and logic synthesis of novel conservative and reversible

logic gates for Qca. Int. J. Nanosci. 9(03), 201–214 (2010)
12. Walus, K.: ATIPS laboratory QCADesigner homepage. ATIPS Laboratory, University

Calgary. Calgary, Canada (2002)
13. Henderson, S.C., Johnson, E.W., Janulis, J.R., Tougaw, P.D.: Incorporating standard CMOS

design process methodologies into the QCA logic design process. IEEE Trans. Nanotechnol. 3
(1), 2–9 (2004)

14. Ottavi, M., Schiano, L., Lombardi, F., Tougaw, D.: HDLQ: a HDL environment for QCA
design. ACM J. Emerg. Technol. Comput. Syst. (JETC) 2(4), 243–261 (2006)

15. Behrman, E.C., Niemel, J., Steck, J.E., Skinner, S.R.: A quantum dot neural network. In:
Proceedings of the 4th Workshop on Physics of Computation, pp. 22–24 (1996)

16. Neto, O.P.V., Pacheco, M.A.C., Hall Barbosa, C.R.: Neural network simulation and
evolutionary synthesis of QCA circuits. IEEE Trans. Comput. 56(2), 191–201 (2007)

17. Hayati, M., Rezaei, A.: New approaches for modeling and simulation of quantum-dot cellular
automata. J. Comput. Electron. 13(2), 537–546 (2014)

18. Bebis, G., Georgiopoulos, M.: Feed-forward neural networks. Potentials IEEE 13(4), 27–31
(1994)

Feed Forward Neural Network Approach … 71



Large Vocabulary Speech Recognition:
Speaker Dependent and Speaker
Independent

G. Hemakumar and P. Punitha

Abstract This paper addresses the problem of large vocabulary isolated word and
continuous Kannada speech recognition using the syllables and combination of
Hidden Markov Model (HMM) and Normal fit method. The models designed for
speaker dependent and speaker independent mode of working. This experiment has
covered 6 million words among the 10 million words from Hampi text corpus. Here
3-state Baum–Welch algorithm is used for training. For the 2 successor outputted
λ(A, B, pi) is combined and passed into normal fit, the outputted normal fit parameter
is labeled has syllable or sub-word. In terms of memory requirement and recognition
rate the proposed model is compared with Gaussian Mixture Model and HMM (3-
state Baum–Welch algorithm). This paper clearly shows that combination of HMM
and normal fit technique will reduce the memory size while building and storing the
speech models and works with excellent recognition rate. The average WRR is
91.22 % and average WER is 8.78 %. All computations are done using mat lab.

Keywords Speaker independent � Speaker dependent � Normal fit � Baum-Welch
algorithm

1 Introduction

Automatic speech recognition (ASR) is the process by which a computer maps an
acoustic speech signal to text. The goal of speech recognition is to develop tech-
niques and systems that enable computers to accept speech input and translate
spoken words into text and commands. The problem of speech recognition has been
actively studied since 1950s and it is natural to ask why one should continue

G. Hemakumar (&)
Department of Computer Science, Government College for Women, Mandya, India
e-mail: hemakumar7@yahoo.com

P. Punitha
Department of MCA, PESIT, Bangalore, India
e-mail: punithaswamy@gmail.com

© Springer India 2015
J.K. Mandal et al. (eds.), Information Systems Design and Intelligent Applications,
Advances in Intelligent Systems and Computing 339,
DOI 10.1007/978-81-322-2250-7_8

73



studying speech recognition. Speech recognition is the primary way for human
beings to communicate. Therefore it is only natural to use speech as the primary
method to input information into computational device or object needing manual
input. Speech recognition is the branch of human-centric computing to make
technology as user friendly as possible and to integrate it completely into human
life by adapting to humans’ specifications. Currently, computers force humans to
adapt to computers, which is contrary to the spirit of human-centric computing.
Speech recognition has the basic quality to help humans easily communicate with
computers and reap maximum benefit from them. The performance of speech
recognition has improved dramatically due to recent advances in speech service and
computer technology with continually improving algorithms and faster computing.

The speech recognition system may be viewed as working in a five stages
namely converting analog speech signal into Digitalization (Normalization part)
form, Speech signal segmentation or Voice part detection, Feature extraction part,
Speech Model building part, and Testing. In the speech signal, feature extraction is
a categorization problem about reducing the dimensionality of the input vector
while maintaining the discriminating power of the signal. As we know from fun-
damental formation of speech recognition system, that the number of training sets
and test vector needed for the classification problem grows with the dimension of
the given input, so we need feature extraction techniques. In speech processing
there are so many methods for feature extraction in speech signal, but still Linear-
Predictive coding (LPC) coefficients and Mel-Frequency Cepstral Coefficient
(MFCC) are most commonly used technique [1–3].

The objective of modeling technique is to generate speech models using speaker
specific feature vector. The speech recognition is divided into two parts that means
speaker dependent and speaker independent modes. In the speaker independent
mode of the speech recognition the computer should ignore the speaker specific
characteristics of the speech signal and extract the intended message. On the other
hand in case of speaker dependent recognition machine should extract speaker
characteristics in the acoustic signal. To developing speech models there are many
techniques namely, Acoustic-Phonetic approach, Pattern Recognition approach,
Template based approaches, Dynamic time warping, Knowledge based approaches,
Statistical based approaches, Learning based approaches, The artificial intelligence
approach, Stochastic Approach [2–4].

This paper discussing the large vocabulary speaker dependent and speaker
independent isolated Kannada word recognition using Syllable, HMM and Normal
fit technique and compared with HMM and GMM, for the memory size required in
storing the speech model and accuracy of recognition. This paper also discuss on
large vocabulary continuous Kannada speech recognition for speaker dependent
and speaker independent using syllable, combination of HMM and normal fit
technique and tri-syllable language model.

The remaining part of the paper is organized into four different sections; Sect. 2
deals with the Text corpus and speech database creation. Section 3 deals with
proposed model. Section 4 deals with Experimentation. Section 5 deals with dis-
cussion and conclusion.
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2 Text Corpus and Speech Database Creation

Text corpus of 10 million words has collected from Dr. K. Naryana Murthy,
Professor, Department of Computer and Information science, University of Hy-
derabad, Hyderabad, India in the year 2011. The top 10,000 words most frequently
occurred in this corpus are taken. These 10,000 words have occurred 6 million
times in Hampi text corpus. Those 10,000 words are record at sampling rate of
8 kHz, 16 bps, mono channel by one adult male speaker by uttering 3 times each
word for training and rerecorded each word for testing purpose. These signals were
recorded at a little noisy environment, while Gold Wave Software was used to
record with the help of mini microphone of frequency response of 50–12,500 Hz.

Secondly Kannada speech corpus is designed for selected 294 words to design
the speaker independent recognition model. We have taken age group of 16–
60 years native Kannada speakers. Here 5 districts dialects are recorded namely
Mysore, Bangalore, Mandya, Chamarajnagar and Ramanagar districts located at
southern part of Karnataka state. The signals are recorded at the sampling rate of
8 kHz, 16 bps with mono channel using mini microphone of frequency response of
50–12,500 Hz.

Thirdly, continuous Kannada speech corpus is designed by randomly selecting
250 sentences from Hampi text corpus. The details are shown in Table 1.

Fourthly, continuous Kannada speech designed by IIIT Hyderabad is collected,
which consist of 1,000 unique sentences recorded at room environment and pulse
code modulation with a frequency of 16,000 Hz/s and 16-bit mono channel.

Table 1 Continuous Kannada speech corpus designed by us for randomly selected sentences from
Hampi text corpus

Language Kannada

Speech type Sentence read from documents

Number of sentences used 250 Sentence for minimum length of 2 words,
maximum length of 47 words

Number of unique words 2,419 Words

Number of speakers for training 20 Speakers (10 female + 10 male)

Number of speakers for testing 2 (known) + 2 (unknown) = 4 female and 4 male,
total = 8 speakers

Speech sampling rate 16 kHz/s, 16 bit mono channel

Recording conditions Room environment

Number of signals used to training 5,000 Signals

Number of signals used to testing 2,000 Signals

Total signals using in experiment 7,000 Signals

Age categories 19–60 years aged

Total hours of recording 30 h

Total memory size 1.43 GB

Large Vocabulary Speech Recognition … 75



3 Proposed Method

In this experiment we have designed algorithm in five stages for speaker dependent,
speaker independent isolated Kannada word recognition and continuous Kannada
speech. The proposed model works in offline mode. So all speech signals are pre-
recorded and stored in speech database and then passed on to our algorithm for
training or testing the unknown signal.

First stage is Pre-processing stage: In this stage analog speech signal is sam-
pled and quantized at the rate of 8,000 samples/s or 16,000 samples/s. S(n) is the
digitalized value. Then DC component is removed from digitalized sample value
using the formula S(n) = S(n) − mean(S). A first order (low-pass) pre-emphasis
ŝ(n) = S(n) – ã * S(n− 1) network formula is used to compensate for the speech spectral
fall-off at higher frequencies and approximates the inverse of the mouth transmission
frequency response. Then standardization is done to entire set of values to have stan-
dards amplitude. This processwill increases or decreases the amplitude of speech signal
using the S nð Þ ¼ ŝ nð Þ �maxð sj jÞ. Here we have used the constant value ã = 0.9955.

The second stage is Detection of Voiced/Unvoiced part in speech signal, also
called speech signal segmentation. To solve this problem, using dynamic threshold
approach, we have designed an algorithm for automatic segmentation of speech
signal into sub-word or syllable [5]. Here we have combined the short time energy
and magnitude of frame. Dynamic threshold for each frame is detected. Lastly, it is
checked for voiced part in that frame using that frame threshold. This is achieved by
following these steps

ThrSTE ¼
Pn

i¼1 STE
n

� �

� min STEð Þ � 0:5½ �
� �

þmin STEð Þ ð3:1Þ

Thrmsf ¼
Pn

i¼1 msf
n

� �

� ½min msfð Þ � 0:6�
� �

þmin msfð Þ ð3:2Þ

if STE� ThrSTEð Þthenmarked has VoicedSTE ¼ 1 ð3:3Þ

if msf [ Thrmsf
� �

thenmarked has Voicedmsf ¼ 1 ð3:4Þ

if VoicedSTE � Voicedmsf ¼ 1
� �

then

that frame contains voice; otherwise its unvoiced frame

where STE is Short Time Energy, msf is the Magnitude of Frame, n is number of
samples in the frame.

Feature Extraction is the Third stage: Here we have selected the voiced part of
signal and then frame blocking was done for N samples with adjacent frames
spaced M samples apart. Typical values for N and M correspond to frames of 20 ms
duration with adjacent frames overlap by 6.5 ms. A hamming window is applied to
each frame using frame same size. Next, the autocorrelation is applied to that part of
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signal. LPC method is applied to detect LPC coefficients. The LPC coefficients are
converted into Real Cepstrum Coefficients. Here the outputted data will be of the
size p * L, where p is the LPC order and it will be constant and L is the number of
frames in that voice segmented parts. So it varies. In our experiment we have used
LPC order p = 24.

The Fourth stage is Speech model building: In this stage the real cepstrum
coefficients are in dimension of p*L matrices. This matrix will be passed into k-
means algorithm by keeping k = 3 and outputted values are passed into 3 state
Baum–Welch algorithm and each syllable or sub-word is trained. The Baum-Welch
re-estimation procedure is the stochastic constraints of the HMM parameters

X

i¼1...N

�p1 ¼ 1 ð3:5Þ

X

j¼1...N

�Aij ¼ 1; 1� i�N ð3:6Þ

X

k¼1...M

BjðkÞ ¼ 1; 1� j�N ð3:7Þ

Are automatically incorporated at each iteration. The parameter estimation
problem as a constrained optimization of P(O|λ). Based on a standard Lagrange
optimization setup using Lagrange multipliers, P is maximized by

pi ¼ pið@P=@piÞ
P

k¼1...N pkð@P=@pkÞ ð3:8Þ

Aij ¼ Aijð@P=@AijÞ
P

k¼1...N Aikð@P=@AikÞ ð3:9Þ

Bj kð Þ ¼ Bj kð Þð@P=@BjðkÞÞ
P

l¼1...M Bj lð Þð@P=@BjðlÞÞ ð3:10Þ

Normal fit is applied for 2 consecutive HMM parameter λ(A, B, pi) and Normal
fit parameters are computed. Her the trained two consecutive λ(A, B, pi) are con-
sidered has sample data. So, we will be having a sample (x1 … xn), for this a normal
parameter (Nðl̂; r̂2Þ is computed by using the

l̂ ¼ �x � 1
n

X

n

i¼1

xi and r̂2 	 r2

n
� X2

n�1 ð3:11Þ

The labeled l̂ and r̂2 value will be classified according to acoustic classes and
then stored. Those data have representatives of syllables or sub-words in that
particular class. In Language model we have designed bi-syllable language model
for each isolated word and tri-syllable language model for continuous speech.
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The Fifth stage is Recognition part/Testing Unknown Signal: Initially, for the
unknown speech signals HMM parameters are computed and passed into normal fit
method. Subsequently, the outputted l̂ and r̂2 value is identified and then matched
with trained set of data by retaining threshold values. The outputted syllables or
sub-words are matched with the bi-syllable language model. The concatenation of
outputted syllables and sub-words are done for word building. On this basis
decision is taken has recognized word by checking for top ranked.

4 Experimentation

In this paper experimentation are done on recognition of isolated Kannada words
and continuous Kannada speech using HMM (3 state Baum-Welch Algorithm
alone), GMM and compared with proposed model for same speech database. All
experiment programs are written in mat lab and ruined on Intel Core i5 processor
speed of 2.67 GHz and RAM of 3 GB. Table 2 shows the details of memory
required to storing speech models for different vocabulary size, figures are in Kilo
bytes and also shows the average accuracy rate for different size of vocabulary. This
shows that our model requires the less memory to store speech models.

The average WRR for IIIT Hyderabad speech corpus is 95.87 % and average
WER is 4.13 %. The average WRR for randomly selected 250 sentences from
Hampi text corpus is 86.5 % and average WER is 13.5 %. Our model is tested on
noised (little) and noiseless signal and the average success rate of noised continuous
Kannada speech signals for known speaker and unknown speaker is 81 %.

Table 2 Shows the average accuracy rate measured with different vocabulary size

Methods /
words

HMM GMM HMM + Normal fit
Accuracy
rate (%)

Memory
size

Accuracy
rate (%)

Memory
size

Accuracy
rate (%)

Memory
size

1,000 Words 83.45 564 91.90 368 92.98 340.92
2,000 Words 82.99 1,128 91.54 736 92.13 681.84
3,000 Words 82.21 1,692 91 1,104 92.02 1,022.76
4,000 Words 82.01 2,259.2 90.78 1,473.6 92.73 1,363.2
5,000 Words 81.90 2,825 90.12 1,843 92.69 1,704.4
6,000 Words 81.77 3,390 90.01 2,211.6 91.11 2,045.28
7,000 Words 81.01 3,954.44 89.05 2,579.64 90.30 2,385.88
8,000 Words 80.32 4,519.36 88.75 2,948.16 89.44 2,726.72
9,000 Words 80.15 5,084.28 88.66 3,316.68 89.42 3,066.84
10,000 Words 80.05 5,648.4 88.45 3,685.6 89.39 3,407.6
Average 81.59 90.03 91.22
Memory required storing the speech models shown in kilobytes
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5 Discussion and Conclusion

In this paper, ASR model is designed by combination of HMM and Normal fit
method and experimented for recognizing the isolated Kannada words and con-
tinuous Kannada speech. Our ASR model is compared with HMM (3-state Baum-
Welch Algorithm alone) and GMM for same speech database. The space required
to store the model datum has syllable or sub-word representatives in the HMM and
GMM required more memory than storing the normal fit parameters. A normal fit
method shows the better accuracy rate then the other two methods. This experiment
shows that using normal fit (Normal Parameter estimation), ASR model can be
designed and it takes less space with good accuracy rate compared to GMM and
HMM models. Using our model ASR can be designed for small, medium and large
vocabulary. And also ASR can be design for speaker dependent, speaker inde-
pendent mode of working and isolated word, connected words and continuous
speech.
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Optimization of Ultra Wide-Band Printed
Monopole Square Antenna Using
Differential Evolution Algorithm

Sharmin Shabnam, Suvrajit Manna, Udit Sharma
and Pinaki Mukherjee

Abstract A very rapid growth in wireless communication demands antennas with
wider bandwidth range to carry out various applications. In this context, ultra wide-
band (UWB) technology has gathered a lot of interest because of its substantial
bandwidth. In this paper, a novel Differential Evolution (DE) based optimization
technique has been proposed to design a UWB printed square monopole antenna.
The errors for desired lower band edge frequency and bandwidth are minimized to
obtain the parameters of the antenna. These results have been compared with that of
Genetic Algorithm (GA) and Particle Swarm Optimization (PSO). Simulation
results are given to show the performance of the proposed technique. A 2:1 VSWR
bandwidth of 7.2 GHz (4.2–11.4 GHz) is achieved with the help of Differential
Evolution (DE).

Keywords Differential evolution (DE) � Ultra wide-band (UWB) � Genetic
algorithm (GA) � Particle swarm optimization (PSO)
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1 Introduction

Ultra wide-bandwidth (UWB) wireless technology is mostly used for very high-data-
rate short-range wireless communication systems with low probability of intercep-
tion [1, 2]. UWB systems transmit signals across a much wider bandwidth than the
conventional systems. According to Federal Communication Commission, UWB
should have bandwidth of 7.5 GHz (3.1–10.6). Printed monopole antenna (PMA) is
a good candidate for UWB technology. They come in various geometrical shapes
like hexagonal, square, circular, rectangular etc. This paper describes the method of
optimization of Printed square monopole antenna using Differential Evolution.
Differential Evolution (DE) [3, 4] algorithm is a branch of evolutionary program-
ming developed for optimization problems over continuous domains. DE is a variant
of Genetic Algorithm (GA). The advantages of DE are its simple structure, ease of
use, speed and robustness. The idea is to design an antenna that will have a pre-
defined bandwidth with a specific lower and upper band-edge frequency. Parameters
like length of the antenna (L) and length of the 50 Ω feed line from the ground
surface to the printed patch (p) are optimized for the desired bandwidth and lower
band-edge frequency. Length, width and feed line length of a printed monopole
antenna can be simultaneously varied to obtain optimized dimensions for a given
lower band-edge frequency. But that is a computationally tedious and time-con-
suming process. In the present work optimized values of the parameters are obtained
from the optimization program, and the antenna is designed with these parameters.
In most of the designs of UWB antennas reported so far, either the patch shape is
modified or some modifications are introduced in the ground plane [5–8]. In this
paper the ultra wide bandwidth is obtained without incorporating any complex
modification in the basic structure of the printed monopole antenna. In this way this
work is novel and useful for practicing engineers as compared to other techniques.
Results obtained from DE algorithm are compared with that of PSO and GA.

2 Printed Monopole Antenna Design

The estimation of lower band-edge frequency of printed monopole antennas is
attained using the standard modified formula given for cylindrical monopole
antenna [9]. For a PMA lower frequency can be written as

fL ¼ 7:2
½ðL þ r þ pÞ � k� GHz ð1Þ

where L is the height of the planar monopole antenna in cm, which is taken same as
that of equivalent cylindrical monopole, r in cm is the effective radius and p is the
length of the 50 Ω feed line from the ground surface to the printed patch, whereas k is
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the empirical constant of the substrate whose value is given by 1.15. The design
configuration featuring a printed square monopole antenna (PSMA) is shown in Fig. 1.

For a PSMA, the variables L and r are given as

L ¼W widthð Þ cm;

r ¼L=2p cm:

Thus the generalised Eq. (1) can be defined as,

fL ¼ 14:4p
½L ð2pþ 1Þ þ 2pp�k GHz; ð2Þ

3 Differential Evolution Algorithm

Differential Evolution is a stochastic, population based optimization algorithm. The
advantages of DE are its simplicity, high performance and reliability, few control
parameter and low space complexity. This technique has been applied very effi-
ciently to find approximate solutions for problems that are non-differentiable, non-
continuous, non-linear, noisy, flat and multi-dimensional or have many local
minima. DE is based on real-value operators. It consists of four steps, Initialization,
Mutation, Crossover and Selection. The user defined crossover and mutation

Fig. 1 A square printed
monopole antenna
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parameters has significant impact on the performance of the algorithm [10]. The
different steps of Differential Evolution technique are given below:

(a) Initialization
Firstly the population is randomly generated within the search space. DE
maintains this population of agents which are iteratively combined and
updated using the following formula to form new agents.

x ji;G ¼ x jmin þ rand 0; 1ð Þ � x jmax � x jmin
� � ð3Þ

(b) Mutation
For a given parameter vector xi;G three vectors xr1;G; xr2;G and xr3;G are selected
randomly where i, r1, r2 and r3 are distinct. A mutant vector is generated from
three random vectors using the following formula:

vi;Gþ1 ¼ xr1;G þ Fðxr2;G � xr3;GÞ ð4Þ

where F is a user defined parameter ranging between (0, 1).
(c) Crossover

In this step, the target vector is mixed with the mutant vector to produce a trial
vector. A trial vector ui;Gþ1 is generated from the elements of the target vector
xi;G and of the mutant vector vi;Gþ1 using a user defined crossover probability
parameter CR. crossover constant (CR), ranging between (0, 1) actually rep-
resents the probability that the trial vector inherits the parameter values from
the mutant vector.

uji;Gþ1 ¼vji;Gþ1; if rand j �CR
� �

¼xi;G otherwise ð5Þ

(d) Selection
Lastly, the fitness values of trial vector ui;Gþ1 and target vector xi;G is com-
pared and one with better fitness value is retained for the next generation.
The process is continued until terminal criterion is satisfied.

4 Optimization of Cost Function

The lower band-edge frequency (fL) of printed monopole antennas is a function of
antenna dimensions and feed line length above the ground plane. The bandwidth
also depends on the ground-plane dimension. The optimization is aimed to mini-
mize two cost functions. These functions are as follows:

F 1ð Þ ¼ fL desired � fL calculated ð6Þ
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F 2ð Þ ¼ BWdesired �BWcalculated ð7Þ

where fL desired is the desired low band-edge frequency and BWdesired is the desired
bandwidth of the antenna. The parameters selected for optimization are square
monopole antenna length L and length of the feed line from ground surface p.

Parameters chosen for optimization using DE:

1. Population size: 20
2. Crossover constant: 0.6
3. Differential mutation constant (F): 0.4

5 Results and Discussion

Table 1 shows optimized geometric dimensions of PSMA for different lower edge
frequencies using DE algorithm. Though the UWB range covers from 3.1 to
10.6 GHz, other sets of lower edge frequency, bandwidth, and quality factor are
also considered for proving the validity of the optimization technique. For each set,
optimized values of L and p have been obtained for PSMA. Table 2 shows the
comparison of results obtained with GA, PSO and DE algorithm. Figures 2 and 3
show the simulated VSWR plot for PSMAs optimized with 3.1 and 4.8 GHz as the

Table 2 Comparison of results of GA, PSO and DE algorithm

Desired
lower
requency
(GHz)

Desired
band-
width
(GHz)

Optimized using GA Optimized using PSO Optimized using DE

Lower
frequency
(GHz)

Bandwidth
(GHz)

Lower
frequency
(GHz)

Band-width
(GHz)

Lower
frequency
(GHz)

Band-width
(GHz)

3.1 7.5 3.3569 7.2431 3.1583 7.4417 3.0999 7.500099

4.8 5.8 4.8205 5.7795 4.8930 5.7070 4.7998 5.8002

7.4 3.2 7.8045 2.7955 7.7008 2.8992 7.3995 3.2005

8.5 2.1 8.7391 1.8609 8.9003 1.6997 8.5001 2.0999

10.2 0.4 10.248 0.352 10.275 0.3250 10.199 0.40011

Table 1 Optimized values of antenna geometric dimensions, lower band-edge frequencies and
bandwidth for PSMA using DE algorithm

Desired
frequency
(GHz)

Calculated frequency
(GHz)

Geometric
dimensions

Bandwidth

L (cm) P (cm) Desired
(GHz)

Calculated
(GHz)

3.1 3.09990076 0.9108 0.3936 7.5 7.500099

4.8 4.7998 0.9179 0.2404 5.8 5.8002

7.4 7.3995 0.7001 0.0346 3.2 3.2005

8.5 8.5001 0.5499 0.0992 2.1 2.0999

10.2 10.19989 0.3386 0.2213 0.4 0.40011
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Fig. 2 Simulated VSWR plot for the UWB printed square monopole antenna optimized at
3.1 GHz lower band-edge frequency

Fig. 3 Simulated VSWR plot for the UWB printed square monopole antenna optimized at
4.8 GHz lower band-edge frequency
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lower edge frequency respectively. Simulations are done using ZelandIE3D soft-
ware. Ground plane dimensions were set at 10 mm × 2 mm. In Fig. 4, best fitness
plot using DE is compared with that obtained using GA and PSO. Figure 5 shows
the radiation pattern for a printed square monopole antenna designed using DE.

6 Conclusions

The method of designing UWB printed square monopole antenna using Differential
Evolution technique is presented in this paper. The results obtained with DE
algorithm are compared with that of PSO and GA. Table 2 shows that the band-
width achieved with DE algorithm is better than that obtained using GA and PSO.
In case of DE, the convergence rate is much better than that obtained with PSO and
GA. It can be seen from Fig. 2 that the lower edge frequency has been shifted from
the desired value of 3.1 GHz. But it can also be seen that the VSWR is within the
value of 2 from 4.2 to 11.4 GHz with an operational bandwidth of 7.2 GHz. On the
other hand Fig. 3 shows almost perfect bandwidth ranging from 4.9 to 10.6 GHz.
The imperfections in the bandwidth in the first case can be nullified by properly
choosing the ground plane dimensions and tuning the optimization parameters. So
this computationally efficient method may be extended for design of printed
monopole antennas for other ranges of microwave frequencies. The basic structure
of the antenna is retained while obtaining the bandwidth. In this way this method is
superior as compared to other techniques.

Fig. 4 Best fitness plots of DE, PSO and GA
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An Efficient Cloud Network Intrusion
Detection System

Partha Ghosh, Abhay Kumar Mandal and Rupesh Kumar

Abstract Cloud Computing is an Internet based Computing where virtual shared
servers provide software, infrastructure, platform and other resources to the cus-
tomer on pay-as-you-use basis. With the enormous use of Cloud, the probability of
occurring intrusion also increases. Intrusion Detection System (IDS) is a stronger
strategy to provide security. In this paper, we have proposed an efficient, fast and
secure IDS with the collaboration of multi-threaded Network Intrusion Detection
System (NIDS) and Host Intrusion Detection System (HIDS). In the existing sys-
tem, Cloud-IDS capture packets from Network, analyze them and send reports to
the Cloud Administrator on the basis of analysis. Analysis of packets is done using
K-Nearest Neighbor and Neural Network (KNN-NN) hybrid classifier. For training
and testing purpose here we have used NSL-KDD dataset. After getting the report
from the Cloud-IDS, Cloud Service Provider (CSP) will generate an alert for the
user as well as maintain a loglist for storing the malicious IP addresses. Our
proposed model handles large flow of data packets, analyze them and generate
reports efficiently integrating anomaly and misuse detection.

Keywords IDS � KNN � NN � Multi-threaded NIDS � HIDS � Anomaly
detection � Misuse detection
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1 Introduction

Cloud Computing is the next stage in the Internet’s evaluation. It brings a revo-
lution in IT world by using the Internet services. Cloud Computing provides data
and services availability assurance, and quick accessibility and scalability [1].
Cloud Service Providers offer services according to several fundamental models—
Infrastructure as a Service (IaaS), Platform as a Service (PaaS) and Software as a
Service (SaaS) [2]. IaaS is the most basic Cloud service model in which they
provide resources like, physical or virtual machines. In PaaS model, they deliver a
Computing platform, typically including Operating System (OS), programming
language execution environment, database and web server. In case of SaaS model,
they install and operate application software in the Cloud. The Cloud is a virtual-
ization of resources that is managed and maintained by itself. Virtualization pro-
vides additional cost-saving benefits as well as enhances speed and flexibility. Most
Clouds are built on virtualized infrastructure technology [3]. Virtualization of
system and distributed nature makes Cloud infrastructure more effective and as it
runs through standard Internet protocol, Cloud are easy targets for intruders due to
much vulnerabilities involved in it [4]. So far as security and privacy are concerned,
these are the challenging issues for Cloud Computing. The unauthorized access to a
system by an intruder is commonly referred to as an intrusion. A Firewall is a
crucial component which used as a security guard, placed at the entry point between
a private network and the outside Internet network, such that all incoming and
outgoing packets have to pass through it. The function of Firewall is to examine
every incoming or outgoing packet and decide whether to accept or discard it [5]. In
spite of this security maintenance, secured access for Cloud user can’t be guaran-
teed. So to further provide a secure Cloud environment, an IDS model has been
proposed in this paper. The Intrusion Detection System (IDS) can be emplaced as a
strong defensive mechanism, as complete security cannot be provided by traditional
Firewall [6]. An IDS is a device or software application, which identifies the
intrusion and raise alarms for the system administrator [7]. To detect the intrusion,
an IDS mainly uses two technique—Misuse (signature based) detection and
Anomaly detection. Misuse detection technique is a knowledge based detection
system where predefined rules or signature of attacks has already formed that can be
used to resolve by pattern matching of known attack. Hence, unknown and vari-
ation of known attacks are failed to identify by misuse detection. In case of
Anomaly detection, it is a behavior based detection system that defines and char-
acterizes normal behavior of the system. Whenever action deviates from the
expected behavior, are considered as anomalies. Therefore, it can be able to detect
known as well as unknown attacks [8]. An IDS is basically divided into two types
according to its working environment—NIDS and HIDS [9]. A Network based
Intrusion Detection System (NIDS) is one that monitor, detect and raises alerts on
suspect intrusion to administrative user for network traffic. A Host based Intrusion
Detection System (HIDS) is used to monitor and detect the intrusion by keeping the
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information of a specific host machine and raises alerts to the system administrator.
To provide security, here in this paper, we have introduced efficient IDS with the
help of Multi-threaded NIDS.

2 Related Works

In 2012, Kholidy and Baiardi [10] developed a framework for Cloud based Intrusion
Detection System (CIDS) to solve the deficiencies of current Intrusion Detection
Systems (IDS). In their system, to increase attacks coverage, CIDS integrates
knowledge-based and behavior-based approaches and monitors each node to iden-
tify local events. In 2011, Al-Janabi and Saeed [11] developed an anomaly-based
Intrusion Detection System which can quickly detect and classify various attacks.
They have used Back Propagation Artificial Neural Network to learn system’s
behavior. KDD’99 data set is used in their experiment and the obtained result
satisfies their work objective. In 2010, Mazzariello et al. [12] developed a model, in
which the issue of detecting Denial of Service (DoS) attacks are performed by means
of resources acquired on demand, on a Cloud Computing platform. The model was
used to investigate the consequences of a distributed strategy to detect and block
attacks, or other malicious activities, originated by misbehaving customers of a
Cloud. In 2010, Bakshi and Yogesh [13] developed an algorithm to secure Cloud
from DDOS attacks using Intrusion Detection System in Virtual Machine (VM).
That model shows that the IT virtualization strategy can be used to response the
Denial of Service attack. In 2009, Ghali [14] has presented a new hybrid algorithm
Rough Set Neural Network Algorithm (RSNNA), used to significantly reduce a
number of computer resources, both memory and CPU time, and required to detect
attacks. The algorithm uses Rough Set Theory in order to reduce features and trained
by an Artificial Neural Network to identify any kinds of new attack.

3 Proposed Model

The Cloud technology is now widely spread all over and is used frequently with
easy access, but with this popularity to maintain security is still an issue of concern.
The user requests for the desired data or resources are made through the network.
Further approaches are utilized to rescue these requests and respond to those
requests. As the Cloud service is truly concerned with the request made by the
clients, special arrangements are made to secure these requests from the intruders.
The attackers may try to manipulate the user desired request; this process is called
an intrusion and is controlled with the help of Intrusion Detection System (IDS). In
this regard, our proposed model works fit for the easy and safe execution of the task
performed by the Cloud user, shown in Fig. 1.
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In our proposed model, network maintenance or monitoring device called NIDS
is used at the bottleneck position of the network. In this model, for intrusion
detection, we have used multi-threaded NIDS to monitor the requests send by the
user. To overcome the large network traffic and for easy process, the multi-threaded
approach is performed. The requests made from the client end are processed with
the help of NIDS, incorporated within Cloud-IDS. The Multi-threaded NIDS model
for Cloud environment is basically based on three modules—Capture and Query
module, Analysis module and Reporting module. The capture module performs the
task of capturing and receiving inbound and outbound (ICMP, TCP, IP, UDP) data
packets. As large amount of data packets entered into the NIDS, the Capture and
Query module first allocates and arrange them in an ordered manner and place them
into a shared queue. Further the ordered packets are approached and received as test
case for the Analysis part as shown in Fig. 2.

The packets captured from the shared queue are passed to the analysis phase, are
finely analyzed with the help of multiple threads concurrently processing there. The
Reporting module responds to the analyzed results and notifies the Administrator
about the intrusion happened. After capturing all the packets for the analysis pur-
pose, the multiple threads would consistently process and tries to test with the help
of KNN-NN classifier. The classifier is already trained by using NSL-KDD data set.
The deviated packets from the normal action are further analyzed for Misuse
detection. In Misuse detection process, the packets are matched for any of the four
attacks DOS, Probe, U2R, and R2L. The analysis process continues in a collabo-
rative manner to enhance the system performance and packet execution.

In our IDS, we have used a Hybrid Multilevel KNN-NN classifier. For any
incoming packet, we perform anomaly detection using K-Nearest Neighbor algo-
rithm (KNN). KNN acts as a binary classifier and classifies an action as ‘normal’ or
‘abnormal’. For all the packets classified as ‘abnormal’, an Artificial Neural Net-
work (ANN) is used to perform misuse detection and sub classifies them into
specific attack types, shown in Fig. 3. For training our hybrid classifier, we have
used the full NSL-KDD training dataset [15]. In order to test our model, we have
used the entries of the NSL-KDD testing dataset in the form of network packets. In
order to reduce time complexity of the training phase and to improve accuracy of

Fig. 1 Intrusion detection system in cloud environment
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detection, we have used feature selection on the NSL-KDD dataset. We have
selected 25 features of the dataset having the maximum value of Information Gain
for training and testing purpose. Using reduced dataset, the learning time and
accuracy of our system gets improved instead of full dataset. Our Hybrid Multilevel
classifier also performs better than KNN and ANN, when they are used as classifier
modules separately.

After analysis, the Administrator gets intrusion reports and works accordingly.
The Cloud is having virtualization approach for the resources that are being used.
Here a hypervisor server in Cloud hosts a number of clients on one physical
machine. As the request passes NIDS for getting access to the Cloud storage, there
may introduce another intrusion in the hypervisor server. To overcome this prob-
lem, an HIDS is placed in the server to monitor the internal happenings of the
hypervisor. So with this deployment, HIDS in hypervisor along with NIDS at
bottleneck position, the service made is more secured and reliable. NIDS is con-
fined within the Cloud-IDS and the passed by request for the Cloud storage is again
monitored by HIDS. The execution of the request is made using the security

Fig. 2 Flowchart of multi-
threaded cloud IDS
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approach proposed in this paper. The CSP (Administrator) is used to maintain an IP
log list for the affected client requests. The HIDS and NIDS deployed within the
Cloud-IDS are used for the monitoring the user requests. If any request is found of
having intrusion by Cloud-IDS, the intrusion report is send to the Administrator for
the next process. By getting the intrusion report generated by the Cloud-IDS, the
Administrator first alerts the user about the intrusion and with that it also maintains
the IP log list. Further the logged intrusion is processed by the Administrator. For
each intrusion, the occurrence counter value is incremented by 1. The occurrence
counter value is checked with respect to a threshold value. If the counter value
doesn’t exceed the threshold value, the access is denied for the particular user,
shown in Fig. 4.

If the counter value is greater than the threshold value, further IP is made
blocked for all operations. This security approach is implemented to get better
results in case of different type of attacks performed by the intruder. In the proposed
model for data loss or breakdown of system a restore point concept is utilized. The
restore point acts as a bookmark to the data file, whenever the packet or data are
lost. The task is revised or regained automatically using this restore point whenever
the system gets failed due to any sort of reason. The user is served by the facility of

Fig. 3 Flowchart of IDS using KNN-NN classifier
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rollback, without any fuss within a short period of time to the required previous
state. This creation and utilization of restore point is provided by a schema asso-
ciated with the structured data set that can be applied for convenient back up. The
format shots of the structured data, taken periodically are used to re-establish
services through restore point. In many case the shots are only taken at the time
when the structured data set has undergone any change in content, although they
may be taken at other tracks as well. The Administrator maintains all the structured
data records and also stores the format shots to be used while system breakdown
happens. In case of hardware failure or network breakdown, the first and foremost
task is to regain the earlier stage after network reoccurrence. With this, organiza-
tions are able to respond quickly to take their services back on the network. Switch,
Router or firewall configurations may not even provide such an accurate backup to
the organization. With this situation further tasks get hampered which results in
hours or even days being spent reconstructing a device which can lead to costly
processes. Hence for organizations, the proposed automated system concept works
as glooming technique and makes easy access for the interrupted task, which makes
the organization more profitable. With this easy access technique, the restore point
work efficiently with the structured data being provided by the network vendors.
This enables them to reduce time, required to analyze for their network configu-
rations. Hence quick access is gained up with the help of restore point and a secure
model is created where a Multi-threaded NIDS reports the Administrator to perform
future task.

Fig. 4 Intrusion based task of administrator
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4 Experimental Results

For performing our experiment and to evaluate the efficiency of our proposed
model, we have used the NSL-KDD benchmark dataset. Relevant feature selection
using Information Gain (IG) makes our analysis fast and accurate. It also saves our
memory storage. After selecting all the relevant data using Information Gain, hybrid
multi level KNN-NN classifier is used for classification. Here KNN is used as a
binary classifier for anomaly detection and NN is used for misuse detection to
detect all the various attacks. After feature selection, hybrid multilevel KNN-NN
classifier makes our system more reliable and secure. Administrator gets the
intrusion report after classification and depending upon the occurrence counter
value for each intrusion, it takes necessary action. Experimental results show the
efficiency and accuracy of our proposed IDS, shown in Fig. 5.

5 Conclusion

In this paper, with the collaboration of multi-threaded NIDS and HIDS, a better
Intrusion Detection System for securing the Cloud environment has been proposed.
In case of proposed NIDS for decreasing memory space and time, a number of
relevant features are extracted from the captured data packets. After feature
selection, all the packets are classified by a hybrid multi level KNN-NN classifier
for getting faster and efficient IDS. Administrator takes suitable action to enhance
the system performance after classification. Here a revised restore point is also
proposed for quick revival of previous state of the user after network or system
reoccurrence. Hence the proposed model serves as an efficient, faster and secure
Intrusion Detection System approach in Cloud environment.

Fig. 5 Detection accuracy
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Mobile WiMAX Physical Layer
Optimization and Performance Analysis
Towards Sustainability and Ubiquity

Sajal Saha, Angana Chakraborty, Asish K. Mukhopadhyay
and Anup Kumar Bhattacharjee

Abstract Mobile WiMAX is emerging as a means for low cost reliable wireless
broadband connection compared to traditional DSL cable. The system requirement
of next generation mobile WiMAX is supposed to be based on IEEE 802.16 m
which is still in letter ballot stage. This paper attempts to make in depth perfor-
mance evaluation of Mobile WiMAX under various PHY parameters such as
modulation and coding schemes (MCS), cyclic prefixes and different path-loss
models. Moreover it also present an optimized adaptive modulation scheme that
senses the SNR and adaptively switches to required MCS towards achieving the
desired level of Quality of Service (QoS) and link stability. Simulation results show
that dynamic adaptation of modulation and coding scheme based channel condi-
tions can offer enhanced throughput, load, reduced delay, SNR and BER.

Keywords Wimax � Path-loss � Modulation and coding � Load � Throughput

1 Introduction

The demand for connectivity and bandwidth is increasing day by day. LTE and
WiMAX emerge as promising technology in the market to meet the requirement of
the user in a ubiquitous environment. WiMAX became popular worldwide among
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them due to simplicity of installation and cost reduction compared with traditional
DSL cable.

There are currently three WiMAX systems available

Fixed WiMAX(IEEE 802.16-2004)
Mobile WiMAX(IEEE 802.16e-2005)
Mesh WiMAX(IEEE 802.16-Mesh)

Fixed WiMAX system having coverage area 5–7 km and speed up to 48 Mbps
(fixed downlink) and 7 Mbps (fixed uplink). Mobile WiMAX provides speed upto
9.4 Mbps for downlink and 3.3 Mbps for uplink across the coverage area of 3 km.
In Mesh WiMAX network WiMAX BS is connected within its coverage area with
additional BS with smaller coverage area to relay the connectivity. In this paper
various MAC, PHY system design parameters were identified, reviewed and
selected on the basis of potential contribution to maximizing performance and
minimizing delay and path loss. We identified performance matrices including
VoIP packet delay, data packet delay, load, throughput to quantify performances
over the optimized mobile WiMAX infrastructure. OPNET modeler and MATLAB
are used for simulation. Simulation scenarios were used to observe the impact on
the four performance matrices.

2 Background Study

In Wireless communication information propagates from transmitted to receiving
antenna. During transmission electromagnetic wave faces obstacle causes path loss.
Path loss is defined by

PL ¼ PT þ GT þ GR � PR �LT �LR

where PT and PR are transmitted and received power. GT and GR are the gain of
transmitting and receiving antenna. LT and LR are the feeder losses of the respective
antennas. Milanovic et al. [1] compared the accuracy of four different propagation
models like SUI model, COST 231 Hata, Macro Model, Model 9999. With received
power for 3.5 GHz analysis is made for location with NLOS and LOS propagation
conditions separately. Erceg et al. [2] developed a statistical path loss model derived
from 1.9 GHz experimental data collected across suburban environments. In [3]
a cross layer architecture is developed considering a adaptive MCS scheme in the
PHY and a signal and interference to noise ratio (SINR) based call admission
control (CAC) scheme is developed in the MAC layer of the WIMAX architecture.
Bhunia et al. [4] considered load, jitter, throughput as QoS parameters to analyze
the performance of VoIP application in mobile WiMAX. Nevertheless, we made an
in depth analysis of the effect of various pathloss models, scheduling algorithm and
MCS scheme. It has been shown that AMC scheme enables better QoS while
consuming low overall bandwidth of the system.
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3 Network and System Model

We used OPNET simulator and MATLAB for simulation. Optimized Network
Engineering Tool (OPNET) provides a development environment supporting the
communication networks. Both behavior and performance of the modeled system
can be analyzed through discrete event simulator. OPNET provides graphical editor
to enter network model details. It consists four such types of editor names network
editor, node editor, process editor and parameterized editor organized in a hierar-
chical way. We design the optimized network model scenario in OPNET, run the
model under different condition, collected data and plot the data in MATLAB. We
consider different modulation and coding schemes (MCS) like QPSK1/2, QPSK3/4,
16QAM1/2, 16QAM3/4, 64QAM1/2, 64QAM2/3, 64QAM3/4 as the threshold
coverage area of each modulation schemes are different as shown in Fig. 1. Cov-
erage area is determined using the maximum signal to noise ratio (SNR) a MN
receive without significant data loss. We introduce an Adaptive Modulation Coding
(AMC) that allows the WiMAX system to adjust from higher to lower modulation
scheme depending on SNR condition of the radio link. AMC model is discussed
elaborately in Sect. 3.1.

64-QAM3/4

64-QAM2/3

16-QAM3/4

16-QAM1/2

QPSK3/4
QPSK1/2

QPSK1/8

Fig. 1 Cell decomposition into region by each modulation
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OPNET offers four inbuilt path loss model [5] environment like,

(i) Free Space model: It hardly used in real time environment as it does not
consider the multipath fading effect.

(ii) Suburban fixed model: Considering cell with large coverage area and
higher antenna height considering MN having low mobility.

(iii) Outdoor to indoor pedestrian path loss model: Small cell size with low
antenna height. Pedestrians are located in streets, inside buildings.

(iv) Vehicular environment: Larger cell size and higher antenna height con-
sidering MN having mobility (60–180 kmph).

rtPS is taken in MAC sub-layer as initial QoS service class to support real time
services with variable bit rates. Other important parameters are shown in Table 1.

3.1 AMC Model

The aim of this model is to create a universal machine that can be adapted easily
based on MN mobility. Antenna gain of the WiMAX Base Station (BS) is fixed at

Table 1 Parameter taken
Min. MN velocity 60 km/h

Max. MN velocity 100 km/h

Frequency bandwidth used 2.3–2.4 GHz

Channel bandwidth 8.75/10 MHz

FFT size 1,024

RF multiple access mode OFDMA

Antenna type Omni directional

MIMO Matrix 4/4

No. of carrears 2

Transmission power Max. 20 W

RCV buffer size 64 kB

Antenna gain 23 dBi

Base station parameters

Maximum number of SS nodes 15

Service class name Gold (rtPS)

Mac address Auto assigned

Maximum power transmission 0.5 W

PHY profile wireless OFDMA 20 MHz

PHY profile type OFDM

Mobile station parameters

Handover parameters

Maximum sustained traffic rate 4 Mbps

Minimum reserved traffic rate 0.5 Mbps
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15 dbi. When signal strength is high, highest modulation scheme is used (64 QAM)
to increase the system capacity. As MN moves out to the periphery of the coverage
area causes signal strength fading, our system model moves to lower modulation
scheme to maintain QoS and link stability. Change of MCS depends on the
threshold SNR received by MN that continuously sense SNR and change MCS
according to AMC algorithm.

Working function of AMC model is shown by the state diagram as shown in
Fig. 2. Selection of threshold SNR value is a challenging problem. Two techniques
to select the threshold SNR are given in [6].

4 Simulation Results and Analysis

We set up two mobile nodes Mobile_1_1 and Mobile_2_1 under base stations
BS_1 and BS_2 respectively. We gradually increase the traffic to 2, 5, 8, 10 and 15
MNs and analyze the performance of the WiMAX network. Figure 3 shows 15
MNs WiMAX network model under 15 BSs. Although WiMAX standards supports
large coverage area but in practice, it supports approximately 3 km.

Fig. 2 State diagram of AMC model
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Figures 4 and 5 show delay performance for different fixed type MCS and AMC.
Peak VoIP packet delay of AMC is minimum (0.5 ms) among other MCS. Peak
delay in Fig. 4 is 3 ms (64QAM3/4) and in Fig. 5 is 9.2 ms (QPSK1/2) that is much
below the threshold level of 150 ms as recommended by ITU-T[11].

Variation of load (packets/sec), throughput and SNR have been implemented in
Figs. 6, 7 and 8. Initially, the proposed AMC model adapted to higher modulation

Fig. 3 WiMAX network model considering higher traffic (15 MNs)
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scheme (64 QAM3/4). As MN moves toward the cell boundary, SNR value
decreases (Fig. 8) and as it reaches the threshold SNR value, the coding rate
changes according to AMC algorithm and the state machine (Fig. 2) keeps different
state of lower coding rate (like QPSK1/2) to maintain the quality of the link
connection without increasing the signal power (23 dBi). In this way, the proposed
AMC model adopts a suitable MCS dynamically based on SNR value (Fig. 8) and
keeps almost constant throughput (Fig. 7). Empirical analysis also shows that
proposed AMC model and QPSK1/2 achieves 90 % throughput (marked by 2 lines
in Fig. 7) as maximum sustainable traffic rate of the communication link is 4 Mbps.
64QAM2/3 and 64QAM3/4 fail to achieve the minimum benchmark of 60 %
throughput.
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Figures 9, 10 and 11 represent the variation of delay, load (packet/sec) and
throughput respectively in different propagation models keeping MN speed con-
stant(100 kmph). Delay for the free space model is minimum and pedestrian
moving from outdoor to indoor is maximum, this may be due to the radio wave
component reflected and diffracted on building reaching the receiving antenna.
Load and throughput is maximum for the free-space propagation model whereas
pedestrian moving from outdoor to indoor is minimum. Although all path loss
models achieve the minimum throughput benchmark (60 %) in the proposed Wi-
MAX system except handoff duration as shown in the Fig. 7. As far as 60 %
throughput is concerned, the rate is adequate to support applications like VoIP and
video transmission.
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Figure 9 represents delay variation at various path loss models. Figure 10 rep-
resents variation of load at different path loss models. Figure 11 represents
throughput variation respectively under various path loss models.

5 Conclusions

WiMAX is conveniently deployable due to ease of installation and low cost. It is
very important to guarantee QoS to the end users to avail and sustain the diversi-
fying applications of WiMAX. An optimized architecture conforming to the
recently standardized IEEE 802.16m framework, is needed for integrating both
mobility management and QoS to provide broadband service in a ubiquitous
environment to end users. In [7], authors analyzed the WiMAX network perfor-
mance under different service classes in MAC layer. In [8], authors proposed a
mobility management model THMIP at network layer to achieve better throughput
with minimal handoff latency. In this paper, our analysis on the performance of the
WiMAX considered following parameters of the physical layer. (a) Different MCS
with constant speed (100 kmph) (b) Different speed with proposed AMC (c) Dif-
ferent path loss models with proposed AMC at a constant speed (90 kmph). Per-
formance matrices considered are delay, load, SNR, throughput. From the empirical
studies, it is evident that proposed AMC allows the WiMAX network to yield
higher throughput covering longer distance.
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Comparision of Classifiers Accuracies
from FAVF and NOFI for Categorical
Data

D. Lakshmi Sreenivasa Reddy, B. Raveendra Babu, A. Govardhan,
A. Kalpana and Mudimbi Krishna Murthy

Abstract Outlier analysis is an important task in data science. Specifically finding
outliers in categorical data is a tough task. To build an accurate Classifier, it is
needed to eliminate exact number of outliers from the data. If less number of outliers
is found, the obstacles will remain in the original data. An accurate classifier cannot
be built on this data. Similarly if more number of outliers is found and eliminated,
some original records may be missed. From this data too an accurate classifier cannot
be built. So it is needed to eliminate the exact number of outliers while modeling a
classifier. Since the data is categorical, in classification modeling, most infrequent
records are treated as outliers. These infrequent objects disturb the data in modeling
classifier. But how many outliers needed to be found is a problem. This paper
presents the new approach normally distributed Outlier factor by infrequency
(NOFI) to improve the Classifier accuracy. In modeling a classifier for categorical
data, high frequent records are most useful and infrequent records are most useless.
So the infrequent records are obstacles in modeling the classifier. There are many
effective approaches to detect outliers for numerical data. But for categorical datasets
there are few numbers of methods exists. The experiments are conducted for this
new method has been applied on bank dataset which is taken from UCI ML
Repository. This approach is not needed any input of k, the required number of
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outliers. NOFI would find number of outliers automatically using infrequency of all
possible combinations framed from attribute values included in any record.

Keywords Outlier analysis � Categorical � AVF score � FAVF score � OFI score �
NOFI score

1 Introduction

Outlier analysis is an important task in data analysis. Without eliminating these
outliers a correct classifier cannot be built. Some of the applications of outlier
analysis are like credit card fraud detection, intrusion detection of networks, medical
diagnosis analysis, and business decision analysis. In this approach a simple method
for classifier accuracy is presented. AVF [1] method is one of the efficient methods to
detect outliers in categorical data. In this method, it calculates frequency of each
attribute value in each record and finds their average AVF score for each record. But
the major problem in this is how many outliers need to be selected from the dataset.
In this method we need to give an input for selecting number of outliers. We don’t
know how these are reliable outliers. This problem is solved by NAVF [2]. By this
method the reliable number of outliers is selected automatically. After deleting these
outliers automatically by NAVF, the classifier has been built on the remaining data.
In another approach FAVF [3] has been built for the same purpose. This method also
finds outliers automatically. But the reliability of outliers found by FAVF is less
when compared with NAVF. In another approach FPOF [4] for categorical data is
also used frequent patterns which are generated from Apriori algorithm [5]. FPOF
calculates frequent pattern item sets from each record in data set. From these fre-
quencies it calculates FPOF score and finds k outliers as the least k-FPOF scores. All
these methods are used average frequency of each attribute value. This method is so
complex because it needs generation of frequent patterns and also needs a threshold
value ‘σ’ and input ‘k’ as the number of k outliers need to be eliminated. Another
method based on frequency is Greedy [6].

2 Some of Existing Approaches for Categorical Data

2.1 Greedy Algorithm

This method finds the entropy of data set when a record is included in dataset. This
method is finds out records from which the datasets give more entropy. Assume that
the dataset is denoted by ‘D’ with ‘m’ attributes A1, A2 … Am and D(Aj) is the
domain of distinct values in the attribute Aj, then the entropy of single attribute Aj
is calculated by the E(Aj), it is calculated by the below equation.
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EðAjÞ ¼
X

x2DðAjÞ
pðxÞ log2ðpðxÞÞ ð1Þ

All the attributes are independent to each other by nature, Entropy of the entire
dataset D = {A1, A2 … Am} is equal to the sum of the entropies of attributes, and
is defined as follows.

E A1;A2;A3. . .Aj
� � ¼ E A1ð Þ þ E A2ð Þ þ E A3ð Þ þ � � �E Aj

� � ð2Þ

Entropy of dataset is calculated each time when one record is selected aside.
Among all entropies, k-least entropies are selected. The corresponding records for
these least entropies are treated as top k-outliers in this dataset. The complexity of
Greedy algorithm is O(k * n * m * v), where k-is the required number of outliers, n
is the number of records in the dataset D, m is the number of attributes in D, and v
is the number of distinct attribute values per attribute. The terminology used in this
paper is given in Table 1.

Table 1 Terminology

Term Description

DB Database

K Target number of outliers

N Number of objects in dataset

M Number of attributes in dataset

Xi ith object in dataset ranging from 1 to n

Aj jth attribute ranging from 1 to m

D(Aj) Domain of distinct values of jth attribute

Xij Cell value in ith object which takes from domain dj of jth attribute Aj

D Dataset

V Set of all distinct values in dataset D

P Set of all combinations of distinct attribute values, where each attribute occurs
only once in any combination

I Item set

F Frequent item set

IF Infrequent item set

f(xij) Frequency of xij value

FS(xi) Set of frequent Item sets of xi object

IFS(xi) Set of infrequent Item sets of xi object

Minsup Minimum support of frequent item set

Support(I) Support of item set I

OFI Outlier factor by infrequency score

NOFI Normally distributed outlier factor by infrequency score
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2.2 Attribute Value Frequency (AVF) Algorithm

AVF approach is simpler and faster approach to find outliers. It needs only one scan
of entire database and it does not take more space. The AVF method is defined as
below. Let us take “xi” as an object in a dataset. AVF score of this object is defined
as below.

AVFðxiÞ ¼
X

m

j¼1

f ðxijÞ ð3Þ

This method also needed input ‘k’ as the number of outliers to be eliminated.
This approach gives us more accuracy and low complexity.

2.3 Fuzzy Distributed Attribute Value Frequency (FAVF)

This method [3] depends on AVF score. It finds the optimal number of outliers
automatically. Outliers found by FAVF are more in number when compared with
the number of outliers found by NAVF. FAVF model tried to convert the ambiguity
left by NAVF. FAVF uses the S-Fuzzy function and finds three seeds based on
AVF scores of the objects. These three seeds are used to distribute the entire
dataset. Fuzzy seeds and Fuzzy score are given below. This FAVF method also
finds the optimal number of outliers automatically from the original database.

b ¼ mean fið Þ ð4Þ

a ¼
b� 3 � STDðfiÞ if maxðfiÞ[ 3 � STDðfiÞ
b� 2 � STDðfiÞ if maxðfiÞ[ 2 � STDðfiÞ
b� STDðfiÞ if otherwise

8

<

:

ð5Þ

c ¼
bþ 3 � STDðfiÞ if maxðfiÞ[ 3 � STDðfiÞ
bþ 2 � STDðfiÞ if maxðfiÞ[ 2 � STDðfiÞ
b otherwise

8

<

:

ð6Þ

FuzzyscoreðxiÞ ¼
0 if fi\a

2 fi�a
c�a

� �2
if a� fi� b

1� 2 fi�a
c�a

� �2
if b� fi� c

1 if fi[ c

8

>

>

>

<

>

>

>

:

ð7Þ

where
“fi” f(xi) = AVF score of ith record.
Max (fi) Maximum of AVF scores in the dataset.
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a Mean of AVF scores in the dataset.
STD (fi) Standard Deviation of all AVF scores in the dataset.

2.4 Outlier Factor by Infrequency (OFI)

This approach OFI [7] calculates the outlier factor based on infrequency of each
infrequent itemsets involved in a record which is generated by Apriori algorithm
[5]. OFI score is calculated by the below formula.

¼ bðxiÞ ¼
X

m

j¼1

DBj j
1þ f ðIFSðxiÞÞ ð8Þ

Here,

Let “xi” is the record of a database DB,
Aj = Attribute, where j takes the values from 1 to m,
IF = Infrequent Itemset,
IFS (xi) = Set of infrequent Itemsets of “xi”,
xij = ith value in jth attribute
DBj j is length of Dataset

OFI score of each record is calculated by the above Eq. (8). The outliers selected
by highest OFI score records. This method is also needed an input value “k” to get
k-outliers and a threshold value to decide infrequent itemsets. Accuracy of finding
outliers is more when compared with BAD score and AVF score methods, but the
complexity is more.

2.5 Proposed Optimization Method: Normally Distributed
Outlier Factor by Infrequency (NOFI)

OFI method finds k-number of outliers based on the input ‘k’. NOFI calculates
reliable number of outliers automatically based on the threshold value. This
threshold value is calculated as below.

lðbÞ ¼
1
DBj j

X

n

i¼1

X

m

j¼1

DBj j
1þ Frequencyðinf requenct Itemsets of recordÞ ð9Þ
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¼
X

n

i¼1

X

m

j¼1

1
1þ Frequencyðinf requenct Itemsets of recordÞ ð10Þ

rðbÞ ¼
X

n

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

OFIðxið Þ � lðOFIÞ
q

Þ2 ð11Þ

NOFI scoreðbÞ ¼ s ¼ lðbÞþ3rðbÞ ð12Þ

If Xi is said to be an outlier in dataset DB, its OFI score must satisfies the below
condition.

if bðXi) � s; Xi is called Outlier
\ s; Xi is called inlier

8 i = 1 to n
8 i = 1 to n

ð13Þ

This proposed optimization method also finds optimal number of outliers
automatically in perspective of classifier building.

3 Experimental Results and Discussion

The experiments are conducted for this method on bank data with 45221 instances
is taken from UCI ML Repository [8]. Only seven categorical attributes are con-
sidered for experiments. This method is implemented on PL-SQL. Bank data with 7
attributes and 46 values are considered for experiments. The attributes considered
for this experiments are “Job”, “Marital status”, “Education”, “loan”, “housing”,
“contact”, ‘Y’ = “Class label attribute”. Bank data has been divided into two parts,
first part of data is considered with “Yes” Class label and the number of records are
5,299 in this part and second part with “no” class label has 39,922 records. This
petitioning of the Bank dataset has been achieved by using the Clementine tool. The
“yes” label records are considered as outliers in this experiment. From the first part,
for each 10 records of class “yes” one record is selected by using 10-1 random
sampling technique and mixed up with “no” class label records. The mixed up
records are 40,427. Both FAVF and NOFI methods have been applied on these
mixtures of records to eliminate outliers. After eliminating outliers automatically by
NOFI, this method has found 39,899 records as inliers. The total outliers are found
by NOFI are 528. Similarly FAVF has been found 332 outliers automatically and
eliminated. FAVF has been found 40,095 inliers. After eliminating outliers by both
methods classifiers are modeled. Clementine tool has been used to model different
classifiers. The classifiers modeled by NOFI show more accuracy than FAVF and
direct.

While modeling the classifiers for direct data including outliers the lift values are
given in the respective column in Table 2. Each classifier is also used different
number of variables. The accuracies of classifiers are also given in Table 2.
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While modeling the classifiers after deleting outlier by FAVF the lift values are
given in the respective column in Table 3. Each classifier is also used different
number of variables. The accuracies of classifiers are also given in Table 3.

Similarly the results are given in Table 4 for different classifiers modeled by
NOFI (Figs. 1, 2, 3, 4, 5; Table 5) .

The Decision logic (DL) classifier gave 58.435 % of accuracy when tested on
test data after trained it on the original data. The same classifier gave 38.001 and
35.559 % accuracy respectively, when the classifier trained on the cleaned data by
FAVF and NOFI. When the Neural Networks (NN) classifier is modeled on the
original data (without cleaning), it has given 98.685 % accuracy. NN has given
98.873 and 99.068 % accuracy respectively when it is developed on cleaned data
cleaned by FAVF and NOFI. Linear Regression (LR) gave the 98.695 % accuracy
on the test data when tested it on original data (without cleaned) and 98.873 %
accuracy on cleaned data cleaned by FAVF and 99.068 % for NOFI. Similarly
CHAID Classifiers gave the same results as LR respectively for original data,
cleaned data by FAVF and NOFI.

Table 2 Comparison of
accuracies of classifiers
modeled on original data
(including outliers)

Model Lift Number of
fields used

Accuracy
achieved (%)

DL 1.721 4 58.435

LR 2.02 6 98.695

NN 1.931 6 98.695

CHAID 1.954 5 98.695

Table 3 Comparison of
accuracies of classifiers
modeled by FAVF

Model Lift Number of
fields used

Accuracy
achieved (%)

DL 1.742 3 38.001

LR 2.094 6 98.873

NN 2.075 6 98.873

CHAID 1.991 5 98.873

Table 4 Comparison of
accuracies of classifiers
modeled by NOFI

Model Lift Number of
fields used

Accuracy
achieved

DL 1.788 4 35.559

LR 2.5 6 99.068

NN 2.486 6 99.068

CHAID 2.34 5 99.068
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4 Conclusion and Future Work

This new method has been achieved good results when compared with FAVF
method and Direct. NOFI is one of the better methods when compared with others.
In future we will compare the precisions and recalls by both methods on different
datasets.
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Multi Objective Optimization on Clustered
Mobile Networks: An ACO Based
Approach

Sujoy Sett and Parag K. Guha Thakurta

Abstract Clustering technique transforms a physical network into a virtual one to
obtain an improved Quality of service (QoS). Addressing this issue, a multi
objective optimization (MOO) on QoS metrics for clustered mobile networks is
proposed in this paper. A simultaneous optimization is done by minimizing the
number of cluster heads (CHs) to reduce delay in routing call requests as well as
maximizing the number of cluster members under a CH such that network coverage
is improved. This is obtained through a proposed ant colony optimization (ACO)
based routing algorithm followed by a checking procedure on network status to
detect emergence of CHs and correctness of subsequent routing. The effectiveness
of the proposed approach over existing one is shown with simulation studies.

Keywords Routing � Ant colony optimization � Cluster head selection �
Clustering � Network coverage � Transmission delay

1 Introduction

Mobile networks comprise of different geographic areas known as cells. Each of
these is served by a base station (BS), which are linked with neighbors in the
network. The task of the BSs is to receive communication from mobile devices
scattered in the area. A group of neighboring BSs is considered as a cluster to map
the physical network onto a virtual one to reduce the communication overhead. For
such reduction, a BS as a node within the cluster is selected as a cluster head (CH).
The responsibility of CH is to aggregate communications from its members and act
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as sole representative for that cluster to establish communication with other clusters.
Naturally an objective towards optimization of the number of CHs is required to
reduce the transmission delay for a call request.

The reduction of transmission delay is associated with reduction of hop count,
which can also lead to reduced energy consumption, provided communication is
aggregated between CHs. Low-Energy Adaptive Clustering Hierarchy (LEACH)
[1] is a cluster-based protocol using randomized rotation of CHs to achieve even
distribution of energy dissipation throughout the network. Further, the HYENAS
system [2] selects CHs using model-based processing. Here, the BS determines a
node metric for each node in the cluster by considering residual energy and the total
sum of squared intra-cluster distance.

The techniques discussed earlier are involved with determination of clusters
beforehand and consequently determining the CH corresponding to each cluster.
However, several combined model for addressing simultaneous routing and clus-
tering have been studied in the area of dynamic networks [3]. A proposed GEDIR
(geographic distance routing) algorithm [4] in this field uses the principle of for-
warding the packet to one of its neighbors that are closest to the destination. An
extension called Avoidance-GEDIR for clustered networks selects the second
closest neighbor to destination for forwarding packets by addressing the higher
energy consumption of CH nodes.

The clustering in mobile networks has been extensively studied using the con-
cepts of Evolutionary algorithms. Using these algorithms, an objective function
based on network parameters is defined for optimization. Under such scenario, an
ant colony optimization (ACO) [5–7] based algorithm is preferably used for
determining instantaneous routing over the other alternatives like genetic algorithm
[8, 9], due to the reduced execution time of the former. Generally, ACO works upon
selection of several initial routes analogous to ant trails. Every successive iteration,
these routes are further optimized. For illustration, a chemical known as pheromone
is left by ants on their trails which attract other ants. Therefore higher number of
ants would travel on an optimal trail towards a food source and deposit more
pheromones. Thus optimal routes get reinforced as more requests are being served
by the ants. Pheromone slowly evaporates over time, simulating the concept that
some routes are nearly abandoned in the long run.

In this paper, the dual objective of maximizing network coverage by CHs and
simultaneously reducing the number of CHs in a network, is proposed for opti-
mizing both energy consumption and routing delay. Here, an ACO based routing is
developed, so that frequent trails get gradual reinforcement and subsequently CHs
emerge naturally from the network. The idle trails loose popularity and are finally
abandoned. The terminals corresponding to such reinforced routes are identified as
the CHs for the network, the rest being the cluster members. For this trained
network, requests are routed by following intermediate CHs thus satisfying the
objectives mentioned earlier. Simulation studies highlight the fact that sufficient
coverage can be achieved with minimal number of CHs by executing the proposed
algorithm. In addition, the threshold value of pheromone above which a route
would contribute CHs to the clustered network is identified.
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The rest of the paper is organized as follows. Section 2 presents the system
model and the problem is described in Sect. 3. Next, the proposed solution is
presented in Sect. 4. The simulation results are shown in Sect. 5 followed by
conclusions in Sect. 6.

2 System Model

The hexagonal cellular layout in mobile networks is transformed into a two
dimensional coordinate system in this work as shown in Fig. 1. Every cell is
represented as (x, y) in a 3 axes layout due to the angle 120° [10] covered by a BS
in a cell. The next set of cells along axis 1 of the layout is determined by an
increment or decrement of x-values. Similar cells along axis 2 are determined by
change of y-values only, whereas that along axis 3 is done by changes in both the x
and y values.

Based upon the layout described in Fig. 1, the neighborhood of every cell is
categorized using the physical distance between them. Accordingly, the circles of
neighbors around each cell are determined as Node Coordinate Interrelation (NCI)
matrix, which is illustrated in Table 1. The model proposed in this work considers
up to 5th circle considering the transmission range [11] of every BS.

Two cells (x1, y1) and (x2, y2) are determined as neighbors within transmission
range of each other, if the following condition holds.

Absolute x1�y1�x2þ y2ð Þ� 3 ð1Þ

The value obtained in (1) is used to determine the possible neighborhood of cells
while calculating the possibility of forwarding of request through the layout. Thus
the members of neighborhood for each cell are populated in this work as the NCI. On
the other hand, NCI is populated with an arbitrary high value for the cells beyond

Fig. 1 Cellular layout
represented as coordinate
system
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transmission range to inhibit direct communication between them. In addition, it is
important to mention that NCIsource,destination or NCIhop is the notation commonly
used in this work for removing ambiguity in representation. Identical approach in
notation is followed for other essential parameters related with the network.

3 Problem Statement

The design of the clustered network in this work is associated with two objectives.
The first one is involved with the minimization of the number of CHs such that any
request can be routed through minimum number of hops, resulting in reduced delay.
Another objective is to simultaneously address the placement of CHs so that
maximum coverage can be achieved for the network. Thus the design addressed in
this work can be presented by the following multi objective optimization (MOO).

Objectives ¼ minðjCHjÞ
max ðcoverageÞ

�

ð2Þ

Subject to:

8 route 2 request

8 node 2 route;

NCInode;next node � transmission range

ð3Þ

In (3), the route selected corresponding to a request in the system gets trans-
mitted using hops that are within the transmission range of each other.

Table 1 Node coordinate interrelation (NCI) matrix

1st Circle 2nd Circle 3rd Circle 4th Circle 5th Circle

(x, y − 1) (x − 1, y − 2) (x, y − 2) (x − 1, y − 3) (x, y − 3)

(x − 1, y − 1) (x − 2, y − 1) (x − 2, y − 2) (x − 2, y − 3) (x − 3, y − 3)

(x − 1, y) (x − 1, y + 1) (x − 2, y) (x − 3, y − 2) (x − 3, y)

(x, y + 1) (x + 1, y + 2) (x, y + 2) (x − 3, y − 1) (x, y + 3)

(x + 1, y + 1) (x + 2, y + 1) (x + 2, y + 2) (x − 2, y + 1) (x + 3, y + 3)

(x + 1, y) (x + 1, y − 1) (x + 2, y) (x − 1, y + 2) (x + 3, y)

(x + 1, y + 3)

(x + 2, y + 3)

(x + 3, y + 2)

(x + 3, y + 1)

(x + 2, y − 1)

(x + 1, y − 2)
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4 Proposed Model

The model proposed in this work begins with the initialization of the network as
discussed earlier. This involves pre-calculation of NCI for the network, along with
the resident energy (energynode) for BSs and initial pheromone values corresponding
to every possible elementary hop (pheromonehop or pheromonesource,destination).
Next, routing for the incoming set of call requests is attempted by following
proposed ACO based algorithm. In addition, the network status is checked after
successive intervals of routing to detect emergence of CHs and correctness of
subsequent routing by utilizing them.

4.1 Proposed ACO Based Algorithm

It is important to introduce the following key terminologies used in the system
before presenting the algorithms. Two modulating factors, α and β has been
introduced to normalize the control factors guiding the algorithm discussed later.
Another factor λ is applied upon the transmission range for consumption of residual
energy at a node. Further, ACO algorithms are characterized by two other factors,
pheromone deposit rate (Q) and pheromone evaporation rate (ρ). By natural
observation, value of Q is selected to be significantly higher than the value of ρ. The
algorithm in this work for determining the routes between the source and desti-
nation corresponding to a request while simultaneously using the CHs as inter-
mediate hops is proposed by the following rules.

Rule1
The neighbors of a current node residing in the direction of the destination are
considered as possible next hop. Among the alternatives, the hop with a higher
pheromone value has a greater chance for getting selected. Further, such a hop
gradually reinforces the neighbor, which can subsequently emerge as a CH.

Rule2
The amount of residual energy of the current node determines the possibility of
selecting the next hop as a distant or a near one. Here, if the BSs of a region in the
network become low in residual energy, CH density of such regions tends to be
higher than the rest of the network. Accordingly transmission delay gets prolonged
in such regions.

A request queue is maintained locally at every node, having requests originating
from it as well as other neighboring nodes. The queue is derived from the call
requests for the entire network, which is characterized by parameters like source
node, destination node, call duration and priority of the request. The delay
encountered by a request at a specific node depends upon the queue length of that
node, having priority equal to or greater than the current request. The selection of
the next node to forward the request is determined by the rules introduced earlier.
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For all the alternatives lying in the direction of the destination node, a weighted
product called ‘taueta’ is derived by obeying the two rules. This ensures that both
the factors have sufficient control upon the selection procedure. A roulette wheel
selection [12] mechanism upon the cumulative sum of all taueta values determines
the next hop. This procedure is described by the following algorithm.

node transmission range of current node
 if node direction(destination)

nodes possible hop = nodes possible hop {node}; 
taueta node = ((energy source/NCI source, node)^ β)*(pheromone source, node ^α);

end if
end for
taueta cumulative = cumulative sum (taueta);
next node = roulette wheel selection (nodes possible hop, taueta cumulative);
trail source, destination = trail source, destination hop current node, next node;

Algorithm 1. determine next hop (current node, destination node) 

Based on Algorithm 1, once a call has been successfully routed from the source
to destination, subsequently the residual energy of the initial and intermediate
forwarders are reduced by a factor depending on the distance of the transmission
hop to the next node. Besides, the pheromone values of the hops used in the current
trail is increased, whereas the same for all other possible hops is reduced. This is
illustrated by Algorithm 2.

hop trail source, destination

decrease = (1-ρ) * pheromone hop ; 
increase = Q / length(trail);
pheromone hop = decrease + increase;

 energy hop-source = energy hop-source – λ * length(hop);
end for

Algorithm 2. adjust parameter values (trail) 

4.2 Evaluation of CH Selection and Network Coverage

The proposed methodology for determining the number of CHs and network
coverage is based on the pheromone value of the hops obtained in Algorithm 2.
This procedure is executed alongside the routing described in Algorithm 1 to check
the emergence of CHs and accuracy of subsequent routing. The pheromone values
are initialized to a small fraction uniformly for all the hops. While routing, the
pheromone values are updated according to the number occurrence of the hops in
the trails. Thus, an important hop has significantly higher probability of getting
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selected for future routing. The terminals of such a hop can be treated as CHs, and
transmissions are more probable to converge on such a node on later stage as
compared to other members. The threshold pheromone for a hop, beyond which
CHs emerge, is determined in this phase.

Coverage of the network is defined as the percentage of nodes that finds at least
one CH among its neighbors, which undoubtedly, would increase upon decreasing
the threshold pheromone. However, decreasing this threshold has the effect of
unnecessary increase of CHs in the entire network, which would result in increased
delay in subsequent requests. Hence an optimal balance between these two is
necessary, which is heuristically determined in this step. The entire procedure is
described by Algorithm 3.

threshold   {1:0.1 step (-0.05)} 
hops prominent = {hop | pheromone hop > threshold} ; 

hop hops prominent

CH = CH  {source hop}  {destination hop} ; 
end for

node network
If neighbor node such that neighbor node CH

count coverage = count coverage +1;
end if

end for
if count coverage / count (node network) == 1

threshold coverage = threshold ;
break;

end if
end for

Algorithm 3. Evaluation of coverage and optimal CH count 

5 Simulation Studies

The experimental results for the proposed model have been obtained by simulating
a network grid of size 100 × 100, and simulating random requests between the
nodes. The various system parameters are highlighted in Table 2.

For a randomly generated set of requests, the threshold is varied from 1 to 0.1
with different values of Q and ρ. Higher values of ρ imply more decrease in
pheromone value. The increase effect is produced by adding a proportion of the
current ant’s total trail length, where the proportion is determined by Q. Higher
values of Q increase the amount of deposited pheromone. Simulation studies show
that a high value of Q leads to identification of high number of CH and total
coverage in network. With a low value of Q (=2) we can still achieve total coverage
at a low value of threshold. Keeping Q fixed, next ρ is varied. With reasonably low
value of ρ, total coverage is achieved, which is illustrated in Figs. 2 and 3.
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Once total coverage in the network is achieved, another objective to minimize the
number of CHs is attempted. As we interpret from Fig. 4, a high percentage of CHs
(nearly 30 %) can achieve 100 % coverage, whereas only a third of that, i.e. nearly

Table 2 Simulation
parameters Network grid size 100 × 100

Allowable diversion Maximum 5 nodes

Objective modulator (α) 3

Objective modulator (β) 2

Pheromone evaporation rate (ρ) 0.1

Pheromone deposit rate (Q) 2.0

Interval for threshold calculation 100 Requests

Energy depletion factor (λ) 0.05

Fig. 3 Node coverage versus threshold pheromone for different values of ρ

Fig. 2 Node coverage versus threshold pheromone for different values of Q
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10 % CHs is able to achieve over 95 % coverage in the network. For optimal results,
we can target less than 100 % coverage in the network at a reasonably reduced
number of CHs, resulting in reduced transmission delay in the network.

Further, a comparison with the iterative approach of CH selection, as attempted
in traditional approaches [1, 13–15], is performed. These perform a randomized CH
election, based upon the fact that a CH that has been earlier elected has reduced
chance of getting elected again. However, the algorithm proposed in current work
illustrates a reverse concept, nodes that are elected as CH has higher chance of
getting elected in next rounds. The former approaches attempt uniform energy
depletion in the network, ignoring the concept of coverage. As seen from Fig. 5, the
proposed algorithm selects CHs with stable coverage upon the entire network,
which is higher than the average coverage gained by traditional models.

Fig. 4 Node coverage and CH probability versus threshold pheromone

Fig. 5 Comparison of network coverage of the proposed algorithm and traditional approach
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6 Conclusions

In this work, an ACO based routing algorithm that plays the dual objective of
minimizing CHs in the network and increasing coverage is proposed. These
objectives are modeled with an attempt to address the granular requirement of
reducing the transmission delay and energy consumption in mobile networks. The
proposed algorithm is implemented to cluster the routes for call requests in a
network. Simulation studies derive the threshold upon the parameters, using which
we can achieve maximum network coverage for a minimum assignment of CHs.
Improvement by the proposed model over the traditional one is highlighted. Fur-
ther, subsequent improvements in different network scenarios through similar
evolutionary algorithmic approaches are under current investigation.
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A Trade-off Analysis of Quality of Service
(QoS) Metrics Towards Routing in Mobile
Networks: MOGA Based Approach

Aritra Rudra, Parag Kumar Guha Thakurta and Rajarshi Poddar

Abstract The trade-off analysis between two QoS metrics towards efficient routing
in mobile networks is proposed in this paper. For such analysis the behavioural
natures of end-to-end transmission cost and hop-count as QoS metrics are
accounted in discrete domain and subsequently, the probability density functions
(pdf) of those important factors are determined. The pdf of these are transformed
into continuous domain to perform mathematical operation and subsequent analysis
is presented to obtain the optimal routing path(s). In this context, a multi objective
optimization (MOO) on these parameters is proposed and more refined results
among all possible solutions are obtained accordingly. The diverse set of possible
solutions for such analysis is explored through a Multi Objective Genetic Algorithm
(MOGA) based approach.

Keywords Trade-off � Optimization � Probability density function � Genetic
algorithm � Mobile network

1 Introduction

In the past decade, wireless mobile networks have become increasingly popular in
the computing domain. This class of network is commonly called mobile cellular
networks, which has fixed switching sub-systems known as base stations that
synchronize and control all wireless transmissions within their coverage area
(or cell) [1]. A mobile node connects to and communicates with the neighbourhood
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BSs located within its transmission range [2]. The efficiency of such networks is
characterised with different Quality of Service (QoS) metrics like delay, bandwidth,
hop-count, transmission cost etc. [3]. The performances of these metrics are
interrelated with each other. For example, if the number of hop is reduced, then the
distance between two successive hops is increased accordingly. Subsequently, the
transmission energy for sending data packet is increased, as it is directly propor-
tional to the distance between hops. In real life application, it is necessary to
optimize these QoS parameters to satisfy user requirements. Therefore, a trade-off
analysis among these factors needs to be evaluated under such scenario.

The set of works related to the trade-off measurement and its applications spans
several distinct areas of literature. The paper presented in [4] studies an optimi-
zation scheme for determining the trade-off between two routing cost metrics i.e.,
delay and bandwidth. Another application on determination of trade-off between the
coexisting networks is accounted in [5] which is analysed in terms of transmission
capacity. In [6], the fundamental trade-off among delay and infrastructure cost of
epidemic routing in mobile networks is studied. The paper in [7] formulates a trade-
off policy between energy consumption and other QoS parameters in the mobile
grid environment. The performance of the energy QoS trade-off algorithm is
compared with other energy and deadline constrained scheduling algorithm.

In [8] the authors discussed the selection of a caching policy by the network
administrator based on hop-count and transmission cost with improved QoS. The
works in [9, 10] show the trade-off between call arrivals and delay requirements i.e.
target delay and delay probability. The trade-offs between two tree based routing
strategies with respect to hop count and number of edges are described in [11, 12].
In short, several trade-off analyses of various QoS metrics on different aspects have
been carried out. Most of them are resolved using some specific optimization
technique. However, a new trade-off analysis for QoS metrics in mobile networks is
proposed in this paper to facilitate more refined solutions. This is attempted in this
work by proposing a probabilistic model in a comprehensive manner.

The trade-off performance between two QoS metrics in mobile networks namely
end-to-end transmission cost (tc) and hop-count (hc) is proposed in this paper.
Generally, the behavioural natures of these factors are accounted in discrete domain
and subsequently, the probability density functions (pdf) of those important factors
are determined. Due to the requirement of mathematical operations, the pdf of these
factors are transformed into continuous domain and a trade-off analysis among
these is presented to find out the optimal routing path(s).This is formulated using a
multi objective optimization (MOO) where a simultaneous optimization on tc and hc
is done. Further, more refined results among all possible solutions are obtained by
using a bivariate distribution function involving tc and hc. Hence, the diverse set of
possible solutions for these QoS metrics are explored through a Multi Objective
Genetic Algorithm (MOGA) based approach.

The remainder of the paper is organized as follows. The problem addressed in this
work is formulated in Sect. 2. The proposed solution for this problem is discussed in
Sect. 3. Section 4 shows the simulation results to reflect the performance of the
proposed model. Finally, we outline the conclusions of this paper in Sect. 5.
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2 Problem Formulation

The problem addressed in this work begins with the computation of probability
distribution for parameters tc and hc. Therefore, a two dimensional random walk
[13] with random vector is used on cellular structure [1, 14] to determine the
distribution function. The pdf of tc and hc describes the distribution of probability
densities of these factors over the sample space. Here, the scatter plot for tc and hc
for a given pair of source ðsÞ and destination ðdÞ is shown in the following Fig. 1.

Thus tc and hc are correlated with each other as apparent from Fig. 1. The joint
pdf of tc and hc follows bivariate Gaussian Distribution which is supported by the
random walk. To determine such joint pdf, the mean (µ) and standard deviation (σ)
of tc and hc for all possible routing paths between a pair of s and d are computed.
Now, (1) expresses the discussed distribution as follows.

f tc; hcð Þ ¼ 1

2
Q

rtcrhc
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� q2
p e

� 1
2 1�q2ð Þ

tc�ltc
rtcð Þ2þ hc�lhc

rhc

� �2
� 2q

tc�ltc
rtcð Þ hc�lhc

rhc

� �

n oh i

;

� 1\q\1

ð1Þ

where q denotes the correlation coefficient for bivariate Gaussian Distribution
among tc and hc. The points with minimum probability would support the prefer-
ence on tc and hc individually. However, the routing paths with minimum QoS
metric values are usually different. Therefore, a path belonging to the set of solu-
tions is selected with optimal values of the corresponding metrics to maintain a
successful trade-off between these two. The optimal values of tc and hc are governed
by the following partial differential equations.

Fig. 1 Scatter plot for tc and hc
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rtc
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.

The condition for obtaining the trade-off between tc and hc by solving (2) and (3)
is expressed as in the following.

Ztc � qZhc ¼ 0 ð4Þ

Zhc � qZtc ¼ 0 ð5Þ

Hence, (4) and (5) are combined to provide the required condition for trade-off
by the following.

tc � ltc
rtc

¼ hc � lhc
rhc

ð6Þ

The inter-twining of cost metrics is expressed in terms of ρ as shown in (1). As
the extreme values of pdf would have the lowest probability, minimizing f ðtc; hcÞ
would lead to the maximization or minimization. However, for a trade-off in routing
metrics, we are interested only with the minima values. Therefore, both tc and hc
needs to be minimized as shown below in (7) respectively. The problem is now
formulated as MOO with consideration of the set of all possible routing paths
P ¼ p1; p2; . . .; pnf gj8pi 2 P½ � between s and d as follows.

objectives

min f tc; hcð Þ
min g pið Þ ¼ pij jtc
min h pið Þ ¼ pij jhc

8

>

<

>

:

ð7Þ

subject to
pij jtc2 tc; 8pi 2 P

pij jhc2 hc; 8pi P

(

ð8Þ

The constraints in (8) ensure that tc and hc of a specific path is selected during
trade-off analysis.
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3 Proposed Solution

The model proposed in this work is evaluated with the application of MOGA. The
ability of MOGA to search different regions of the solution space makes it suitable
to find optimal solutions of multi objective problems in a single run. We use a non-
dominated sorting approach NSGA-II [14] to determine the Pareto optimal front. In
this context, transformation of network characteristics to GA paradigm and the
function of genetic operators for creating offspring population are discussed next.

• Chromosome encoding: A chromosome in our proposed MOGA based
methodology is a sequence of positive integers corresponding to the IDs of
nodes that represent a routing path and each gene of the chromosome provides
the order of the nodes in that routing path. The length of the chromosome is
variable, but it should not exceed the maximum length N, where N denotes the
total number of nodes in the network. A chromosome encodes the problem by
listing up node IDs from s to d based on an information database like routing
table of the network. In our work, this information is obtained and managed by
using an adjacency matrix.

• Population Initialization: There are two ways to generate the initial population
such as heuristic initialization and random initialization. Although the mean
fitness of the heuristic initialization is already high so that it may help the GAs
to find solutions faster, it may explore a small part of the solution space and
never find global optimal solutions because of the lack of diversity in the
population. Therefore, 80:20 combinations of random initialization and heuristic
initialization are effected in this work to take the advantages provided by both
methods. The various graph traversal methods are used as heuristics. Thus initial
population is now generated with the encoding method described earlier.

• Selection: The selection operator is intended to improve the average quality of the
population by providing the high-quality chromosomes to get a better chance to be
copied into the next generation. As elitism is applied here, n best solutions are
forwarded into the next generation where n denotes the elitism count. To fill rest
of the population, tournament selection [15] without replacement is perceived in
our approach. However, the same chromosome should not be picked twice as a
parent. The use of Crowded-Comparison Operator (�n) [14] drives the procedure
towards a better spread of population in attaining the true Pareto-optimal front.

• Crossover: The crossover procedure is used to generate offspring chromosomes
from dominant parent chromosomes. In the proposed model, a single point
crossover is used to exchange genetic materials between the parent chromo-
somes. One random site is selected as the crossover site out of the several
potential crossing sites. In our problem, the crossover between two paths from s
to d is shown in Fig. 2.

• Mutation: Mutation not only helps to recover any lost gene but also helps to
stay away from local optima and head for global optima. The mutation function
has the ability to generate a path which has a very different fitness from the
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original path, thus preserving diversity in the population. For path with s and d,
the mutation procedure is shown in Fig. 3.

• Loop Repair: The crossover and mutation procedure may give rise to loops in
the generated path. The loops are removed from the path with the help of repair
function [15].

The procedure to get Pareto optimal solutions is thus described by the following
MOGA and subsequently it is discussed in detail.

Algorithm:  ( , , ,  )
/* is the population size, tmax is the desired number of generations, pcrossover and pmutation denote crossover 
and mutation probabilities respectively */1. t ← 12. P1 ← create a new random population of size N 3. Q1 ← ∅4. while (t <=  tmax  ) do 5. Rt ←  Pt ∪ Qt6. Pt+1 ← ∅7. Qt+1 ← ∅8. F ← _ _  (Rt) 9.  i ←  1 10. while( |Pt+1|  +  |Fi|  ≤ N )do 11. _ _  (Fi) 12. Pt+1 ←  Pt+1 ∪ Fi13.   i ←  i +  1 14. end while15. if( |Pt+1| < N ) 16. sort(Fi, ≺n ) 17. Pt+1 ← Pt+1 ∪Fi[1 : (N - |Pt+1|)]18. end if19. while( |Qt+1|  ≤ N )do 20.   individual_A ← _ ( Pt+1  ) 21.   individual_B ← _ ( Pt+1 ) 22. rand_no← choose a random number between 0 and 1 23. if (rand_no ≤ pcrossover )24. Qt+1 ←  (individual_A , individual_B ) 25. else26. Qt+1 ← individual_A or individual_B 27. end if28. rand_no ← choose a random number between 0 and 1 29. if ( rand_no  ≤ pmutation )30. individual_to_mutate ← select a random individual from Qt+131. mutated_individual ←  (individual_to_mutate ) 32. replace individual_to_mutate with mutated_individual in Qt+133. end if34. end while35.  t ←  t +  1 36. end while37. end procedure
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• Line 1: Generation count (t) is initialized.
• Line 2: Initial population (P1) is initialized as discussed previously with N

individuals.
• Line 3: Offspring population (Q1) is initialized to null.
• Line 4–36: Loop controls the number of generations.
• Line 5: Parent and offspring population are combined into Rt.
• Line 6–7: Next generation populations are initialized to null.
• Line 8: All non-dominated fronts of the combined population are searched and

assigned to F.
• Line 9: Front count i is initialized to 1.
• Line 10–14: Loop is executed until new parent population is filled up.
• Line 11–12: Crowding distance in ith front is computed and included as part of

parent population.
• Line 13: The front count is incremented.
• Line 15–18: Check if parent population is filled yet or not.
• Line 16: Sort only the ith front by using Crowded-Comparison Operator (≺n).
• Line 17: The first (N − |Pt+1|) elements of the ith front are selected and placed

into Pt+1.
• Line 19–34: The offspring population is generated and filled up using selection,

crossover and mutation as discussed earlier.
• Line 35: The generation count is incremented.

Fig. 3 Mutation used in the proposed work

Fig. 2 Crossover used in the proposed work
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4 Experimental Results

The simulation of the proposed model has been carried out using MATLAB 7.6 and
JAVA on a server with two Intel Xeon processor (2.33 GHz) and 12 GB memory.
Now the trade-off analysis is carried out with N ¼ 250 (initial population),
pcrossover ¼ 0:8 (crossover probability) and pmutation ¼ 0:1 (mutation probability).
The Pareto optimal solutions for the optimization of both tc and hc is obtained
through the proposed MOGA and is shown in Fig. 4. Here, it is observed that the
transmission cost is increased for reduced hop count and vice versa.

The solution obtained in Fig. 4 is further refined by the expression (1) and are
shown with variation against tc and hc in Figs. 5 and 6 respectively. In these

Fig. 5 Refinement for hc achieved by varying f ðtc; hcÞ

Fig. 4 Pareto optimal solutions for tc and hc
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experiments, the refined solutions are obtained for different values of ρ. It is
observed in Fig. 5 that the more perfect solutions for reducing hc lie in the lower
portion of the curve which was not apparent from Fig. 4. Similarly, Fig. 6 points out
the perfect candidates for reducing tc and its variation with the same. It is significant
that the extreme points in Fig. 4 provide the better results only for any one among tc
and hc, whereas the solutions obtained in both Figs. 5 and 6 provide better trade-off
involving both tc and hc. In addition, resemblance in nature of the curves obtained
in Figs. 5 and 6 are apparent from (6). Thus for each route, the deviation of tc and hc
from their mean values are similar which preserves the balance between these QoS
metrics from trade-off perspective.

5 Conclusions

The efficiency of mobile cellular network is measured with the help of different QoS
parameters. The inter-twining of these parameters requires a trade-off performance
among these factors. Here, the performance and its effectiveness is established for
the metrics end to end transmission cost (tc) and hop-count (hc). In this work, pdf of
those factors is determined and subsequently, the analysis on trade-off measurement
converges to a MOO problem. Further, the selection of improved solutions is
obtained by satisfying another objective after simultaneous minimization of both tc
and hc. The introduction of MOGA based approach is used to obtain the Pareto
optimal solutions. In addition, the effectiveness of our proposed model is verified
through experimental analysis.

Fig. 6 Refinement for tc achieved by varying f ðtc; hcÞ

A Trade-off Analysis of Quality of Service (QoS) Metrics … 143



References

1. Banerjee, S., Roy, S., Thakurta, P.K.G.: Coordinate based directed routing protocol. Int. J. Inf.
Electron. Eng. 2(2):170–173 (2012)

2. Wu, Z., Song, H., Jiang, S., Xu X.: A grid-based stable routing algorithm in mobile ad hoc
networks. IEEE First Asia International Conference on Modeling and Simulation, pp. 181–
186, 27–30 Mar 2007

3. Chen, L., Heinzelman, W.B.: A survey of routing protocols that support QoS in mobile ad hoc
networks. IEEE Network 21(6):30–38 (2007)

4. Lu, J., Cheng, W.: A genetic-algorithm-based routing optimization scheme for overlay
network. In: Third International Conference on Natural Computation—(ICNC ‘07), vol. 04,
pp. 421–425, 24–27 Aug 2007

5. Huang, K., Lau, V.K.N., Chen, V.: Spectrum sharing between cellular and mobile ad hoc
networks: transmission-capacity tradeoff. IEEE J. Sel. Areas Commun. Spec. Issue Stoch.
Geom. Random Graphs Anal. Des. Wirel. Netw. 27(7):1256–1267 (2009)

6. Zhou, S.,Ying, L., Tirthapura, S.: Delay, cost and infrastructure tradeoff of epidemic routing in
mobile sensor networks. In: 6th International Wireless Communications and Mobile
Computing Conference (IWCMC ‘10), pp. 1242–1246, June 28–July 2, 2010

7. Li, Chunlin, Li, Layuan: Tradeoffs between energy consumption and QoS in mobile grid.
J. Supercomputing 55(3), 367–399 (2011)

8. Guha Thakurta, P. K., Mallick, N., Dutta, G., Bandyopadhyay, S.: A new approach on caching
based routing for mobile networks. In: International Conference on Communication,
Computing and Security 2011(ICCCS ’11), pp. 32–35, 12–14 Feb 2011

9. Soret, B., Torres, M.A., Entrambasaguas, J.T.: analysis of the trade-off between delay and
source rate in multiuser wireless systems. EURASIP J. Wirel. Commun. Networking 2010, 12
(2010)

10. Vasef, M.: Effective capacity of a rayleigh fading channel in the presence of interference. Int.
J. Wirel. Mob. Networks 4(3):1–19 (2012)

11. Meghanathan, N.: Performance comparison of minimum hop and minimum edge based
multicast routing under different mobility models for mobile ad hoc networks. Int. J. Wirel.
Mob. Networks 4(3), 1–14 (2011)

12. Meghanathan, N.: Benchmarks and tradeoffs for minimum hop, minimum edge and maximum
lifetime per multicast tree in mobile ad hoc networks. Int. J. Advancements Technol. 1(2),
234–251 (2010)

13. Keqin, L.: Performance analysis and evaluation of random walk algorithms on wireless
networks parallel and distributed processing. IEEE international symposium on workshops
and Ph.D. forum (IPDPSW), 19–23 Apr 2010, pp. 1–8

14. Deb, K., Pratap, A., Agarwal, S., Meyarivan, T.: A fast and elitist multiobjective genetic
algorithm: NSGA-II. IEEE Trans. Evol. Comput. 6(2), 182–197 (2002)

15. Poddar, R., Banerjee, S., Thakurta, PKG.: Shortest path routing for co-ordinate based mobile
networks: a genetic algorithm approach. In: International Conference on Advances in Mobile
Network, Communication and its Applications (MNCAPPS), pp. 50–53, 1–2 Aug 2012

144 A. Rudra et al.



Advanced Bi-directional Home Appliance
Communicator with Security System

Nilava Debabhuti, Sougata Das, Sayantan Dutta, Anusree Sarkar
and Apurba Ghosh

Abstract The paper is based on an electronic system designed using simple
microcontroller to build an intelligent and smart communicator. This communicator
builds a wireless communication system between the owner of a house and the
appliances which are connected within the house. This system intelligently controls
the appliances by taking in decisions from the owner using short messaging system
(SMS) and also replying with the correct required decision. The owner can also use
this service to ask about the status of the appliances from very far away thus making
it a very useful system. The system is efficient and logic based as thus errors has
been minimized. It is also cost effective and user friendly.
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1 Introduction

Short messaging service (SMS) is being used worldwide for sending and receiving
small texts. This communication system is used for controlling the home appli-
ances. A wireless communication [1–13] obtained helps people to check status of
the appliances and safeguard instruments at home to run unused. This helps to curb
the wastage of power and allow the owner to control everything with just a touch of
SMS from his or her phone. This small device can be developed further to use voice
recognition [7], but it has got its own disadvantages like signal strength needs to be
increased and it will add up to the cost of signal from the phone. Using SMS is
simple short and very low cost.

The proposed system uses different logically designed programs that have been
built into a microcontroller. This module checks the SMS text sent to it which helps
it to decide the status of the different appliances to be controlled in the house. A
lock system has also been devised along with this system which provides security.
This security lock can be opened or closed with a password which can be activated
either at the doorstep on a 4 by 3 keypad or through SMS. The proposed device
gives a vigilant and clear idea of this low cost effective system. Figure 1 gives the
block diagram of the complete system which has been implemented to build this
device.

Fig. 1 Block diagram of complete system
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2 System Description

The Microcontroller is the main operational module of the system. All decisions,
sending and receiving is done using logically produced programs burnt into it.
Along with that, there are other components used to control and make the device
compatible to be used for household purposes.

These components has been divided into the following units or modules and
described.

2.1 Modulator-Demodulator Device

A modulator-demodulator or usually known as a MODEM is used in this system to
send or receive the wireless signals. SIM300D is a all in one chip which helps add
data channels and signal modulation demodulation to enhance the communication
between two electronic devices [8].

It requires the use of a Subscriber identity Module (SIM) card. This card is just
an integrated circuit used to securely store the International Mobile Subscriber
Identity (IMSI) and the related key used to identify and authenticate subscribers on
mobile telephony. This embedded chip has different contacts just like the legs
present in other integrated circuits. Figure 2 shows this SIM card along with its
contacts. With the help of this SIM and other connectors, the Global System for
Mobile Communication (GSM) module has been developed. Figure 2 shows the
image of the GSM module used.

Fig. 2 SIM card and GSM modem
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2.2 Microcontroller

Microcontroller is the key element in all embedded systems, control and automation
processes. It behaves like a single chip microcomputer and is coupled with a
processing unit, memory, input output devices, timers, data convertors, serial port
etc. In this project ATmega8 [9, 10] is used whose pin configuration shown in
Fig. 3. It has advanced RISC architecture, 130 powerful instructions and most
single-clock cycle execution. It works with 32 × 8 general purpose working reg-
isters. It has On-chip 2-cycle multiplier, 8 kB of in-system self-programmable flash
program memory. 512 Bytes EEPROM, 1 kB internal SRAM. The GSM modem is
connected to ATMEGA8 Microcontroller via serial port using internal UART [6]
Module of ATMEGA8.

2.3 Driver and Relay Unit

This is the unit which changes the status of appliances controlled using the digital
signals from the microcontroller. It is just a switch that takes DC signals and closes
the current loop of the AC signal so that the appliances can get the required amount
of voltage. Relay board consists of three SPDT relay and a relay driver ULN2803.
ULN 2803, shown in Fig. 4, is a unipolar motor driver IC with maximum output
voltage 50 V and output current 500 mA. It contains eight darlington pair transistors
[7], each having a peak rating of 600 mA and can withstand 50 Vin off-state.
Outputs may be paralleled for higher current capability.

Fig. 3 Atmega8 pin
configuration
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2.4 Security System and Other Appliances

The appliances are correctly controlled via the relay board as per the decisions taken
by the microcontroller. There is no restriction to any appliance that can be used. The
only extra wiring is the connection of the ULN 2803 port to each of the appliances.
The security system on the other hand works using a Stepper Motor. Whenever the
motor is turned, a series of gears help the screw to turn and thus locking or
unlocking the door, as shown in Fig. 5. A password is used to activate this system
and can be Inserted either by using the 3 by 4 keypad provided with the lock or by
using an SMS.

Fig. 5 The security system
locks mechanism

Fig. 4 Relay board
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3 Implementation and Working

This system has the ability to interact with the owner using SMS technology. A
simple SMS can convey a decision of either switching OFF an appliance or even
controlling the front door of the house. GSM receiver sends the message to the
microcontroller. GSM modem and ATMEGA8 communicates through a special
command set known as “AT COMMAND SET” [6] these are given in Table 1.

The C program is logically given these commands using which the microcon-
troller can control the GSM module. The AT commands are used as required and
each of the text message received by the microcontroller is checked via loops indi-
vidually. This checking results in a decision which then sends signals to the relay.

Provisions have been made to check the amount spend in electricity per appli-
ance. It just uses a timer to calculate the last status change. If it was ON then the
appliance timer counts until the next OFF. A default amount can be inserted into the
program which gives the amount consumed by the appliance per second. The
display will show the result of consumption of electricity to the owner and also can
send it via SMS.

The password protection has also been made safe so that only the owner can
control it. A default six password has been inserted into the program, and it can be
changed only if this default password is followed by a new six digit password is
send to the system via an SMS. For example “PASSWORD 123456” will unlock
the security system and “PASSWORD 123456 270192” will change the password
to “270192”. The complete system circuit diagram is given in Fig. 6.

Table 1 AT commands for
SIM300 S. No. Commands Description

1 AT+CGMI Issue manufacturer ID code

2 AT+CGMM Issue model ID code

3 AT+CSMS Selection of message service

4 AT+CMGR Read SMS

5 AT+CMGF Set the SMS mode to text

6 AT+CMGW Write SMS

7 AT+CMGS Send SMS

8 AT+CMGD Delete an SMS in SMS memory
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4 Device Commands and Programming

The developed system uses intrinsic commands as SMS and checks and decides the
status of devices. These commands are given in Table 2.

A USART header file has been used and a function is defined which helps the
main program to direct the commands to the SIMM300 GSM module. The fol-
lowing code fragment gives the USART write function.

Fig. 6 Circuit diagram of system
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static int USART_WriteChar(char data)
{
   //Wait untill the transmitter is ready
      if (data == '\n')
        USART_WriteChar('\r');
while(!(UCSRA & (1<<UDRE)));

   //Now write the data to USART buffer
   UDR=data; 
   return 0;
}

To initiate a value or a phone number, the code fragment used is given below.
void USARTInit(uint16_t ubrr_value)
{
   //Set Baud rate
   UBRRL = ubrr_value;
   UBRRH = (ubrr_value>>8);
   UCSRA=(1<<U2X);
   UCSRC=(1<<URSEL)|(3<<UCSZ0);
   UCSRB=(1<<RXEN)|(1<<TXEN);
}

Here, in place of the data, the command in used during the main program. The
looping strategy used checks the data each time it has been send. For example,
when the main program wants to read a SMS, it will first send the read command to
GSM module using the below given code fragment.

{
_delay_ms(200);

USART_WriteChar('A');
USART_WriteChar('T');
USART_WriteChar('+');
USART_WriteChar('C');
USART_WriteChar('M');
USART_WriteChar('G');
USART_WriteChar('R');
USART_WriteChar('=');

USART_WriteChar('1');
USART_WriteChar('\n');
while(USARTReadChar()!='\n');

}

Table 2 Commands and relay status

S. No. User commands Status of relay

1 DEV 1 ON Device 1 is ON

2 DEV 2 ON Device 2 is ON

3 DEV 1 OFF Device 1 OFF

4 DEV 2 OFF Device 2 OFF

5 PASSWORD XXXXXX Opens the door lock

6 PASSWORD XXXXXX YYYYYY Change password

7 STAT DEV 1 Checks status of Device 1

8 STAT DEV 2 Checks Status of Device 2

9 CON HOUSE Calculates consumption Rs/kWh
and sends SMS
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Now, when an SMS is send, an IF-ELSE case is used to check each character at
each space. Taking example of “DEV 1 ON”, the code fragment used is given below.

if(ch[0]=='D' && ch[1]=='E' && ch[2]=='V')
{

      if(ch[4]=='1' && ch[7]=='N')
{
cbi(PORTD,3);
printf("Device 1 is ON");

}
}

It checks the first three characters are D, E and V respectively or not. Then it
checks whether the character 4 i.e. the number given to the appliance to be con-
trolled and then it checks if the decision is ON or OFF by simply reading the 7th
character. In this case the device 1 is ON that means port 3 which is connected to
the relay for device 1 is Switched ON.

The security system has been implemented with caution. Only one phone number
can be used to open or close or even change the password via SMS. This number is
checked using a simple IF-ELSE case and if successful then checks the password.

The status of the device can also be checked by the user. A simple SMS is read by
the microcontroller to check and recollect the last status of the device. The port
respectively used for the device whose status needs to be determined is given a signal
by the microcontroller to check the availability. Then the microcontroller sends the
following code to make the GSM module ready to send an SMS to the user.

{
_delay_ms(200);

USART_WriteChar('A');
USART_WriteChar('T');
USART_WriteChar('+');
USART_WriteChar('C');
USART_WriteChar('M');
USART_WriteChar('G');
USART_WriteChar('W');
USART_WriteChar('=');

USART_WriteChar('1');
USART_WriteChar('\n');
while(USARTReadChar()!='\n');

}

Then it generates the SMS to be send to the users using the following code
fragment.

Printf (“ DEV 1 is “, X);
_delay_ms(200);
USARTInt('9');
USARTInt ('9');
USARTInt ('0');
USARTInt ('3');
USARTInt ('9');
USARTInt ('9');
USARTInt ('5');
USARTInt ('4');

USARTInt ('6’);
USARTInt ('0');
while(USARTReadChar()!='\n');

Where, X is the status which says either ON or OFF according to the status
check that has been implemented before this code. The SMS text is ready and the
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mobile number to which it needs to be sent is initialized. This SMS is then send
using the this code fragment given below.

{
_delay_ms(200);

USART_WriteChar('A');
USART_WriteChar('T');
USART_WriteChar('+');
USART_WriteChar('C');
USART_WriteChar('M');
USART_WriteChar('G');
USART_WriteChar('S');
USART_WriteChar('=');
USART_WriteChar('1');
USART_WriteChar('\n');
while(USARTReadChar()!='\n');
}

The user also has the option of checking the consumption of power and the
amount spend on it. The unit of currency and the price will be preloaded into the
program. The KWH reading will be taken from the electric meter supplied by the
electricity service providers. This unit will be multiplied by the price per KWH and
stored as a floating value R. This is then send to the user via the following code.

_delay_ms(200);
USARTInt('9');
USARTInt ('9');
USARTInt ('0');
USARTInt ('3');
USARTInt ('9');
USARTInt ('9');
USARTInt ('5');
USARTInt ('4');

USARTInt ('6’);
USARTInt ('0');
Printf(“ The total cost consumed is “, R);
………..
{
_delay_ms(200);

USART_WriteChar('A');
USART_WriteChar('T');
USART_WriteChar('+');
USART_WriteChar('C');
USART_WriteChar('M');
USART_WriteChar('G');
USART_WriteChar('S');
USART_WriteChar('=');

USART_WriteChar('1');
USART_WriteChar('\n');
while(USARTReadChar()!='\n');

}

These program fragments are implemented together and a program is build to
work correspondingly to the instrument. The Header files which defines the LCD
and the USART are defined outside the main program. The main program only
includes the text checking, sending and receiving portions of the system.
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5 Conclusion

SMS based remote control for home appliances are beneficial for the human
generation because mobile is mostly used for communication purposes nowadays.
The SMS based remote control for home appliances is easy to implement to make
the electrical device ON/OFF. In simple automation system where the internet
facilities and even PC are not provided, one can use mobile phone based control
system which is simple and cost-effective. In many cases for instance landline
phone with extension card could also be used for the system. A Safe security system
is provided along with consumer friendliness and the method to check consumption
rate of appliances. Moreover, it is interesting to use and user friendly. This system
can be developed further in near future and voice signals can be used to implement
programs and take decisions at household levels and thus creating a much more
intelligent and generic version.
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Cyber Attack and Control Techniques

Apeksha Prajapati and Bimal Kumar Mishra

Abstract We have developed an Susceptible-Exposed-Infectious-Undetected-
Recovered (SEIUR) model. The main feature of this model is the introduction of
undetected class. This class is introduced due to the use of un-updated version of
antivirus. Optimal control technique is one of the most efficient techniques to plan
strategies for better implementation of resources. We have formulated the model
and also developed some theoretical results supported by numerical simulation for
implementation of control variable in the model.

Keywords Cyber attack � Control technique � Undetected class � Antivirus
software

1 Introduction

Spread of malicious objects in computer network and their control are area of
concern for the researcher. Due to advancement of technology various challenges
are coming to implement better defense mechanism. To produce better defense
mechanism, designing of algorithm, various mathematical model and biological
model are suggested by researchers. Epidemic model is biological mathematical
models which basically model disease spread and predict its future course. The very
similarity between spreading viruses in computer network and spreading malicious
codes in biological system motivates researcher to implement various epidemic
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model in cyber attack field. Lots of work has been done in the field of epidemic
modeling with spreading malicious codes and its impact in computer network
mainly known as e-epidemic modeling. In many places due to lack of technical
development and money, the efficiency of supply of hardware/software also has
major impact on the transmission of malicious codes. Every organization/states/
country has appropriate or limited resources to protect their network from cyber
attack. For this purpose we plan strategies by studying implementation of control
variable in different form.

Remarkable research has been done in biological epidemics. Most of the models
which are developed in computer epidemiology are taken from biological epidemic
by changing few compartments or by adding various parameters. Works of Mishra
et al. shows diversity in e-epidemic models [1, 2]. The domain of this area is very
wide. Fuzzy logic, game theory and difference equations are the various mathe-
matical tools which are implemented in epidemic model. Vaccination plays an
important role to reduce the spread of disease or attack in computer network. Wang,
et al. [3] presented stability analysis of a Susceptible-Exposed-Infectious-Quaran-
tined-Vaccinated (SEIQV) epidemic model for rapid transmission of worms. This
paper presents analysis of vaccinated class. The reproduction rate and stability of
the SEIQV model was also discussed. Huang and Sun [4] explained the control
mechanism of spread of virus in a scale free network if resources are restricted. He
also proposed existence of epidemic tipping point when resources are limited.
Optimal control theory provides a valuable tool to begin to assess the trade-offs
between vaccination and treatment strategies. Optimal control is a mathematical
technique derived from the calculus of variations. A control problem is formulated
to control the disease by using an optimal control theory [5]. Epidemic model with
non-linear saturated incidence is considered by applying the optimal control tech-
niques to eradicate the infection in the human population. Leptospirosis is the
disease which effects human as well as Cattle. Sadiq et al. developed the optimal
control techniques for the eradication of leptospira in the host population. For this,
three control variables are defined [5]. Next papers concentrate on SI, SEIR epi-
demic model with different incidence rate and saturated treatment function. This
study gives optimal vaccination strategies to minimize the susceptible and infected
individuals and to maximize the number of recovered individuals [6, 7].

2 Model Formulation

In this section we formulate an epidemic model with various compartments. In this
model the total numbers of nodes are divided into five compartments namely,
Susceptible, Exposed, Infectious, Undetected and Recovered. The nodes which are
vulnerable towards attack are in susceptible class. The nodes which are infectious
but not able to transmit infection to other nodes are in Exposed class, I is the
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infectious class, the nodes in this class transmit infection to other nodes. U is the
undetected class. This class has all those nodes which are infected but antivirus
failed to detect infection on them due to not regular updation of antivirus. R is the
recovered class.

b is the recruitment rate of new nodes into the network. δ is the death rate by
natural causes, μ is the death rate due to attack. τ is the rate of infection in exposed
class. β is the infectivity contact rate. Ψ is the Recovery rate in infectious class. ξ is
recovery rate in undetected class. (1 – Ψ) is the rate of failure of detection of
infection in a node. This rate is implemented because of the use of un-updated
antivirus. Due to the use of un-updated antivirus in various nodes the chance of
detection of infection in a node is not optimum (Fig. 1).

The governing differential equation of the model is given as

dS
dt

¼ b� bSI � ðdþ vÞS
dE
dt

¼ bSI � dþ sð ÞE
dI
dt

¼ sE � lþ dþ 1ð ÞI
dU
dt

¼ ð1� wÞI � lþ dþ nð ÞU
dR
dt

¼ nU þ wI þ vS� dR
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Fig. 1 SEIUR model
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3 Equilibrium Points and Reproduction Number

We get the endemic equilibrium point (S*, E*, I*, Q*, R*) as

S� ¼ 1
R0

; E� ¼ lþ dþ 1ð Þ
s

b
bR0

� dþ v
b

� �

; I� ¼ b
bR0

� dþ v
b

;

U� ¼ 1� w
dþ lþ n

b
bR0

� dþ v
b

� �

R� ¼ k
R0

þ nþ dwþ lw
dþ lþ n

b
bR0

� dþ v
b

� �

Attack free equilibrium point is (b/δ, 0, 0, 0).
The basic Reproduction number is defined as the expected number of secondary

cases that would arise from the introduction of a single primary case into a fully
susceptible population.

The basic reproduction number can be obtained by calculating V and F0, where
V and F0 are given as,

V ¼
sþ d 0 0
�s dþ lþ 1 0
0 w� 1 dþ lþ n

0

@

1

A F0 ¼
0 b 0
0 0 0
0 0 0

0

@

1

A

The basic reproduction number R0 is defined as the dominant Eigen value of
FV−1, that is, R0 ¼ bs

ðdþsÞðdþlþ1Þ.

4 Local Stability of the Attack-Free Equilibrium Stage

In this section we analysed the stability of developed model. Generally for many
models we have two equilibrium points, attack free equilibrium point and the
endemic equilibrium point. We discuss the stability of attack free equilibrium point.

Theorem Attack free equilibrium point and endemic equilibrium points are locally
asymptotically stable.

Proof The Jacobian matrix of the system (A) is given as,

JðAFÞ ¼

�ðdþ vÞ 0 �bS 0 0
0 �ðdþ sÞ bS 0 0
0 s �ðdþ lþ 1Þ 0 0
0 0 1� w �ðdþ lþ nÞ 0
v 0 w n �d

0

B

B

B

B

@

1

C

C

C

C

A

ðBÞ
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Eigen values of (B) are: �ðdþ vÞ, �ðdþ sÞ, �ðdþ lþ 1Þ, �ðdþ lþ nÞ, �d h

Which are all negative; hence the system is locally asymptotically stable at
attack free state.

5 Optimal Vaccination

Let vðtÞ 2 V represents percentage of vaccinated nodes in susceptible class per unit
time. V ¼ v=vðtÞ is measurable, 0� v(t)� vmax\1; t 2 ½0; T �f g indicates an
admissible control. So we formulate an optimal control problem to minimize the
objective functional

JðuÞ ¼
Z

T 0

0

½C1Sþ C2E þ C3I þ C4U þ 1
2
Wv2ðtÞ�dt ðCÞ

Subject to, the system,

dS
dt

¼ b� bSI � ðdþ kÞS; dE
dt

¼ bSI � dþ sð ÞE; dI
dt

¼ sE � lþ dþ 1ð ÞI;
dU
dt

¼ ð1� wÞI � lþ dþ nð ÞU;
dR
dt

¼ nU þ wI þ kS� dR

ðDÞ

With IC SðtÞ� 0;EðtÞ� 0; IðtÞ� 0;UðtÞ� 0;RðtÞ� 0 and C1;C2;C3;C4 are
small positive constants. These constants maintain a balance in the size of S(t), E(t),
I(t) and U(t) respectively, W is related with control variable and it is positive weight
parameter weight parameter. The main objective of our work is to minimize the
number of susceptible nodes and maximize the recovered nodes by the imple-
mentation of control variable v(t).

6 Existence of an Optimal Control

For the existence we take a control system (C) with initial conditions. Then we
express (C) in terms of ϕ′ = B(ϕ) + F(ϕ).

We set

Dð/Þ ¼ Bð/Þ þ Fð/Þ ðEÞ
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where,

/ ¼

SðtÞ
EðtÞ
IðtÞ
FðtÞ
RðtÞ

0

B

B

B

B

B

B

@

1

C

C
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C
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C

A

B ¼

�ðvðtÞ þ dÞ 0 0 0 0

0 �ðdþ sÞ 0 0 0

0 s �ðdþ lþ 1Þ 0 0

0 0 1� w �ðdþ lþ nÞ 0

vðtÞ 0 w n �d

0

B

B

B

B

B

B

@

1

C

C

C

C

C

C

A

F ¼

b� bSI
bSI
0
0
0

0

B

B

B

B

@

1

C

C

C

C

A

and Fð/1Þ � Fð/2Þ ¼

bðS2I2 � S1I1Þ
bðS1I1 � S2I2Þ
0
0
0

0

B

B

B

B

@

1

C

C

C

C

A

Fð/1Þ � Fð/2Þj j ¼ b S2I2 � S1I1j j þ b S1I1 � S2I2j j
� 2b ðS1I1 � S2I2Þj j
� 2b ðS1 � S2ÞI1 þ S2ðI1 � I2Þj j
� b

d
2b ðS1 � S2Þ þ ðI1 � I2Þj j

�M ðS1 � S2Þ þ ðI1 � I2Þj j; where; M ¼ 2bb
d

Also we have,

Dð/1Þ � Dð/2Þj j\P /1 � /2j j where P ¼ maxðM; Bk kÞ\1

Here the positive constant P is independent of the state variables S(t), E(t) I(t)
U(t) and R(t). It follows that D is uniformly Lipschitz and continuous. From the
definition of the control v(t) and restriction on S(t), E(t), I(t), U(t) and R(t), we see
that a solution of the system (E) exists. For optimal solution, first we find the
Lagrangian and Hamiltonian for the optimal control problem (C) and (D). Here the
Lagrangian of the problem is,

LðS;E; I;UÞ ¼ C1SðtÞ þ C2EðtÞ þ C3IðtÞ þ C4UðtÞ þ 1
2
Wv2ðtÞ

where C1;C2;C3;C4 and W are positive weight constants.
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We try to find the minimal value of the Lagrangian. We use Pontryagin’s
maximum principle to derive the Hamiltonian H. The Hamiltonian H for the control
problem is given as,

H ¼ LðS;E; I;UÞ þ k1ðtÞ dSdt þ k2ðtÞ dEdt þ k3ðtÞ dIdt þ k4ðtÞ dUdt þ k5ðtÞ dRdt ðFÞ

where, k1ðtÞ, k2ðtÞ, k3ðtÞ, k4ðtÞ and k5ðtÞ are adjoint function to be determined.

Theorem Let S*(t), E*(t), I*(t), U*(t) and R*(t) be optimal state solutions which is
associated with optimal control variable v*(t) for the optimal control problem (C)
and (D). Then, there exist adjoint variables λ1, λ2, λ3, λ4 and λ5 that satisfy

dk1
dt

¼ � @H
@S

¼ �½C1 � bIk1 � k1dþ bk2I�;
dk2
dt

¼ � @H
@E

¼ �½C2 � k2ðdþ sÞ þ k3s�
dk3
dt

¼ � @H
@I

¼ �½C3 � bSk1 þ bSk2 � k3ð1þ dþ lÞ þ k4ð1� wÞ þ k5w�
dk4
dt

¼ � @H
@U

¼ �½C4 þ ðdþ lþ nÞk4 þ k5n�; dk5
dt

¼ � @H
@R

¼ dk5

with transversality conditions: λi(T′) = 0; i = 1, 2, 3, 4, 5.

The optimal control v* is given by v�ðtÞ ¼ max min ðk1ðtÞ�k5ðtÞÞS�
W ;Vmax

n o

; 0
n o

:

Proof To obtain adjoint equations and transversality condition we formulate
Hamiltonian (E).

So by using optimality condition we have along with the transversality condi-
tions: λi(T′) = 0; i = 1, 2, 3, 4, 5.

By optimality conditions, we have @H
@u ¼ Wv�ðtÞ � k1ðtÞS� þ k5ðtÞS� ¼ 0 and at

v*, we can obtain

v�ðtÞ ¼ S�ðk1ðtÞ � k5ðtÞÞ
W

where, S*(t), E*(t), I*(t), F*(t) and R*(t) are optimal state solutions associated with
optimal control variable v*(t). h

By using the property of control space, we obtain

v�ðtÞ ¼ 0; if
ðk1ðtÞ � k5ðtÞÞS�ðtÞ

W
� 0

v�ðtÞ ¼ ðk1ðtÞ � k5ðtÞÞS�ðtÞ
W

; if 0\
ðk1ðtÞ � k5ðtÞÞS�ðtÞ

W
\vmax
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v�ðtÞ ¼ vmax;
ðk1ðtÞ � k5ðtÞÞS�ðtÞ

W
[ vmax

So the optimal control is characterize by v�ðtÞ ¼ max min ðk1ðtÞ�k5ðtÞÞS�
W ;

nn

vmaxg; 0g:

7 The Optimal System

Now, the optimal points can be obtained after solving the following system of
equations with initial condition t = 0

dS
dt

¼ b� dþmax min
ðk1ðtÞ � k5ðtÞÞS�

W
; vmax

� �

; 0
� �

SðtÞ
� �

� bSI

dE
dt

¼ bSI � sþ dð ÞE; dI
dt

¼ sE � dþ lþ 1ð ÞI; dU
dt

¼ ð1� wÞI � dþ lþ nð ÞU
dR�

dt
¼ nU þ wI � dþmax min

ðk1ðtÞ � k5ðtÞÞS�
W

; vmax

� �

; 0
� �

SðtÞ
� �

dk1
dt

¼ � C1 � ðdþmax min
ðk1ðtÞ � k5ðtÞÞS�

W
; vmax

� �

; 0
� �

þ bIÞk1
�

�k1dþ bk2I þ k5max min
ðk1ðtÞ � k5ðtÞÞS�

W
; vmax

� �

; 0
� ��

dk2
dt

¼ � @H
@E

¼ �½C2 � k2ðdþ sÞ þ k3s�;
dk3
dt

¼ � @H
@I

¼ �½C3 � bSk1 þ bSk2 � k3ð1þ dþ lÞ þ k4ð1� wÞ þ k5w�
dk4
dt

¼ � @H
@U

¼ �½C4 þ ðdþ lþ nÞk4 þ k5n�; dk5dt
¼ � @H

@R
¼ dk5

Sð0Þ ¼ S0;Eð0Þ ¼ E0; Ið0Þ ¼ I0;Uð0Þ ¼ U0;¼ k1ðTÞ ¼ 0;

k2ðTÞ ¼ 0; k3ðTÞ ¼ 0; k4ðTÞ ¼ 0; k5ðTÞ ¼ 0

8 Conclusion

In this paper we have formulated SEIUR model. The aim of this paper is to
minimize the infection of malicious codes in a computer network by implementing
control techniques. The unavailability of technology or due to high cost of pre-
ventive technique it is important to plan a better strategy to minimize the cyber
attack with minimum resources. This motivates us to implement control technique.
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Antivirus software is also one of the preventive techniques to minimize the impact
of malicious code attack in a network. These types of software are mainly effective
at least for few months or year, for this constraint with the software it is better to
define our control set and the objective function so that we can formulate an optimal
condition. Figure 2 shows the phase portrait of susceptible and infectious class.
Figures 3 and 4 show the behavior of undetected class with respect to susceptible
class and time respectively. Figure 5 shows recovery of the system is high for
system with control. This paper also presents the importance of new class i.e.,
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undetected class. Optimal antivirus coverage needed to prevent cyber attack. This
can be achieved through installing antivirus software on fully susceptible class. It is
very valuable and effective technique against cyber attack. The values of the
parameters are b = 0.01, β = 0.1, δ = 0.01, μ = 0.02, τ = 0.02, ψ = 0.1, ξ = 0.002.
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Design of Queue-Based Group Key
Agreement Protocol Using Elliptic Curve
Cryptography

Priyanka Jaiswal, Abhimanyu Kumar and Sachin Tripathi

Abstract Secure group communication is an important research issue in the field
of cryptography and network security, because group applications like online
chatting programs, video conferencing, distributed database, online games etc. are
expanding rapidly. Group key agreement protocols allow that all the members agree
on the same group key, for secure group communication, and the basic security
criteria must be hold. The design of secure group communication can be very
critical for achieving security goals. Many group key agreement protocols such as
Tree-based Group Diffie-Hellman (TGDH) Kim et al. (ACM Trans Inf SystSecur
(TISSEC) 7(1):60–96, (2004)) [1], Group Diffie-Hellman (GDH) Steiner et al. (IEEE
TransParallel Distrib Syst 11(8):769–780, (2000)) [2], Skinny Tree (STR) Wong
et al. (IEEE/ACMTrans Netw 8(1):16–30, (2000)) [3] etc., have been established for
secure group communication, but they have suffered from unnecessary delays as well
as their communication cost increased due to increased exponentiation. An alterna-
tive approach to group key agreement is the queue based group key agreement
protocol that reduces unnecessary delays, considers member diversity with filtering
out low performance members in group key generation processes. We propose a
novel queue based group key agreement protocol that uses the concepts of elliptic
curve cryptography. The proposed protocol gives better results than the other existing
related protocols and it also reduces computational overheads.
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1 Introduction

Most of the groupware applications such as video conferencing, online chatting,
online game, net gambling, etc. are increasing day by day over internet. Security is
the major concern in maintaining such groupware application. Basic security ser-
vices such as privacy, integrity and authentication, are necessary for groupware
application as well as key management is very important in group key agreement
protocols for security purpose. Group key can be managed by one of the three ways,
as centralized, distributed and contributory group key management [4]. In cen-
tralized group key management a single entity or a set of entity is involved in the
generation and distribution of group key for group members via a pair-wise secure
channel established with each group member. Centralized group key management is
a simple group key management as it involves a single (or a set) of the entity.
However, Centralized group key management is inappropriate for peer group
communication as it involved a trusted third party or online key generation center
for supporting the group operation every time. Continuous availability of an entity
can be addressed as fault tolerance and replication. However, Centralized group key
management work well for one-many multicast network scenarios. Distributed
group key management is more suitable in peer group communication as it involved
dynamically selecting a group member for distribution of group key. In contrast, in
contributory group key management all members equally contribute in generation
of group key. This type of protocols is appropriate for dynamic peer groups. This
approach avoids the problem of single point of failure.

Group key plays major role in establishing secure group communication. So, key
generation is a major task in group key agreement through secure way. Many of
group key agreement protocols have been developed earlier for secure group
communication [1, 5], but they have some disadvantages. Since the group gener-
ation processes takes many modular exponentiations and long time in generation of
group key. For achieving higher security, group key protocol should be dynamic,
means it should change for each new join or leave member, so that new member
have not any knowledge about prior information [6]. Therefore group key man-
agement protocol focusing on the group key generation efficiently [1, 7–9]. Mod-
ular exponentiation is very expensive in computation of group key [1]. The number
of exponentiations for membership depends on group size as when the group size
increased the number of exponents will also increase. Tree Based Group Diffie-
Hellman (TGDH) uses the concept of Diffie-Hellman key exchange with logical
tree structure to achieve efficiency. The efficiency of TGDH is O(log2n), where n is
the group size. However, some extra overhead occurred in maintaining a perfect
key tree balance. Skinny tree has lower communication overhead, but it increases
computation. Burmester–Desmedt (BD) distributes and minimizes computation by
using more messages broadcast. All these protocols using similar security proper-
ties including group key independence. TGDH, STR, and other key management
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are under a homogeneous computing and network environment. However, one of
the problems associated with the tree structure is the balancing of the tree, when the
members are changing the group.

2 Related Work

Groupware application like video conferencing, online gaming, e-chatting, etc. may
have different settings. To provide secure group communication, secure key dis-
tribution and efficient key management are very necessary to maintain integrity,
confidentiality, and authentication. For secure group communication, group key
management is responsible for generating the group key and distributing it to all
intended recipients in a secure way over an insecure channel [4]. Group key
management can be categorized into centralized, distributed and contributory group
key management. In a centralized approach, a single entity or a set of entities is
involved in generation and distribution of group key. The centralized group key
management protocol is not suitable for peer group because it involves a continuous
availability of trusted third party (TTP) for generation and distribution of group key,
that may cause of single point of failure. However, the Distributed group key
management involves dynamically selecting the group key and distributing it to
other group member, which is more suitable for dynamic peer group communica-
tion. Distributed group key management involves distributing key in a decentralized
way. In contrast to centralized approach, contributory group key management
involves each group member to equally contribute, to generate the group key. This
avoids the problems of single point of failure. Contributory group key management
is most suitable for peer group communication, because each member has an equal
opportunity to generate a group key. Therefore the proposed protocol, uses the
contributory group key management approach to generate the group key. It uses
the elliptic curve cryptographic technique to reduce the exponentiation. Some of the
other related protocol like Burmester–Desmedt (BD) [10], Group Diffie–Hellman
(GDH) [2], Skinny Tree (STR) [3] and Tree Based Group Diffie Hellman (TGDH)
[1] and Queue Based Group Diffie Hellman (QGDH) [5], have some limitations.
The Burmester–Desmedt (BD), protocol support dynamic operation and uses
modular exponentiation to reduce communication overhead, but it requires more
message exchange to generate the group key. Group Diffie Hellman (GDH) pro-
vides better security, but it requires more computation and communication over-
head. The Skinny Tree (STR) Protocol is more suitable for member joining group
operation, it has relatively low communication cost, but it does not work well for
exclusion of members. The Tree Based group Diffe Hellman (TGDH) provides
efficient group key agreement protocol from above related protocols. The Queue
Based Group Diffie Hellman (QGDH) uses decentralized group key management
and contributory group key distribution mechanism to improve efficiency, however
modular exponentiation increases computational overhead. Therefore, we have
proposed a new elliptic curve based group key agreement protocol.
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3 Preliminary

3.1 Elliptic Curve Over Finite Field (Fp)

Let p ≥ 3 be a prime number. Let a, b ∊ Fp be such that 4a3 + 27b2 ≠ 0 in Fp. An
elliptic curve E over Fp is defined by the equation Y2 mod p ¼ ðx3 þ axþ bÞmod p
where (x, y), x, y ∊ Fp, together with an extra point O, called point identity. The set
of points E(Fp) forms an abelian group with the following addition rules.

• Identity: P + O = O + P = P for all P ∊ E(Fp).
• Negativity: If P(x, y) ∊ E(Fp) then (x, y) + (x, –y) = O, The point (x, –y) is

defined as –P called negative of P.
• Point addition: Let P(x1, y1), Q(x2, y2) ∊ E(Fp), then P + Q = R ∊ E(Fp) and

coordinate (x3, y3) of R is given by x3 = λ2 – x1 – x2 and y3 = λ(x1, x3) – y1 where
λ = y2�y1

x2�x1
:

• Point doubling: Let P(x1, y1) ∊ E(K) where P ≠ −P then 2P = (x3, y3) where

x3 ¼ 3x21 þ a
2y1

� �2
�2x1 and y3¼

3x21 þ a
2y1

� �

ðx1 � x3Þ � y1:

3.2 Elliptic Curve Discrete Logarithm Problem (ECDLP)

Given an elliptic curve E defined over a finite field Fp, a point P ∊ E(Fp) of order n,
and a point Q 2 Ph i; find the integer l ϵ [0, n − 1] such that Q = LP The integer L is
called the discrete logarithm of Q to base P, denoted L = logpQ.

3.3 Elliptic Curve Diffie Hellman (ECDH)

Elliptic Curve Diffie Hellman is one of the key exchange protocol used to estab-
lishes a shared key between two parties. ECDH protocol is based on the additive
elliptic curve group. ECDH selecting the underlying field (Fp) or GF(2

k), the curve
E with parameters a, b and the base point P is equal to n. The standards often
suggest that we select an elliptic curve with prime order and therefore any element
of the group would be selected and their order will prime number n. At the end of
the protocol the communicating parties end up with the same value K which is the
point on the curve.
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4 Proposed Queue Based Group Key Agreement Protocol

In the proposed protocol there are (M1,M2,M3,…,Mn) n number of members in the
group, and there is a group controller server (GCS) responsible for every member
authentication and key generation. The group controller server (GCS) manages all
the consisting group member and contain information about the group members such
as current login list of members, information about the registered member, current
session key etc. GCS also manages the BKQ according to the arrival of the member.
GCS requests all members to generate blind key, then GCS creates a BKQ and stores
the blind key in BKQ into the order of the arrival. The highest performance member
blind key is always stored on the front end of the BKQ, whereas the low performance
member blind key is stored on the rear end of the BKQ. Figure 1 shows an example
of structural Blind Key Queue (BKQ), in which the first spot blinded key is com-
puted with the last spot blinded key (xn1xn2B), and the member with the second spot
is computed key with the member in last second spot (xn2xn3B). The proposed
algorithm can be categorized into setup phases and key generation phase, in the setup
phase KGC initializes public parameters, and in second phase KGC and users are
contributed to generate group key.

4.1 Setup

(By KGC) This algorithm takes a security parameter k ∊ Z* and does the following:
KGC chooses a k bit prime p 2 Z�

p and determine the tuple Fp, E/Fp, B.
where

E/Fp: Elliptic curve over Fp.
B: Base point on elliptic curve.

KGC publishes parameters = {Fp, E/Fp, B} as system parameters.

xn1B xn2B xn3B xn4B

xn1xn4B xn2xn3B

xn1xn2xn3xn4B

Fig. 1 Blind key queue
structure
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4.2 Key Generation

• Each user select an integer x where x ∊ Zp*.
• Each user calculates Qi as a product of private key and a base point (B).

Qi = xi * B, Qi is the public key of member i, where 1 ≤ i ≤ n.
• Each member sends Qi to group controller server (GCS).

When GCS got many requests, GCS arranges those requests in order of their
arrival and performs the following operations.

• GCS stores Qi in their respective position in queue in order of their arrival from
different users.

• GCS arranges each request coming from the group and when a threshold
number of members are registered, then GCS says front end and rear end
members to generate group key means member with A1 spot will generate a
group key with member in An spot. Member at A2 spot will generate with
member at A(n−1) and so on.

• After that GCS waits for threshold time, and if any group key arrives, then GCS
will recreate public key Queue (PKQ) in order of their arrival. After the
threshold time, if group key from certain group is absent, then GCS gives them
last chance to generate group key together or independently and send to GCS in
the given time. If they still fail then GCS ignore them. They can join later using
‘one by one’ algorithm.

• The last step is repeated until level log2n+1 and the session key is generated and
stored in current session key (CSK) register. The current session key
(CSK) = x1x2x3…xi…x(n−1)xnB.

5 Member Join

Join and leave operation is an important part in dynamic group key agreement
protocol. Since any time a member or a set of members can join or leave the group.

Whenever a new member wants to join the group, the group controller broadcast
a control message to others member to update their public key and then sends back
to group controller, then group controller arranges all the keys in order of their
arrival as well as with the new member key. It includes the following steps.

• When a new member wants to join the group, it sends their public key to GCS.
• GCS stores member’s public key and identity in the database.
• GCS updates, current session key CSK = CSK′ + Qi (using elliptic curve point

addition).
• GCS selects a random number N between [0, p − 1].
• Calculate new current session key CSK1 = N*CSK.
• GCS broadcasts CSK1 as new session key to all the members including new

member and updated CSK.
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6 Member Leave/Mass Leave

If a member or set of member wants to leave the group then the group session key
of the resulting group must be updated to provide the forward secrecy. The leave
operation includes following steps.

• When a member wants to leave the group, it sends leave request to GCS, by
sending a public key as Qi.

• GCS updates, current session Key CSK = CSK − Qi.
• GCS selects a random number N on [0, p − 1].
• Calculate new current session key CSK1 = N * CSK.
• Update CSK to CSK1.
• Broadcast the new CSK to all members except leaving member.

7 Security Analysis and Comparison with Other Protocols

This protocol maintains security due to elliptic curve discrete logarithm problem.
Adversary wants to find out the value of x by the given value of B and Q where B is
the base point of the elliptic curve and Q = x · B, where B is x times added to itself
to generate Q. However, it is computationally infeasible to find out the value of
x due to elliptic curve discrete logarithm problem. The responses of the proposed
protocol from the various attacks are addressed as follows.

7.1 Known Session Key Security

In the proposed protocol, each member Mi randomly chooses a private key xi 2 Z�
p

in the session. The session key depends on each member’s private key. If an
adversary compromise one session key, then it is not an easy task to compromise
other’s session key. So, it cannot find other’s session key. So, this protocol provides
known session key security.

7.2 No Key Control

The proposed protocol is fully contributive protocol, because the session key of the
proposed protocol depends on each members blind key which are computed with
each member’s private key as Qi = xiB.
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7.3 Forward Secrecy

The coming member does not know about what was the group key earlier because
they receive information about the generating point of the elliptic curve. They
cannot guess the group key because the group key is computed with each one
secrets and generating point of the group key. The secret is a random number, taken
privately by each member. Random number is unknown to connecting a member.
So, the new member cannot find the previous group key.

7.4 Backward Secrecy

The leaving member cannot compute the new group key because the share of the
leaving member is no longer part of the group key. The group key is updated by
GCS using the blind key contribution of all members except the leaving member.
So, all the previous group keys are completely unknown to leaving member/s.

7.5 Key Independence

A member, who knows a set of key, cannot discover previous or future key. So the
proposed protocol maintains key independence.

7.6 Comparison with Other Existing Protocols

This section compares the cost of major group key management operations of the
proposed protocol with other existing group key agreement schemes. The com-
parison Table 1 shows the following notation for comparison.

n: Number of members in the group
h: Height of the original key tree
p: Number of leaving member.

8 Conclusion

We have proposed an efficient queue based group key agreement protocol. We have
analyzed many prior group key agreement protocols like TGDH, STR, BD, QBDH
etc., they provide better security but they takes more computational overheads. So,
we have used elliptic curve cryptographic technique that removes exponentiation to
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reduce computational overheads. The comparison table shows that it provides better
results than the other group key agreement protocols.
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Solving Multi-level Image Thresholding
Problem—An Analysis with Cuckoo
Search Algorithm

B. Abhinaya and N. Sri Madhava Raja

Abstract In recent years, heuristic algorithms are extensively employed to offer
optimal solutions for a class of engineering optimization problems. In this paper,
Otsu based bi-level and multi-level image segmentation problem is addressed using
Cuckoo Search (CS) algorithm. Optimal thresholds for the gray scale images are
attained by analyzing histogram of the image. Maximization of Otsu’s between
class variance function is chosen as the objective function. In the proposed work,
CS algorithm with various search methodologies, such as Lévy Flight (LF),
Brownian Distribution (BD), and Chaotic search are analyzed. The proposed work
is demonstrated by considering five grey scale benchmark (512 × 512) images. The
performance assessment between CS algorithms are carried using established image
parameters such as objective function, Root Mean Squared Error (RMSE), Peak to
Signal Ratio (PSNR), and Structural Similarity Index Matrix (SSIM). The result
shows that BD and chaotic CS provide better objective function, PSNR and SSIM,
whereas LF based CS offers faster convergence.

Keywords Cuckoo search � Image segmentation � Otsu � Objective function �
PSNR � SSIM

1 Introduction

Image processing plays a vital role in imaging science. Finding the accurate
threshold value to separate an image into desirable object and background remains
an extremely significant step in imaging science. In literature, several thresholding
procedures have been proposed and implemented by most of the researchers for
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grey scale and colour images [4–6, 11]. Detailed reviews on existing thresholding
techniques can be found in [7, 9, 15]. Among them, global thresholding is con-
sidered as the most preferred practice for image segmentation, because of its
simplicity, robustness, accuracy and competence [2, 14, 16].

Traditional segmentation scheme offers better result with lesser computation time
for a bi-level thresholding problem. When the threshold number increases, com-
plexity of the problem also will increase and the traditional method require more
computational time. Hence, in recent years, heuristic algorithm based multi-level
image thresholding procedure is widely proposed by the researchers [1, 3, 10, 12].

In this work, bi-level and multi-level image thresholding problem is addressed
using the Cuckoo Search (CS) algorithm developed by Yang and Deb in 2009 [17].
The CS algorithm with well known guiding procedures, such as Lévy Flight (LF),
Brownian Distribution (BD), and Chaotic search are analyzed. The proposed work
is demonstrated by considering five grey scale benchmark (512 × 512) images such
as such as Butterfly, Bridge, Cart, Hill, and House.

2 Cuckoo Search Algorithm

In recent years, a considerable number of meta-heuristic algorithms are proposed by
the researchers to deal with a class of constrained and unconstrained optimization
problems. Cuckoo Search (CS) is one of the successful algorithms, initially proposed
by Yang and Deb in 2009 [17]. This algorithm is based on the breeding tricks of
parasitic cuckoos [1, 3, 10]. CS algorithm is developed based on the following rules:

• Each cuckoo lays an egg and dumps in a randomly chosen nest
• The nest with high survived egg will be carried over to the next generation.

Cuckoo’s egg generally hatches several days before than the host’s eggs. The
cuckoo chick grows faster and expels the host’s eggs and chicks.

• In a search universe, the number of host nest is fixed. The host bird discovers the
cuckoo’s egg with a probability pa 2 ½0; 1�: When the host identifies the egg, it
may remove it from nest, or simply abandon the nest and build a new nest.

In most of the heuristic algorithms, the success towards the optimal solution
mainly relies on the guiding procedure. Most of the recently developed nature
inspired optimization search process is guided by Lévy Flight (LF) strategy [18]. LF
is a random walk with a sequence of random steps and is conceptually comparable to
the search path of a foraging animal [16]. Along with the LF, in this paper, other
related search approach, such as the Brownian Distribution (BD) and Chaotic search
(CH) is considered to guide the CS algorithm. BD is a subdiffusive non-markovian
process, which obeys a Gaussian distribution with zero mean and time-dependent
variance. A detailed description about the LF and BD can be found in [16, 18].

In the literature, a considerable number of chaotic search methods are available
[13]. In the proposed work, Ikeda Map (IM) is considered to guide the CS. A
complete explanation on IM could be found in [13, 19].
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In CS, during the optimization search, the new solution Xðtþ1Þ
i

� �
mainly

depends on the old solution XðtÞ
i

� �
and the search guiding procedure [16]. In this

work, the following expressions are considered to find the new solution;

Xðtþ1Þ
i ¼ XðtÞ

i þ a� LF ð1Þ

Xðtþ1Þ
i ¼ XðtÞ

i þ a� BD ð2Þ

Xðtþ1Þ
i ¼ XðtÞ

i þ a� CH ð3Þ

where α > 0 is the succeeding step.

3 Otsu

Otsu’s image thresholding scheme is initially proposed in 1979 [8]. The optimal
thresholds for the bi-level and multi-level thresholding process can be attained by
maximizing the between-class variance function. A detailed description of Otsu’s
between-class variance method could be found in [4, 5, 8, 14, 16].

Otsu’s bi-level and multi-level thresholding technique is described below.

3.1 Bi-level Thresholding

In this, the image is divided into two classes such as C0 and C1 by a threshold at a
level ‘t’. The class C0 encloses the gray levels in the range 0 to t − 1 and class C1

encloses the gray levels from t to L − 1.
The probability allocation for C0 and C1 can be expressed as;

C0 ¼ p0
x0ðtÞ . . .

pt�1

x0ðtÞ and C1 ¼ pt
x1ðtÞ . . .

pL�1

x1ðtÞ ð4Þ

where

x0ðtÞ ¼
Xt�1

i¼0

pi; and x1ðtÞ ¼
XL�1

i¼t

pi

The mean levels μ0 and μ1 for C0 and C1 can be written as;

l0 ¼
Xt�1

i¼0

ipi
x0ðtÞ and l1 ¼

XL�1

i¼t

ipi
x1ðtÞ ð5Þ
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The mean intensity (μt) of the entire image can be represented as;

lt ¼ x0l0 þ x1l1 and x0 þ x1 ¼ 1

The objective function for the bi-level thresholding problem can be expressed as;

Maximize JðtÞ ¼ r0 þ r1 ð6Þ

3.2 Multi-level Thresholding

For multi-level thresholding problem, let us consider ‘m’ thresholds (t1, t2, …, tm),
which split the image into ‘m’ classes: C0 with gray levels in the range 0 to t − 1, C1

with enclosed gray levels in the range t1 to t2 − 1, …, and Cm includes gray levels
from tm to L − 1. The objective function for this problem can be expressed as;

Maximize JðtÞ ¼ r0 þ r1 þ � � � þ rm ð7Þ

where r0 ¼ x0 l0 � ltð Þ2; r1 ¼ x1 l1 � ltð Þ2; . . .; rm ¼ xm lm�ltð Þ2:
* in this work, objective functions are assigned for m = 2, m = 3, m = 4, and

m = 5.

3.3 Quality Measures

The well known parameters, such as the Root Mean Square Error (RMSE), the Peak
Signal-to-Noise Ratio (PSNR) and Structural Similarity Index Matrix (SSIM) are
considered to evaluate the quality of the segmented image.

The mathematical expression is given below:

RMSEðx;yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MSEðx;yÞ

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
MN

XH

i¼1

XW

j¼1

½xði; jÞ � yði; jÞ�2
v
u
u
t ð8Þ

PSNRðx;yÞ ¼ 20 log10
255
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MSEðx;yÞ

p

 !

; dB ð9Þ

SSIMðx;yÞ ¼
ð2lxly þ C1Þð2rxy þ C2Þ

l2x þ l2y � C1

� �
rx2 þ ry2 þ C2
� � ð10Þ

where x and y are original and segmented images; μx and μy are the average values, r2x
and r2y are the variance, σxy is the covariance, and C1 = (k1L)

2 and C2 = (k1L)
2 sta-

bilize the division with weak denominator, with L = 256, k1 = 0.01, and k2 = 0.03 [2].
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4 Result and Discussions

Otsu guided, CS algorithm based multi-level thresholding techniques have been
tested on standard test images (512 × 512), such as Butterfly, Bridge, Cart, Hill, and
House. From the grey histogram, it is noted that, the dataset has abruptly changing
pixel levels.

The experiments are executed on a work station with a Core i3 2.5 GHz CPU
with 2 GB of RAM and equipped with Matlab R2010 software. The CS algorithm
parameters are assigned as discussed in [1, 3, 17]; the number of nests (n) is 20; pa
is assigned as 0.25, the dimension (D) of the search is chosen as threshold level ‘m’,
and the total number of run is chosen as 200. The LF and BD parameters are
assigned based on the recent work by Raja et al. [16]. In the IM based CS algorithm
(CCS), the chaotic attractor parameter (u) is assigned with a value of 0.55.

For each image, the segmentation process is repeated 10 times and the average
among the trials is chosen as optimal values. Initially, the proposed method is tested
on the butterfly image (512 × 512). Figure 1 depicts the 2D Ikeda map (sequential
walk strategy) for u = 0.55 and Fig. 2 shows the convergence of the optimization
search for m = 2. From Fig. 2, one can observe that, the LF guided CS (LFCS)
offers faster convergence compared to other considered methods. The LFCS con-
verges at 24th iteration, BDCS converges at 85th iteration and CCS converges at
47th iteration.
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Similar thresholding procedure is repeated for all the images in the dataset and
the corresponding results are presented in Tables 1, 2, and 3 for m = 2, 3, 4, and 5.

Table 1 Comparison of objective values and thresholds for the dataset

m Objective function Optimal thresholds

LFCS BDCS CCS LFCS BDCS CCS

Butterfly 2 1,272.84 1,309.23 1,268.04 93, 158 91, 152 90, 154

3 1,473.03 1,466.03 1,482.43 76, 122,
176

81, 119,
172

78, 125,
169

4 1,482.22 1,490.55 1,506.67 70, 99,
137, 183

74, 96,
132, 177

69, 92,
138, 174

5 1,603.47 1,625.92 1,681.01 66, 84,
133,
162, 186

62, 80,
131,
160, 182

59, 84,
128,
166, 180

Bridge 2 441.09 468.37 455.13 54, 88 62, 86 60, 84

3 593.02 610.05 608.71 42, 69,
92

58, 71,
88

50, 66,
86

4 611.74 629.02 645.28 36, 48,
74, 96

42, 64,
78, 93

45, 68,
81, 92

5 704.37 811.92 798.46 28, 40,
52, 82,
98

22, 38,
59, 77,
102

26, 42,
61, 74,
100

Cart 2 1,729.67 1,783.35 1,790.04 86, 163 78, 172 76, 170

3 1,784.88 1,791.11 1,805.63 54, 77,
168

48, 86,
180

46, 85,
178

4 1,818.03 1,808.39 1,825.04 36, 69,
132, 170

32, 72,
138, 182

38, 70,
134, 180

5 1,865.29 1,874.00 1,865.48 18, 46,
82, 152,
184

22, 48,
103,
150, 192

25, 52,
111,
146, 190

Hill 2 1,689.05 1,703.75 1,694.22 64, 102 62, 107 66, 106

3 1,705.38 1,729.03 1,711.74 47, 88,
118

42, 93,
114

41, 95,
114

4 1,793.48 1,803.26 1,821.91 39, 74,
90, 123

28, 70,
102, 126

32, 68,
108, 124

5 1,826.83 1,864.37 1,855.37 34, 61,
88, 126,
138

25, 60,
84, 115,
134

27, 58,
86, 111,
137

House 2 3,111.64 3,288.18 3,184.27 86, 146 84, 148 81, 136

3 3,282.19 3,302.37 3,274.03 69, 103,
155

66, 94,
157

68, 98,
148

4 3,927.27 4,032.18 4,083.33 57, 76,
124, 176

60, 82,
119, 168

58, 89,
125, 154

5 4,092.28 4,237.00 4,271.56 52, 66,
94, 138,
186

56, 71,
96, 133,
182

51, 74,
90, 132,
178
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Table 2 Original image and segmented images for various ‘m’ levels

Image Grey level histogram
m = 2 m = 3
m = 4 m = 5
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Table 2 presents the dataset, corresponding grey level histogram, and Otsu based
segmented images for m = 2, 3, 4, 5 with Chaotic Cuckoo Search (CCS).

From Tables 1 and 3 outcome, it is noted that, BDCS and CCS offers better
objective function, PSNR, and SSIM compared to the LFCS. From this study, it is
observed that, LFCS offers faster convergence, where as BDCS and CCS provides
superior quality measures for the considered image segmentation problem.

5 Conclusions

In this paper, bi-level and multi-level image thresholding problem is addressed
using Otsu based Cuckoo Search (CS) algorithm. A comparative study is carried
with the most successful guiding procedure, such as Lévy Flight, Brownian Dis-
tribution, and Ikeda Map (IM). The simulation result confirms that, Chaotic Cuckoo
Search (CCS) offers superior result compared with the LFCS. Due to the nature of
sequential walk, the number of iterations taken by the CCS is comparatively larger
than LFCS. In future, the implementation with Ikeda map can also be extended with
chaotic maps, such as Henon, and Tinkerbell.
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Comparing Efficiency of Software Fault
Prediction Models Developed Through
Binary and Multinomial Logistic
Regression Techniques

Dipti Kumari and Kumar Rajnish

Abstract Software fault prediction method used to improve the quality of software.
Defective module leads to decrease the customer satisfaction and improve cost.
Software fault prediction technique implies a good investment in better design in
future systems to avoid building an error prone modules. The study used software
metrics effectiveness in developing models in 2 aspects (binary and multinomial)
Logistic Regression. We are developing multivariate (combined effect of object-
oriented metrics) models in both aspects for finding the classes in different error
categories for the three versions of Eclipse, the Java-based open-source Integrated
Development Environment. The distribution of bugs among individual parts of a
software system is not uniform, in that case Multinomial aspects helps the tester to
prioritize the tests with the knowledge of error range or category and therefore, work
more efficiently. Multinomial models are showing better result than Binary models.

Keywords OO-metrics � Fault-prone � Prediction � Logistic regression �
Multinomial � LR � BMLR � MMLR

1 Introduction

Over the past years, software quality has become one of the most important
requirements in the development of systems. Fault-proneness estimation could play
a key role in quality control of software products [1]. To maintain this quality and
develop fault free software, almost in every organization that is involved in the
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software development there are various activities that have to be performed. Such
an activity is testing. Software testing is a critical and essential part of software
development that consumes maximum resources and effort. Software testing almost
takes at least half of the resources and still doesn’t assure the 100 % correctness of
the system. Also every part of the software seems impossible to test. That’s why
everyone wants to focus or test only those parts of the software those have high
probability to be fault-prone. The aim of various researches is to find such parts of
system. Such parts includes classes, methods, inheritance paths etc. Software fault
prediction is one of the quality assurance activities in Software Quality Engineering
such as formal verification, fault tolerance, inspection, and testing. Software metrics
[2, 3] and fault data (faulty or non-faulty information) belonging to a previous
software version are used to build the prediction model. The fault prediction process
usually includes two consecutive steps: training and prediction. In the training
phase, a prediction model is built with previous software metrics (class or method-
level metrics) and fault data belonging to each software module. After this phase,
this model is used to predict the fault proneness labels of modules that locate in a
new software version [4].

Until now, software engineering researchers have used Case-based Reasoning,
Neural Networks, Genetic Programming, Fuzzy Logic, Decision Trees, Naive
Bayes, Dempster-Shafer Networks, Artificial Immune Systems, and several statis-
tical methods to build a robust software fault prediction model [5–8]. Some
researchers have applied different software metrics to build a better prediction
model, but recent papers [9] have shown that the prediction technique is much more
important than the chosen metric set. In this paper, we attempt to develop binary
and Multinomial LR models to estimates the fault-proneness in object oriented
environment. We organised this paper as: Sect. 2 provides the Research Back-
ground and Research Methodology, Sect. 3 provides Model Evaluation, Sect. 4
provides Analysis of result. Section 5 provides the Conclusion and Sect. 6 provides
Future scope.

2 Research Background

In this section, we present the selection of data source (Sect. 2.1), selection of
metrics in this article (Sect. 2.2), Collection of Fault data and its categorization
(Sect. 2.3) and Research methodology (Sect. 2.4).

2.1 Selection of Data Source

This study makes use of the data collected from three major releases of Eclipse
(Eclipse2.0, Eclipse2.1 and Eclipse3.0). We select Eclipse2.0, 2.1, and 3.0 as the
subjects of our study for two reasons: First, their fault data are publicly available
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(Therefore, it is easy to externally validate our empirical results by other
researchers. Second, they are major releases of Eclipse and have been widely used
for several years.

2.2 Selection of Independent Variables

The selection of software metrics was a difficult task because there are many
available metrics. We used two criteria in our selection process:

The set of metrics cover all aspects of OO design.
We have to be able to collect the metrics by using automated tool.

These metrics are characterized into coupling, cohesion, inheritance, class
complexity and class-size metrics. We used JHAWK [10] automated tool metric to
collect these metrics from the Eclipse source code [11]. JHAWK compiled the
source code and give output as each module name and their set of OO metrics.
These OO-metrics are independent variables.

2.3 Collection of Dependent Variable

The binary and multinomial dependent variable in this study is fault proneness.
Fault proneness is defined as the probability of fault detection in a class. We
collected the fault data from three releases of Eclipse (Versions 2.0, 2.1, and, 3.0)
provided by the publicly available data set promise2.0a [12–14]. This data set lists
the number of pre-release faults (reported in the first 6 months after release) for each
java file in Eclipse2.0, Eclipse2.1 and Eclipse3.0. Pre release bug data are used for
study and two types of categorization has been done on the pre release error data:

1. Binary Categorization: In this we only used two values 0 (means no error) and 1
(means with error). If a class contains error in it then we put 1 in error column
otherwise 0.

2. Multinomial Categorization: In this we divide the error severity into 4 classes.

For classification our followed steps are as follows:

• We find the descriptive statistics of pre error data. From that we are able to know
the min, different number of occurrences of error (nonzero) and max value of
error data in all classes of every versions of Eclipse.

• After that, we again find the descriptive statistics of (Min, 25, 50, 75 % and
Max) the different occurrences of number of errors (from min (nonzero) to max).
Based on that we classified class error data into one of five categories that are
defined as follows:

• No Error: class containing zero error
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• Nominal: class containing error in the range Min ≤ error < 25 %
• Low: class containing error in the range 25 % ≤ error < 50 %
• Medium: class containing error in the range 50 % ≤ error < 75 %
• High: class containing error in the range 75 % ≤ error < Max

More specifically, we attempt to answer the following questions by appropriate
statistical analysis technique:

• How accurate do the investigated metrics distinguish between fault-prone and
not fault-prone classes (binary categorization)?

• How accurate do the investigated metrics classifies classes into four categories:
Nominal, Low, Medium, and High based on the error severity level (multi-
nomial categorization)?

2.4 Research Methodology

In this section, we describe logistic regression (LR) analysis in binary and multi-
nomial aspects. LR is the most widely used technique in literature. It is used here to
predict dependent variable from a set of independent variables (a detailed
description is given by [15, 16]). Binary LR is used to construct models when the
dependent variable is binary and Multinomial LR is used to construct models when
the dependent variable is not binary but having more than two values.

2.4.1 Binary Logistic Regression Model

Binary Logistic regression is a standard statistical modeling method in which the
dependent variable Y can take on only one of two different values [17]. Assume that
X1, X2, …, Xn represents the independent variables (i.e. the metrics in this study)
and Pr(Y = 1|x1, x2, …, xn) represents the probability that Y = 1 when X1 = x1,
X2 = x2,…, and Xn = xn. Then, the logistic regression model assumes that Pr(Y = 1|
x1, x2, …, xn) is related to x1, x2, …, xn by the following equation:

PrðY ¼ 1jx1; x2; . . .; xnÞ ¼ eaþb1x1þ���þbnxn

1þ eaþb1x1þ���þbnxn
ð1Þ

where β is are the regression coefficients and can be estimated through the maxi-
mization of a log-likelihood.
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2.4.2 Multinomial Logistic Regression

Multinomial Logistic regression is modified form of binary logistic regression, it is
appropriate when the outcome is a polytomous variable (i.e. categorical with more
than two categories) and the predictors are of any type. Y can take on more than
two different values depending on the no. of different categories [17]. In the fol-
lowing, let the values be 0, 1, 2, 3 and 4. Here, Y = 1, 2, 3 and 4 represents the
corresponding class have fault according to the nominal category, low category,
mid category and high category and Y = 0 represents the corresponding class have
no fault. As in other forms of linear regression, multinomial logistic regression uses
a linear predictor function f(k, i) to predict the probability that observation i has
outcome k, of the following form:

f ðk; iÞ ¼ b0;k þ b1;k � x1;i þ b2;k � x1;i þ � � � þ bM;k � xM;i ð2Þ

where βM,k is a regression coefficient associated with the mth explanatory variable
and the kth outcome.

3 Model Evaluation Criteria

In the literature, many other measures have been proposed for evaluating the pre-
dictive effectiveness of classification models such as logistic regression models
[18–20]. Accuracy of the model is considered as the comparison factor with the
earlier traditional models and may be obtained using Confusion Matrix [21]. A
confusion matrix contains information about actual and predicted classifications
done by a classification system. TP and TN are the number of correct predictions
that an instance is positive and negative respectively. FP and FN are the number of
incorrect predictions that an instance is positive and negative respectively.

• Accuracy: the number of classes that are correctly classified divided by the total
number of classes. Where TP and TN are the number of correct predictions that
an instance is positive and negative respectively. FP and FN are the number of
incorrect predictions that an instance is positive and negative respectively. For
binary categorization

Accuracy ¼ TPþ TN
TPþ TN þ FPþ FN

ð3Þ

For Multinomial categorization
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Accuracy ¼ TPþ TNi

TPþ TNi þ FPþ FNi
ð4Þ

where TP = T0, TNi = T1, T2, T3 and T4, FP ¼ P4
j¼1 F0j FNi ¼

P4
i¼1

P4
j¼1 Fij

where i 6¼ j.
Where T0, T1, T2, T3 and T4 are the number of correct predictions that an

instance is positive, negative in nominal category, low category, mid category and
high category. Where F01 are the number of incorrect predictions that an instance is
actually in positive but predicted in nominal category. In Fij first subscript showing
the actual instance and second one is showing the predicted result.

• The general rule to evaluate the classification performance is to find the area
under the curve (AUC): AUC = 0.5 means no good classification;
0.5 < AUC < 0.6 means poor classification; 0.6 ≤ AUC < 0.7 means fair
classification; 0.7 ≤ AUC < 0.8 means acceptable classification;
0.8 ≤ AUC < 0.9 means excellent classification; AUC ≥ 0.9 means outstanding
classification.

4 Experimental Analysis

We have developed binary and multinomial model by taking the combined effect of
OO-metrics to identify faulty classes. The model is built using backward elimi-
nation in the model and model statistics are shown in Tables 1 and 2 for all
3 versions of Eclipse in binary and multinomial aspects respectively. From table we
find that Multinomial categorization are showing good result compare to Binary
Categorization.

4.1 Validation Result

Tables 3 and 4 summarizes the TP, TN, FP, FN, Sensitivity, (1-Specificity), AUC
and Accuracy results from 18-fold cross-validation for the Multivariate models for
binary and multinomial aspect respectively for all 3 version of Eclipse. Accuracy
result for nominal category is 58–65 % and AUC comes in poor category, but
accuracy for low, mid and high category is in 50–60 % and their classification
power comes in fair and acceptable classification. PACK is showing best result
among all metrics for Eclipse2.0 in MBLR model. Accuracy of nominal category is
high compare to other but its discriminating power is in poor class. Other 3 cate-
gories have accuracy 69–71 % and low and part of mid comes in acceptable class,
but high comes is excellent classification for Eclipse2.1 in MBLR model. PACK is
showing the best result among all. Same incidence is found in Eclipse3.0 for MBLR
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model. In MMLR model the accuracy of nominal category is 62–66 %,its AUC
come in the poor class. But all other 3 categories has accuracy 55 % and AUC for
low (in Eclipse2.1 and 3.0) and high (in Eclipse2.0) comes under acceptable class
and except high for Eclipse2.1 comes in excellent class. The AUC result for
Eclipse2.1 in high category gives the outstanding classification. Binary model is not
best way to find the fault-prone and fault-free classes, but Multinomial Logistic
regression is the best way to classify the classes in different categories depending on
the number of errors in classes and work more efficiently.

5 Conclusion

In this paper, we re-examine the ability of metrics (metrics covering all aspects of
software’s property) for predicting fault-prone classes in OO systems. Our results
are summarized as follows:

• When Multivariate logistic regression models built with combined effect of all
chosen metrics. This shows better result in prediction. But, among both aspect
(i.e. Binary, Multinomial) multivariate model shows better result in multinomial
aspect of fault prediction.

• Of the investigated metrics, PACK is the only metric which is used to develop
model in both aspects as well as both way bivariate and multivariate. It shows
that pack metric has the best discrimination ability.

• We conclude that prioritizing the test on the basis of different number of errors
in different error categories is more effective than the category of fault prone and
fault free classes in binary categorization for developing fault prediction model.

6 Future Work

In the future work, we will replicate this study using these investigated metrics and
other modeling techniques to draw stronger conclusion for getting best predictor
and model also. In this study we have used all those metric which are capable for
giving the significant threshold for differentiating the classes in binary categorization
(error-free and error-prone) and also multinomial categorization (nominal, low, mid
and high) from our previous study [22].

Table 3 Evaluation result of the performance of binary multivariate model for all 3 version of
eclipse

Version TP TN FP FN Sensitivity 1-Specificity AUC Accuracy

Eclipse2.0 3,649 879 437 1,683 0.34 0.11 0.62 68.11

Eclipse2.1 5,386 595 309 1,507 0.28 0.05 0.61 76.71

Eclipse3.0 7,250 727 376 2,151 0.25 0.05 0.60 75.94
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Performance Modeling of Unified TDPC
in IEEE 802.16e WiMAX

Rewa Sharma, C.K. Jha and Meha Sharma

Abstract One of the major concerns in wireless networks is optimization of power
as mobile devices are battery operated. Researchers have been constantly focusing
on standard Type I or Type II power saving classes. In our previous work, limi-
tation of standard Type I and Type II power saving classes in IEEE 802.16e was
discussed and the idea of TDPC was suggested. In this paper, authors have pro-
posed a new enhanced method of Traffic Dependent Power Conservation, in which
each MSS is considered as a single member group initially and then groups are
iteratively combined until reasonable sleep schedule is maintained. Authors have
successfully modeled the suggested approach, Unified-TDPC to attain desired
power optimization. Results clearly illustrates that Unified-TDPC, improve upon
TDPC-cum and TDPC-divide and shows better power conservation at the cost of
small delay in highly varying load.
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1 Introduction

IEEE 802.16 [1, 2] is a prominent Broadband Wireless Access (BWA) technology
that supports high bandwidth and high speed wireless access. IEEE 802.16e [2] is
an enhanced version of IEEE 802.16 that facilitate free movement of mobile sub-
scriber stations (MSS) within the range of the network. MSS are no more bound to a
particular location. In IEEE 802.16e, MSS depend on battery for providing power.
In absence of any power management strategy, the power gets wasted over a long
duration of time. Maximum of the power wastage happens when there is no data to
receive but MSS keeps on listening to the data on radio channel. IEEE 802.16e
defined three power saving classes, which are, Type I, Type II and Type III, which
differ from each other in policy of MS availability for data transmission, process of
definition, activation, deactivation and the parameters used. Many researchers have
focused on performance enhancement based on Type I or II [3–9]. The idea of
TDPC has been proposed in our previous work, which uses Type III power saving
Class [10]. TDPC models the traffic actively and sleep schedule is determined using
traffic situations. Earlier we proposed two approaches, TDPC-cum and TDPC-
divide [11] respectively. In this Paper, Previously proposed approaches are
improved by proposing a new method, Unified-TDPC to attain optimum power
conservation and reduce wastage of energy.

2 Related Work

Researchers have been constantly working to improve energy conservation by
emphasizing on the significance of sleep mode algorithms. Hwang et al. [12] have
proposed power saving mechanism with regular traffic indications where a TRF-
IND message is regularly sent at the start of every constant TRF-IND intervals. A
statistical sleep window [13] algorithm has also been proposed for improving
energy efficiency of MS considering virtual downlink traffic. Huo et al. [14] has
proposed a discrete queuing model to calculate the delay of system model and
average queue length. In 2008 Alouf et al. [15] investigated queuing models with
repetitions in homogeneous environment. Some researchers follow Poisson distri-
bution to study traffic pattern characteristics [16] whereas some others consider
other distributions like Erlang distributed inter arrival time [17] and Hyper Erlang
distribution interval time [18]. In [19–21] the authors have analyzed energy effi-
ciency and delay of response in PSCI of IEEE 802.16e as a function of relative size
of them. Sharma et al. [10, 11] proposed and simulated an algorithm TDPC-cum for
reducing energy consumption which treated traffic from all the MSSs as a cumu-
lative flow for deciding sleep window size.
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Data accumulation threshold is denoted by thresh_data (packets). The proba-
bility of exceeding this threshold over M time frames in a row is given as:

PrAccumðM; thresh dataÞ ¼
X1

j¼thresh dataþ1

e�kMTðkMTÞ j
j!

¼ 1�
Xthresh data

j¼0

e�kMTðkMTÞ j
j!

ð1Þ

The number of time frames before next awake time frame for an MSS can be
computed as the minimum value of M such that data accumulation probability over
M time frames is higher than a predefined probability threshold, Pr_thresh.

Length awake sleepcycle ¼ MinfMjPrAccumðM; thresh dataÞ� Pr threshg ð2Þ

The new value of M* is calculated by base station in each awake time frame of
Mobile Subscriber Station due to instantly changing network load. Complete net-
work load is considered as cumulative flow while calculating value of M*. Awake
and sleep cycles of same length may have a different starting time for each MSS.
TDPC-divide algorithm proceeds with the assumption of single group (M* = 1), and
then we calculate the current load of each MSS. Then divide all the mobile stations
into M*groups. For each group, calculate M�

Grp � AwakeSleepCycleLength (λGrp,
thresh_data).

3 Proposed Unified Traffic Dependent Power Conservation
Algorithm

The proposed method follows different approach of grouping MSS as compared
with TDPC-divide. In this algorithm, we assume each MSS as a single member
group, which have their own M*values, which varies due to variation in loads. For
better power conservation, sleep scheduling method should be able to deal with
different values of M*as long a viable sleep schedule can be found. And for that,
combination of some of the groups becomes necessary. This idea of considering
each MSS as a single small group in the beginning and then uniting the groups
when required is termed as Unified-TDPC. For the ease of checking schedulability
of groups with any possible values of M*, the values are converted to newer values,
to the closest and smaller power of 2 and is given by M#. For groups having
different values of M#, Schedule Feasibility (SF) can be calculated as

SF ¼
X

i

1

M#
i

ð3Þ
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If the value of SF is ≤1 feasible schedule can be found else some groups need to
be combined. Value of M* should be kept as large as possible after group unifi-
cation process. The whole process can be defined to have two stages: Non-
Degraded Unification and Degraded Unification. If the process of unification of two
groups does not result in a smaller value of M#, the process is said to be non-
degraded but if it leads to smaller value of M# it is degraded unification process. We
always look for a non-degraded unification but if it is not possible then we opt for
degraded one.

Stepwise Unified-TDPC Algorithm is as follows:

1. Estimate the current traffic (λi) for each MSSi, λGrp denotes the total traffic load
in the group. In the beginning each MSS lies in a single group.

2. Group load should be sorted. For each group, calculate M�
Grp, and then convert it

to closest and smaller power of 2.
3. If SF ¼ P 1

M#
Grp

� 1, go to step 4. Else {Try to combine the smallest load

group to another group until a non-degraded combination is found. If one is
found, repeat step 2 and 3. Else perform degraded unification and merge the two
groups having the smallest load and repeat step 2 and 3.}

4. Schedule the groups in accordance with the final set of M#
Grp.

4 Performance Evaluation

In TDPC-cum, the power conservation efficiency is (M* − 1)/M*. The MSS must
remain into awake mode until all of its accumulated data is transmitted completely
in a time frame, in this case the power conservation efficiency becomes (M* − 1)/
(M* + Next), where Next is the number of extra awake time to transmit the accu-
mulated data. We can calculate PCE (Power Conservation Efficiency) as follows

PCE ¼
X1

j¼0

ðM
� � 1

M� þ j
� Pr½Next ¼ j�Þ ð4Þ

Assuming the packet arrival time at the base station is distributed uniformly
among the time frames in one awake and sleep cycle. Half of the cycle length gives
the average access delay for a packet, which can be given as

AverageDelay ¼
X1

j¼0

ðM
� þ j
2

� Pr½Next ¼ j�Þ ð5Þ

We conducted simulation using Network Simulator 2 (NS2) to analyze and
compare performance of TDPC-cum and proposed enhancement TDPC-divide, in
terms of average access delay and power conservation efficiency. We have also
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analyzed power conservation efficiency and delay, in both the algorithms under
different load conditions. We have also studied the behavior of proposed algorithm
with varying number of MSSs.

Figure 1 shows the PCE comparison between the three algorithms, TDPC-cum,
TDPC-divide and Unified-TDPC. Power conservation efficiency of Unified-TDPC
and TDPC-divide is significantly better than TDPC-cum.

Performance comparison of TDPC-divide and Unified-TDPC shows different
outcomes in different traffic conditions. PCE of both the methods is almost similar
under lighter load i.e. below 0.5. PCE of TDPC-divide is better than Unified-TDPC
when the traffic load is between 0.6 and 0.7 but in case of heavy load conditions
(above 0.8) proposed algorithm outperforms TDPC-divide.

It is clearly shown from the Fig. 2 that though the two approaches shows a
higher PCE than TDPC-cum but that comes with an increase in their average
delays. In moderate and heavy load conditions, TDPC-divide shows lower delay
than proposed method. But in case of lighter load Unified TDPC shows lower delay
than TDPC-divide.

Figures 3 and 4 illustrate the performance result of PCE and Average Delay in
case of 8:2 load, which means 80 % of traffic is handled by 20 % of MSS. Unified-
TDPC shows better performance than TDPC-divide, when total load is under 0.6
reason for the same is that, PCE of TDPC-divide is constrained by group with the
heaviest load. It can also be clearly depicted by the graphs that the performance
comes at the cost of slight delay.

Figure 5 displays the result of power saving efficiency of Unified TDPC algo-
rithm under different number of MSSs. Figure 6 shows the PCE of Unified TDPC

Fig. 1 PCE: comparison
(equal load)
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under different load conditions. Higher variation of load, result in lower PCE in
TDPC-divide and Unified TDPC, though the impact is more consistent on TDPC-
divide.

Fig. 2 AverageDelay:
comparison (equal load)

Fig. 3 PCE: (8:2 load)
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Fig. 4 AverageDelay: (8:2
load)

Fig. 5 PCE with varying
number of MSSs
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5 Conclusion

In our past research, TDPC-cum and TDPC-divide were proposed for power saving
in IEEE 802.16e. In this paper, previously proposed methods are revised and
improved to present a new approach, Unified-TDPC, for power optimization. The
proposed method initially assumes each MSS as a single member group and then
the process of combining the groups is repeated until a feasible sleep schedule is
determined. Simulation study shows that Unified-TDPC outperforms previously
suggested methods, TDPC-cum and TDPC-divide, in terms of better power con-
servation efficiency. Performance of the algorithm is analyzed with respect to
varying number of MSS and varying load distribution. Future work of the research
is to extend the idea of TDPC methods and to consider the inputs from base station
to further improve power conservation efficiency. Higher PCE results in higher
delays. We aim to reduce these delays in our further work, thus maintain a proper
balance between power conservation and delays in wireless networks.
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EmET: Emotion Elicitation and Emotion
Transition Model

Shikha Jain and Krishna Asawa

Abstract Emotion is an important part of human cognition. In one or other way,
emotion influences various cognition processes. For the past few decades,
researchers are working for the integration of emotions and cognition. In this paper,
we are proposing a model for emotion elicitation and emotion transition. The model
is based upon the well known appraisal theory of emotions and targets five primary
emotions. Since emotions are continuous in nature, they keep on changing either
due to another event that occurred in sequence (known as emotion transition) or due
to time lapse (called emotion decay). Simultaneous emotion elicitation is also
supported by the model. The design of model is using concept of linguistic vari-
ables and if-then rules.

Keywords Computational emotional model � Emotion modeling � Emotion elic-
itation � Emotion transition � Emotion decay

1 Introduction

In recent studies, it has been shown that emotions play a significant role in human
cognitive processes. An agent to be believable, should be able to percept an event,
appraise it and make decisions using emotional prospect. Nowadays, research in the
field of emotions is attracting the researchers. It has been acknowledged that models
of emotion are very useful in the field of counseling, marketing, human assistance
application, intelligent games, intelligent user interfaces, tutoring systems, etc.
Moreover, in an experiment conducted by Damasio [1], he concluded that emotion
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is an essential component for making decision. Person who lacks emotions cannot
make small decisions. They cannot distinguish between good and bad.

There is little consensus among psychologists that how to define emotions. In
literatures, several definitions exists [2–7]. According to the definition proposed by
Hudlicka [4], emotion can be defined as “transient states, lasting for seconds or
minutes, typically associated with well-defined triggering cues and characteristic
patterns of expressions and behavior”. That means, emotions are triggered because
of some event happened in the environment and it keeps on changing with time or
with a change in environment.

According to the psychologist, the emotions are categorized into two categories:
primary and secondary emotion. Basically, there are six primary emotions [2]:
happiness, anger, fear, sadness, disgust, and surprise which clearly represent a
distinct action selection. All secondary emotions [7] are derived from mixing of
primary emotions.

Over the last decade, various researchers from different fields have proposed
formal models that describe the processes related to emotion elicitation and tran-
sition [8, 9]. Nevertheless, current emotion models in software agents are much
simpler as compared to the human emotional complexity. Although a lot of good
work has been carried out in emotion recognition and emotion expression but still
lots of research is going on in the field of emotional modeling.

In this paper, we have proposed a domain independent emotion elicitation and
emotion transition model called EmET. The model is based upon well known
appraisal theories of emotions. Moreover, if no external event occurs, the intensity
of emotion decays with time. EmET also allows the simultaneous occurrence of
multiple emotions. This model is event based considering the visible happened
event only.

Paper is organized as follows: in Sect. 2, we discussed the proposed model in
detail. Section 3 shows the simulation of the model in the virtual environment
inspired by real scenario. Section 4 discusses some of the existing models. Section 5
compares the proposed model with the existing models. Section 6 concludes the
paper with a belief discussion on future scope.

2 EmET: Emotion Elicitation and Emotion Transition
Model

Whenever an event occurs, it is sensed by an intended agent to create its own view
of the external world. The agent evaluates the event in terms of various parameters,
for example, liking/disliking, expectedness/unexpectedness, resources available, its
own capability and the goal to be achieved. Depending upon how the agent looks at
the event, some emotions are triggered and the intensity values are computed. Since
emotions are continuous in nature, they keep on changing either due to another
event that occurred in sequence (known as emotion transition) or due to time lapse
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(called emotion decay). At any instance of time, a person can be in multiple
emotion state; however, the intensity of one emotion affects the intensity of another
emotion. An agent has its own belief set and goal set simulated in a close envi-
ronment. The belief set stores the facts about objects or events in the memory. The
goal set keeps the set of goals need to achieve. The goals are stored in order of
priority. The model is shown in Fig. 1.

Appraisal Variables: The event appraisal is based upon appraisal variables
selected from two appraisal theories: OCC theory [10] and Roseman’s model [11].
The appraisal variables loosely adapted from these theories are: Desirability,
Expectedness, OutcomeProbability, Suddenness and CauseHarm. Desirability is
associated with each event as a measure of how desirable the event is in pursuit of the
goal. Expectedness is the likelihood of that event to occur. OutcomeProbability is the
measure of consequences (pleasant/unpleasant) of the event with respect to the goal.
If the outcome of the event is not leading us towards the goal then a value N will be
assigned to it. Suddenness is if the event has occurred all of a sudden. CauseHarm is
whether the current event is threatening or not to agent presently or in the future.

Emotions are uncertain in nature; hence, it is not possible to have a crisp value
for emotions. To capture the imprecise and ambiguous nature, the concept of lin-
guistic variables is used. The set of each linguistic variable is defined as:

D = {UD, N, LowD, MediumD, HighD}
E = {UE, N, LowE, MediumE, HighE}
S = {low, medium, high}
OP = {VUP, UP, N, P, VP}
CH = {noHarm, causeHarmL, causeHarmH, willcauseHarmL, willcauseHarmH}

The event can be undesirable, low desirable, medium desirable or highly
desirable. Similarly, an event can be unexpected, low expected, medium expected
or highly expected. The OutcomeProbability can be very unpleasant, unpleasant,
pleasant, or very pleasant. It may also possible that we have a neutral feel for an
event as far as these appraisal events are concerned.

Fig. 1 The proposed model (EmET)
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2.1 Emotion Elicitation

Once the event is appraised, emotions are elicited. Agents can express multiple
emotions simultaneously for an event. The model targets primary emotions [2]:
happy, sad, fear, surprise and anger. These emotions are treated as linguistic
variables:

Happy = {VHighH, HighH, MediumH, LowH, N}
Sad = {VHighS, HighS, MediumS, LowS, N}
Anger = {VHighA, HighA, MediumA, LowA, N}
Fear = {VHighF, HighF, MediumF, LowF, N}
Surprise(−) = {VHighSr(−), HighSr−, MediumSr−, LowSr−, N}
Surprise(+) = {VHighSr(+), HighSr+, MediumSr+, LowSr+, N}

If-then rules are designed to take care of nondeterministic nature of emotions. It
generates the emotion type as well as their intensity (in linguistic terms). For the
design of emotion elicitor, a survey was conducted with a number of people from
different domains. In the survey, participants were asked to recall two most
memorable events of their life, appraise the events on five appraisal variables (as
mentioned earlier) and then tell the emotions generated at the time of event
occurrence. Based upon OCC theory, Roseman theory and the information gathered
from the survey, we concluded that the five appraisal variables selected are closely
associated with five primary emotions. In conclusion, exhaustive set of generalized
rules is proposed for emotion elicitation.

The generalized form of emotion elicitation fuzzy rules is defined as

if \D; E; OP; Sud; CH[ ðEV ID;TSÞ ¼ \A1; A2; A3; A4; A5 [ ðEV ID;TSÞ
then
\H; S; A; F; Sur �ð Þ; Sur þð Þ[ ðEV ID;TSÞ ¼ \E1; E2; E3; E4; E5; E6 [ ðEV ID;TSÞ

where EV_ID is event identifier, TS is the timestamp, A1…5 takes the values from
the respective sets and E1…5 are the intensities of the elicited emotions
(linguistically).

Example Suppose an agent is walking in a park where reptiles are expected. While
going from one point to another he saw a snake lying in his path. By analyzing the
resources, he found that he does not have any stick to hit the snake. So, the agent
appraises the event and the following fuzzy rule is fired:

if\D; E; OP; Sud;CH[ ðEV 001A;tÞ ¼ \UD;MediumE;VUP; Low; willCauseHarm[ ðEV 001A;tÞ
then

\H; S; A; F; Sur �ð Þ; Sur þð Þ[ ðEV 001A; tÞ ¼ \N; MediumS; N; VHighF; N; N[ ðEV 001A; tÞ
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Upon generating the emotions it updates the belief set of the agent with this
information as event id, timestamp, object and elicited emotions along with their
intensity.

2.2 Emotion Transition

Emotion transition [12] is, basically, the switching from one emotional state to
another over the period of time as a series of events occur. Reference [13] has
shown how the transition from happy to angry or “becoming angry” has different
outcomes from its steady-state counterpart (e.g., steady-state anger, where one
begins angry and stays at the same level of anger).

For the first time, it considers the current emotion as \H; S; A; F; Surð�Þ;
Sur ðþÞ[ ¼ \N; N; N; N; N; N[ . If-then rules are used to find out the
intensity of generated emotions in terms of linguistic variables. Since the transition
of an emotion depends upon the current cycle, it takes current emotion along with
the values of appraisal variables as input and generates the next emotional state. So,
at the next instance of time, the next emotional state becomes a current emotional
state and starts the next iteration of the cycle.

For example, at the time ti, Current Emotion(agent) is fear and its intensity is
High then based upon the value of the appraised variable as shown below, the
emotional state of the agent is changed from {High Fear} to {Medium Anger and
VeryHigh Sad}.

Following examples illustrate how rules are defined linguistically:

Rule 1: if <H, S, A, F, Sur(−), Sur (+)>(EV_002A,t) = <N, N, N, HighF, N,
N>(EV_002A,t) AND

<D, E, OP, Sud, CH >(EV_002A,t) = <UD, MediumE, UP, Low, cause-
HarmH>(EV_002A,t) THEN
<H, S, A, F, Sur(−), Sur (+)>(EV_002A,t+1) = <N, VhighS, MediumS, N, N,
N>(EV_002A,t+1)

Rule 2: if <H, S, A, F, Sur(−), Sur (+)>(EV_003A,t) = <MediumH, N, N, N, N,
N>(EV_003A,t) AND

<D, E, OP, Sud, CH>(EV_003A,t) = <MediumD, UE, UP, High, noHarm>(EV_003A,t)
THEN
<H, S, A, F, Sur(−), Sur (+)>(EV_003A,t+1) = <N, N, N, N, N, VHighS>(EV_003A,t+1)
AND
<H, S, A, F, Sur(−), Sur (+)>(EV_003A,t+2) = <N, MediumS, HighA, N, N,
N>(EV_003A,t+2)

In Rule 2, Surprise is the current emotion after appraising the current event. If
outcome is pleasant, the emotion at the next instance of time will be positive
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otherwise some negative emotions will be generated depending upon the value of
appraised variables.

After the emotion elicitation and emotion transition processes, it updates the belief
set with the information as event id, timestamp, object and elicited emotions along
with their intensity. If the generated emotion is positive, the object will be assigned
“GOOD” tag otherwise it will be tagged as “BAD”. The object and/or events are
tagged as good or bad so that whenever, in the future, some event associated with that
object occurs, the agent can judge the event based upon its past experience.

2.3 Emotion Decay

Emotion decay refers to gradual decrease in intensity of emotion with time.
According to Velasquez [14], emotions do not disappear once their cause has
disappeared, but rather, they decay through time. In literatures, we can find variants
of opinion about emotion decay. According to Velasquez, positive emotions decay
faster than negative emotions. Following the same, the emotion decay is repre-
sented by Poisson distributions in our model. That is,

EI Dec e; tð Þ ¼ EIt eð Þ ¼ EIt� 1 eð Þ � exp �0:1� d eð Þ � tð Þ

where d(e) = [0.5, 1] for +ve emotions and d(e) = [0.8, 1] for −ve emotions.

3 Simulation

This system needs to work in a variety of applications to prove its advanced
features; here, we have designed a prototype model for a driver on the road as a
driver assisting system which works in closed environment. In this example, we
create a driver agent that will assist a driver on the road. The emotion of the driver
will be affected by the behavior of others on the road and by the different events.

3.1 Scene 1

1. Vehicle is moving with constant speed
2. At crossing, suppose it is green light
3. There is no obstacle/other vehicle nearby
4. Emotion state of driver is neutral
5. Belief Set = {Red light “BAD”; Green Light “GOOD”; Traffic Jam “BAD”;

Accident “BAD”; Obstacle “BAD”}
6. Goal = {reach office safely and on time}
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Initially, the current emotion of the agent is Neutral. In pursuit of the goal “reach
office safely and on time”, desirability of green light is very high. Event expect-
edness is medium. Since traffic light is green and there is no obstacle in between,
the OutcomePropability is also very pleasant. Suddenness is low and the event will
not cause any harm. So the triggered rule is:

if <D, E, OP, Sud, CH>(EV_004A,t) = <VHighD, MediumE, VP, Low, noHarm>
(EV_004A,t) THEN

<H, S, A, F, Sur(−), Sur (+)>(EV_001A,t) = <VhighH, N, N, N, N, N>(EV_001A,t)

3.2 Scene 2

1. It is in continuation of scene 1
2. Vehicle is moving with constant speed to cross the traffic light
3. At crossing, still it is green light
4. There is no obstacle/other vehicle nearby
5. But traffic counter shows that only 5 s to cross the light

Now, the current emotion state of the agent is very happy. In pursuit of the goal
“reach office safely and on time”, desirability of green light is very high. Event
expectedness is medium. Since, traffic counter shows that only 5 s to cross the light,
the OutcomePropability becomes unpleasant. Suddenness is low and the event will
not cause any harm. So, the intensity of happiness will get reduced and the agent
will feel sad and fear both. The triggered rule is:

if <H, S, A, F, Sur(−), Sur (+)>(EV_001A,t) = <VhighH, N, N, N, N, N>(EV_001A,t)
AND

<D, E, OP, Sud, CH>(EV_004A,t+!) = <VHighD, MediumE, UP, Low, noHarm>
(EV_004A,t+!) THEN
<H, S, A, F, Sur(−), Sur (+)>(EV_001A,t+!) = <MediumH, lowS, N, HighF, N, N>
(EV_001A,t+1)

The EmET model is simulated in many such scenes taken from real scenario. It
is observed that the model simulates with high believability. Since we have
designed exhaustive set of rules, the model is performing well in any type of given
situation generated in a close loop environment.

4 Related Work

Several models [15–22] for emotion modeling exist in literatures. Here we have
discussed a few that have significant influence. In 2000, El-Nasr et al. [17] proposed
a computational and adaptive model of emotions based on event appraisal called
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FLAME. It incorporates some learning components to increase the adaptation in
modeling emotions. In 2003, Hudlicka [19] proposed a symbolic affective cognitive
architecture MAMID that models a number of representative constructs and pro-
cesses to implement many traits and states based behavioral phenomena. The theory
of Emotion and Adaptation of Smith and Lazarus was formalized by Gratch and
Marsella [18] in 2004 into EMA, a model to create agents that demonstrate and
cope with (negative) affect. In 2008, Dang et al. [15] gave a generic model GRACE
to build a computational architecture to express emotions and personality. It defines
its emotional process as a physiological emotional response triggered by an internal
or external event. Dastani and Meyer [16] and Steunebrink et al. [22] gave the logic
representation of four primary emotions and then presented the general structure of
the deliberation process for agents with emotional state. The proposal is based upon
BDI theory to be incorporated into 2APL, an agent programming language. But
they have talked about only emotion triggering.

5 Comparative Study

Table 1 summarizes the comparison of the models on some common parameters. In
conclusion, we propose a model considering emotion as continuous and hence
designed emotion transition module and allowed simultaneous occurrence of
multiple emotions.

6 Conclusion and Future Work

In this paper we have proposed a domain independent emotion model for emotion
generation and emotion transition (EmET). The model is based upon appraisal
theories of emotions and OCC elicitation conditions. The fact that emotions are
contiguous not discrete lead us to design emotion transition process. Over the

Table 1 Comparative study

Parameters FLAME MAMID EMA EBDI GRACE EmET

Theory used OCC and
Roseman
Th

Scherer
theory

Lazarus
theory

OCC
and
PAD

OCC,
Lazarus,
Scherer Th

OCC,
Roseman
Th

Emotion (dis-
crete/
continuous)

Discrete Discrete Discrete Discrete Continuous Continuous

Simultaneous
multiple
emotion

No No No No No Yes
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period of time, the intensity of current emotion decreases gradually which is also
being taken care as emotion decay. Next, the model can be extended to show the
behavioral response of the agent based upon elicited emotion.
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Analysis on Intelligent Based Navigation
and Path Finding of Autonomous
Mobile Robot

Prabin Kumar Panigrahi and Hrudya Kumar Tripathy

Abstract Path-finding is a fundamental problem, which involves for solving a
planning problem seeking optimal paths from start state to a goal state. This review
paper focused on usage of Radio Frequency Identification (RFID) technology in
path-finding and navigation for an autonomous mobile robot. The RFID tags (IC
tags) are used for the purpose of tracing the current co-ordinate/location of the
Robot. Various searching algorithms are analyzed for the purpose towards navi-
gation of mobile robot. Different soft-computing techniques like Genetic Algo-
rithm, Neural Network, and Fuzzy Logic are considered. This research also focused
on some hybrid algorithm for path-finding and navigation of mobile robot. Different
methods like cellular automata, Network Simplex Method, Complete Coverage
Navigation etc. are also studied.

Keywords Mobile robot � Navigation � Localization � Path planning � Shortest
path finding � Radio frequency identification (RFID)

1 Introduction

One of the first question that many people have in their mind about “Robotics” is
“What is a robot”? A robot is an agent which forces the environment. Generally
there are two types of robots. First one is the fixed-based robotic manipulators
which don’t have any intelligence. These types of robots do not have the mobility.
The second category of robots are called mobile robot [1]. A mobile robot is an
automatic machine which has the capability of movement in any given environ-
ment. Mobile robots have been widely applied in the fields of path patrolling,
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environmental searching, objects tracking, tour guiding or even house cleaning, etc.
These type of robots are intelligent. They perform their task without any inter-
vention of human user. Normally the fixed—base robotic manipulators are pro-
grammed to perform repetitive tasks with limited use of sensors, however mobile
robots are less structured in their operation and use more sensors. In case of mobile
robot the supervisor maintains the current location of the robot. Hence localization
plays an important role in mobile robots.

There are various technologies available for mobile robot localization. Many
authors have used Radio Frequency Identification (RFID) technology for locali-
zation. RFID uses a set of IC tags for getting the current co-ordinate of the robot
through the help of antenna.

Navigation is very much essential in mobile robotics. Through navigation, the
robot explorers the environment. However before navigation another thing should be
kept in mind is path-finding. To reach the goal, the robot has to find the shortest path
from source to destination. There are various shortest path algorithms available, like
BFS, A*, Dijkstra’s algorithm, VGraph algorithms etc. Only the shortest path is not
sufficient. The path should be optimal also. For this many authors have used opti-
mization technologies like fuzzy logic, neural network, genetic algorithm etc.

2 Discussion on Localization, Path-Finding and Navigation
Techniques

We have analyzed on different technologies and algorithms for finding a path as
well as navigating the mobile robot. We have focused on the RFID technology for
mobile robot localization. Searching is the fundamental criteria in mobile robot
navigation. Hence we have concentrated on different searching algorithms like BFS,
A*, D*, Dijkstra’s, VGRAPH etc. for tracing out the path from source to goal in
which the robot will navigate. There are various optimization techniques like Fuzzy
Logic Controller (FLC), Artificial Neural Network (ANN), Genetic Algorithm
(GA), Genetic Annealing Algorithm, BFO etc. are most helpful in finding the
optimal path from source to destination.

One more interesting thing which was found while studying different papers is
combining multiple algorithm and developing an efficient one for better result. Many
authors have clubbedmore than one even two algorithms to optimize the result. Some
of them include GA and Fuzzy Logic, GA, Fuzzy Logic and ANN etc. In the fol-
lowing sections we have addressed the use of RFID technology by various authors for
localizing the robot (i.e. finding the current co-ordinate position of the robot).
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2.1 Mobile Robot Localization Technology

As previously stated localization plays an important role in mobile robotics.
Localization means finding out the current position of the robot i.e. the (x, y) co-
ordinates value. There are various technologies available for localization. One of
the popular technology is RFID technology. A set of IC tags are arranged in the grid
with equidistance. The robot is equipped with a RFID reader and an antenna which
acts as the transponder. When the robot stays over an IC tag its current position is
read by the reader and the location is traced out.

The Table 1 addresses the use of RFID technology by various authors in their
papers.

2.2 Searching Techniques

Searching is an essential part in mobile robot navigation. Before navigation, the
robot should explore the environment, means it has to search for all possible paths
reachable from source to destination. After that it has to search for the shortest path
from source to destination. Different shortest path algorithms are analyzed and
addressed in the Tables 2 and 3.

2.3 Soft-Computing Analysis

Soft computing, an innovative approach to constructing computational intelligent
systems has just come into the limelight. It is now realized that complex real-world
problems require intelligent system that combine knowledge, techniques, and
methodologies from various sources. There are various type of soft computing
techniques analyzed here for generating an optimal path from source to destination.
These techniques are addressed in the Table 4.

2.4 Hybrid Technologies

While analyzing different algorithms we found that many authors proposed com-
bination of more than one algorithm. These hybrid algorithms found to be more
effective than a single algorithm. Some of these hybrid algorithms are addressed on
Table 5.
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2.5 Additional Supporting Technologies

There exists different technologies found to be more promising in generating an
optimal shortest path for mobile robot. Some of these technologies are addressed in
Table 6. Our analysis is on various technologies like Mobile Cellular Automata,
Network Simplex Method, Complete Coverage navigation, Self-Organizing Map,
Circular Path-planning algorithm etc. These are very much powerful tools which
can be used for mobile robot path-planning.

3 Comparative Analysis

We have gone through different techniques, algorithms, tools for localizing and
navigating the mobile robot. The analysis undergoes on the RFID technique for the
mobile robot localization. Many searching algorithms for finding the optimal
shortest path are being considered. Some other different techniques are found to be
more powerful rather than exist one. Based on these studies we prepared the fol-
lowing comparative analysis mentioned in the Tables (7, 8 and 9) and graphs

Table 7 Analysis on
searching algorithms Sl. No. Algorithms No. of papers

1 A* algorithm 2

2 D* algorithm 1

3 Dijkstra’s algorithm 3

4 Maze routing approach 1

5 VGraph algorithm 1

6 BFS algorithm 1

Table 9 Analysis on
supporting algorithms Sl. No. Algorithms No. of papers

1 Mobile cellular automata 1

2 Network simplex method 1

3 Complete coverage navigation 1

4 SOM 1

5 Circular path planning 1

Table 8 Analysis on
optimization algorithms Sl. No. Algorithms No. of papers

1 Genetic algorithm 4

2 Fuzzy logic 5

3 Neural network 2

4 BFO 1
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(Figs. 1, 2 and 3) which represents the uses of different technologies and algorithms
by various researchers.

From the above analysis we found that Dijkstra’s Algorithm is used in many
papers.

4 Conclusion

We have explored different papers on localization, path-finding and navigation of
an autonomous mobile robot. Many authors have used different methods and
technologies but our analysis shows that RFID technology will provide the optimal

Fig. 1 Analysis on searching
algorithms

Fig. 2 Analysis on
optimization techniques

Fig. 3 Analysis on various
methods
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solution for localization of the robot. Hence we are planning to use RFID system for
the localization problem of robot in our future work. Also gone through many
searching algorithms for path-finding. Many authors have used and suggested
different soft-computing techniques for optimizing the generated path. Hence, our
further research is going to implement the hybrid algorithm for path-finding of
mobile robot.
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Performance Analysis of Chaotic Lévy Bat
Algorithm and Chaotic Cuckoo Search
Algorithm for Gray Level Image
Enhancement

Krishna Gopal Dhal, Md. Iqbal Quraishi and Sanjoy Das

Abstract Dark images can be enhanced in a controlled manner with the help of
nature inspired metaheuristic algorithm. In this case image enhancement has been
taken as a nonlinear optimization problem. Bat algorithm (BA) and Cuckoo Search
(CS) algorithm is one of the most powerful metaheuristic algorithms. In this paper
these two algorithms have been modified by chaotic sequence and lévy flight. In
BA lévy flight with chaotic step size helps to do intensification. In CS algorithm the
random walk has been done via chaotic sequence. Entropy and edge information
has been used as objective function. From quantitative and visual analysis it is clear
that chaotic lévy BA outperforms the chaotic CS algorithm.

Keywords Bat algorithm � Cuckoo search � Particle swarm optimization � Lévy
flight � Chaotic sequence � Enhancement factor

1 Introduction

The objective of image enhancement is to process an image using some transfor-
mation function in such a way that the resultant image is more suitable than the
given original image for some specific applications [1]. Enhancement is a pre-
processing step in image processing field required for various types of images, such
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as remote sensing images, medical images and also different real-life images suf-
fering from poor contrast. Applications like contrast enhancement, noise reduction,
edge enhancement and edge restoration can be done through Image Enhancement
technique. In this paper, contrast enhancement of gray level dark images is taken
into contemplation. Along with the gray level, color images can also be enhanced.
Color images can be enhanced by separating the image into the chromaticity and
intensity components [2, 3]. Histogram transformation is considered as one of the
fundamental processes for contrast enhancement of gray level images [4]. Histo-
gram equalization (HE) is a method that has no supremacy over the rate of
enhancement. The controlled enhancement is done by putting constraints on the
probability density function with the bin underflow and bin overflow [5]. Although
based on histogram information different techniques are proposed in literature but
enhancement of dark and low contrast images in a controlled manner is still an
immense problem. To overcome this setback there is steady rise of soft computing
oriented approaches being used nowadays. Recently natures inspired population
based metaheuristics have been devised to solve optimization problems [6]. So,
they can be also applied in the image processing field where some problems like
image enhancement, segmentation etc. has been considered as an optimization
problems [7–10]. Differential Evolution and Genetic Algorithm are stochastic and
robust metaheuristics in the field of evolutionary computation and also used in
image processing field to solve optimization problems [7, 8, 11]. Mutation factor
and crossover rate have been modified by chaotic sequence of traditional DE
algorithm and experimental result shows that modified DE is far better than tra-
ditional DE in image enhancement field with fast convergence rate and maintain
also a good diversity property [11]. Swarm optimization algorithms like PSO based
on social behavior of organisms such as bird flocking and fish schooling are have
been widely applied in image enhancement field where some parameters are opti-
mized [2, 3, 12, 13]. PSO outperforms the GA in image enhancement field [2, 3].
PSO has not only been used for gray scale image enhancement but also was used as
a color image enhancement [3]. Newly developed another metaheuristic named ant
colony optimization (ACO) is also applied in image enhancement technique and it
provides better results than PSO and GA [14]. In this paper image enhancement has
been taken as a non-linear optimization problem. Two new nature inspired meta-
heuristic algorithms are used to optimize the parameters named Bat Algorithm that
based on the echolocation behavior of bats [15, 16] and Cuckoo search (CS)
algorithm that motivated by the brood parasitism of some cuckoo species [17, 18].
In both algorithm lévy flight has been played a great role. It controls the diversi-
fication as well as intensification in these algorithms. But the great disadvantage of
lévy flight is to choose the proper value of step size. Lévy flight with fixed step size
does not show ergodicity property [19]. To remove this problem chaotic sequence
has been used in both algorithms. It has been done because chaotic sequence has
ergodicity property [20, 21]. Actually, chaotic sequence has been used in meta-
heuristic algorithms for the two purposes. One is to generate random numbers and
another reason is to enhance the searching feature using chaotic search [22]. In
evolutionary computation and swarm based computation chaotic sequence is used
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to enhance the capability of the above said algorithms [21, 23, 24]. In this paper it is
used to generate random numbers. An algorithm based on the principle of high
boost filter is used where low contrast images are being enhanced. Chaotic BA and
CS have been used to optimize the parameters needed for enhancement. Experi-
mental results are showing clearly that BA outperforms the CS in terms of image
enhancement.

1.1 Description of the Proposed Image Enhancement
Algorithm

This paper enhance the dark and low contrast images, so the algorithm much
depend on the method of high-boost algorithm because principal applications of
high-boost filtering is when the input image is darker than desired. By varying the
boost coefficient, it generally is possible to obtain an overall increase in average
gray level of the image, thus helping to brighten the final result [1].

Maximum generation (MG) is 5.

Step 1 Compute ;1 ¼ a1 þ a2 � MG�tð Þ
MG2

h i

Step 2 For all pixel find the average or mean (mði; jÞ) of its neighbourhood pixels
using 3� 3½ � window

Step 3 Modify all the pixels by

x1ði; jÞ ¼ ;1 � f ði; jÞ þ f i; jð Þ � mði; jÞð Þ � ;2 ð1Þ

Step 4 IF (f i; jð Þ� ;3) then make f i; jð Þ ¼ 0
Step 5 While (t ≤ MG), do step 1 to step 4

From the algorithm it is clear that pixel modifier function used in step 3 is
nothing more than a high-boost filter. Functionality of step 4 in this algorithm is to
help to maintain a good contrast. In this algorithm there are mainly four parameters,
namely a1; a2; ;2; ;3:

1.2 Enhancement Criterion

The necessity of objective function of optimization algorithms that used for image
enhancement is to select a criterion that is associated to a fitness function which will
say all about the image feature. In this paper three performance measurement
parameters are taken into account. These are Entropy, sum of the edge intensity and
the number of edge pixels or edgels. It can be sure that good contrast enhanced
image has more edgels and higher intensity of the edges [2]. If the allotment of the
intensities is homogeneous, then histogram is equalized and the entropy of the
image will be more. The objective function proposed in this paper is:

Performance Analysis of Chaotic Lévy Bat Algorithm … 235



F zð Þ ¼ log E Ieð Þð Þ
e � nedgels Ieð Þ= M � Nð Þ� �� H zð Þ ð2Þ

F zð Þ is the fitness value of enhanced image, E Ieð Þ is the sum of pixel intensities
of Sobel edge image Ie. nedgels Ieð Þ is the number of edge-pixels whose intensity value
is above a threshold in the Sobel edge image. Based on the histogram, entropy value
H zð Þ is calculated on the enhanced image z. M, N is the number of row and column
of the image respectively.

1.3 Lévy Flight

Lévy flight has been used here as a random number generator or random walk.
A random walk is a mathematical method of representing a series of consecutive

random steps. It can be expressed by the formula

SN ¼
X

N

i¼1

Xi ð3Þ

where, Xi is a random step size drawn from a random distribution and SN is the sum
of each of these consecutive random steps.

Lévy flight is a random walk whose step size is determined from the lévy
distribution. It is capable of exploring large amount of search space. Lévy flight is
also found in nature as certain species of birds and insects exhibit this type of
motion while gathering food [25]. Lévy Flight can be produced using different
algorithms which include Rejection algorithm, McCulloch’s algorithm, Mantegna’s
algorithm etc. In this study Mantegna’s algorithm has been used.It produces random
numbers according to a symmetric lévy stable distribution

r ¼ ½Cð1þ aÞ sinðpa=2Þ
Cðð1þ aÞ=2aða�1Þ=2

2 Þ�1=a
ð3Þ

where, C is the gamma function [17, 25], 0 < α ≤ 2 [25], in this study it is taken as
1.5 which is same as [17]. r is the standard deviation.

As per Mantegna’s algorithm the step length v can be calculated as,

v ¼ x

yj j1=a
ð4Þ

Here, x and y are taken from normal distribution and rx ¼ r; ry ¼ 1 [25]. Where r
is the standard deviation.

The resulting distribution has the same behavior of lévy distribution for large
values of the random variables [6, 25]. Lévy flight is used for the diversification as
well as intensification in stochastic optimization algorithm [17, 25]. For the
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diversification the step size has been taken as large and in the case of intensification
the step size is small. The repetition of the same position in its space by lévy flight
is less likely than that of Brownian motion [6, 25].

1.4 Chaotic Sequence

It has been proved that the cooperative behavior of ants and food collection
behavior of bees and birds also shows chaotic behavior [22]. The complex behavior
of non-linear deterministic system is defined by chaos [20, 21]. Chaos has non-
repetition property and for this it searches best solution faster than any searching
strategy that depends upon the probability distribution [21]. It also has ergodicity
property.

Recently, chaos combined with metaheuristic algorithms and produce good
result [21, 23, 24]. Particle swarm Optimization (PSO) used it for enhance the
diversification property [21]. Evolutionary optimization algorithms can enhance its
capability of searching global best solution using chaotic sequences [23].

There are several chaotic generators like logistic map, tent map, gauss map,
sinusoidal iterator, lozi map, chua’s oscillator etc. [23]. Among those simple
logistic equation that based on logistic map is used in this paper to generate
mutation factor. The equation of logistic map is given below:

Lmþ1 ¼ aLmð1� LmÞ ð5Þ

a is a control parameter and 0 < a ≤ 4, Lm is the chaotic value at mth iteration. Value
of a is 4 and L0 does not belong to {0, 0.25, 0.5, 0.75, 1} otherwise the logistic
equation does not show chaotic behavior [11]. The range of Lm is transformed to [0,
1].

1.5 Making of Initial Population

Initially n numbers of individuals are generated using the equation given below:

xi ¼ lowþ ðup� lowÞ � @ ð6Þ

xi is the i
th individual. up and low are the upper and lower bound of the search space

of objective function. @ is the random variable belongs to [0, 1]. If the initial
solutions are generated in this way then the solutions diversely distributed [19].
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2 Theory and Implementation of BAT Algorithm

One of the most efficient and rigid metaheuristic algorithm for solving computa-
tional problems is the BAT Algorithm. Bat algorithm was originally presented by
Yang under inspiration of echolocation behavior of bats [15, 16].

2.1 Proposed BAT Algorithm

Bat algorithm is composed of global and local search. At first global search is done
and then local search is done on those solutions which are found by global search.
Local search is done randomly. On which global solution the local search have to
apply chosen randomly. The algorithm is given below:

Step 1: Objective function has been taken as per Eq. (2)
Step 2: Initialize the population of bats, X ¼ fXiji ¼ 1; 2; 3; . . .ng using Eq. (6).

Where,@ has been chosen from chaotic sequence: Where, n is the
number of bats or population size

Step 3: Initialise the Velocity (V), Frequency (f), Loudness (A) and Pulse rate
(r) to each bat with the help of chaotic sequence

Step 4: Generate new solutions by adjusting frequency using equations those are
given below:

fi ¼ fmin þ fmax � fminð Þ � b ð7Þ

Vt
i ¼ w � Vt�1

i þ Xt
i � X�

� �� fi ð8Þ

Xt
i ¼ Xt�1

i þ Vt
i ð9Þ

Here fi controls the pace and range of the movement of every bat. Xi is
the value of the parameter of enhanced image i, X� is the value of the
parameter corresponding to current best enhanced image and fi is the
frequency of the bat or enhanced image i. w is the inertia weight
generated using chaotic sequence.

Step 4 is solely the global search part of the algorithm

Step 5: For selection of best solutions Probability theory is used which is
explained below. According to objective function f ðxÞ of Xi, probability
value pi is

pi ¼ fiti
Rfiti
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where fiti is the fitness of the ith enhanced image and if pi is greater than
some threshold then the corresponding solution is belong to best solution

Step 6: if ðrand[ riÞ where rand 2 0; 1½ �
Select corresponding best solution Xi and create new solution using
equation given below:

Xnewi ¼ Xoldi þ Lm � signðrand � 0:5Þ � Aavg ð10Þ

Otherwise, remains same
Where, Aavg is the average loudness of all bats, d is a random number
belongs to [0, 1]

Step 6 describes the Local Search or intensification part of this
algorithm

Step 7: if ðrand\Ai & fitðXiÞ\fitðX�ÞÞ
Accept solution that derived at local search part,
Otherwise Accept solution that derived at global search part

Step 7 is the Simulated Annealing (SA) search

Step 8: As pulse rate increases and loudness decreases when bat going to reach
to its prey, So increase ri using

rinew ¼ riold � 1� exp �atð Þð Þ ð11Þ

where, a = 0.3, t is the current iteration number.Decrease Ai using

Decrease Ai using Ainew ¼ Aiold � c ð12Þ

where, c = 0.9
Step 9: Rank the bats and find the current best X*

Step 10: Repeat steps 4–9 equal to the maximum generation
Step 11: Post process and visualize the result

2.2 Chaotic Cuckoo Search

The aforementioned parasitic behavior among cuckoo birds refers to the aggressive
and highly successful reproduction strategy of certain species of cuckoo birds based
on an evolutionary predisposition to put down their eggs in the nests of the host
birds [17, 18].
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2.3 Proposed Chaotic Cuckoo Search Algorithm

So depending upon the chaotic random walk the CS algorithm is described below:

1. Objective function has been taken as per Eq. (2)
2. Initialize the population of cuckoos, X ¼ fXiji ¼ 1; 2; 3; . . .ng using Eq. (6).

Where @ has been chosen from chaotic sequence between [0, 1] n is the number
of cuckoo or population size is, and Xi is the ith cuckoo.

3. Get a random cuckoo solution means enhanced image by modifying the four
enhancement parameters using lévy flight technique.

Xtþ1
i ¼ Xt

i þ ;Lm ð13Þ

; is inverse value of golden ratio ð1þ ffiffiffi

5
p Þ=2, Lm 2 ½0; 0:5�

4. Evaluate its quality or fitness value (fiti) of Xi

5. Choose a nest with another solution among n randomly and say this solution is
j.

6. Compare the two fitness values.
7. If fiti [ fitj then replace Xj by Xi otherwise do nothing.
8. According to fitness fiti of each enhanced image Xi probability value pi is

pi ¼ fiti
Rfiti

9. Fraction of the worst nests which have the probability values less than some
threshold contributing nothing in betterment of solution are abandoned and new
solutions (Xl) are generated using lévy flight around the abandoned solutions
(XkÞ:

If pi [ Thð Þ then Xtþ1
i ¼ Xt

i þ ;Lm

Lm 2 ½0; 1� and Th ¼ Lm 2 ½0; 0:5�
If fitl [ fitk then replace Xk by Xl, otherwise do nothing.

10. Find the global best solution.
11. Processes 3–9 are repeated until the amount of iterations needed reaches the

optimal maximum generation criteria.

In the proposed CS algorithm inverse golden ratio has been used with chaotic
sequence. Already it has been proved that inverse value of golden ratio remains
better than random fraction [19]. The proposed algorithm is also a simple algorithm
with respect to the number of control parameters. Lévy flight with fixed step size
does not show ergodicity property [19]. It does not search every point in the search
space. But chaotic sequence has ergodicity property. So, it has been used as step
size of lévy flight to give the ergodicity capability to lévy flight.
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2.4 Parameter Selection

The Chaotic BA and CS are applied over have been applied over 100 images with
initial population number being varied from 10 to 50 and maximum generations up
to 100. In this study, numbers of initial populations have been put to 20, maximum
generation for BA is 50, CS is 65 and PSO is 90. The result of CS, BA and PSO are
very much parameter dependent. From the experiment value of the parameters are
α12 [1, 2.5], α22 [0.2, 2], ;2 2[0.05, 1] and ;3 2 [5, 20].

3 Experimental Results

The Chaotic BA and CS are applied over have been applied over 100 images but
three of them given below.

Table 1 Comparison between outputs of different proposed algorithms

Image 
number Input                    

image 
Image enhanced 
by chaotic Bat 

Image enhanced by 
Chaotic Cuckoo 
Search 

Image enhanced by 
PSO 

Img 1 

Img 2 

Img 3  
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3.1 Quality Parameters

Enhancement factor (EF) is calculated using variance and mean of the image [26].
The equation is given below:

EF ¼ r2e=le
r2o=l0

ð14Þ

where, r2e ¼ variance of the enhanced image, le ¼ mean of the enhanced image;

r2o ¼ variance of the original image; l0 ¼ mean of the original image

(Tables 1, 2).

4 Conclusion

The comparison between chaotic lévy BA and chaotic CS algorithm has been done
in this paper. Intensification property of BA is controlled by chaotic lévy flight. In
CS algorithm chaotic random walk controls the intensification as well as diversi-
fication property. Experimental results prove that chaotic CS algorithm outperforms
the PSO algorithm. So, chaotic random walk is also an efficient random walk. In
this paper proposed BA outperforms the chaotic CS and PSO. This fact proves the

Table 2 Comparison of among quality parameters

Image type No. of
edge pixels

Sum of intensities
of edge pixels

Fitness
value

Enhancement
factor

Img 1 Original image 473 109.933 0.1968

Output of chaotic bat 3,151 1,634.1 2.6780 6.032

Output of chaotic
cuckoo

3,167 1,648.0 2.4803 5.282

Output of PSO 3,065 1,652.60 2.4014 4.564

Img 2 Original image 1,782 632.526 1.2356

Output of chaotic bat 2,302 1,449.5 1.9689 6.153

Output of chaotic
cuckoo

1,940 1,142.6 1.6070 5.420

Output of PSO 1,922 1,047.5 1.5718 3.969

Img 3 Original image 511 150.622 0.2208

Output of chaotic bat 2,793 1,740.6 2.4843 5.877

Output of chaotic
cuckoo

2,476 1,475.1 2.0678 5.052

Output of PSO 2,344 1,149 1.6956 3.672
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superiority of chaotic lévy BA over chaotic CS and PSO. These algorithms can be
applied in other image processing applications and can be used in multiobjective
environment.
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on Keystroke Dynamics
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Abstract Automated password recovery process includes needing the user to
response a “secret question” defined as part of the user registration process. The
second mechanism in use is having the user offer a “hints” during record-keeping
that helps the user remember his password. Here, system may be compromise
through the use of brute-force attacks, inherent system weakness or easily guessed
secret questions and answers. The third mechanism is One Time Password (OTP),
where personal phone or alternative user ID is needed. The fourth mechanism is our
proposed, password recovery mechanism based on behavioral biometric charac-
teristics, keystroke dynamics data. Here, users are not only identified by their secret
questions answers or hints, but their typing style is also accounted for. It improves
the security rank and can be used to identify the real user. In this paper, we have
also suggested some future plans that also can be effectively implemented by this
technique.
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1 Introduction

Social networking sites, online form fill-up, E-mail ID providers are considered to
have user-login mechanism (Knowledge based user authentication technique),
where password recovery mechanism is one part. Among all password recovery
mechanisms, “secret questions answers” and “password hints” are very popular.
But if an attacker collects our personal information and check answer one after
another against single question, then attacker may change the password or can get
the access of the system. In order to defeat their technique in practice a higher level
of security and performance together with low cost version is demanded to an
accepted level of error, to be designed.

Now-a-days, Knowledge-based user authentication technique is not limited to
password or PIN. Our behavioral biometric properties such as keystroke dynamics:
a technology to segregate and distinguish people based on their typing rhythms, is
also accounted for. Our proposed system uses personal information of clue for a
password or secret question answer at the time of registration, compressing of
characters as well takes into account the typing style of depressed characters
entered. Here, typing style is a key issue to identify the authentic user, which is
stored in the database. It will help recover the password, as strong as biometric
properties which are meshed up with personal information that we are habituated to
press it daily. It ensures the consistence typing style of a user.

We have collected typing style of three common passwords six times each from
15 different individuals having different age and education level using JAVA
language at a fixed keyboard which laboratory made sample password database has
been used to train the system. Here system records all the key press and release
timing and calculates the duration of depressed characters, latency time between
various down and up key sequence latencies for each sample, then found out the
actual timing template by applying some statistical methods. Then some features
mining mechanism like Euclidean distance, Manhattan distance are used to cal-
culate the score. Minimum score is to be finding out and system decides the
corresponding user is valid or not. Thus we can reduce the probability of brute-
force or shoulder surfing attacks. The rhythm of the password as it is entered is used
to improve the security level and validates the authenticity of the user rather than
only Secret question answer or hints. Here, system calculates duration of depressed
characters and pause duration between each subsequent characters entered. This
timing parameters promise parameters like biometric characteristics that may
facilitate non-intrusive, cost-effective and continuous monitoring.

Keystroke Dynamics is not new technique. Bryan and Harter first formally
investigated it in 1897 as part of a study on skill gaining in telegraph operators.
Spillane suggested in an IBM technical bulletin in 1975 that typing rhythms might
be used for identifying the user at a keyboard. Forsen et al. [1] in 1977 conducted
first round tests of whether keystroke dynamics could be used to differentiate
typists. Gaines et al. [2] produced an extensive report of their investigation with
seven typists into keystroke dynamics in 1980. After then, S. Bleha submitted his
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Ph.D. thesis on Recognition system based on keystroke dynamics in 1988 [3].
Joyce and Gupta [4] proposed an identity authentication based on keystroke
latencies in 1990. Monrose and Rubin [5] proposed keystroke dynamics as a bio-
metric for authentication in 2000. Keystroke dynamics research has been going on
for the more than thirty three years. Many methods have been proposed during that
time. But all the keystroke dynamics features are not considered in any proposed
system. Here, we have considered five effective factors.

Automated password recovery process includes requiring the user to answer a
“secret question” defined as part of the user registration process. The second
mechanism in use is having the user offer a “password hints” during record-keeping
that help the user remember his password. Here, system may be compromised in an
attack through the use of brute force, inherent system weakness or easily guessed
secret questions and answers. The third mechanism is One Time Password (OTP),
where cell phone or alternative user ID is needed.

Keystroke dynamics technique is used in our proposed system where typing
style (key pressing and releasing time) will be calculated which is unique [6]. Our
system takes all the key pressing and releasing timing and then calculates five
timing factors; key hold time and four key latencies of some sequence of key press
and release timing and stores it into the database for future purpose. In our system,
we have to press any sequence of characters (good to choose some common words
like name, address, E-ID, …) as claimed string, then the system compares with the
stored data and decides whether user is authenticated or not and only then the
system offers new password or PIN.

2 Password Recovery Mechanism

Password recovery mechanism is essential technique in knowledge base user
authentication technique, which mechanism provides the facilities to choose a new
password once again after verification of the valid user. It is one factor technique
where one factor such as “password hints” or “secrete answer” or user’s phone
number or email address. But our system takes two factors one is hints or secret
answer and keystroke dynamics data.

People are still unimaginable and lazy to choose strong password. Generally, we,
as people pick up some words for password from relatively small dictionary which
makes easy to break the password for attackers. If we choose stronger password for
different access control, it is hard to remember different strong passwords for dif-
ferent systems. Keystroke Dynamics is a technique, which can solve this problem,
where we have nothing to remember. Here typing style identifies the user [7–10].

Conventional website authentication method uses the following password
recovery method.
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2.1 Secret Question Answer Method

A System, which asks some selective secret questions to the user as a reference data
obtained at the time of registration for comparing purpose in future.

2.2 Password Hints Method

It is a clue for password, artificially it is known to the user.

2.3 One Time Password (OTP)

Automatically one random password will be generated and it is sent to the user’s
alternative E-mail ID or Cell phone by the system. This password is valid for one
time.

3 Keystroke Dynamics

Keystroke dynamics is a behavioral biometrics which is the technique of examining
the way a user types on a keyboard and identify him/her based on his/her regular
typing pattern [11]. It is the study of whether people can be well-known by their
typing pattern, much like handwriting is used to identify the author of a written text.

Our typing style can be easily calculated by simple program which can calculate
key pressing and releasing time of each key and then generates key-hold time and
keys-latency times of all down up events [7] (Tables 1 and 2).

Table 1 Key press and
release time of fixed-text
“kolkata123”

Entered key Key press time Key release time

k 0 109

o 172 281

l 375 484

k 609 733

a 749 889

t 1,326 1,451

a 1,482 1,623

1 1,950 2,059

2 2,169 2,278

3 2,387 2,496
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4 Proposed System

4.1 Raw Data Collection

Raw data is a set of personal information and there typing style. Here all the event
time will be calculated and that will be stored in the database.

List of the following information are captured when keystroke event happen.
Event Two events are PRESS and RELEASE of key.
Key code It is ASCII code of the entered key.
Timestamp System calculates the time of all the key press and release event

occurs. It is usually represented in millisecond (ms).

4.2 Data Extraction

After obtaining user’s raw keystroke timing information we extracted data in dif-
ferent ways, taking into account the occurrence in time of specific events, number
of specific event occurrence in a period of time, simultaneous occurrence of events
and others. For the purpose of keystroke dynamics most used measures are user ID,
password and their dwell time, flight time, overlapping of specific keys, method of
error correcting, cursor navigation-specific keys, key pressure, sequenced combined
keys timing (di-graph, tri-graph), typing speed, finger movement style on keyboard
etc. In free text authentication fixed password may not be needed but huge data sets
are required to identify the valid user.

Our system calculates all key press and release time and generates 5 timing
factors (Key Hold time, Down down, up up, up down and down up key latencies)
by equations defined in [7].

4.3 Features Selection

Some basic features are Di-graph which represents the time information of two
consecutive entered keys, Tri-graph which represents the time information of three
consecutive entered keys, Dwell time which refers to the key hold time, Flight time
which refers to the duration time between pressing and releasing two consecutive
entered keys, Error rate which is the occurrence of errors and how to resolve is also
a good factor, Shift and Control key: Event of pressing shift or control key and there
arrangement of pressing the event also a feature. But in our system we have taken
five timing factors and one fixed common words for identifying the valid user.
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4.4 Decision Making

The capture sample is sent to the conclusion module as soon as its score is con-
sidered. This module is answerable for comparing the match score with an identity
recognition threshold, determining if the challenge score is valid or not.

Claimant’s keystroke data is presented to the system and equated to the reference
stored template via some distance based algorithms. A final decision will be fin-
ished based upon the outcome of classification or matching algorithm to govern if a
user is genuine or otherwise.

4.5 Profile Updating

Characteristics of human may change over time. So update mechanism is needed to
update template after acceptable verification or identification. Sometimes, score of
different algorithms differs. It would be better if we combined all scores in a single
equation like mean value calculation with given weights of all scores.

4.5.1 Overall System Model

Access control system can be accessed by two ways one is normal procedure
another is secret question answer or hints. Our system will takes some common
strings and rhythm then compares with the stored keystroke data which is generated
from normal access. Flow of the control is defined in Fig. 1.

Fig. 1 Total control flow in our system
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5 Keystroke Dynamics Algorithms

Many classification and distance based or score calculation methods have been
applied in keystroke dynamics training over the last three decades [7, 12]. Fol-
lowing are the distance based algorithms were used to evaluate the system.

5.1 Manhattan Distance

Manhattan distance is one distance based method which calculates the score and
minimum score will be treated as perfect match and corresponding user will be
treated as a genuine user. Manhattan distance is formulated below:

M ¼
X

n

i¼1

ðjxi � yijÞ ð1Þ

where x = (x1, x2, x3, …, xn) represents stored vector and y = (y1, y2, y3, …, yn)
represents the claim vector of the exercise sample.

5.2 Manhattan with Standard Deviation Distance

The standard deviation of each feature is calculated as in Eq. 2. Here αi represents
standard deviation.

Ms ¼
X

n

i¼1

ðjxi � yijÞ=ai ð2Þ

5.3 Euclidean Distance

The score is calculated as the squared Euclidean distance between the stored vector
and claim vector as in Eq. 3.

E ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

n

i

ðjxi � yijÞ22

s

ð3Þ
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5.4 Mahanabolis Distance

The standard deviation of each feature is calculated, where Mahanabolis distance is
presented in Eq. 4.

Eh ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

n

i

ððjxi � yijÞ=aiÞ22

s

ð4Þ

5.5 Z Score Values

The z score is calculated in Eq. 5:

Z ¼
X

n

i¼1

ðjXij � lðjXijÞÞ=ai ð5Þ

where µ(xi) are mean value and α is standard deviation.

6 Evaluation an Analysis

There are some performance measurement parameters that are used to evaluate
performance of different biometric system [12].

6.1 False Acceptance Rate (FAR)

FAR defined by the following equation:

FAR ¼ Number of falsely accepted illegitimate users
Total number of imposters

% ð6Þ

6.2 False Rejection Rate (FRR)

FRR defined by the following equation

FRR ¼ Number offalsely denied legitimate users
Total number of genuine users

% ð7Þ
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6.3 Equal Error Rate (EER)

ERR is the rate at which both ERR and FAR are equal. See the Fig. 2.
In our simulation program in JAVA, we have recoded each key press and release

time for six sample of passwords (size of password <=10) and calculated key hold
time and latency time between various down and up key sequence latencies, which
are shown in Fig. 3. After then we have calculated score by different algorithms
with calculated mean, which are very much similar. Calculated core is defined in
the Table 3.

Euclidean distances of the string “123456” of 15 users are very similar. Where
“kolkata123” and “password” strings are strong to identify the user which is shown
in Fig. 2.

As per the experimental result, we got 0.133 % EER for the string “kolkata123”
where 0.4 and 0.53 % EER for the string “password” and string “123456” sepa-
rately. Size of the string and common used words are best choice to choose secrete
question answer or hints where we are habituate to press this type of words daily.
We have collected data from the users those are belonging to Kolkata, India, so they

Fig. 2 Equal error rate or
cross error rate

Fig. 3 Euclidean distances of different set of data for the password “kolkata123”, “password” and
“123456”
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are habituated to press string kolkata. We got the better result for the string
“kolkata123” because it is a longer size string than other tested strings.

In our experiment, we have collected rhythm of 270 predefined fixed-texts from
15 users from Kolkata and seen that the user’s typing styles are dissimilar as per
following line chart generated by the experimental database. Good suggestion is
choose the password what we press daily such as user ID, name, place etc.
Otherwise three factors will affect the system, finger movement time, key searching
time and different keyboard (Fig. 4).

7 Comparison with Existing Systems

Generally we forget the secret question answer or hints for not frequently using the
system. So it would be difficult to access through secret question answer or hints
method. OTP would be best probable solution but in OTP, alternative e-mail is
required or cell phone. It takes few times. But our system does not need any

Table 3 Score calculation by different algorithms with the fixed-text “kolkata123” for 6 same
sample of a user

Samples Manhattan
distance

Manhattan
with Sd

Euclidean
distance

Mahanabolis
distance

Z score

1 758.0 39.5596 161.3877 7.4959 32.8560

2 567.0 28.9450 129.3947 5.7496 24.8224

3 412.0 25.3889 79.6618 4.8356 21.6220

4 525.0 31.8757 98.4937 5.9892 18.8801

5 637.0 36.5833 114.4596 6.3400 28.6692

6 685.0 35.4427 139.2875 6.4269 31.5871

Fig. 4 15 same sample of passwords “kolkata123” for 15 different users
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alternative e-mail ID or cell phone and no need to remember secret question answer
or hints.

Brute-force attacks or shoulder surfing attacks may happen in secret question
answer or hints method. But there is no chance in OTP. In our system no one can
copy our typing style even if he/she watch our typing style.

8 Discussion

Our simulation program, which we have written in JAVA, is working very well and
gave promising result. Where all five timing factors are considered to key issue
which is unique and cannot be copied or stolen by other users.

Typing style is a behavioural biometric characteristic which may change over
time. Person’s typing style may vary subsequently during a day or between two
days. System needs updating mechanism where each record will be appended by
the latest sample to the stored reference data. Size of the stored data may be
increased.

Further, improvingly, keystroke dynamics depends upon mental state of the
users. In that case keystroke dynamics may change to an extent. Such change yet to
be improved so that system can cope with the situation.

In this technique, using different keyboards may affect the way. But if we
consider bi-graph (two subsequent keys) or tri-graph (three subsequent keys) or
syllable duration, this problem can be resolved or artificial keystroke by general
setting [13] is the best solution or keystroke sound which is explained in [14].

If we solve this type of problems, this technique may give best possible solution,
which is very easy to implement with the exiting knowledge based authentication
technique.

To recognize keystroke dynamics, no extra security apparatus is needed. So this
technique is cost effective and can be easily implemented with small alterations.

9 Conclusion

Among three password recovery mechanisms there are, secret question answer,
password hints and OTP, OTP is the best but we may not have any alternative
account or cell phone. In this situation keystroke dynamics is the best possible
alternative solution where biometric characteristics are considered to distinguish
people. It can be implemented with existing password recovery mechanism with
small alterations, which enhances the security level and provides the better per-
formance of the system. This technique can be also effectively implemented in
distance-based examination, cyber criminal investigation, identifying back door
account etc. But this technique, as of now, suffers from accuracy level and per-
formance. In order to realize this technique in practice a higher level of security and
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performance together with low cost version is demanded with an error to an
accepted level. Hence, it is highly essential to identify the controlling parameters
and optimize the accuracy, performance as well as cost with new algorithms, this is
our future job.
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Performance Analysis of RC4 and Some
of Its Variants

Suman Das, Hemanta Dey and Ranjan Ghosh

Abstract RC4 is a simple and fast cipher, which has proved itself as robust enough
and it is trusted by many organizations. But a number of researchers claimed that
RC4 has some weakness and bias in its internal states. To increase its security, some
guidelines recommended discarding the first N or 2N bytes from the final output
stream, where N is generally 256. In this paper, it has been statistically analyzed
whether the outputs of the algorithm really acquire more security by discarding
more number of initial bytes, like 4N or 8N. The original and modified algorithms
are analyzed with NIST Statistical Test Suite and it has been tried to estimate an
optimum quantity of output bytes to be discarded.

Keywords Modified RC4 � RC4 security � Stream cipher � Key stream generator �
NIST test suite

1 Introduction

RC4 is a simple, efficient, fast and easy-to-implement stream cipher. It contains an
initialization routine and a random number generator, where random values are
selected from an internal state array and two elements are swapped in each
step. Based on this table-shuffling principle, RC4 is designed for fast software and
hardware implementation and widely used in many protocols, standards and
commercial products. RC4 cryptanalysis has been mainly devoted to statistical
analysis of the output sequence, or to the initialization weaknesses. RC4 contains a
secret array of size N (generally, 256), in which integers (0–N − 1) are swapped,
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depending upon two index pointers i and j in a deterministic (for i) and pseudo-
random (for j) way. There are two components of RC4: Key-Scheduling Algorithm
(KSA) and Pseudo-Random Generation Algorithm (PRGA). KSA performs ini-
tializing the S-Box with random-looking permutation of values and PRGA gener-
ates the final key-stream bytes [1].

There are several works on strength and weakness of RC4, which shows that
there is significant interest in the cryptographic community for it. It has been argued
that there are many biases in the PRGA due to propagation of biases in the KSA.
Some researchers argued that if the initial N or 2N bytes from the key-stream are
discarded, then these biases can be minimized, hence the security of RC4 increases.

In this paper, the authors have tried to study how the security of RC4 varies if
more and more initial bytes from the key-stream are discarded. Firstly 4N (here
1,024) and then 8N (here, 2,048) initial bytes are discarded and the outputs are
compared with the original algorithm. These variants of RC4 are analyzed statis-
tically, following the guidelines given by NIST (National Institute of Standards and
Technology), USA in their Statistical Test Suite, coded by the authors. It is found
that discarding as many numbers of bytes as possible does not actually increase the
security of RC4, but there is a certain optimum level, which should be maintained
to get more secured outputs.

KSA
Input: Secret Key K

for i = 0, … N – 1
S[i] = i;

next i

j = 0;
for i = 0, …, N – 1

{ j = j + S[i] + K[i]
swap(S[i], S[j]); 

}
next i

Output: S-Box S generated by K

PRGA
Input: S-Box S – The o/p of KSA

i = 0; j = 0;

while TRUE
{ i = i + 1

j = j + S[i]
swap(S[i], S[j]);
z = S[S[i] + S[j]];

}

Output: Random Stream Z

Table A. The RC4 Stream Cipher

2 Motivation

RC4 has gone through tremendous analysis since it has become public. Roos [2]
showed some weakness in KSA and identified several classes of weak keys for RC4
with some important technical results. He showed strong correlation between the
secret key bytes and the final key-stream generated. He suggested discarding a
number of bytes from the initial key-stream.

Akgün et al. [3] detected a new bias in the KSA and proposed a new algorithm to
retrieve the RC4 key in a faster way. Their framework significantly increases the
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success rate of key retrieval attack. They showed that KSA leaks information about
the secret key if the initial state table is known.

Maitra and Paul [4] revolved the non-uniformity in KSA and proposed for
additional layers over the KSA and the PRGA. They named the modified cipher as
RC4+, which avoids existing weaknesses of RC4. They presented a three-layer
architecture in a scrambling phase after the initialization to remove weaknesses of
KSA (KSA+). They also introduced some extra phases to improve the PRGA
(PRGA+).

Mironov [5] argued that discarding the initial 12–256 bytes from the output
stream of RC4 most likely eliminates the possibility of strong attacks. He estimated
the number of bytes to be discarded from the initial key-stream as 2N (here, 512) or
3N (here, 768) to get a more safe output.

Paul and Preneel [6] described a new statistical weakness in the first two output
bytes of RC4 key-stream and presented a new statistical bias in the distribution of
the first two output bytes of RC4. They recommended to drop at least the initial
2N bytes and argued to introduce more random variables in the PRGA to reduce the
correlation between the internal and the external states. They also proposed a new
key-stream generator namely RC4A with much less operations per output byte.

Tomasevic and Bojanic [7] used a strategy to favor more promising values that
should be assigned to unknown entries in the RC4 table and introduced an
abstraction in the form of general conditions about the current state of RC4. They
proposed a new technique to improve cryptanalytic attack on RC4, which is based
on new information from the tree representation of RC4.

Nawaz et al. [8] introduced a new 32-bit RC4 like faster key-stream generator
with a huge internal state, which offers higher resistance against state recovery
attacks. This is suitable for high speed software encryption.

Gupta et al. [9] thoroughly studied RC4 designing problem from the view point
of throughput. They implemented hardware architecture to generate two key-stream
bytes per clock cycle using the idea of loop unrolling and hardware pipelining.

Das et al. [10] eliminated the swap function of KSA by using a mathematical
process to fill-up the internal state array of RC4, which has been found giving a
better security after statistical analysis.

3 Proposed Modifications to RC4

Roos [1] and others strongly discussed about the weakness of KSA and weak keys
in RC4. Roos argued that in KSA, only the line of swap directly affects the state
table S while exchanging two elements and hence the previous line j = j + S
[i] + K[i] is responsible for calculating the indexes. Here, the variable i is deter-
ministic and j is pseudo-random. Therefore, the swap between two elements may
happen once, more than once, or may not happen at all—thus brings a weakness in
the KSA. He showed that there is a high probability of about 37 % for an element
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not to be swapped at all. He proposed to discard some initial bytes, preferably
N (here, 256), to minimize the effects of these biases.

Mironov [4] used an abstract model to estimate the number of initial bytes that
should be dumped from the output stream of RC4. He identified a weakness in the
KSA and the PRGA, i.e., the final key-stream of RC4, which appears up to the first
2N or 3N bytes. He blamed the improper swap function as a cause of this bias.

In this paper, the authors tried to identify what is the maximum number of bytes
that should be discarded from RC4 key-stream before actual encryption starts. They
concluded that the number should be more than the previously estimated ones, but it
is not that discarding more and more bytes from the output stream really keeps on
increasing the security of RC4. Two sets of data (RC4_1024 and _2048), generated
by discarding 4N and 8N bytes respectively had been analyzed, along with data
generated by the original RC4.

Outputs of these variants of RC4 have been tested statistically using the guid-
ance of NIST, by the NIST Statistical Test Suite. For all the algorithms, a same text
file has been encrypted 500 times by using 500 same encryption keys, generating
500 ciphertexts for each algorithm, each of which contains at least 1,342,500 bits,
as recommended by NIST. The three sets of data are then compared to find out if
security varies for these algorithms after the proposed modifications.

4 The NIST Statistical Test Suite

NIST developed a Statistical Test Suite, which is an excellent and exhaustive
document consisting of 15 tests developed to test various aspects of randomness in
binary sequences produced by cryptographic algorithms [11, 12]. The tests are as
follows:

1. Frequency (Monobit) Test: Number of 1’s and 0’s in a sequence should be
approximately the same, i.e., with probability ½.

2. Frequency Test within a Block: Whether frequency of 1’s in an M-bit block is
approximately M/2.

3. Runs Test: Whether number of runs of 1’s and 0’s of various lengths is as
expected for a random sequence.

4. Test for Longest-Run-of-Ones in a Block: Whether the length of the longest run
of 1’s within the tested sequence (M-bit blocks) is consistent with the length of
the longest run of 1’s as expected.

5. Binary Matrix Rank Test: Checks for linear dependence among fixed length
sub-strings of the sequence, by finding the rank of disjoint sub-matrices of it.

6. Discrete Fourier Transform Test: Detects periodic features in the sequence by
focusing on the peak heights in the DFT of the sequence.

7. Non-overlapping Template Matching Test: Occurrences of a non-periodic
pattern in a sequence, using a non-overlapping m-bit sliding window.
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8. Overlapping Template Matching Test: Occurrences of a non-periodic pattern in
a sequence, using an overlapping m-bit sliding window.

9. Maurer’s Universal Statistical Test: Whether or not the sequence can be sig-
nificantly compressed without loss of information, by focusing on the number
of bits between matching patterns.

10. Linear Complexity Test: Finds the length of a Linear Feedback Shift Register
(LFSR) to generate the sequence—longer LFSRs imply better randomness.

11. Serial Test: Determines number of occurrences of the 2m m-bit overlapping
patterns across the entire sequence to find uniformity—every pattern has the
same chance of appearing as of others.

12. Approximate Entropy Test: Compares the frequency of all possible overlapping
blocks of two consecutive/adjacent lengths (m and m + 1).

13. Cumulative Sums Test: Finds if the cumulative sum of a sequence is too large or
small. Focuses on maximal excursion of random walks, which should be near 0.

14. Random Excursions Test: Finds if number of visits to a state within a cycle
deviates from expected value, calculates the no. of cycles having exactly K
visits in a cumulative sum random walk.

15. Random Excursions Variant Test: Deviations from the expected visits to var-
ious states in the random walk, calculates the number of times that a state is
visited in a cumulative sum random walk.

In each test, for a bit sequence, NIST adopted different procedures to calculate
the P-values (probability values) for different tests from the observed and expected
values under the assumption of randomness. The Test Suite has been coded by us
and used to study the randomness features of different variants of RC4.

5 Results and Discussions

After analyzing the outputs of the original RC4 and modified ones, using the NIST
Statistical Test Suite, as described above, it has been found that though discarding
some initial bytes of the key-stream increases the security of RC4, discarding more
and more bytes from the outputs do not help to increase the security of RC4—at
some point, the beginning of RC4 ends [4]. The final analysis and comparison is
displayed in Table 1, where the POP (Proportion of Passing) status and Uniformity
Distribution of NIST tests for these three algorithms are displayed and compared.
The best values of a particular test for each algorithm are shaded (in rows) and then
the numbers of shaded cells for each are counted (in columns). The highest count
(here, for RC4_1024) gives the best result, which shows that this one has a better
security than the other, at least for this particular data-set.

POPs and uniformity distributions generated by RC4_1024 and RC4_2048 for
the 15 tests, compared to the expected values [11], are displayed in Tables 2 and 3.
Distributions of P-values generated by the algorithms RC4_1024 and RC4_2048
for the 15 tests are displayed in Tables 4 and 5. Here, the interval between 0 and 1 is
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Table 1 Comparison of POP status and uniformity distribution generated by the 15 NIST Tests
for RC4 and its variants

Test↓ POP status for NIST tests Uniformity distribution for NIST tests

RC4 RC4
1024

RC4
2048

RC4 RC4
1024

RC4
2048

1 0.988000 0.990000 0.992000 4.154218−01 8.831714−01 7.981391−01

2 0.992000 0.988000 0.986000 4.904834−01 1.087909−01 6.952004−01

3 0.992000 0.996000 0.996000 8.920363−01 5.181061−01 3.537331−01

4 0.982000 0.988000 0.988000 5.790211−01 2.343734−01 5.831447−01

5 0.984000 0.982000 0.986000 2.492839−01 2.596162−01 4.788391−02

6 0.980000 0.982000 0.996000 4.170881−02 1.509358−03 4.901567−05

7 0.990000 0.996000 0.995000 8.272794−01 4.749856−01 4.446914−01

8 0.992000 0.992000 0.988000 2.224804−01 9.673823−01 9.093595−02

9 0.982000 0.992000 0.990000 3.856456−02 3.976884−01 8.343083−01

10 0.992000 0.988000 0.986000 5.462832−01 7.034170−01 7.981391−01

11 0.982000 0.991000 0.990000 1.699807−01 5.707923−01 1.916867−01

12 0.992000 0.990000 0.988000 2.953907−01 7.981391−01 6.204653−01

13 0.995000 0.998000 0.995000 8.201435−01 9.705978−01 5.030520−02

14 0.983500 0.987500 0.986000 6.729885−02 6.204653−01 6.291943−02

15 0.985889 0.987667 0.986111 8.386675−02 5.328562−01 1.503405−02

Total: 4 9 5 3 8 4

Table 2 POP status and uniformity distribution generated for RC4_1024

Test↓ Expected POP Observed POP Status Uniformity distribution Status

1 0.976651 0.990000 Successful 8.831714−01 Uniform

2 0.976651 0.988000 Successful 1.087909−01 Uniform

3 0.976651 0.996000 Successful 5.181061−01 Uniform

4 0.976651 0.988000 Successful 2.343734−01 Uniform

5 0.976651 0.982000 Successful 2.596162−01 Uniform

6 0.976651 0.982000 Successful 1.509358−03 Uniform

7 0.976651 0.996000 Successful 4.749856−01 Uniform

8 0.976651 0.992000 Successful 9.673823−01 Uniform

9 0.976651 0.992000 Successful 3.976884−01 Uniform

10 0.976651 0.988000 Successful 7.034170−01 Uniform

11 0.980561 0.991000 Successful 5.707923−01 Uniform

12 0.976651 0.990000 Successful 7.981391−01 Uniform

13 0.980561 0.998000 Successful 9.705978−01 Uniform

14 0.985280 0.987500 Successful 6.204653−01 Uniform

15 0.986854 0.987667 Successful 5.328562−01 Uniform
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divided into 10 sub-intervals, and the P-values that lie within each sub-interval are
counted and displayed. These P-values should be uniformly distributed in each sub-
interval [11]. Histograms on distribution of P-values for two tests (4 and 8) are
displayed in Figs. 1a–c and 2a–c respectively.

Table 3 POP status and uniformity distribution generated for RC4_2048

Test↓ Expected POP Observed POP Status Uniformity distribution Status

1 0.976651 0.992000 Successful 7.981391−01 Uniform

2 0.976651 0.986000 Successful 6.952004−01 Uniform

3 0.976651 0.996000 Successful 3.537331−01 Uniform

4 0.976651 0.988000 Successful 5.831447−01 Uniform

5 0.976651 0.986000 Successful 4.788391−02 Uniform

6 0.976651 0.996000 Successful 4.901567−05 Non-uniform

7 0.976651 0.995000 Successful 4.446914−01 Uniform

8 0.976651 0.988000 Successful 9.093595−02 Uniform

9 0.976651 0.990000 Successful 8.343083−01 Uniform

10 0.976651 0.986000 Successful 7.981391−01 Uniform

11 0.980561 0.990000 Successful 1.916867−01 Uniform

12 0.976651 0.988000 Successful 6.204653−01 Uniform

13 0.980561 0.995000 Successful 5.030520−02 Uniform

14 0.985280 0.986000 Successful 6.291943−02 Uniform

15 0.986854 0.986111 Successful 1.503405−02 Uniform

Table 4 Distribution of P-values generated for RC4_1024

Test↓ 1 2 3 4 5 6 7 8 9 10

1 48 45 44 56 50 52 59 46 47 53

2 61 56 39 51 45 44 41 47 67 49

3 51 47 55 51 54 41 43 58 59 41

4 50 60 38 54 48 62 51 54 39 44

5 52 50 51 54 59 47 41 35 62 49

6 48 60 55 26 48 41 62 68 41 51

7 42 44 59 45 57 40 57 53 54 49

8 51 51 59 50 48 43 48 48 51 51

9 41 59 58 38 51 52 53 40 52 54

10 53 47 48 49 58 39 51 44 53 58

11 88 84 97 105 106 95 100 112 102 111

12 41 42 49 53 57 46 51 56 52 53

13 114 84 91 116 93 109 84 82 100 126

14 391 416 424 414 415 393 390 391 402 364

15 902 908 973 894 880 880 907 871 830 955
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Table 5 Distribution of P-values generated for RC4_2048

Test↓ 1 2 3 4 5 6 7 8 9 10

1 45 52 45 58 47 54 53 53 40 53

2 59 49 45 47 54 44 53 41 50 58

3 47 46 58 57 47 47 48 63 50 37

4 53 40 42 57 44 57 51 56 46 54

5 52 50 47 60 60 46 37 45 52 51

6 43 49 50 40 66 35 47 81 37 52

7 44 52 47 49 46 62 39 55 59 47

8 61 38 39 46 56 60 61 47 41 51

9 54 49 55 44 47 61 50 46 49 45

10 56 46 47 44 54 47 54 46 60 46

11 91 83 91 113 104 88 117 99 101 113

12 45 40 46 49 57 53 62 47 49 52

13 90 73 112 83 111 112 104 105 99 111

14 422 372 425 376 445 402 415 385 397 361

15 872 931 972 889 879 876 938 908 856 879

* Horizontal ranges for Table 4: 1: 0.0–0.1, 2: >0.1–0.2, 3: >0.2–0.3, …, 10: >0.9–1
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Fig. 1 a–c Histograms for P-value distribution of test 4 for RC4, RC4_1024 and RC4_2048
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Fig. 2 a–c Histograms for P-value distribution of test 8 for RC4, RC4_1024 and RC4_2048
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Scattered Graphs on the POP Status for the 15 tests are displayed in Figs. 3a–c,
which examine the proportion of sequences that pass a test. A threshold value
(expected POP) has been calculated following the guidance given by NIST. If the
proportion falls outside of (i.e., less than) this expected value, then there is evidence
that the data is not random [11]. If most of the values are greater than this expected
value, then the data is considered to be random. For a particular algorithm, the more
number of POPs tend to 1 for the 15 tests, the more random will be the data
sequence.

Finally, it has been observed that discarding so many of the initial key-stream
bytes does not actually increase the security—saturation occurs after discarding a
certain number of bytes. It is clear, though discarding 1,024 bytes is giving a better
result than the original RC4, discarding 2,048 bytes is not that satisfactory. Here, in
the current data set, after the statistical analysis, the saturation point has been found
as 1,024.

6 Conclusion

The RC4_1024 is found to stand in the better merit list comparing to the standard
RC4 and RC4_2048. It seems that security in RC4 will be enhanced by discarding a
certain number of initial bytes (here, 1,024) from the key-stream. It has been
observed that to get more secured key-stream bytes from RC4, an optimum level of
discarding the initial bytes from the key-stream should be maintained—discarding
as many numbers of bytes as possible does not actually increase its security.
Rigorous study is required to find more optimum results in this regard.
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Optimal Image Segmentation of Cancer
Cell Images Using Heuristic Algorithms

A. Atchaya, J.P. Aashiha and R. Vijayarajan

Abstract In this world, protection of health from diseases is quite challenging.
Cancer is one of the most harmful diseases which pose a major threat to human.
There are two types of cancer tumours developed in human tissues namely benign
and malignant. A benign tumour is a mass of cells that lacks the capacity to invade
neighbouring tissue or metastasize. A malignant tumour is developed from benign
tumour by the process called as tumour progression. This tumour invades neigh-
bouring tissues rapidly and causes organs to get malfunction. In this paper, two
benign and malignant images (512 × 512) are taken and evaluated using heuristic
algorithms, such as PSO, DPSO, and FODPSO algorithms existing in the literature.
The proposed segmentation procedure is executed using the conventional Otsu’s
between-class variance function. The performances of considered algorithms are
analyzed using the popular image parameters, such as objective value, Root Mean
Square Error (RMSE), and Peak Signal to Noise Ratio (PSNR), and number of
iterations. Results of this study demonstrate that FODPSO offers better result
compared to PSO, and DPSO algorithm.
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1 Introduction

In recent years, a considerable number of image segmentation methods have been
proposed and executed by most of the researchers in the literature [1–3]. Among
them, global thresholding is referred as the most efficient procedure for image
segmentation, because of its simplicity, robustness, accuracy and competence [4].
In existing parametric thresholding procedures, the geometric constraints of the
image are estimated using traditional approach. Most of the classical methods have
the following limitations; (i) computational difficulty, (ii) time consuming, and (iii)
the overall performance diverge based on the image quality.

The nonparametric segmentation methods such as Otsu, Kapur, and Kittler are
very efficient and successful in the case of bi-level thresholding process [5]. When
the number of threshold level increases, classical thresholding techniques need
extra computational time. Hence, in recent years, heuristic methods based image
thresholds has increased the interest of researchers [4–8].

Recent literature illustrates that, the heuristic and meta-heuristic algorithms are
widely considered for the segmentation of grey and colour images [6–9]. In this
paper, the Particle Swarm Optimization (PSO) algorithm and its recent advance-
ment (DPSO, FODPSO) based methods proposed by Ghamisi et al. [6–8] is con-
sidered. The PSO based methods are initially tested on a standard colour image
(321 × 481). Further, the PSO based methods are implemented to analyze the
cancer cell images (512 × 512).

In human tissues, the cancer tumours developed due to abnormal process of
controlled production of cells. The genetic material (DNA) of a cell start producing
mutations that affects normal cell growth and division by being damaged. When
this happens, sometimes these cells do not die but form a mass of tissue called a
tumor. Cancer tumours are of two types namely benign and malignant a benign
tumor is a mass of cells (tumor) that lacks the ability to invade neighboring tis-
sue or metastasize. A malignant tumor is developed from benign tumor by process
called as tumor progression. This tumor invades neighboring tissues rapidly and
causes organs to get malfunction. The benign tumor has slower growth rate and
easily curable than malignant tumor.

In this work, PSO, DPSO, and FODPSO algorithms are employed to solve bi-
level and multi-level colour image segmentation problem using Otsu’s between-
class variance method. The parameters such as Mean Squared Error (MSE), Root
Mean Squared Error (RMSE), Peak to Signal Ratio (PSNR), and the objective
functions are considered as the performance measure values.

2 Overview of PSO Algorithms

The traditional PSO algorithm was initially developed by Kennedy and Eberhart in
1995 [10]. PSO is an evolutionary type global optimization technique developed
with the inspiration of social activities in flock of birds and school of fish, and is

270 A. Atchaya et al.



widely applied in various engineering problems due to its high computational
efficiency. Based on the concepts similar to the PSO, recent improvements such as
DPSO, FOPSO, and FODPSO [6–8, 11, 12] have been developed. In FODPSO, a
group of swarms try to win using Darwin’s theory and the fractional calculus to
regulate the convergence rate. Based on this principle, FODPSO enhances the
performance of traditional PSO to escape from local optima by running several
simultaneous parallel PSO algorithms.

In the proposed work, the heuristic algorithms with the following parameters are
considered.

3 Methodology

In this paper, Otsu based image thresholding initially proposed in 1979 is con-
sidered to segment the colour images [13]. This method offers the optimal threshold
by maximizing the between class variance function. A detailed description about
this procedure can be found in the articles by Ghamisi et al. [6–8] and this pro-
cedure is defined as follows:

For a given RGB image, let there is L intensity levels in the range {0,1,2,…,
L−1}. Then, it can be defined as;

pCi ¼ hci
N

X

L�1

i¼0

pCi ¼ 1 ð1Þ

The total mean of each component of the image is calculated as:

lCT ¼
X

L�1

i¼0

ipCi ¼ 1 ð2Þ

The m-level thresholding presents m − 1 threshold levels tcj , where j = 1,2,…,
m − 1, and the operation is performed as;
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The probabilities of occurrence wC
j of classes Dc

i ; . . .;D
c
m are given by;

wC
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The mean of each class lCj can then be calculated as;
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The Otsu’s between class variance of each component can be defined as;

rc
2

B ¼
X

m

j¼1

wC
j lCj � lCT

� �2
ð6Þ

where wC
j = probability of occurrence, and lCj = mean.

The m-level thresholding is reduced to an optimization problem to search for tCj ,
that maximize the objective functions of each image component C can be defined as;

/C ¼ max
1\tCi \;...;L�1

rc
2

B ðtCj Þ ð7Þ

The expression for the performance measure values considered in this paper,
such as MSE, RMSE, and PSNR can be found in the recent paper by Rajinikanth
et al. [4, 5].
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4 Results and Discussions

Otsu based multi-level segmentation techniques have been implemented on five
colour images. Initially, the considered PSO algorithms based method is tested on a
Fish image (481 × 321) taken from the Berkeley Segmentation Dataset [14]. Fig-
ure 1 shows the original image, grey histogram, colour histogram, and segmented
images for m = 2, 3, 4, 5. From Fig. 1b, c, it can be observed that, the mean value of
the R,G,B component of the colour histogram is similar to the grey histogram.
Hence, in the proposed work, we presented the optimal thresholds for the seg-
mented colour images. Table 1 presents the performance measure values for the
Fish image with PSO, DPSO, and FODPSO algorithms. From this, it is noted that,
the FODPSO provides overall best value compared with the PSO and DPSO
(Table 2).

The considered segmentation procedure is then used to analyze the cancer cell
images (512 × 512) shown in Figs. 2 and 3. The segmented images with the
FODPSO are presented in Table 3. Please confirm if the section headings identified
are correct.The corresponding performance measure values such as MSE, RMSE,
PSNR (dB), maximized objective function values, and the corresponding values are
presented in Table 4 (Malignant) and Table 5 (Benign). From these tables, it is
noted that, FODPSO algorithm offers better result compared with the PSO and
DPSO algorithm.

(a) Image (b) Grey histogram (c) Colour histogram

(d) m = 2 (e) m = 3 (f) m = 4 (g) m = 5
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Fig. 1 Segmented test image using FODPSO algorithm. a Image. b Grey histogram. c Colour
histogram. d m = 2. e m = 3. f m = 4. g m = 5
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Table 2 Performance values of fish image

Method m MSE PSNR DSSIM Objective
function

Optimal threshold

PSO 2 56.1988 13.1363 0.2017 1,247.46 85, 148

3 40.6867 15.9418 0.1937 1,294.43 72, 126, 162

4 31.6291 18.1291 0.1725 1,314.38 61, 100, 132, 176

5 23.4226 20.7381 0.1680 1,391.62 52, 96, 128, 144, 182

DPSO 2 55.2568 13.2831 0.1926 1,244.92 84, 150

3 41.8543 15.6960 0.1901 1,294.84 71, 124, 164

4 32.1652 17.9831 0.1788 1,307.72 60, 101, 134, 173

5 23.9251 20.5537 0.1662 1,384.76 50, 94, 126, 142, 184

FODPSO 2 54.2899 13.4364 0.2085 1,253.03 82, 151

3 40.0042 16.0887 0.1942 1,287.50 68, 125, 164

4 31.4545 18.1771 0.1715 1,382.16 57, 104, 138, 174

5 22.1678 21.2164 0.1635 1,405.27 50, 93, 129, 146, 183

Table 1 Initial parameters of heuristic algorithms

Parameter PSO DPSO FODPSO

Number of iterations 500 500 500

Population 50 50 50

ρ1 1.5 1.5 1.5

ρ2 1.0 1.0 1.0

W 0.8 – –

Xmax 255 255 255

Xmin 0 0 0

Min population – 15 15

Max population – 50 50

Number of swarms – 4 4

Min swarms – 2 2

Max swarms – 6 6

Stagnancy – 20 20

Fractional coefficient – – 0.60

(a) (b)

Fig. 2 Malignant. a Image 1. b Image 2
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(a) (b)

Fig. 3 Benign. a Image 3. b Image 4

Table 3 Segmented cancer cell images with FODPSO for m = 2–5
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Table 4 Performance measures for Malignant cancer cell images

Method m MSE RMSE PSNR Objective
function

Optimal
threshold

Image 1 PSO 2 1.3597e+04 116.605 6.7964 1.0337e+03 158, 180

3 5.4785e+03 74.0172 10.7442 1.0303e+03 76, 147, 185

4 2.6952e+03 51.9153 13.8249 1.0211e+03 48, 105, 133,
191

5 2.4634e+03 49.6322 14.2155 1.0323e+03 33, 82, 101,
168, 193

DPSO 2 1.3957e+04 118.170 6.6898 1.0136e+03 154, 182

3 5.7417e+03 75.7742 10.5404 1.0367e+03 71, 144, 183

4 2.8924e+03 53.7807 13.5183 1.0673e+03 45, 102, 137,
190

5 1.6593e+03 40.7347 15.9315 1.0726e+03 34, 85, 107,
162, 194

FODPSO 2 1.3957e+04 118.140 6.6821 1.1563e+03 150, 184

3 5.5672e+03 74.6138 10.6744 1.1580e+03 70, 140, 181

4 2.8380e+03 53.2733 13.6006 1.1638e+03 42, 111, 139,
188

5 13.601+03 36.3691 16.9161 1.1735e+03 37, 83, 102,
160, 196

Image 2 PSO 2 1.7884e+04 133.731 5.6062 1.2118e+03 94, 148

3 5.6932e+03 75.4532 75.4532 1.2297e+03 73, 132, 168

4 2.9181e+03 54.0198 13.4797 1.2287e+03 64, 82.115,
173

5 1.6374e+03 40.4644 15.9894 1.2287e+03 51, 94, 128,
159, 184

DPSO 2 1.2791e+04 113.054 7.0622 1.3668e+03 92, 146

3 5.9043e+03 76.8396 10.4191 1.3721e+03 70, 131, 169

4 2.9393e+03 54.2155 13.4483 1.3826e+03 58, 79.118,
177

5 1.4580e+03 38.1832 16.4934 1.4023e+03 47, 90, 122,
155, 185

FODPSO 2 1.2791e+04 123.011 7.0661 1.3827e+03 88, 144

3 5.9394e+03 77.0673 10.3934 1.4037e+03 67, 136, 166

4 3.0789e+03 55.4874 13.2469 1.4129e+03 55, 78, 114,
179

5 1.1083e+03 33.2918 17.6840 1.4141e+03 45, 94, 126,
157, 188
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5 Conclusions

In this paper, an attempt is made to solve the multi-level image segmentation
problem using the heuristic algorithms, such as PSO, DPSO, and FODPSO.
Maximization of Otsu’s between class variance function is chosen as the objective

Table 5 Performance measures for Benign cancer cell images

Method m MSE RMSE PSNR Objective
function

Optimal
threshold

Image 3 PSO 2 1.3769e+04 117.339 6.7419 1.4421e+03 116, 178

3 4.1773e+03 64.6322 11.9218 1.4571e+03 89, 144, 193

4 2.1560e+03 46.4323 14.7944 1.4626e+03 80, 124, 168,
205

5 2.5163e+03 50.1625 14.1232 1.4640e+03 68, 112, 141,
174, 208

DPSO 2 9.0604e+03 95.1861 8.5593 1.4376e+03 106, 181

3 4.2983e+03 65.5618 11.7978 1.4831e+03 82, 147, 190

4 2.3048e+03 48.0085 14.5044 1.4825e+03 77, 121, 164,
198

5 1.0024e+03 31.6604 18.1205 1.4903e+03 62, 110, 137,
170, 203

FODPSO 2 9.0604e+03 95.1861 8.5593 1.4402e+03 111, 178

3 4.2872e+03 65.4770 11.8090 1.4903e+03 81, 142, 188

4 2.1691e+03 46.5734 14.7680 1.4926e+03 74, 120, 163,
196

5 1.1797e+03 34.3474 17.4129 1.4928e+03 60, 115, 138,
175, 205

Image 4 PSO 2 9.0016e+03 94.8769 8.5876 2.4470e+03 86, 166

3 4.4884e+03 66.9955 11.6099 2.4475e+03 62, 138, 171

4 2.2276e+03 47.1975 14.6524 2.4488e+03 56, 89, 137,
183

5 968.4223 31.1195 18.2702 2.4632e+03 46, 76, 150,
177, 203

DPSO 2 9.6796e+03 98.3851 8.2722 2.4730e+03 82, 168

3 4.5923e+03 67.7665 11.5105 2.4782e+03 58, 136, 173

4 2.2276e+03 47.1975 14.6524 2.4802e+03 50, 84, 142,
180

5 988.0451 31.4332 18.1830 2.4841e+03 48, 73, 156,
172, 191

FODPSO 2 9.6796e+03 98.3851 8.2722 2.4712e+03 80, 172

3 4.5923e+03 67.7665 11.5105 2.4501e+03 56, 134, 176

4 2.2961e+03 47.9174 14.5209 2.4517e+03 48, 81, 147,
183

5 1.0053e+03 31.7068 18.1077 2.4526e+03 45, 767, 152,
174, 194
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function. In order to evaluate the performance of considered heuristic algorithms,
five colour test images are examined. This study confirms that, FODPSO offers
better performance measure values compared to PSO and DPSO algorithms con-
sidered in this study.

References

1. Lee, S.U., Chung, S.Y., Park, R.H: A comparative performance study techniques for
segmentation. Comput. Vis. Graph. Image Process. 52(2), 171–190 (1990)

2. Pal, N.R., Pal, S.K: A review on image segmentation techniques. Pattern Recogn. 26(9),
1277–1294 (1993)

3. Sezgin, M., Sankar, B.: Survey over image thresholding techniques and quantitative
performance evaluation. J. Electron. Imaging 13(1), 146–165 (2004)

4. Rajinikanth, V., Aashiha, J.P., Atchaya, A.: Gray-level histogram based multilevel threshold
selection with bat algorithm. Int. J. Comput. Appl. 93(16), 1–8 (2014)

5. Rajinikanth, V., Sri Madhava Raja, N., Latha, K.: Optimal multilevel image thresholding: an
analysis with PSO and BFO algorithms. Aust. J. Basic Appl. Sci. 8(9), 443–454 (2014)

6. Ghamisi, P., Couceiro, M.S., Benediktsson, J.A.: Extending the fractional order Darwinian
particle swarm optimization to segmentation of hyperspectral images. In: Proceedings SPIE
8537—image signal process. Remote Sens. XVIII, 85730F, 8 Nov 2012

7. Ghamisi, P., Couceiro, M.S., Benediktsson, J.A., Ferreira, N.M.F.: An efficient method for
segmentation of images based on fractional calculus and natural selection. Expert Syst. Appl.
39(16), 12407–12417 (2012)

8. Ghamisi, P., Couceiro, M.S., Martins, F.M.L., Benediktsson, J.A.: Multilevel image
segmentation based on fractional-order Darwinian particle swarm optimization. IEEE Trans.
Geosci. Remote Sens. 52(5), 2382–2394 (2014)

9. Sarkar, S., Das, S.: Multilevel image thresholding based on 2D histogram and maximum
Tsallis entropy—a differential evolution approach. IEEE Trans. Image Process. 22(12), 4788–
4797 (2013)

10. Kennedy, J., Eberhart, R.C: Particle swarm optimization. In: Proceedings of IEEE
International Conference on Neural Networks, pp. 1942–1948 (1995). doi: 10.1109/ICNN.
1995.488968

11. Couceiro, M.S., Ferreira, N.M.F., Machado, J.A.T.: Application of fractional algorithms in the
control of a robotic bird. J. Commun. Nonlinear Sci. Numer. Simul. (Special Issue) 15(4):895–
910 (2010)

12. Couceiro, M.S., Rocha, R.P., Ferreira, N.M.F., Machado, J.A.T.: Introducing the fractional-
order Darwinian PSO. SIViP 6(3), 343–350 (2012)

13. Otsu, N: A threshold selection method from gray-level histograms. IEEE Trans. Syst. Man
Cyber. 9(1):62–66 (1979)

14. Martin, D., Fowlkes, C., Tal, D., Malik, J.: A database of human segmented natural images
and its application to evaluating segmentation algorithms and measuring ecological statistics,
in: In Proceedings 8th International Conference on Computer Vision, vol. 2, pp. 416–423
(2001)

278 A. Atchaya et al.

http://dx.doi.org/10.1109/ICNN.1995.488968
http://dx.doi.org/10.1109/ICNN.1995.488968


Improvement of Data Integrity and Data
Dynamics for Data Storage Security
in Cloud Computing

Poonam M. Pardeshi and Bharat Tidke

Abstract Cloud stands today as an emerging standard, however, data outsourcing
paradigm is main security concern in cloud. To make sure that the data stored on the
cloud is safe, frequent data integrity checking is imperative. This work considers
the problem of data integrity in cloud storage and makes use of Dynamic Merkle
Hash Tree (DMHT) along with AES and SHA-1 algorithms to solve the same. RSA
algorithm has been used by many previously developed systems; the proposed work
makes use of AES which leads to performance improvement. The work also makes
use of the concept of Third Party Auditor (TPA) to achieve Public Auditing. In case
of corruption of data or data loss, the proposed work promises to recover the lost
data with the help of a backup system. In order to support dynamic data operations,
the Merkle Tree is made dynamic by making use of relative index. Further, to save
the communication bandwidth and cost, block level recovery is made instead of
recovery of entire file. On comparison with previous systems, the proposed system
shows reduction in server computation time. The proposed work thus aims at
improving and maintaining data integrity at untrusted server, supports dynamic data
operations and makes recovery possible by providing a recovery system.

Keywords Advanced encryption standard � Cloud computing � Data dynamics �
Merkle hash tree � Public auditability � Recovery system � Secured hash algorithm,
third party auditor
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1 Introduction

Cloud computing has become an emerging and highly appealing trend due to its
innumerable benefits. With its massively large storage centers, low cost, high
scalability, flexibility in access points and less client system resources utilization, it
has successfully diverted many clients towards it. This increase in the number of
cloud users along with their sensitive data renders the data outsourcing paradigm in
cloud as security demanding area. The dilemma becomes graver when the question
arises for the security of confidential data. If the server or Cloud Service Provider
(CSP) is untrusted, client may lose important data [1–14, 15–18]. For example, less
frequently accessed data can be deleted by server to save storage space on cloud, for
personal benefits server may try to hide data errors at the time of Byzantine failures.
The cloud thus has many security concerns related to its storage [2–8, 12–14].
Previously, much work has been done on improving the storage security in cloud by
verifying the data integrity. All of these works fall under either Private Auditing or
Public Auditing. In Private Auditing only client has the right to verify its own data
[5, 6] whereas in Public Auditing client can delegate the authority of data verifi-
cation to a third party on its behalf [4, 9, 11, 13–15, 18]. This third party is referred
as a Third Party Auditor (TPA). This paper focuses on improving the data integrity
by using DMHT, AES and SHA-1 algorithms. In proposed system, server is
assumed to be an untrusted entity, so, the data to be stored on it is encrypted priori
using AES-128 algorithm. If the key size of AES is increased from 128 to 192,
power and time consumption increases by 8 % and an increase of 16 % is caused by
256 bits key [19, 20], hence, AES-128 has been used in the proposed work both for
signing the root of the DMHT and data encryption. The work also assures data
availability and recoverability at the time of unpleasant situations at the server such
as a server crash in which integrity of data is lost, by providing a backup and
recovery system. DMHT has been used to make dynamic operations possible.

2 Background Theory

2.1 Third Party Auditor (TPA)

The TPA is an entity which is equipped with capabilities, knowledge, expertise and
skills that client does not possess. It works on behalf of client and is externally
allotted by client itself to verify integrity of its data. In other words, it reduces the
overhead of client and client no longer needs to do the job of verification on its own.

Cloud Storage Architecture:
Figure 1 shows cloud storage architecture. It has three network entities viz. client,
CSP and TPA present in it. Client stores data on cloud server, CSP is the service
provider where data is stored and TPA is responsible for auditing the stored data.
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2.2 Merkle Hash Tree (MHT) and Dynamic Merkle Hash
Tree (DMHT)

A Merkle Hash Tree is a used widely for authentication of file blocks by crypto-
graphic structures. Its use greatly reduces server computation time [13]. Its con-
struction takes place in similar fashion as a normal binary tree. However, in this
paper, we make use of a DMHT instead of a simple MHT to make dynamic data
operations possible. Each node of a DMHT has two auxiliary information viz. a
hash value and a relative index unlike a static MHT whose leaf nodes has only hash
value [11]. Relative index is a term used for extra data filed carried by each node of
DMHT, which is used to indicate number of leaf nodes in the subtree of a node. An
example of a MHT is shown in Fig. 2, to make it dynamic, we make use of relative
index. So, if there exists a node ‘R’ with ‘a’ as left child and ‘b’ as right child then
the information carried by node ‘a’ will be (ha, na), node ‘b’ will be (hb, nb)and
relative index of root ‘R’ will be nr = na + nb. In Fig. 2, relative index of node ‘a’ is
2, ‘b’ is also 2 and that of ‘r’ is 4. To present this concept more clearly, we represent
a DMHT in Fig. 3.

Organization. Section 3 presents a survey on various systems developed for
providing storage security in cloud. Section 4 describes proposed model along with
implementation details. Section 5 shows performance analysis and Sect. 6 provides
conclusion and future work.

Fig. 1 Cloud storage architecture [1]
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3 Literature Review

A lot of work has been done in the storage security area of cloud out of which most
work has focused on integrity verification of data stored in cloud. Deswarte et al. [1],
makes use of RSA based hash function for file verification. Client can generatemultiple
challenges using same metadata in this scheme. The computational complexity at the
server adds to the limitation of this scheme. A technique proposed by Schwarz and
Miller [3] makes use of algebraic signature. In this, a function is used to fingerprint the
file block. The computation complexity at client and server side takes place at the cost
of linear combination of file blocks, also there are issues related to the security of this

Fig. 2 Merkle hash tree

Fig. 3 A dynamic Merkle hash tree [11]
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scheme. Ateniese [4] were the first who considered Public Auditing for ensuring
possession of files at untrusted servers. The Provable Data Possession (PDP) model
supports large data sets in widely-distributed storage systems and is provably-secure
for remote data checking. This scheme imposes an overhead of generating metadata on
client and provides no support for dynamic auditing. Juels [5], “Proofs of Retriev-
ability” (POR), focuses on static archival of large files. Spot checking and error cor-
recting codes are used in this scheme to ensure data possession and retrievability.
Drawback: it cannot be used for public databases and is suitable only for confidential
data. Dynamic updation is not possible because of the sentinel nodes, public auditing is
not supported by the scheme. Scalable and Efficient Provable Data Possession (S-PDP
and E-PDP) protocols [6] makes contribution to the work of Ateniese [4]. It is dynamic
version of PDP scheme and relies only on efficient symmetric-key operations. It makes
use of less storage space by reducing the size of challenge and response blocks and uses
less bandwidth. Shortcomings: number of queries that can be answered are fixed priori,
partially dynamic scheme as block insertion is not supported. The scheme proposed by
Erway et al. [8] is a dynamic auditing protocol which supports public auditing. It
supports data dynamics via general data operation such as block insertion, deletion and
block modification. However, the scheme may leak data content to the auditor as it
needs linear combination of file blocks to be sent to the auditor for verification. Also,
the efficiency of this scheme is not clear. Table 1 shows comparison of different
existing systems with proposed one.

4 Proposed Work

Design
Figure 4 represents data flow diagram of AES based Storage Security System which
has three network entities viz. client-who stores data on cloud, CSP-generates the
proof for data stored in it and TPA-an entity that performs proof verification.
Backup server serves the purpose of file recovery.

Table 1 Comparison between different systems

Scheme Ref. no. attributes
[4]
G. Ateniese
et al

[5]
A. Juels
et al

[6]
G. Ateniese
et al

[9]
C. Wang
et al

[20]
S. Zhong
et al

Proposed
system
(AESSS)

Privacy preserving No Yes No No Yes Yes
Unbound No. of
queries

Yes No No Yes Yes Yes

Public verifiability Yes No No Yes Yes Yes
Use of TPA No No No Yes No Yes
Recoverability No Yes No No No Yes
Dynamic
operations

No No Yes Yes Yes Yes

Untrusted server Yes Yes Yes Yes Yes Yes

Improvement of Data Integrity and Data Dynamics … 283



Notations:Esk—Secret key encryption, F—File storedat untrusted cloud server, x—
File block, T—Tag (signature), Φ—Set of tags

4.1 The Security Model

The proposed storage security model has two phases: The setup phase and the
Integrity verification phase.

4.1.1 The Setup Phase

In this phase, client generates a file F = {x1, x2, …, xn} which is a collection on n
number offile blocks The setup phase has five steps. In first step, for each file block, a
signature is generated using secret key, given as Ti = Esk(H(xi)), where xi is the ith
block offile. In second step all the signatures are collected together to make a signature
set called set of tags, represented as Φ = {Ti}. Then DMHT is constructed and root of
tree is signed using secret key as sigsk (H(R)). In last step, client advertises {F,Φ, sigsk
(H(R))} to the server and deletes F and Sigsk(H(R)) from local storage Fig. 5.

4.1.2 Integrity Verification Phase

The integrity verification process, in Fig. 6, is initiated by client by sending an
auditing request consisting of some metadata such as FileId and ClientId, to TPA
for a particular file. The TPA then generates a challenge and sends it to the server,
for which the server generates a proof. The proof contains the root and signature of
the DMHT generated for that particular file. The proof is then sent to the TPA
which performs integrity verification. Proof verification is done in two stages; firstly
signature of the root is checked for file authentication. For this, the output is true if
the signature matches with the one stored during file upload, otherwise false. If true,
then the value of the root is checked. If the value of the root is same as that stored

Fig. 4 Data flow in AES based storage security system
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previously, then the file is integrated otherwise some part of the file is modified or
lost and the file has lost its integrity. Any changes made to any part of the file are
reflected in the root of the tree and so for integrity verification, checking only the
value of the root is sufficient. Client is notified about the file’s condition after
verification. The process is Privacy-Preserving as TPA views only the file tags for
verification and not the actual data. When a file is found to be infected, block level
checking is done to find out particularly which block is infected.

4.2 The Recovery System

Users can store a copy of their file in the backup section so that it can be recovered
if server undergoes any unpleasant situation such as server crash or link failure or
loss or corruption of original file data. Here, block level recovery is done by

Fig. 5 Pre-processing the file blocks

Fig. 6 Integrity checking process flow [14]
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fetching exactly the infected block instead of entire file from backup server. This
reductions required bandwidth. The recovery system makes data availability pos-
sible and hence adds to the plus points of the proposed system.

4.3 Dynamic Operations

4.3.1 Method for searching (i-th leaf node)

To perform dynamic operations, searching algorithm is necessary. Firstly i is
compared with index (n) of root node. If i is greater than the root node’s index then
False is emitted, else, we consider k = i and (ha, na) be the left subtree and (hb, nb)
is right subtree. We now compare k with the relative index of the left child. If k ≤ na
then k lies in left subtree otherwise in right subtree. If it lies in right subtree, let
k = k – na and use this algorithm to find the node right subtree. This procedure is
repeated until k = 1 i.e. a leaf node is reached.

1. Insertion
When a block say x* has to be inserted after a block xi—ith block, signature T is
generated for this block by using secret key. An update request is then con-
structed as update = (I, i, x*, T*) and sent to server. Server executes update
operation and for this, it follows the steps as: it stores the block x* and leaf node
h(H(x*)). (ii) It finds h(H(xi)) in DMHT, reserve Ωi and then inserts leaf node h
(H(x*)) after i-th node. A new internal node is added to the tree with relative
index as 2 and information of all nodes which fall between this node and root
node are modified by recalculating their hashes and relative index. A new root
node is generated based on the changes made.

2. Data Deletion and Modification
Data deletion has similar process and is just the opposite of data insertion
operation. Based on node searching algorithm, the required node is searched and
then deleted. After deleting it the same procedure is followed as in data inser-
tion. In data modification, the data is replaced and so the structure of the tree
remains the same. The procedure followed is same as that in the data insertion.

5 Performance Analysis

5.1 Verification Time for Different Number of File Blocks

Figure 7 presents a graph for time taken for verification of different number of file
blocks. Verification time varies according to variation in number of infected blocks.
As observed form Fig. 7, time required for verification of a file when no block is
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infected is least while this time increases gradually with the increment in number of
infected blocks in a file. For example, for a file size of 3 MB, it takes 5 ms to verify
the integrity of file if it is not infected, whereas, when its 1 block is infected it needs
8 ms, for 2 infected blocks 10 ms, for 3 infected blocks 11 ms and for 4 infected
blocks it takes 13 ms. Table 2 gives a detailed view of graph represented in Fig. 7.

5.2 Server Computation Time

The graph in Fig. 8 shows that server computation time taken by AES based
Storage Security System is less as compared to RSA based security system. For
example for a file of size 90 kb, AESSS takes 1.3 s while RSA bases system takes
nearly 3.8 s for server computation. Thus, the proposed system’s server computa-
tion proves to be much less than the other systems.

Fig. 7 Comparison of verification time for different number of file blocks

Table 2 Comparison of verification time for different number of file blocks

Sr.
No.

File size
in MB

Verification time in milliseconds when

No block
infected

1 Block
infected

2 Blocks
infected

3 Blocks
infected

4 Blocks
infected

1 1 4 6 7 7 8

2 3 5 8 10 11 13

3 5 12 18 19 19 20

4 10 17 26 27 29 32

5 15 19 29 32 33 34

6 20 23 34 35 37 39
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6 Conclusion and Future Scope

The proposed system ensures user data security at untrusted cloud server by fre-
quent integrity checking of stored data. Use of AES algorithm instead of RSA for
signature generation and encryption makes the scheme more secured and efficient.
The system supports Public Auditing with the help of TPA and relieves its users
from the overhead of integrity verification. Use of tags instead of actual data blocks
for verification makes the auditing process time efficient and Privacy Preserving.
The system supports dynamic data operations by constructing DMHT. The backup
and recovery server takes care of availability of data during unpleasant situations at
the server. Block level recovery highly reduces the communication cost and time
for recovery.
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An Improvised Extractive Approach
to Hindi Text Summarization

K. Vimal Kumar and Divakar Yadav

Abstract Text summarization is defined as a task of minimizing a text that is
produced from one or more texts such that the actual significant information in the
texts is not lost. A text summarization tool compresses the text and displays only
the important content to the user. Using text summarization, decisions can be made
in lesser time and the core of the document be understood. This paper emphasizes
on an extractive approach and its implementation on Java. The extractive approach
selects the significant sentences based on a thematic approach. Before selecting the
thematic words the Hindi stop-words was removed and also the stemming process
to retrieve the root words in the sentences under consideration. Stop-word elimi-
nation eliminates the semantically null words from the input document and stem-
ming helps in clustering together words with the same radix term. The system is
based on an algorithm for scoring the sentences based on occurrence of the radix of
thematic words. The sentences with highest score are added to the summary. The
generated summary is further processed based on removal of extraneous phrases
from the previously selected summary sentences so as to bring the sentences closer
to human generated summary. The testing of the accuracy of the system can be
made by using a technique called The Expert Game. In expert game, experts
underline and extract the most interesting or informative fragments of the text. The
recall and precision of the system’s summary is measured against the human’s
extract. Based on the testing, the system is found to be 85 % accurate.

Keywords Hindi text summarization � Extractive approach � Thematic approach

K. Vimal Kumar (&) � D. Yadav
Jaypee Institute of Information Technology, Noida, India
e-mail: vimalkumar.k@gmail.com

D. Yadav
e-mail: divakar.yadav@jiit.ac.in

© Springer India 2015
J.K. Mandal et al. (eds.), Information Systems Design and Intelligent Applications,
Advances in Intelligent Systems and Computing 339,
DOI 10.1007/978-81-322-2250-7_28

291



1 Introduction

There is need of efficient automatic text summarization as the internet provides the
access to a very large amount of data in a particular language. People in today’s
world invest based on stock market updates and they go to movies, various tourist
places on the basis of reviews they’ve seen. This type of text summarization tool
helps them in making decisions in a lesser duration. There is an extensive amount of
information available in Hindi as well. There is a growing need to make important
decisions in time constrained environments and also understand the gist of a Hindi
document in given time without missing out any important information. There are
very few summarization systems that target Hindi language. This paper targets the
problem of information overload and proposes a system for extractive text sum-
marization which compresses the input document but not losing the important
content in the document. As access to data from anywhere has increased so the
demand for an automatic text summarization has also increased. Automatic sum-
marization system reduces a text document or a multiple documents into a short set
of texts or paragraph that conveys the actual semantics of the text and also should
not lose the main meaning described in the text. The compressed text must be able
to convey the meaning contained in the original text and not be difficult to
comprehend.

Automatic text summarization is the process of shortening a given text, by a
computer program, without losing the actual information to be conveyed. There are
two widely used methods in text summarization—Extractive and Abstractive.
Extractive summarization extracts the texts and creates the summaries by reusing
portions (words, sentences, etc.) of the input text, while abstractive summarization
is those which create the summaries by re-generating the significant content of the
input text. In case of summarization system, there are summarises from single
document or multiple documents and these kind of summarization system is called
as multi document summarization system.

Majority of the research work carried out so far has been emphasized more on
widely used English and other European languages. Indian Languages have been
explored little because of the amount of information available in non-English
language were less. However, the scenario is now changing and a large amount of
information has become available in various languages. The need for text sum-
marization methods that can handle Indian languages appear to be growing. We aim
to develop a system for automatic summarization based on extractive summariza-
tion techniques for creation of summary of Hindi text documents so that the user
can view the summarized form rather than in full. The system would currently
produce summary for single text documents and in Hindi. In case of decision
making systems based on analysis of large text, Hindi text summarization plays a
vital role for the analysis process. Apart from this, Hindi text summarization has
various applications in those systems where there is requirement for text analysis
and knowledge representation. This system is based on extractive summarization
and it attempts to identify the set of significant sentences that are most important for
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the understanding of a given document in Hindi. In case of extractive summari-
zation, the identification of significant sentences plays a major role in improving its
accuracy.

2 Related Work

A lot of summarization approaches exists, but mostly for English and European
language. Sentence location based approach works for news articles [1]. Location
heuristics used in such a method is: Considering the newswire articles, the first
sentence is often taken as the most important sentence and in case of technical
articles, last few sentences in the abstract or those from conclusions provide the
main details contained in the document. Sentences that are relevant to the title of the
text will be extracted from the text and such an approach is called as title keyword
approach [2, 3]. Apart from title of the text, the upper case words which contain the
acronyms and proper nouns can also be used as a parameter. But such criteria won’t
work for Indian languages as the proper noun or acronym can’t be identified by the
upper case letter. In multi document summarization, the system clusters the similar
documents and then extracts the important sentences from these clustered docu-
ments to form its summary. Such a method is known as Cluster based method. In
query based text summarization system, the sentences are scored based on the
frequency count of terms (words or phrases). In this type of system, the sentences
containing the query phrases are given higher scores than those containing single
query words. Based on the sentence scores, the output summary is formed using the
high scored sentences.

Universal networking language based approach is basically used for language
independent system [4]. This system generates a multi lingual summary by using an
Interlingua document representation language called “Universal Networking Lan-
guage” (UNL). In a graph theoretic approach, each sentence is denoted as a node
and two such nodes are connected with an edge if the two sentences corresponding
to those nodes share some common words, or similarity. But in all these methods
the identification of sentences that has to be extracted is very important. The
important sentences or documents can be identified using TF-ISF (Term frequency
inverse sentence frequency) method and this method has been adapted from the
information retrieval idea of calculating TF-IDF [5].

Since this system focuses on Hindi language, there is a need to bring together
different lexical and semantic relations between various words in a system and that
system is Hindi WordNet. WordNet organizes the lexical information in terms of
word meanings and can be termed as a lexicon based on psycholinguistic principles.
The design of the Hindi WordNet is inspired by the famous English WordNet.
Hindi WordNet was explored to understand the usage of Hindi WordNet API to
make use of the dataset and available synset, hypernyms, hyponyms etc.
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3 Proposed Summarization System

Summarization is of two types, abstractive summarization and extractive summa-
rization. Extractive summarization works based on selection of a subset from the
existing words, phrases, or sentences in the original text to form the summary. In
contrast, an abstractive summarization uses natural language generation techniques
to create a summary of a text that is closer to what a human might generate. The
task of extractive summarization generates the text summary by concatenating
various extracted subset of text segments from the input text [6]. The selection of
sentences would be based on single words or multiword expressions. The proposed
solution to the summarization system is a thematic term based approach which is
based on frequent term based approach [7] for summarization of single Hindi text
document. The system is divided into four major steps: pre-processing, thematic
word generation, sentence scoring and summary generation. The system architec-
ture for the proposed algorithm is as shown in Fig. 1.

Pre-processing is performed in two steps. First step is stop-word elimination in
which semantically null words in Hindi are removed. A list of 170 stop words was
used to perform stop-word elimination. The text document after removal of stop-
words is input for stemming, in which all the remaining words are converted into
their morpheme term. This is performed using longest suffix stripping method [8,
9]. The document thus obtained contains only the radix terms which is used to
determine the thematic terms of the document. This is done by recording the
occurrence of each term in the document making use of a document-term matrix.
The chosen words and their synset are used to score the sentences.

Fig. 1 System architecture
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Scoring the sentences is done using the equation given in [1] which is as follows:

Scj ¼
X

M i; j½ �= Termsj j ð1Þ

where,
Scj Score of sentence j
M[i, j] value of the cell [i, j]
|Terms| total number of terms in the document

The top scored words are determined based on the threshold, input by the user.
There are sentences which contribute more in the understanding of the document
and such sentences have cue phrases like “nishkarsh”, “mahatvapoorna”, “natija”,
“parinaam swarup”, “udahran”. These kinds of cue phrases are also included in the
summarized version as these sentences contain conclusive remarks and examples
[10]. The extracted sentences are output based on their relevance in the input
document. Thus the summary is generated for the input document.

The major factor that decides about the efficiency of summarization system is the
compression ratio. To achieve the desired compression ratio, the output sentences
are further sent for post processing using the local context information [11, 12]. The
connector (clause) including connecting words like: कि, जब- तब, अब- तब, तो, पर
phrases are identified to select the unimportant text in the summary generated. To
reconfirm the selection, the sentence score is also checked for these unimportant
clauses and thus would be removed if the score found is less. Also, the words in the
extracted sentences are linked with words in its local context. But this may lead to
identification of those sentences which are semantically repeated and morpholog-
ically related. These sentences are linked through one of the lexical relations based
on the morphological relation between sentences.

During this post processing phase, the extraneous phrases are identified on the
basis of clauses and connecting words such as “ki” “par” “kintu” “magar” “tab” etc.
The phrases are scored based on the relevance to the theme of the main document.
The relevance of each word in the phrase is found with the local context and scored
based on its relation to the thematic words. An example of removal of extraneous
phrases is given below:

Original sentence

हैरानी इस बात की है कि अंतर्राष्ट्रीय कर्िकेट मैचों के दौरान हृदय में देशभक्ति का भाव लेकर
देखने वाले लोग अब ऐसी स्थानीय स्तर के प्रतियोगिता भी मनोरंजन के लिये देखने लगे है

Reduced sentence

अंतर्राष्ट्रीय क्रिकेट मैचों के दौरान हृदय में देशभक्ति का भाव लेकर देखने वाले लोग अब
ऐसी स्थानीय स्तर के प्रतियोगिता भी मनोरंजन के लिये देखने लगे है
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This process of removing extraneous phrases is done using features of Hindi
WorldNet. The identified extraneous phrases are then scored and the phrases having
minimum score are removed from the summarized output. By considering the
number of links between the words and the type of relation between various words,
the system computes the score for each word in the extracted sentence based on the
formula provided by Jing [13]:

Context Weight wð Þ ¼
X

Li � NUMi wð Þð Þ ð2Þ

where,
i total number of lexical relations types identified
Li Weights assigned for various types of lexical relation
NUMi(w) Number of particular type of lexical relation between w and various

words in the input sentence

Extraneous phrases are scored on the basis of following linkages:

• Inflectional Relation to thematic words
• Synset: It is a set of synonymous words. For example, “विद्यालय, पाठशाला,
स्कूल”

• Hyponymy and Hyponymy: बेलपत्र is a kind of पत्ता means पत्ता is a hypernym
and बेलपत्र is the hyponym.

• Meronymy and Holonymy (Part-whole relation): जड़ (root) is the part of पेड़
(tree), meaning that जड़ (root) is the meronym of पेड़ (tree) and पेड़ (tree) is the
holonym of जड़ (root).

• Antonymy: Antonymy is a relation that holds between two words that (in a
given context) express opposite meanings

If a phrase or word is found to be strongly related to the local context, it is not
removed from the summary sentence. The final summary is thus generated after
post-processing.

4 Implementation Details

For implementing the above discussed approach, Java version 1.6.18 as program-
ming language and Netbeans 6.9 as platform was used as they supports UTF-8
format, which is necessary for Processing Hindi text. Further Hindi WordNet API is
used to determine lexical linkages of the words and phrases with respect to the local
context mentioned in the input text and also to determine hypernyms, hyponyms etc.

Screenshots of implementation are given in figures below. In the upper left side
window as shown in Fig. 2, user chooses the text document to be summarized.

In the middle left side window the summary is presented to the user along with the
identified keywords highlighted in the bottom left side window as shown in Fig. 3.
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Once the input document is chosen, the stop words are eliminated from the
document. For the stop word elimination, a list of all the stop words for Hindi
language is generated which includes semantically null words. The stop words list
consists of 170 words. The list includes sample words like “par”, “inhey”, “jinhey”,
“ke”, “pe”, “yeh”, “hain”, “veh”, “ityadi”, “dwara” etc. These words were elimi-
nated before generating frequent words list. Since the stop words and input text

Fig. 2 Test case1-input

Fig. 3 Test case1-output (accuracy: 85.64 %)
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document is in Hindi the entire processing needs to be done in UTF-8 format. The
resultant words generated are the semantically important words.

For a sample input sentence “राज्यसभा सचिवालय में नामांकन पत्र की जांच का काम
अब मंगलवार तक के लिए टाल दिया गया है ।”, the words generated after stop word
elimination are “राज्यसभा”, “सचिवालय”, “नामांकन”, “पत्र”, “जांच”, “काम”, “अब”,
“मंगलवार”, “टाल”.

The second step of pre-processing which is Hindi morphological analysis is
performed using the native method longest suffix matching algorithm. Suffixes are
found by clustering the suffixes related to a category. Nouns are inflected based on
the case, the number, and the gender. Suffixes are identified to reducing the
inflected forms of masculine nouns, feminine nouns, adjective inflections, and verb
inflections to a common root.

The root words obtained are the basic keywords and for these words the fre-
quency of occurrence is calculated so as to determine the words which occurs the
most in the document. The top most frequent terms generated are then chosen and
their semantically similar words are also added to the frequent terms list. The top
scored sentences are generated as part of the summary in the order of presence in
the original text document.

For evaluation of the summary generated a human analysis technique was used.
A gold standard summary was generated by humans and the summary of the system
was compared with the system generated summary. The number of lines matching
and the total number of lines were used to evaluate the system summary.

During post processing, the tagging system is used to identify the possible
adjectives, nouns, verbs and adverbs so that sentences can further be trimmed for a
better summary [14]. The score for each phrase is calculated by adding up the score
of each word in the phrase. This score indicates how important the phrase is in local
context. Based on this score the unimportant phrases can be removed from the
extracted sentence.

5 Result Evaluation

The generated summary was tested for its accuracy by comparing it with a gold
standard summary line by line. The accuracy of the system is tested using an
approach called The Expert Game. Ask experts to underline and extract the most
interesting or informative fragments of the text. Measure recall and precision of the
system’s summary against the human’s extract. The system is found have 85 %
match between gold standard summary and system generated summary.

As shown in Table 1, the average accuracy of the system with the expert’s manual
summary is found to be 85 % and also the average retention ratio is 81.1 %. This is
found to considerably good percentage when compared with the system without the
post processing stage. In case of post processing stage the system combines the
valuable information by maintaining the same desired compression ratio.
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6 Future Work

The future plan is to develop the multi-document summarization system using this
proposed algorithm. For which the extracted summary has to be generated from
multiple documents those are related to the context. The enhancement of the system
to multiple languages is also a part of the future scope of work involved. The
generated summary could be in multiple languages and the system could work on
multiple languages to generate summary [15, 16]. This system in combination with
a language translation system can be used to generate the summary in a language of
the user’s choice independent of the source language document. It could involve
web mining also to extract the summaries from multiple documents available
online.
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Graph Based Technique for Hindi Text
Summarization

K. Vimal Kumar, Divakar Yadav and Arun Sharma

Abstract Automatic Summarization is the process of generating or extracting the
important sentences from the given input document. Since there are many such
systems for English language so this proposed system is mainly focused on the Hindi
language. The basic idea of this summarization system is to identify the important
sentences and also to extract them based on its relevance with other sentences. In case
of summarization the sentences in the summarized document should be meaningful
and relevant to each other, which are achieved using sentential semantic analysis. For
finding the relation between each sentence and also to analyze for the importance, the
Graph based approach is found to be more appropriate. Based on the frequency of
words occurrence in the input document, the sentences are ranked and the ranks are
used to identify the important sentences in the document. The relevance between each
sentence in the document with other sentences is found using semantic similarity.
There may be same information conveyed by two different sentences whose semantic
similarity score is very high. Such kind of sentences has to be kept only once in the
output. For which an analysis has been performed over various semantically similar
sentences. Finally, the identified relevant sentences are merged using the rank and the
semantic analysis of the sentences. These identified sentences are rearranged to
provide a proper meaningful summarized text to avoid textual continuity in the output
text. The system is found to perform well in terms of precision, recall and F-measure
with various input documents.
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1 Introduction

Automatic text summarization system produces a concise about the input document
by retaining the most important and relevant text in the output text. Since the
information overload on the web has increased the problem of decision making, the
need of such a summarization system has increased. These type of summarization
systems helps in making decisions as it provides the compressed form of the complete
document. There are various other applications which use summarization system and
one such application is on search engines to provide abstract information about
various links that are searched by the end user. The accuracy of the decision making
and search engines depends more on the accuracy of the summarization system being
used in it as this is the back bone for those kinds of systems. The summarization
system can be designed using two approaches namely Extractive and Abstractive
approach. Extractive approach basically extracts out the important and relevant words
or phrases or sentences from the input document. Whereas the abstractive generates
the output text based on its semantic understanding of the input text. The automatic
text summarization system assists in decision making, question answering system
and so on. For these kinds of system, there is need for one or more input document to
improve the efficiency. There comes the need for multi document summarization
system. In case of multi document summarization system, the same extractive and
abstractive approach can be used. But, before using these approaches, the system has
to identify the relevant documents from the set of input documents. The identification
of relevant documents is totally application specific. Considering the descriptive
question answering system which requires summarization of the answer based on the
input question and these kinds of system also requires a set of documents on different
domain so that answers can be retrieved irrespective of the domain. The documents
that matches this input question has to be identified and the entire identified docu-
ments will be subjected to any of the extractive or abstractive approach to generate the
required output text.

This proposed system is designed in such a manner that the summarized text
provides the important and relevant information provided in the input text so that
there is no loss of information during compression. The graph theoretic approach
used in this research makes use of extractive approach to identify important sen-
tences. This extractive approach makes use of normalized TF-IDF to rank the
sentences. A TF-IDF matrix has been created between words that are not stop
words. To eliminate the stop words, a preprocessing stage is included which makes
use of stop words list. After elimination of stop words, the main words are con-
verted to vectors based on the frequency of occurrence of words in each and every
sentence of the input document. The TF-IDF values of these words are normalized
in the sentential level. Based on the normalized values, the sentences are ranked
according to their importance. Now the system has the important sentences but may
not be meaningful as there won’t be related sentences in the output. So the rele-
vance of extracted important sentences has to be found for which the semantic
analysis is carried out between these sentences and edges are created if there is
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semantic relevance between the sentences. The semantic analysis gives the simi-
larity between sentences based on its meaning which can provide the information
about the relevant text that are required for the summarization system. The semantic
analysis used in this system is based on the widely used Latent Semantic Analysis
(LSA). These important and relevant sentences have to be put in the output but may
not be on the same order of occurrence in the input file. There is need for rear-
ranging the sentences based on their order of occurrence in the input text.

The rest of paper has been organized as: Sect. 2 is about the various relevant
works that has been made by various researchers in this particular area. The Sect. 3
describes about the proposed graph based approach in detail with the mathematical
explanation. Section 4 describes about the analysis carried over on this system with
various input text and also deals about the efficiency of this system. The Sect. 5
deals with the drawbacks of this system and how it can be eradicated in the future.

2 Related Work

In recent years, there is vast growth in the number of research works on the
automatic text summarization and are focused mainly on the extractive approach.
There are systems which make use of hand crafted rules made through various
templates that are used to identify the important sentences. This method is confined
to the application or on the input document under consideration. For example, the
sentences which occur in the abstract and conclusion part of any research document
are more important compared to other sections. In the question answering systems,
the sentence which matches with the question are more important sentences which
has to be retained in the output extracted text. These kinds of rule based system can
be improved by unsupervised or supervised algorithms [1–3].

The semantic analysis of sentences can be used to extract out the sentences. For
which various algorithms are available such as Latent Semantic Analysis (LSA),
Point Mutual Information (PMI), Lesk algorithm. Pal et al. has proposed the
Wordnet based method to identify the semantics behind various input text by
making use of Lesk algorithm. Based on the semantic analysis, the important
sentences are identified and extracted [4].

Devasena et al. has mentioned about a rule based approach for text categori-
zation and summarization. The text categorization is performed using set of pre-
classified examples. Once the sentences are classified, the sentences are included in
the summarized document if the set of rules are matched. This system has provided
good results but may not work in case of sentences not mentioned in the example
text and also is limited to the set of rules included in the system [5].

A star map is used in summarization system developed by Kalaiselvan and
Kathiravan [6], which constructs a star map between identified important and
meaningful sentence based on the linguistic and statistical features of sentences.
This system is found to have various applications such as duplicate elimination,
exam paper evaluator, lesson planning, Identify Shingling.
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Personalized summarization system has improved the conventional summari-
zation system by taking into account the readers preferences. The main source of
identifying the reader’s preference is through annotation of the documents. Moro
and Bielikov’ [7] has mentioned that the system performs well by considering the
domain in which the text is being used based on the reader’s choice. The person-
alized system may not perform well for all domains as there are words having
different interpretation in different domains. For example, the word TABLET has
different senses in the electronics and medical domain.

Another approach is to use Universal Networking Language based approach [8].
It is used basically for a language independent application system. A multi lingual
summary can be generated with much more ease by using a interlingua document
representation language called, “Universal Networking Language” (UNL). This
approach can be applied over other languages as well.

3 Proposed Method—A Graph Based Approach

Graph based approach is basically designed to provide the summarized text by
identifying important, relevant and informative text from the input text for the
compression ratio selected by the end user. This approach is broadly divided into
three phase—Sentence ranking, Sentential semantic analysis and Sentence extrac-
tion (as shown in Fig. 1).

In brief, the sentence ranking algorithm is applied on the input sentences to
identify which are important sentences and the relation between each sentence is
calculated using the semantic analysis. The following are the description in detail
about these phases of the graph based approach,

3.1 Sentence Ranking

In this phase, the system identifies the important sentences based on the sentence
ranking method. Sentence ranking is based on the frequency of occurrence of various
words mentioned in the text. The TF-IDF method is identified to be well suited to
achieve this task. Usually, TF-IDF is applied over a set of document, but since this
system is designed over a single input document, the normalized term frequency is
considered for sentence ranking. The normalized term frequency is applied over the
words mentioned in the texts. So before applying this ranking method, the tokeni-
zation has to be made, both at sentence level and word level. With the help of this
tokenization process, the input sentence is tokenized to identify each word present in
input text [9, 10]. In case if all the input tokenized words are considered for ranking,
the rank of sentences will be very biased based on the number of occurrence of
various stop words such as Hindi conjunctions. For example, the input sentences may
have frequently occurring words such as का, की, etc. and these words may bias the
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ranking strategy. To avoid such kind of biasing, a preprocessing of the input sentence
to eliminate the stop words has to be carried out. A list of Hindi stop words has been
made for this preprocessing stage. The term frequency of these preprocessed words is
stored in a matrix and the normalized TF is applied over each termmentioned on each
sentence to rank the sentences. The normalized term frequency is defined as follows,

TFnorm ¼ aþ 1� að Þ � tf
tfmax

ð1Þ

where, α ranges from 0 to 1 and ideally its set as 0.4.
Based on the sentential value of normalized term frequency, the sentences are

ranked and are identified as important sentences in the input text. The system needs
to detect the relevant sentences among these important sentences which are iden-
tified in the semantic analysis phase.

3.2 Sentential Semantic Analysis

The latent semantic analysis (LSA) is used to perform semantic analysis for which
the GENSIM tool has been made use of. During sentential semantic analysis the

Fig. 1 System architecture
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system should have a grammatically valid sentence so; the system considers the
input text as it is by neglecting the preprocessing stage which was used in the
previous phase. Then semantic analysis is carried over between every other sen-
tence mentioned in the input document. LSA is basically defined as an application
of singular value decomposition over a vector. Initially, each sentence is converted
to its corresponding term frequency vectors and these vectors are decomposed into
three different matrices—left singular vectors (L), right singular vectors (R) and
singular diagonal vector (S) (as shown in Eq. 2),

f 1t1 f 1t2 . . .. . . f 1tn

f 2t1 f 2t2 . . .. . .: f 2tn
. . . . . . . . . . . .

f mt1 f mt2 . . .. . . f mtn

2

6

6

6

4

3

7

7

7

5

¼ L � R � S ð2Þ

where f mtn—indicates the frequency of nth-term in mth-sentence.
The term frequency of words is arranged in the form of a matrix with column as

different terms (words) used in the text and row of the matrix as the sentence
identification numbers. After the decomposition of this matrix, the product of the
right singular matrix and singular diagonal matrix will give the frequency of
semantically similar words in different sentences and the similarity between two
sentences is found using cosine similarity over the product of right singular vector
and singular diagonal vector of the sentence considered. The cosine similarity is
calculated using the below mentioned in the equation,

cos h ¼
Pn

i¼1 xi � yi
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pn
i¼1 x

2
i

p

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pn
i¼1 y

2
i

p

� � ð3Þ

If any of the two sentences is found to be semantically similar, an edge is created
between those two sentence nodes. At this phase, the system has identified the
relevant sentences and in the previous phase the important sentences are identified,
now the system has to extract out the sentences based on the compression ratio
mentioned by the end user which is performed in the sentence extraction phase.

3.3 Sentence Extraction

The identified sentences are extracted based on the rank and its relevance with other
sentences [11, 12]. Visualizing the sentences as nodes in a graph and connecting
those nodes which are containing semantically similar sentences. The node which
has highest rank is selected and all its relevant sentences are also extracted to the
output set of sentences except the sentences which matches above 90 %. Based on
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analysis, the sentences whose semantic similarity is more than 90 % are found to
convey the same information. To avoid redundant information in the output text,
these sentences are not duplicated. In a decreasing order of rank, each of the
sentences are considered and extracted to the output text along with its set of
semantically related sentences by keeping an eye on the compression ratio.

Considering eight set of sentences, the graph representation according to the analysis
performed inprevious phasewill be as shown inFig. 2. InFig. 2, S1 represents sentence-
1 and an edge between two nodes denotes that there is semantic relationship between
them. Applying the sentence extraction phase over these sentences shown in Fig. 2 will
extract the sentence S2 (having rank-1) and there is no semantically similar sentence
which is indicated by no connecting edge from this particular node. It’ll extract the next
highest ranked sentence, i.e., S6. Now, the sentence S6 is connected to S5, it extracts S5
aswell. This extraction process is continued until the desired compression is reached. In
case a node such as S4 which has two nodes connected with it, then the one which has
highest rank among them is considered.

These extracted sentences do not make any proper sense for the final output. So,
there is a need for sentence reordering in which the sentences are rearranged to the
order of occurrence in the input document. Thus the summarized output will have
proper sense without losing the relevant and important information conveyed in the
input document.

4 Results and Discussion

This system has been tested and analyzed on various documents selected from
different domains at different compression ratio. The analysis (mentioned in
Table 1) has shown that the system’s recall measure is found to decrease with

Fig. 2 Graph representation
of sentences
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increase in compression ratio. But, the precision of the system is found to improve
with increase in compression ratio. On an average the system performs well for the
60 % compression ratio. The systems performance also depends on the input
document chosen.

Table 2 and Fig. 3 shows the precision and recall of the system for 60 %
compression ratio over five different documents. This analysis shows that the
system outperforms in case of 60 % compression ratio and gives an average
F-measure as 70 %. The system is also found to perform well with 80 % com-
pression ratio but 60 % compression ratio is considered as an average performance.
The degrade in performance at 80 % compression ratio is found to be because of
restriction to have less number of output text to convey the same amount of
information given in original input text.

Compression ratio : 60%
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F
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su

re

Fig. 3 F-measure
comparison of various
documents

Table 1 Precision, recall and
F-measure comparison Compression

ratio (%)
Precision
(average)
(%)

Recall
(average)
(%)

F-measure
(average)
(%)

40 76.79 80.53 80

60 79.42 68.78 70

80 82.89 45.27 60

Table 2 Comparison for
various documents Document

ID
Precision
(%)

Recall
(%)

F-measure
(%)

1 78.26 56.52 70

2 83.34 77.78 80

3 77.78 66.67 70

4 84.61 76.92 80

5 77.78 77.78 80

308 K.V. Kumar et al.



5 Conclusion and Future Work

On average the system’s precision, recall, F-measure are calculated as 79, 69 and
70 % respectively. The system gives higher recall which indicates that the system
conveys 69 % of the required relevant information from the input text. Also the
improvement in precision indicates that the text retrieved by system matches 79 %
of with the idle summaries for those documents. So to conclude, this summarization
system is found to give improved results in terms of improved precision, recall and
F-measure.

The downfall in performance at higher compression ratio in this system can be
improved by merging the similar sentences to convey the information on different
sentences in a single merged sentence. By including a module to merge those
sentences that are found to be more similar or neglecting those sentence those
doesn’t convey much information can improve this system a lot. Also, this system
can be improvised further to increase the precision and recall by applying an
abstractive approach over the extractive one. By applying abstractive approach to
identify the important sentence and using the semantic analysis to identify the
linkages can improve the system. This system can also be used for multi document
summarization and can be extended to any of the applications that make use of
summarization system.
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Generating Empty Convex Polygon
Randomly from a Subset of Given
Point Set

Manas Kumar Mohanty, Sanjib Sadhu, Niraj Kumar
and Kamaljit Pati

Abstract In computational geometry, problem of generating random geometric
objects are very interesting and extensively studied problems. In this paper we
propose a new algorithm to generate an empty convex polygon from a subset of
given point set. Let S ¼ fp1; p2; . . .; png be the given point set lying in R

2. The
proposed algorithm generates a random empty convex polygon consisting of
k vertices in S. In preprocessing phase we compute Convex Hull Layers CL(S) in
Oðn log nÞ time. By using the visibility relationship in Convex Layers, the proposed
algorithm generates a random empty convex polygon in Oðlog nþ kÞ time which is
improved over the existing solution for this problem.

Keywords Polygon � Convex polygon � Convex hull layers � Visibility

1 Introduction

In computational geometry, generating random geometric objects like simple
polygon, monotone polygon are extensively studied problems. The theoretical
applications of geometric objects includes testing of various computational geom-
etry algorithms and verification of the algorithm being tested. There exist a lot of
heuristics [1] to generate a random polygon from n points. Much efforts has also
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been applied to generate a specific class of polygons like monotone polygons [2],
star shaped polygons [1].

In this paper, our focus is on convex polygons with vertices in S rather than
simple polygons with vertices of S. Generation of empty convex k-gons and
counting of empty k-gons in given point set are the problems of this category.

In [3] problem of large convex holes in random point set has been discussed.
Counting version of this problem is also quite popular, some of the recent studies
includes [4, 5]. A random convex polygon has been generated by Zhu et al. [2].
After Oðn3Þ preprocessing on a set S of n points, a convex polygon can be gen-
erated in O(n2) time whose vertices are in S [2]. In this paper, we compute a k-gon
efficiently than that of existing algorithms. Our algorithm involves two phases. The
preprocessing phase involves computing convex layers, which requires Oðn log nÞ
time. From convex layers we compute visibility information. Visibility information
will be used to compute a k-gon in Oðlog nþ kÞ time. Hence, proposed algorithm
computes empty k-gon in given point set in Oðlog nþ kÞ time after a preprocessing
of Oðn log nÞ.

Convex layers finds a lot of applications in a variety of fields. Chazelle [6]
provides some applications of convex layers. In [7] convex layers has been used to
solve TSP problem. In [8] Sadhu et al. applied convex layers to design a heuristic to
generate simple polygon from S.

The outline of the paper is as follows. Section 2 provides some definitions and
other concepts required to solve problem. Section 3 describes the algorithm
designed to solve the problem along with its complexity analysis. Finally in Sect. 4,
we conclude with possible future works.

2 Preliminaries

We use the term points and vertices interchangeably throughout the paper. For a
pair of point p and q, the line segment ‘ p; qð Þ is defined as directed line segment
from point p to point q. Henceforth we assume that set S ¼ fp1; p2; . . .; png is given
point set containing n points in R

2.

Definition 1 A polygon P is said to be simple [9] if it consists of straight, non-
intersecting line segments, called edges that are joined pair-wise to form a closed
path.

An edge connecting two points p and q is denoted by e(p, q). The x-coordinate
and y-coordinate of a point p are denoted by x(p) and y(p), respectively. Here and
throughout the paper, unless qualified otherwise, by polygon we mean simple
polygon. By empty polygon we mean no point p ∈ S lies inside the polygon.

Definition 2 A subset S of the plane is called convex if and only if for any pair of
points (p, q) ∈ S the line segment ‘ p; qð Þ is completely contained in S [9].
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In other terms, a convex hull of given point set is smallest convex set that contains
all points of S. Convex hull of given points is represented by set of vertices, in order,
that defines hull edges. The convex hull of point set S, denoted by CH(S), is shown in
Fig. 1. The CH(S) represents a chain of vertices fpi; piþ1; . . .; pj�1; pj; pig such that
1 ≤ i ≤ j ≤ n. From now on we assume that vertices of convex hull are given in
counterclockwise order, as shown in Fig. 1. The lower bound to findCH(S) of a given
point set with n points, is Ω ðn log nÞ [10].
Definition 3 A convex chain of a polygon is a sequence of consecutive edges
where the internal angle between two edges is less than 180°.

Consecutive vertices of convex hull forms a convex chain. Convex layers is the
extension to convex hull concept. For the given point set S, its convex layers set CH
(S) is set of convex layer CLi such that each layer CLi ∈ CL(S) is computed by
removing points of all previous layers, i.e. CLj, where j < i from point set S. Hence,
convex layers set CH(S) can be obtained by recursively computing convex hull of
point set and removing points lying on computed convex hull, until point set
becomes empty. The convex layers of a point set are shown in Fig. 2. In [11]
convex layer mentioned to define depth of a point as

CH (S)
pi

pi+1

pi+2
pi+3

pi+4

pi+5

pi+6

CCW

pi · prev

pi · next

Fig. 1 Convex hull CH(S)
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u
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u

Fig. 2 The edge e(p, q) is not
visible to point u, however it
is visible to points v and w
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Definition 4 The depth of a point p in a set S is the number of convex hulls (convex
layers) that have to be stripped from S before p is removed. The depth of S is the
depth of its deepest point.

For a given point set S ¼ fp1; p2; . . .; png we represent its convex hull by CH(S),
whereas set of convex layers will be represented by CL(S). The convex layers set, or
simply convex layers, CL(S) is set of convex layers fCL1;CL2; . . .;CLmg, where
m is the number of convex layers in given point set. In CL(S), we follow the inward
ordering, hence the outermost layer will be referred as CL1 and innermost layer as
CLm, as shown in Fig. 2. Any layer CLi ∈ CL(S) is defined by sequence of vertices.
From now on the vertices of convex hull are assumed to be in counterclockwise
sequence. Hence, a convex layer CLi is represented by counterclockwise circular
sequence of vertices.

A point p ∈ S is said to be visible [12] from a point q ∈ S if the line segment
‘ p; qð Þ does not intersect any other line segment or does not pass through a third
point r ∈ S.

Definition 5 (Edge Visibility). An edge e(p, q) ∈ CLi is said to be visible from a
point u 2 CLi�1, if p, q and any point r (say, midpoint of e(p, q)) lying on e(p, q) is
visible from u.

Consider Fig. 2, the Convex Layer CL(S) of the point set S consists of three
Convex Layers CL1, CL2 and CL3. Figure 2 shows that the edge e(p, q) ∈ CL3 is
“not visible” to the point u ∈ CL2, however edge e(p, q) is visible to points v and
w lying on CL2.

3 Algorithm

The objective is to generate a random empty convex polygon from a subset of
points of S. Preprocessing phase requires computation of convex layers followed by
visibility computation.

The convex layers will be computed using the optimal algorithm proposed in [6].
It is an optimal time algorithm, which computes convex layers in O n log nð Þ time.
The lower bound to compute convex hull of a given point set with n points is Ω
n log nð Þ [10]. Hence, the convex layer algorithm with Ω n log nð Þ time is an optimal
algorithm. The pseudocode in Algorithm 1 describe the preprocessing part before
computing a random convex empty polygon from the subset of point set.

Observation 1 With respect to an edge eðp; qÞ 2 CLi, there must exist at least one
vertex v ∈ CLi+1 visible from the edge e(p, q).

Lemma 1 Line number 6 of the Algorithm 1 takes Oðlog ni�1Þ time, where ni�1 is
the number of edges in CLi�1.
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Proof Let the edges of the layer CLi−1 be fej; ejþ1; . . .; ekg, where
k ¼ ðjþ ni�1 � 1Þ. Consider Fig. 3. These sequence of edges forms an initial
convex chain. Now, the line ‘ p; qð Þ passing through the edge e(p, q) ∈ CLi must
intersect the CLi−1 at two points which are to be found. We compute an index
mid ¼ ðjþ kÞ=2. We check in O(1) time whether the line ‘ p; qð Þ passes through ej
and(or) emid. If yes, we found intersection(s). Otherwise, we test in which side of the
line ‘ p; qð Þ, the edges ej and emid lies. h

There are two possible cases:

Case 1 The edges ej and emid lie on the same side of ‘ p; qð Þ. Here, ‘ p; qð Þ intersect
either the convex chain fejþ1; ejþ2; . . .; emid�1g or the convex chain
femidþ1; emidþ2; . . .; ekg depending on the angles hj; hmid and hmid1 (Refer to Fig. 3),
where mid1 is the index of the edge emid1 and is given by mid1 ¼ jþ ðmid � jÞ=2.
Find out the angle θj formed by the edge e(p, q) and line segment ‘(p, r) where r is
any one of the end points of the edge ej. Similarly find out the angles θmid and θmid1
formed by the edge e(p, q) with the line segments ‘(p, s) and ‘(p, t) respectively,
where s and t are any one of the end points of the edge emid and emid1 respectively.
These three angles can be computed in O(1) time. Now, if the value of θmid1 lies in
between θj and θmid, then we have to consider only the convex chain
femidþ1; emidþ2; . . .; ekg, because the line ‘ p; qð Þ will pass through this convex chain
only. Hence we reject other convex chain. However, if θmid1 is either greater than or
less than both θj and θmid, we will consider the convex chain fejþ1; ejþ2; . . .; emid�1g
rejecting the other convex chain.

Case 2 The edges ej and emid lie on the different sides of ‘ p; qð Þ. In this case the
line ‘ p; qð Þ will intersect both the convex chains fejþ1; ejþ2; . . .; emid�1g and
femidþ1; emidþ2; . . .; ekg. Hence both the convex chains are to be considered. We
search for intersecting point by recursive procedure by assuming each such convex
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Fig. 3 The edge e(p, q) lies
inside the convex polygon
whose edges ej; emid ; emid1 and
ek are shown. Its other edges
are represented by dotted
curves
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chain as the initial convex chain. The intersection points are determined by binary
search like procedure and hence, this operation will take O log nð Þ time.

Let m be the number of convex layers in convex layers set CL(S). In step 1 of the
Algorithm 1, convex layers set CL(S) computed using optimal algorithm to com-
pute convex layer proposed in [6].

Algorithm 1: Preprocessing
Input: Point Set S = {p1, p2, . . . , pi, . . . , pn}
Output: Convex Layers Set CL(S) = {CL1, CL2, . . . , CLm} and

ArrayTable[ n ][ n ], ArrayB[n]
1 Compute the Convex Layers CL(S) of S
2 Initialize each entry of the array B[ n ] to zero
3 for i = 2 to m do
4 for each edge e(p, q) ∈ CLi do
5 Find the number (say t) of vertices v ∈ CLi−1 , from which the

edge e(p, q) is completely visible
6 B[ t ] ← B[ t ] + 1
7 Store the edge id e.id of the edge e(p, q) in Table[[ t ][B[ t ]]

In Algorithm 1, the tth row of the Table, i.e. Table[t] store the edge-id of those
edges ∈ CL(S) which are visible from exactly t number of vertices. The number of
edge ids stored in each tth row of Table[][] are stored in B[t].

Observation 2 The Algorithm 1 takes O n log nð Þ time.
Proof Step 1 of the Algorithm 1 requires computation of Convex Layers of S. To
compute convex layers set CL(S) we use optimal algorithm proposed in [6], which
computes CL(S) in O(n ‘ogn) time. Then it computes the set of visible vertices for
all the edges lying on the Convex Layer, except outermost layer CL1. Hence by
lemma 2, the time complexity of the Algorithm 1 is O n log nð Þ. h

Once the preprocessing part is over, we can generate a random convex (empty)
polygon using the Algorithm 2.

Theorem 3 The Algorithm 2 computes a random convex polygon (consisting of k
vertices) in Oðlog nþ kÞ time after the preprocessing part is over.

Proof Line number 4 of the Algorithm 2 takes O log nð Þ time as proved in lemma 2.
The if-else statement of the Algorithm 2 takes O(k) time to process the visible
vertices. Hence, the overall time complexity of Algorithm 2 is Oðlog nþ kÞ. h

The Fig. 4 shows how an empty Convex Pentagon is randomly generated by the
Algorithm 2 after the preprocessing part is over. As shown in Fig. 4, one can
generate an empty convex quadrilateral using the edge e(p, q) and any two vertices
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from the set Ve. Our algorithm constructs an empty convex polygon using two
adjacent Convex Layers CLi and CLi+1.

Algorithm 2: Convex Polygon Generation
Input: CL(S), T able[ n ][ n ], B[ n ], k
Output: Convex Polygon P consisting of k vertices

1 u ← (k − 2) Since the convex
polygon P will be generated after selecting an edge e which will be part of
the P , we will consider (k − 2) points from the CL(S) (except the two
end points of the edge e)

2 Randomly select an edge e from the tth row (where t ≥ u and B[ t ] > 0)
of the Table[ ][ ]

3 Ve ← Set of vertices visible from e ∈ CLi , where Ve ∈ CLi+1 and
e ∈ CLi

4 if (|t| == |u|) then
5 Connect the vertices Ve in the order in which they appear in the layer

CLi to form a convex chain CC

6 else
7 Select randomly |u| number of vertices from the Ve and connect them

in the order in which they appear in the layer CLi to form a convex
chain CC;

8 Connect the two end vertices of CC with the two end points of e to get a
convex Polygon P

9 return Polygon P

4 Conclusion and Future Works

Proposed algorithm computes empty convex polygon in given points set. In pre-
processing part, convex layers set CL(S) and the visibility relations among its edges
are computed. After Oðn log nÞ preprocessing task, a random empty convex
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Convex Polygon PConvex Chain CCFig. 4 The set of vertices
visible from the edge e(p,
q) ∈ CL3 is Ve = {vi, vj, vk}
and a convex pentagon (i.e.
k = 5) P is generated after
selecting the random edge e
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polygon consisting of k vertices is generated in Oðlog nþ kÞ time which is much
faster than the existing algorithm [2].

Proposed algorithm computes empty convex polygon by considering two
adjacent convex layers. However, in some cases it may be possible that the empty
convex polygon consisting of k vertices cannot be generated using only two
adjacent Convex Layers. Hence, as a future work, we can use more than two
neighboring Convex layers of CL(S) to generate a random empty convex polygon.
However, it would be a challenging task to compute empty convex polygon by
considering all layers in Oðlog nþ kÞ time.
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A Symmetric Key Cryptographic
Technique Based on Frame Rotation
of an Even Ordered Square Matrix

Joyita Goswami (Ghosh) and Manas Paul

Abstract A session based symmetric key cryptographic technique has been
proposed in this paper. It considered the plain text as a stream of finite number of
binary bits. Using frame rotation technique of square matrix, input bits are oriented
to generate cipher text. A session key is generated from the plain text information.
Results are generated to compare the proposed technique with Triple-DES
(168 bits), AES (128 bits) with respect to different parameters.

Keywords FRSM � AES � Triple DES � Session based key � Avalanche � Strict
avalanche � Bit independence � Chi-square

1 Introduction

In modern era every computer is connected virtually, so data security becomes main
concern of modern life. Cryptography is an important aspect for secure commu-
nication to protect important data, so network security is the most important topic of
researchers [1–5].

The proposed technique is a symmetric key cryptography and it is termed as
FRSM where the plain text is considered as a stream of binary bits. The input bit
stream chopped dynamically into manageable size of blocks such that bits of each
block fitted into an even ordered square matrix. Bit positions are shifted to generate
the cipher text using the concept of frame rotation of that square matrix. A session
key is generated for one time use in a session of transmission using the information
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of block sizes. The plain text can be regenerated from the cipher text using the
session key information during decryption.

Section 2 describes the proposed technique along with the algorithms for
encryption, decryption and key generation. Section 3 explains FRSM with an
example and Sect. 4 contains the results and analysis. Conclusions are drawn in
Sect. 5.

2 Technique

FRSM consider the plain text as a stream of finite number of binary bits. This bit
stream is chopped dynamically into blocks with variable sizes. The block size
information of any particular session generates the session key. During encryption
the bits of the blocks are taken MSB (Most Significant Bit) to LSB (Least Significant
Bit) to fit row-wise into an even order (2n × 2n) square matrix. Any square matrix of
order 2n can be imagine as n number of square frames where inner most frame is
denoted as frame 1 and outer most frame as frame n. Frame k contains 4(2k − 1)
number of cells. Cells of each kth frame are shifted by circular fashion along clock-
wise direction by k positions. After rotation bits are taken from the square matrix
row-wise to form the encrypted block. Cipher text is generated from these encrypted
blocks. For decryption the cipher text is considered as a stream of binary bits.
Processing the session key the binary bits are sliced into desired sized blocks. The bits
of the blocks are taken MSB to LSB to fit row-wise into a square matrix of order 2n.
Cells of kth frame of that matrix are shifted circularly along anti clock-wise direction
by k positions. Now bits are collected from the square matrix row-wise to form
decrypted blocks. Plain text is regenerated from decrypted blocks.

Sections 2.1, 2.2 and 2.3 explain encryption algorithm, decryption algorithm and
generation of session key respectively.

2.1 Encryption Algorithm

Input: Source stream i.e. plaintext.
Output: Encrypted stream i.e. ciphertext.
Method: The process takes binary stream and generates encrypted bit stream

through a combination of S-Box and P-Box operations.

STEP 1: The plain text i.e. the input file is considered as a stream of finite number
of binary bits.

STEP 2: This binary string chopped dynamically into manageable-sized blocks
with different lengths like 4/16/64/144/256/400/… [(4n)2 for n = 1/2, 1,
2, 3, 4, 5, …] as follows:First n1 no. of bits is considered as x1 no. of
blocks with block length y1 where n1 = x1 * y1. Next n2 no. of bits is
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considered as x2 no. of blocks with block length y2 where n2 = x2 * y2
and so on. Finally nm no. of bits is considered as xm no. of blocks with
block length ym (=4) where nm = xm*ym. So no padding is required.

STEP 3: Square matrix of order √y (=2n) is generated for each block of length y.
The binary bits of the block are taken from MSB to LSB to fit row-wise
into this square matrix.

STEP 4: Any square matrix of even order (say 2n × 2n) can be imagine as n
number of square frames like frame 1, frame 2, frame 3, ….., frame n
where inner most frame is denoted as frame 1 and outer most frame as
frame n. Frame k contains total 4(2k − 1) number of cells. Cells of frame
k are shifted by circular fashion along clockwise direction by k
positions.

STEP 5: Bits are taken row-wise from the square matrix to generate the
encrypted block of length y.

STEP 6: The cipher text is formed converting the encrypted binary string into
corresponding characters.

2.2 Decryption Algorithm

Input: Encrypted stream i.e. ciphertext and session key.
Output: Source stream i.e. plaintext.
Method: Process takes encrypted binary stream and generates source stream.

STEP 1: The cipher text is considered as a stream of binary bits.
STEP 2: Processing the session key information, this binary string breaks into

manageable-sized blocks.
STEP 3: Square matrix of order √y (2n) is generated for each block of length y.

The binary bits of the block are taken from MSB to LSB to fit row-wise
into this square matrix.

STEP 4: Any square matrix of even order (say 2n × 2n) can be imagine as n
number of square frames like frame 1, frame 2, frame 3, …, frame n
where inner most frame is denoted as frame 1 and outer most frame as
frame n. Frame k contains total 4(2 k–1) number of cells. Cells of each
frame, say kth frame, are shifted by circular fashion along anti-clock-
wise direction by k positions.

STEP 5: The decrypted binary string is generated taking the bits row-wise from
the square matrix.

STEP 6: The plain text is regenerated converting the decrypted binary string into
corresponding characters.
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2.3 Generation of Session Key

FRSM generates a session key for one time use in a particular session of trans-
mission to ensure more security. The input binary bit stream is divided into 16
portions where 1st portion contains 20 % of total file size, 2nd portion contains
20 % of remaining file size and so on. Each portion is divided into x no. of blocks
with block length y (=4n * n). The bits of this block are fitted into an even ordered
(2n) square matrix where value of n is selected dynamically for first fifteen portions.
Finally last (i.e. 16th) portion is divided into x16 no. of block with block length
4 bits (i.e. y16 = 4) and we generate 2 × 2 order matrix. So no padding is required.
Total length of the input binary string is ¼ x1 � y1 þ x2 � y2 þ � � � þ x16 � y16. The
value of n for each portion is stored as a character in the key file. So the key file
contains fifteen characters.

3 FRSM with an Example

To illustrate FRSM, let us consider the word “Ma”. The bit representation of the
above word is ‘0100110101100001’ which are taken from MSB to LSB into a
block of length 16. Bits of the block fit row-wise into an even order (=4) square
matrix. So matrix is imagined as two square frames, frame 1 and frame 2. Cells of

Fig. 1 Flow diagram of FRSM with the input word “Ma”
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frame 1 and frame 2 are shifted by circular fashion along clock wise direction by
one and two positions respectively. Now bits are taken row-wise to form the
encrypted binary string. Two 8 bit binary numbers ‘01010110’ and ‘01000101’ are
formed from the above encrypted string. The corresponding equivalent decimal
values are 86 (≅character ‘V’) and 69 (≅character ‘E’) respectively. So the word
“Ma” is encrypted as “VE”. Figure 1 shows the flow diagram of FRSM with the
input word “Ma”.

4 Results and Analysis

The comparative study between Triple-DES (168 bits), AES (128 bits) and the
proposed technique FRSM has done on twenty files of twelve different types with
file sizes varying from 50 bytes to 137 MB (approx.). Results are generated for
analysis and comparison of Encryption and Decryption times (in Sect. 4.1), Ava-
lanche, Strict Avalanche and Bit Independence values (in Sect. 4.2), Chi-square
values (in Sect. 4.3) and Character frequencies (in Sect. 4.4).

4.1 Analysis of Encryption and Decryption Times

Time taken is the difference between processor clock ticks at the starting and at the
end of execution. The lower time indicates the higher speed of execution of the
technique. Encryption and decryption times (in milliseconds) of different files
calculated for Triple-DES (168 bits), AES (128 bits) and FRSM. Figures 2 and 3
show the graphical representation of encryption and decryption times against the

Fig. 2 Graphical representation of encryption times against file sizes in logarithmic scale
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input files respectively. Techniques AES and FRSM take near same time to encrypt
and decrypt the files where as TDES takes maximum time for both. In both the
figures, the slopes of the curves for TDES are higher for larger source files.

4.2 Avalanche, Strict Avalanche and Bit Independence
Values

Avalanche, Strict Avalanche and Bit Independence are cryptographic tests which
measures the degree of security of cryptographic technique. The bit changes among
encrypted bytes for a single bit change in the original message sequence for the
entire or a relative large number of bytes. The values of Avalanche, Strict Ava-
lanche and Bit Independence closer to 1.0 indicate the high degree of security.
Table 1 shows the Avalanche, Strict Avalanche and Bit Independence values for all
three techniques. For maximum files, all three measures using TDES, AES and
FRSM are very near equal to 1. This analysis may indicate that FRSM provides
very good security.

Fig. 3 Graphical
representation of decryption
times against file sizes in
logarithmic scale
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4.3 Chi-square Values for Non-homogeneity Test

The large Chi-square values (compared with tabulated values) may confirm the high
degree of non-homogeneity between the source and the encrypted streams. Table 2
shows the Chi-square values using Triple-DES (168 bits), AES (128 bits) and
proposed FRSM. Average Chi-square values of all twenty files using TDES, AES
and FRSM are 34,143,114,516, 32,603,653,699 and 33,190,935,529 respectively. It
may indicates the security of FRSM be good and comparable with that of TDES
and AES.

Table 1 Avalanche and strict avalanche values for TDES, AES and FRSM

Sl.
No

File
type

Avalanche values Strict avalanche values Bit independence
values

TDES AES FRSM TDES AES FRSM TDES AES FRSM

1 Txt 0.990 0.993 0.250 0.903 0.926 0.183 0.156 0.260 0.018

2 Zip 0.986 0.998 0.902 0.944 0.972 0.868 0.394 0.357 0.688

3 Txt 0.996 0.994 0.978 0.989 0.989 0.967 0.412 0.399 0.428

4 Txt 0.999 0.999 0.968 0.997 0.999 0.953 0.480 0.484 0.498

5 Jpg 0.999 0.999 0.992 0.999 0.999 0.990 0.971 0.975 0.983

6 docx 0.999 0.999 0.999 0.999 0.999 0.998 0.976 0.972 0.988

7 Exe 0.999 0.999 0.949 0.999 0.999 0.942 0.634 0.610 0.676

8 Png 0.999 0.999 0.998 0.999 0.999 0.998 0.990 0.991 0.991

9 Rar 0.999 0.999 0.973 0.999 0.999 0.968 0.998 0.997 0.983

10 Dll 0.999 0.999 0.990 0.999 0.999 0.989 0.753 0.755 0.751

11 Exe 0.999 0.999 0.949 0.999 0.999 0.942 0.746 0.740 0.752

12 docx 0.999 0.999 0.997 0.999 0.999 0.997 0.991 0.991 0.990

13 Dll 0.999 0.999 0.972 0.999 0.999 0.970 0.725 0.730 0.791

14 Jpg 0.999 0.999 0.971 0.999 0.999 0.968 0.995 0.995 0.976

15 Pdf 0.999 0.999 0.993 0.999 0.999 0.992 0.975 0.963 0.987

16 Avi 0.999 0.999 0.974 0.999 0.999 0.972 0.993 0.992 0.979

17 Rtf 0.999 0.999 0.991 0.999 0.999 0.986 0.374 0.339 0.356

18 Doc 0.999 0.999 0.996 0.999 0.998 0.993 0.340 0.221 0.415

19 Rar 0.999 0.999 0.995 0.999 0.999 0.994 0.999 0.999 0.996

20 Avi 0.999 0.999 0.768 0.999 0.999 0.737 0.988 0.988 0.631
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4.4 Character Frequencies Test

Analysis of Character frequencies for text file (serial number of file is 4) has been
performed for TDES, AES and proposed FRSM. Figure 4a shows the spectrum of
frequency distribution of characters in the plain text. Figure 4b–d show the spec-
trums of frequency distribution of encrypted characters in cipher text using TDES,
AES and FRSM. In encrypted files, all characters with ASCII values ranging from 0
to 255 appear with certain frequencies. Therefore it is very difficult to detect the
actual message for a cryptanalyst. It may indicate that the degree of security of
proposed FRSM is very high and is comparable with that of TDES and AES.

Table 2 Chi-square values using TDES, AES and FRSM

Sl.
No.

File
type

File size
(Bytes)

Chi-square values

TDES AES FRSM

1 Txt 50 114 111 141

2 Zip 288 503 529 542

3 Txt 500 1,470 1,546 1,837

4 Txt 2,410 24,059 20,981 51,264

5 Jpg 5,400 936 946 764

6 Docx 12,660 18,333 9,343 1,044

7 Exe 21,492 1,044,334 481,174 61,421

8 Png 50,952 6,085 6,086 4,679

9 Rar 115,595 1,031 1,038 806

10 Dll 215,416 530,985 473,027 275,729

11 Exe 624,128 2,027,106 1,848,171 1,348,006

12 Docx 1,224,413 54,964 55,574 43,742

13 Dll 1,409,024 3,219,751 3,139,562 15,85,202

14 Jpg 3,588,725 78,928 79,292 67,299

15 Pdf 4,446,250 413,610 369,563 652,379

16 Avi 7,355,928 438,208 442,887 225,162

17 Rtf 15,766,836 682,549,634,194 651,782,727,380 663,551,614,764

18 Doc 43,456,000 288,821,670 267,709,342 255,293,527

19 Rar 77,246,022 61,298 61,037 5,265

20 Avi 144,161,826 15,912,744 15,646,387 7,477,006

Average Chi-square values 34,143,114,516 32,603,653,699 33,190,935,529

326 J. Goswami (Ghosh) and M. Paul



5 Conclusion

The proposed FRSM is simple to understand and easy to implement using various
high level languages. The performance of FRSM is quite satisfactory because of
high processing speed and the degree of security of FRSM may at par with other
standard techniques like Triple DES and AES. So the proposed FRSM technique is
comparable with the standard available encryption techniques and it is applicable to
ensure good security in message transmission of any form through communication
network.
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Fig. 4 a Graphical representation of the spectrum of frequency distribution of characters for
source file. b Graphical representation of the spectrum of frequency distribution of characters for
encrypted file using TDES. c Graphical representation of the spectrum of frequency distribution of
characters for encrypted file using AES. d Graphical representation of the spectrum of frequency
distribution of characters for encrypted file using FRSM
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A PSO Based Fault Tolerant Routing
Algorithm for Wireless Sensor Networks

Md Azharuddin and Prasanta K. Jana

Abstract The main source of energy consumption in the wireless sensor network is
due to transmission and receiving of data packets. However the cluster head (CH)
near to the base station (BS) in cluster based wireless sensor network depletes energy
faster and die quickly due to transmission of heavier data traffic of other CHs to the
BS. In this paper we propose a particle swarm optimization (PSO) based approach
which construct the routing path and distribute the routing load over the CHs near to
the BS and maximize the lifetime of networks. We also consider the fault tolerance
issue due to the sudden failure of CHs during data routing phase. The simulation
results show the effectiveness of the proposed algorithm over the existing algorithms.

Keywords Wireless sensor network � Routing � Lifetime � Fault tolerance � PSO

1 Introduction

A wireless sensor networks (WSN) become attractive for their wide applications
such as environmental monitoring, agriculture, health care, military, domestic and
disaster management [1]. In a WSN, sensor nodes sense raw data from their sur-
rounding, process them and finally transmit to a remote location called base station
(BS). However unlike traditional networks, WSNs are limited with computation
capability, memory and power consumption. Therefore resources should be used
wisely to increase the lifetime of the network particularly the energy of the nodes as
recharging and replacing the battery power is often infeasible. Many researchers
have used the relay node or gateway [2, 3] to maximize the network lifetime as it
energy and processing capability is higher than the normal sensor nodes. Moreover
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the relay nodes act as cluster head (CH) in hierarchical WSNs. The CHs in the
cluster based WSNs are responsible for performing extra work load such as col-
lecting data from its member sensor nodes, aggregation of this data and transmit it
to the BS (see Fig. 1). Therefore high power relay nodes are superior for balancing
data gathering and to extend the network lifetime. But the relay nodes are also
battery operated and hence energy constraint. Moreover, the relay nodes closer to
the BS are heavily loaded for supporting data traffic load of other relay nodes in
multi hop communication system and they may die quickly. Failure of relay node
has devastating impact to the network operation as the member sensor nodes
become inactive and it leaves that portion of the target area uncovered. The relay
node also acts as intermediate to forward data in multi hop communication system,
therefore some relay nodes become unreachable to the BS due to the failure of a
intermediate relay node and creates a network partition. Therefore, load balancing
and fault tolerance routing is a challenging issue to the development of WSNs. Note
that given m gateways and an average of d next hop gateways, there exist dm

number of valid routes to the BS which may high for a large scale WSN. Therefore,
it is an optimization problem to select the best route among them and hence appeals
for a metaheuristic approach such as PSO.

In this paper, we present a PSO based approach to construct an appropriate
routing schedule for the hierarchical WSNs. We also present a runtime restoration
of connectivity of the gateways to the BS in case of their failure during network
operation. We perform extensive experiments on the proposed algorithms through
simulation run and compare the results with two soft computing based routing
algorithms using Genetic Algorithm (GA) as presented by Gupta et al. [4] and Ataul
et al. [5]. The results demonstrate that our proposed algorithm performs better than
these algorithms. Now onwards, we will be using relay node and gateway inter-
changeably for the rest of the paper.

The remaining paper is organized as follows. The related works are presented in
Sect. 2. Section 3 presents the network model and the terminologies used. The
proposed algorithm is presented in Sect. 4. Experimental results are given in Sect. 5
and the Sect. 6 concludes the paper.

Internet

Base station:     Gateway:          Sensor node:

Fig. 1 A wireless sensor
network model
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2 Related Works

A number of routing algorithms have been developed for WSNs [6]. Low energy
adaptive cluster hierarchy (LEACH) [7] is a popular clustering and single hop routing
algorithm that dynamically rotates the work load of the CHs amongst the sensor
nodes which is useful for load balancing. However, the disadvantage of this algorithm
is that a node with very low energy may be selected as a CH and thus it can be quickly
die. Many algorithms have been designed to improve the performance of LEACH [8].
There are also some routing algorithms which consider the fault tolerant issues
[9, 10]. There are somemetaheuristic based routing algorithms forWSNs [4, 5]. Ataul
et al. [5] proposed a GA-based routing algorithm where selection of individuals is
carried out using the Roulette-wheel selection method and the fitness function is
defined by network lifetime. Gupta et al. [4] also proposed GA-based routing algo-
rithm called GAR which minimizes the overall communication distance from the
gateways to the BS. However, both of the algorithms [4, 5] consider only routing of
aggregated data from the gateways to the BS without considering the fault tolerant
routing issue. Chakraborty et al. [11] have presented a differential evolution based
routing algorithm for more than a thousand relay nodes such that the energy con-
sumption of the maximum energy-consuming relay node is minimized. However, the
authors do not take care about the cluster formation and CH failure. Some improper
clustering may lead to serious energy inefficiency of the relay nodes. PSO and ant
colony optimization (ACO) are used in WSNs for other optimization problems also
and they can be found in [12–15]. However, most of algorithms focus on energy
efficiency only and none of the above algorithms consider balancing the routing load
and fault tolerance issues simultaneously using bio-inspired algorithm.

3 Network Model and Terminologies

The model of the WSN assumed here consists of sensor nodes and less energy
constraint gateways. All the nodes are deployed manually or randomly into the target
region and they are stationary after deployment. A sensor node can communicate to a
gateway if they are in the communication range of each other. All the communica-
tions are over wireless links and we also assume that wireless links are symmetric, so
that, a node can compute the approximate distance to another node based on received
signal strength. We use the following terminologies in the proposed algorithm.

1. The set of gateways denoted by G = {g1, g2,…, gm} and gm+1 indicates the BS.
2. Er(gi) denotes the remaining residual energy of gi.
3. Rmax and dmax denote the maximum communication range of the gateways and

sensor nodes respectively.
4. Next_Hop(gi) is the gateway gj which is selected as next-hop gateway by gi

towards BS in data routing phase. Here, the next hop gateway may be the BS if
the BS is within communication range of gi.
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4 Proposed Algorithm

The operation of the proposed routing algorithm is based on centralized approach
and its basic idea is given as follows. At the beginning, each sensor node and
gateway undergoes bootstrapping process where the BS assigns unique IDs to all of
them. After that the sensor nodes and the gateways broadcast their IDs using
CSMA/CA MAC layer protocol. Therefore, each gateway can collect the IDs of the
all sensor nodes and the gateways which are within dmax and Rmax communication
range respectively. Finally, each gateway sends this local network information to
the BS for network setup. The network setup consists of a setup phase followed by
the steady-state phase. In the set up phase final route setup is done by the BS using
the proposed algorithm. When the route setup phase is over, all the CHs are
informed about their next hop CH towards the BS. The steady-state phase is divided
into some pre-specified rounds, say 50 or 75 rounds. In each round the CHs
receives data from its member sensor nodes, aggregate it and finally forward it to
the BS. The network setup phase is repeated until there is path from a CH to the BS.

So we adopt an optimization tool like PSO to solve the problem. The basic steps
of PSO can be seen in [15, 16]. Now we construct the fitness function for the above
problem where our objective is to minimize the energy consumption and maximize
the lifetime by distributing the routing load over the gateways in the network.

After receiving the local network information, the BS calculates routing load for
each gateway i.e., number of data packets received (say Pr) by the each gateway gi
per round. This can be done as follows.

PrðgiÞ ¼
P fPrðgjÞ Next HopðgjÞ ¼ gi; gj 2 Gg ;

�

� If Next HopðgjÞ ¼ gi; 8gj 2 G
0; Otherwise

�

ð1Þ

Suppose, ER, ET(gi, Next_Hop(gi)) and Eintra_clstr is the energy consumption of
the gateways due to receiving, transmission of single data packets to its next hop
gateway and energy consumption of a gateway gi due to intra cluster activity like
collection of data from member sensor nodes and aggregation of this data respec-
tively. Therefore, energy consumption of a gateway gi (i.e., Econsmp) for supporting
data routing in a round can be calculated as follows.

EconsmpðgiÞ ¼ PrðgiÞ � ER þ PrðgiÞ þ 1ð Þ � ETðgi;Next HopðgjÞÞ þ Eintra clstrðgiÞ
ð2Þ

Note that we have added one in the data transmission part of the above equation
because each gateway has its own data packet after aggregating the data received
from it member nodes. Therefore, the lifetime of gi with remaining residual energy
Er(gi) can be calculated as follows.
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LifetimeðgiÞ ¼ ErðgiÞ
EconsmpðgiÞ ð3Þ

Since our objective is to maximize the lifetime of gateways by minimizing their
energy consumption rate through the balancing of routing load. This can be possible
if we maximize the lifetime of the gateway with minimum lifetime by minimizing
the routing load over the gateway. Therefore, it can be expressed as follows.

Objective:Maximize Lifetime ¼ minf LifetimeðgiÞj 8gi 2 Gg ð4Þ

The PSO based algorithm for the route setup is given in Fig. 2.
Fault tolerance: If the next hop gateway of a gateway is failed during the steady

phase then the gateway selects another gateway toward the BS to continue its
operation. The failure can be detected by a gateway if it does not receive any data

Algorithm: PSO-Routing

Input: (1) Set of gateways G = {g1, g2,…, gm} and Next_Hop (gi)

(2) Predefined swarm size NP. 
Output: Route

===================================================

Step 1: Initialize particles 

Step 2: for i = 1 to NP do
2.1: Calculate Fitness(Pi)   /* Using equation 3.*/
2.2: Pbesti = Pi

end  
Step 3: Gbest={Pbestk | Fitness(Pbestk) = min( Fitness(Pbesti), )PN

} 
Step 4: while (!(terminate))

for i = 1 to NP do    
4.1: Update velocity and position of Pi

4.2:  Calculate Fitness(Pi)
4.3:  If Fitness(Pi) < Fitness(Pbesti) then

Pbesti = Pi

end   
4.4:  If Fitness(Pbesti) < Fitness(Gbest) then

Gbest = Pbesti

end                             
end

end
Step 5:
Step 6:

Calculation of Next_Hop(gi), m<1 , (i.e., route R) using Gbest. 

Stop.

Fig. 2 PSO based routing algorithm
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acknowledgement from its next hop gateway [17]. A gateway broadcasts a HELP
message when it finds its next hop gateway to be faulty. All the neighbor gateways
reply to the HELP message. After that the gateway joins a gateway with maximum
lifetime towards the BS if there exists any gateway towards the BS, otherwise the
gateway is considered as dead.

5 Simulation Result

We tested the proposed algorithm extensively using C and MATLAB version
R2013a. The experiments were run for 600 sensor nodes and 60 gateways deployed
in a 500 × 500 square meter area and placing the BS at the coordinates (500, 250) on
the boundary using equal scaling. We have also assumed that each sensor node and
gateway have initial energy of 2 J and 10 J respectively. A node is considered to be
dead if when its energy level reaches to 0 J. In our simulations, the typical energy
model and parameters are set same as [7]. Moreover, we also considered an initial
population of 60 particles to execute our proposed PSO based algorithms. The values
of the PSO parameters were taken same as in [16]. We also executed an existing GA-
based routing algorithm (GAR) presented by Gupta et al. [4] and a GA-based multi-
hop routing algorithm (GA Ataul et al.) presented by Ataul et al. [5] for the com-
parison of the proposed algorithm. Note that there is no clustering phase in the
proposed and existing algorithm, therefore we ran these algorithm with an existing
GA-based clustering algorithm (GALBCA) presented by Kuila et al. [18].

First we compare the algorithms in terms of number of dead CHs. Figure 3(a)
shows the number of dead CHs in the proposed algorithm is much lower and first
CH is died after long time in the proposed algorithm. This is because we have
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distributed the routing load over the CHs specially the CHs near to the BS and thus
quick death of CHs is reduced. On the other hand we have also restored the
connectivity of the CHs whose next hop CH becomes faulty at any time of the
routing phase. As the number of dead CHs is very less, therefore number of dead
senor nodes is also much less than the existing algorithms. This is shown in Fig. 3b.

Figure 4a shows the standard deviation of remaining energy of the CHs and it is
much lower than the existing algorithms. This is because we have minimizes the
energy consumption of the CHs by distributing the routing load over them.
Therefore we can clan that proposed algorithm balances the energy consumption in
the network. The number of data packets received by the BS is also higher as
number of alive CHs in the network is higher and it is shown in Fig. 4b.

6 Conclusion

In this paper, we have presented a PSO based routing algorithm which maximizes
the lifetime of the network by minimizing the energy consumption of gateways,
especially the gateways near to the BS by distributing the routing load over them.
The routing algorithm has also considered the fault tolerance issue of the gateways.
We have performed various experiments on the proposed algorithm and we have
demonstrated that the algorithm performs better than two existing and related
algorithms in terms of number of dead CHs, number of dead sensor nodes, standard
deviation of remaining energy of CHs and number of data packets received by the
BS. In the proposed algorithm, we have considered only routing phase and
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permanent failure of the CHs for fault tolerance. In future, our attempt will be made
to design energy aware routing and clustering emphasizing on partial and transient
failure of the gateways.
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Smallest Square Covering k Points
for Large Value of k

Priya Ranjan Sinha Mahapatra

Abstract Given a set of n planar points, a positive integer k 1� k� nð Þ and a
geometric object, the objective of the k-cover problem is to find a smallest object
such that it covers at least k input points. A deterministic algorithm is proposed to
solve the k-cover problem when the object is an axis-parallel square and k[ n

2. The
time and space complexities of the algorithm are Oðnþ ðn� kÞ log2ðn� kÞÞ and
OðnÞ respectively.

Keywords Computational geometry � Facility location � Minimum enclosing
square � Matrix search

1 Introduction

Let S be a set of n planar input points. The points set S is said to be covered by a
geometric object C is each point of P lies within the interior of C or on the boundary
of C. The process of covering a set S by an object C is called full covering and the
corresponding problem is known as full covering problem. The full covering
problem has been well studied in different areas such as facility location, operation
research, computational geometry etc. The covering objects used are a circle [1, 2],
a rectangle [3], a square [4], a triangle [5], a circular annulus [6], a rectangular
annulus [7], a rectilinear annuls [8] etc. Another purpose of covering is to cover the
input points partially and corresponding problem is known as partial covering
problem. Therefore, one objective of the partial covering problem is to find a
smallest object of given type that covers at least k points of S. The partial covering
problem is also well studied in theoretical computer science and the objects used to
cover are a square [9, 10], a rectangle [11–13], and a circle [14]. In this paper we
consider the partial covering problem where the covering object is an axis-parallel
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square. A square is said to be axis-parallel if each of it’s side is parallel to one of the
coordinate axis. This problem is well studied in computational geometry with many
variations [15–17]. Interested reader may read these papers [18–21] and the ref-
erences therein for getting further variation of the partial covering problem. Another
motivation of considering this problem comes from classification when the
objective is to find a cluster of given shape that contains at least k points [22–24].

2 Preliminaries

The space of all candidate (or potential) solutions of a problem is called the solution
space, or search space. There are some optimization problems for which these
solution spaces are known. A well known such optimization problem is the graph
coloring problem where the task is to find the minimum number of colors to color a
graph, say G, and this number is called the chromatic number of G. Observe that
the integral value of the chromatic number will very between 1 and n where n is the
number of vertices of the graph G. This observation implies that the solution space
for the graph coloring problem is known. A general approach to solve this problem
is as follows. First solve the decision version of such problem and then use the
solution of this decision problem to solve the original problem. Observe that the
decision version of the graph coloring problem can be expressed as “is the graph G
is k colorable?”. The answer is always “Yes” or “No”. In this case the decision
problem is NP-hard [25] and therefore it implies that the original graph coloring
problem is also NP-hard.

3 Solution for General k

In this work we first consider the optimization problem of finding an axis-parallel
square for general values of k that covers at least k points of S and the area
(perimeter) is minimum. From now onwards a square means an axis-parallel square.
Let size denote the length of a square. A square Sk covering k points of S is said to
be k-cover square if there does not exist another square having area less than that of
Sk and covering k points from P [16]. We have the following result on the char-
acteristics of a k-cover square.

Observation 1 Reference [17] At least one pair of opposite sides of a k-cover
square must contain points from P.

This result implies that size of a k-cover square be determined from the set of
horizontal and vertical distances generated from the pair of points in S. Therefore
the solution space for this optimization problem is known. The decision version of
this problem can be defined as “given a length d, does there exist a square of size d
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that covers at least k points of S?”. Let MaxCoverðdÞ denote the square of size d
that covers the maximum number of points of S. Note that the decision problem of
the original problem is same with the problem of finding a location of
MaxCoverðdÞ: The following result in [18] is used to locate MaxCoverðdÞ:
Result 1 Reference [18] Given the length d, a location of MaxCoverðdÞ can be
computed in Oðn log nÞ time using OðnÞ space.

Let S ¼ p1; p2; . . .; pnf g be the set of points on the plane. Without loss of
generality let these points of S be in non-decreasing order on x- coordinate. Here we
use ðxðpÞ; yðpÞÞ to denote a point of S. Note that the result in Observation 1 implies
each of two horizontal sides (or two vertical sides) of a MaxCoverðdÞ must contains
a point of S. Thus two types of solutions are required to consider to solve this
problem. As these two types are symmetric, the techniques required to find of any
one type can be easily extended for other. Therefore, without loss of generality, we
assume that each horizontal side of the MaxCoverðdÞ is containing a point of S. The
solution space of the original problem can be viewed as matrix M given below.

x p2ð Þ � x p1ð Þ x p3ð Þ � x p1ð Þ . . . x pn�1ð Þ � x p1ð Þ x pnð Þ � x p1ð Þ
x p3ð Þ � x p2ð Þ x p4ð Þ � x p2ð Þ . . . x pnð Þ � x p2ð Þ
. . . . . . . . .
. . . . . . . . .
x pn�1ð Þ � x pn�2ð Þ x pnð Þ � x pn�2ð Þ
x pnð Þ � x pn�1ð Þ

0

B

B

B

B

B

B

@

1

C

C

C

C

C

C

A

We now conclude that the solution space of the problem can be stored in a lower
(upper) triangular matrix of order ðn� 1Þ � ðn� 1Þ: The first row of the matrix
M contains ðn� 1Þ horizontal distances, second row of M contains ðn� 2Þ hori-
zontal distances, and so on. This generalization implies that the ith row of M has
ðn� iÞ horizontal distances for i ¼ 1; 2; . . .; ðn� 1Þ. We now compute the number
of input points covered by the MaxCoverðdÞ using Result 1 for each value of
dð2 MÞ: Moreover we store the current minimum value of δ for which the square
MaxCoverðdÞ covers at least k points of S. Note that Result 1 can be used to find a
placement of MaxCoverðdÞ in Oðn log nÞ time and the value of δ is one among
Oðn2Þ values of matrix M. Thus we can derive the following straight forward result.

Result 2 Let S be the set of n input points on the plane and kð� nÞ be an integer
constant. A smallest axis-parallel square covering at least k input points can be
found in Oðn3 log nÞ time and OðnÞ space.

Smallest Square Covering k Points … 339



4 Improvement Using Matrix Search for k[ n
2

We now improve Result 2 for large values of k k[ n
2

� �

: Let S1; S2; S3; S4 and S5
and S5 be a partition of S such that S ¼ S1 [ S2 [ S3 [ S4 [ S5 and all the partitions
are not required to be pairwise disjoint. S1 and S2 are the ðn� kÞ left most and right
most points of S respectively. S3 and S4 are the ðn� kÞ bottom most and top most
points of S respectively. Moreover S5 ¼ S� S0 where S0 ¼ S1 [ S2 [ S3 [ S4: Let
the minimum enclosing rectangle (MER) R contain all points of S5: The boundaries
of R is closed in the sense that each side of R contains at least one point of S. The
following result in [17] is used for k[ n

2 :

Observation 2 Reference [17] For k[ n=2, Sk must covers all the points of R.

The length of the largest side of the minimum enclosing rectangle R is denoted
by D: The following result is extended in [17] to compute a placement of
MaxCoverðdÞ when d[D:

Result 3 Reference [17] A placement of MaxCoverðdÞ for a given d[D can be
found in Oððn� kÞ logðn� kÞÞ time using OðnÞ space.

Define Q be the subset of S such that Q is the points of S0 and the points on the
boundary of the minimum enclosing rectangle R. Let ¼ q1; q2; . . .; qrf g denote the
non decreasing order of the points in Q on x-coordinate. Observe that the number of
points in Q is r and r is of Oðn� kÞ: Moreover the value of r is at most 4ðn� kÞ:
We use qa and qb to denote the points of S those lie on the right and left side of the
minimum enclosing rectangle R respectively. The results in Observation 2 and
Observation 1 imply that the solution space for finding Sk for k[ n

2 is now reduced
from the above matrix M to the following matrix N.

x qað Þ � x q1ð Þ x qaþ1ð Þ � x q1ð Þ . . . x qrð Þ � x q1ð Þ
x qað Þ � x q2ð Þ x qaþ1ð Þ � x q2ð Þ . . . x qrð Þ � x q2ð Þ
. . . . . . . . .
x qað Þ � x qið Þ x qaþ1ð Þ � x qið Þ . . . x qrð Þ � x qið Þ
. . . . . . . . .
x qað Þ � x qb

� �

x qaþ1ð Þ � x qb
� �

. . . x qrð Þ � x qb
� �

0

B

B

B

B

B

B

@

1

C

C

C

C

C

C

A

Note that the number of elements in the matrix N is Oððn� kÞ2Þ: We can now
use Result 3 for each entry of N. Thus the following result can be found like earlier.

Result 4 Let S be the set of n input points on the plane and kð[ n
2Þ be an integer

constant. A smallest axis-parallel square covering at least k points of S can be
found in Oððn� kÞ3 logðn� kÞÞ time using OðnÞ space.

It is now shown that the standard sorted matrices search by Frederickson and
Johnson [26] can be used to improve Result 4. Sorted matrices search is basically a
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prune and search technique. The technique has been demonstrated in the last decade
in various works dealing with (not only) covering problems and facility location
[27]. The idea is to define a decision problem of the original optimization problem
and then perform a kind of binary search in order to determine the optimal (in this
case, smallest area) value. Recall that in our case, the objective of the decision
version of the problem is to find a placement of the square MaxCoverðdÞ where
d 2 N. Note that elements in each row are in non-increasing order. The same
ordering is also true for elements in each column of N. This implies that N is a
sorted matrix [26, 28]. Using our decision problem we can make a kind of binary
search using the sorted matrix N obtaining running time of OðTd � logðn� kÞ þ nÞ,
where Td is the running time of the decision algorithm. Here the task of the decision
algorithm is to find a placement of the square MaxCoverðdÞ for d[D: It follows
from Result 3 that Td ¼ Oððn� kÞ logðn� kÞÞ: In a similar pass we can find
another potential solution keeping time and space complexities unchanged. Thus
we have the following result.

Result 5 Let S be the set of n input points on the plane and kð[ n
2Þ be an integer

constant. A smallest area square covering at least k points of S can be found in
Oðnþ ðn� kÞ log2ðn� kÞÞ time using OðnÞ space.

5 Conclusion

An Oðnþ ðn� kÞ log2ðn� kÞÞ time algorithm is proposed to identify a smallest
axis-parallel square that covers at least k points among a set of n points. It is shown
that the search space of the decision problem of the original optimization problem is
a sorted matrix when k[ n

2. However, the solution space of the decision problem is
not a sorted matrix for general k. This observation mainly forces the authors in [18]
to use another prune and search technique other than matrix search to solve the
optimization problem for general k and their solution requires Oðn log2 n) time and
OðnÞ space. It would be interesting to investigate the possibility of finding an
efficient search technique that can reduce the complexity of the optimization
problem for general k other than the method used in [18].
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Connectionist Approach for Emission
Probability Estimation in Malayalam
Continuous Speech Recognition

Anuj Mohamed and K.N. Ramachandran Nair

Abstract Automatic speech recognition is one active research area which can
exploit the pattern recognition capabilities of artificial neural networks. Several
researchers have shown that the outputs of artificial neural networks trained in
multi-class classification mode can be interpreted as estimates of a posteriori
probabilities of output classes. These probabilities can be used by the state-of-the-
art hidden Markov model for speech recognition in estimating the emission prob-
abilities of the states of the hidden Markov model. In this paper, we explore a
pairwise neural network system as an alternative approach to multi-class neural
network systems to estimate the emission probabilities of the states of a hidden
Markov model. Through experimental analysis it is shown that the pairwise rec-
ognition system outperforms the multiclass recognition system in terms of the
recognition accuracy of spoken sentences.

Keywords Continuous speech recognition � Malayalam speech recognition �
Multi-class pattern classification � Pairwise pattern classification

1 Introduction

Automatic speech recognition (ASR) is a classic pattern recognition problem that
aims to produce a text transcription of spoken words automatically. Research in this
area attained attention of researchers because of the fast growing demands of ASR
systems in versatile applications. The dominant technology for ASR is hidden
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Markov model (HMM). An HMM is typically defined and represented as a sto-
chastic finite state automation usually with a left-to-right topology as proposed in
[1]. An HMM models an utterance as a succession of discrete stationary states with
instantaneous transitions between the states and generates an observation [2]. The
sequence of states, which represents the spoken utterance, is “hidden” and the
parameters of the probability density functions of each HMM state are needed in
order to associate a sequence of states to a sequence of observations. i.e., for any
state sequence, the sequence of states can be observed only through the emission/
output probability distribution.

State-of-the-art continuous speech recognition (CSR) systems select basic sound
units from a limited inventory, like sub-word units, syllables, phonemes, allophones
etc. Each basic acoustic unit is modeled by one or more states of an HMM. Being a
parametric model, HMM assumes that the underlying speech patterns have
Gaussian distribution. Gaussian mixture models (GMM) are often used within each
HMM state to model the emission probability of the acoustic patterns associated to
that state. Several researchers [3, 4] have shown that the outputs of artificial neural
networks (ANNs) trained in classification mode can be interpreted as estimates of a
posteriori probabilities of output classes conditioned on the input. Using Bayes’
rule, these state posteriors can be converted to likelihoods required by the HMM
framework.

Use of ANN as emission probability estimator has shown good performance for
ASR systems for various western languages [5, 6]. Application of multilayer per-
ceptrons (MLP) trained in multi-class classification mode as emission probability
estimator in an HMM based CSR system for Malayalam language is proposed in
[7]. Many real applications translate into classification problems with a large
number of classes and a huge amount of data. ASR falls into this category and the
high number of classes to be separated makes the boundaries between classes
complex. A multi-class classifier cannot perform at a high level in such cases as the
classification algorithm has to learn to construct a large number of separation
boundaries. Many studies have demonstrated that an adequate decomposition of
such real world problems into sub problems can be favorable to the overall com-
putational complexity. The pairwise classification approach has produced good
results when applied to face recognition [8] and cursive handwriting recognition
[9]. The efficiency of such pairwise ANN classifiers has not been explored suffi-
ciently in ASR applications. A pairwise classifier for multi-class pattern classifi-
cation in the context of vowel classification tasks is proposed in [10]. Motivated by
this fact, this paper examines the prospect of using a pairwise classification
approach for multi-class pattern classification, as a way to improve overall classifier
performance. In the present paper, we report on the application of pairwise
approach for improving the recognition accuracy of the CSR system for Malayalam
language.

This paper is organized as follows. Section 2 gives an overview of ASR system.
ANN as phonetic probability estimator of HMM states is explained in Sect. 3.
Section 4 details the feature extraction, emission probability estimation using multi-
class and pairwise ANN classifiers and the decoding process. Experiments
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conducted and the results obtained are given in Sect. 5. Conclusions and future
work to enhance the performance of the system are given in Sect. 6.

2 Automatic Speech Recognition: Mathematical
Formulation

The ASR problem in general can be viewed as a pattern recognition problem. Given
an acoustic sequence O and a sequence of words W, the goal of the system is to find
the most likely word sequence W′ such that

W 0 ¼ argmax
w

PðW jOÞ: ð1Þ

Applying Bayes’ rule to this fundamental equation of speech recognition returns

W 0 ¼ argmax
w

PðOjWÞPðWÞ
PðOÞ : ð2Þ

As P(O) is equivalent for all complete decodings of O, this can be ignored, to
give the equation

W 0 ¼ argmax
w

PðOjWÞPðWÞ: ð3Þ

P(W) is the priori probability of the word sequence W and is computed using the
language model. P(O|W) is the conditional probability of the acoustic sequence O
given the word sequence W, and is computed using the acoustic model. A con-
tinuous density hidden Markov model which models the real valued vector
sequences resulting from acoustic parameter extraction is used as the acoustic
model in state-of-the-art continuous speech recognition systems.

3 ANN as Phonetic Probability Estimator in HMM

The state-of-the-art HMM framework for ASR uses GMM to estimate the emission
probabilities of the HMM states. An important stage in the development of an
HMM based ASR system is the accurate estimation of the emission probabilities.
The training algorithm for the estimation of the parameters of the GMM is based on
likelihood maximization, which assumes correctness of the models and implies
poor discrimination. Also, maximizing the likelihood of the training data is not
closely related to the typical evaluation criteria of the recognizer: the error rate.
These issues with maximum likelihood (ML) estimation motivate an alternative
form of estimating model parameters called discriminative training. A model used
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for representing a phonetic class is said to be discriminant if it maximizes the
probability of producing an associated set of features while minimizing the prob-
ability that they have been produced by rival models.

ANNs with its several features, such as their nonlinearity and high classification
capability, is a promising field for solving real world problems. Neural network
classifiers are easier to apply to real-world problems because they are less sensitive
to assumed underlying distributional forms than more conventional probabilistic
approaches. ANN by itself has not been shown to be effective for recognition of
continuous speech. ASR systems can exploit the pattern classification capabilities
of ANNs as it involves development of pattern classification models from speech
data. When an ANN is used to solve a classification problem, the network can be
trained either to provide the classification directly or to model the posterior prob-
abilities of class membership. Using Bayes’ rule, these probabilities can be con-
verted to likelihoods required by the HMM. ANN follows discriminant-based
learning. i.e., the network during training maximizes the probability of producing
an associated set of features while minimizing the probability that they have been
produced by rival models.

ASR falls into the category of classification problems with a large number of
classes and a huge amount of data. The large number of classes to be separated
makes the boundaries between classes complex. A multi-class classifier cannot
perform at a high level in such cases as the classification algorithm has to learn to
construct a large number of separation boundaries. Computationally expensive
learning algorithms learn many small problems much faster than a few large
problems. Therefore, the use of posteriors derived from pairwise classifiers may be
helpful to improve the performance. Motivated by this fact, the prospect of pairwise
modeling approach for multi-class pattern classification is explored in this paper.
The pairwise approach to pattern classification is simple since the binary decision is
learned on fewer training examples. It also helps to improve the generalization
ability of the network because of the redundancy in the training data.

4 Experimental Setup

4.1 Speech Corpora

Malayalam is a Dravidian language spoken mainly in the South West of India.
Research in Malayalam speech recognition has started recently and the area of CSR
is relatively less investigated. The speech corpora developed for training and testing
the CSR system described in this paper contains naturally and continuously read
Malayalam sentences from both male and female speakers who speak various
dialects of Malayalam. Two databases (Dataset1 and Dataset2) for training and one
(Dataset3) for testing were developed. The entire corpus consists of 255 sentences
with 1,275 words and a total of 7,225 phonemes by 20 (9 male & 11 female)
different speakers.

346 A. Mohamed and K.N. Ramachandran Nair



4.2 Acoustic Pre-processing

The acoustic pre-processor extracts a compact set of features required for speech
recognition. The feature vector used in this work is mel-frequncy cepstral coeffi-
cients (MFCC). The feature vectors are extracted by the following procedure. First
the speech signal is digitized at 8 kHz sampling rate with A/D conversion precision
of 16 bits. An FFT is performed on every 8 ms on a window of 256 samples which
produced 12 dimensional vectors representing the energy in 28 triangular filters
spaced according to the mel-frequency scale.

4.3 HMM Emission Probability Estimation Using Multi-
Class MLP Classifiers

In the multi-class classification approach, a single network is used to generate
posterior probabilities of all the selected classes. When an input vector, x, is pre-
sented to the network, the activation of each output unit represents the corre-
sponding posterior probability, provided the system has enough parameters and the
training does not get stuck at a local minimum. HMMs use likelihoods P(O|W)
where O is the acoustic observation and W is the acoustic model. But the neural
network estimates the posteriors P(W|O) and this can be converted to likelihoods by
applying the Bayes’ rule. This can be achieved by dividing the posterior estimates
from the MLP outputs by estimates of corresponding class priors. Supervised
training using ANN requires the temporal segmentation of the training sentences
and frame labeling. As hand segmentation of the speech corpus is tedious, the
baseline CDHMM system described in [11] is used to generate segmented training
data by Viterbi-aligning the training reference transcription to the acoustic data.

The multi-class classifier used in this work is a two-layer MLP with a single
hidden layer. The input feature vector given to the network is computed from a
window of seven speech frames i.e., acoustic vectors from the frame to be classified
along with three surrounding frames for the left and right contexts, respectively. A
frame is represented by a spectral vector of 12 acoustic features computed every
10 ms. So the input layer of the network has 84 nodes. The hidden layer has 95
nodes all with sigmoid activation function. The output layer has number of nodes
corresponding to the context independent phonetic units. The output unit corre-
sponding to the input vectors class has a value “1” while all other outputs have
value “0”. Network output should sum to one for each input value if outputs
accurately estimate the posterior probabilities. This is achieved by using the soft-
max activation function at the output layer. The cross-entropy error function for
multi-class classification problem is used to compute the error between the output
of the ANN and the target vector. Back-propagation with batch mode of updating
the weights is used for training the network.
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4.4 HMM Emission Probability Estimation
Using Pairwise MLP Classifiers

In the pairwise approach to K-class pattern classification there are K (K−1)/2 binary
neural networks. The outputs of the pairwise neural network classifiers provide the
probabilities pij for all pairs of classes (i, j) with i ≠ j. Let pij(x) be the pairwise class
probability estimate of the input vector x to belong to class i, with i ≠ j. Then the
pairwise class probability estimate of the input vector x to belong to class j, is given
by pji(x) = 1−pij(x). Now the multi-class posteriori probabilities are estimated by
combining the outputs of the K (K−1)/2 pairwise classifiers using the method
described in [9] i.e.,

PðcijxÞ ¼ 1
PK

j¼1;j 6¼i

1
pij
� ðK � 2Þ

: ð4Þ

For each pair of classes a two layered MLP with a single output unit is created as
it is trained on the data of the two classes. The first 12 MFCCs extracted from the
input speech signal is used as the input to the network and the MLP has input nodes
corresponding to the number of acoustic features. As each of the K pattern classes is
trained against every one of the remaining pattern classes, the redundancy in the
training data improves the generalization ability of the network and there is no need
to incorporate contextual information. This reduces the dimension of the input
feature vector. The output layer consists of a single neuron with sigmoid activation
function which has an output range [0, 1] representing the output phoneme class.
The activation function used by the hidden units is sigmoid and the optimal number
of hidden units is determined empirically.

The back-propagation algorithm with cross-entropy error criteria is used for
training the network. The weights and biases of the network are initialized ran-
domly. In order to make the network training more efficient, the inputs and outputs
are normalized to have zero mean and unit standard deviation. In order to improve
the generalization capability of the network, performance obtained on a cross-
validation set is used as the stopping criterion. The cross-validation set contains the
speech utterances that are not used for training. Training continued as long as the
performance on the validation set is improved and the training is stopped when the
network ceased to improve.

4.5 Decoding and Model Evaluation

Decoding refers to the process of searching for the sub word sequence that may
have generated an observation sequence. In CSR, this is achieved by inferring the
actual sequence of states that generated the given observation sequence and then
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recovering the word sequence from the state sequence. The Viterbi [12] algorithm is
widely used for decoding in ASR systems. This algorithm returns a single best state
sequence for an unknown input sequence. Trace back through this sequence gives
the most likely phone and word sequence. The hypothesized transcription and the
reference transcription can then be compared by evaluating their distance according
to the Levenshtein metric, in terms of insertions, deletions and substitutions. Using
these measures, the word error rate (WER), a common evaluation measure for ASR
systems, is computed.

5 Results and Discussions

This section compares the recognition performance of the Malayalam CSR system,
when the posteriors were estimated using the MLP trained with multi-class and
pairwise classification approaches. Table 1 shows the WER of both the systems and
the percentage reduction in WER obtained when the pairwise classification
approach was used for the emission probability estimation. A strong improvement
in recognition performance was observed when the HMM emission probabilities
were computed using the pairwise classification approach i.e., a relative improve-
ment of 66.67 % and 57.23 % were obtained when the system was trained with
Dataset1 and Dataset2 respectively. This result supports the use of MLPs trained in
pairwise classification mode for the estimation of emission probabilities of HMM
states.

The pairwise approach yields a more flexible class of models than a multi-class
approach, as only one decision boundary requires attention. Number of free
parameters to be trained in the case of the two approaches, for the best recognition
performance obtained, is shown in Table 2.

Table 1 Performance of the system with multilayer perceptrons trained with multi-class and
pairwise classification approaches for HMM emission probability estimation

Training
datasets

WER % Reduction in
WER
Multi-class → pairwise

Multi-class MLP classifier Pairwise MLP classifier

Dataset1 2.67 0.89 66.67

Dataset2 3.11 1.33 57.23

Table 2 Comparison of trainable parameters: HMM with GMM emission probabilities versus
HMM/ANN hybrid approaches with MLPs trained in multi-class and pairwise classification modes
for emission probability estimation

No. of trainable parameters % Reduction in
Trainable parameters

Multi-class MLP classifier Pairwise
MLP classifier

Multi-class MLP classifier →
pairwise MLP classifier

10,475 8,700 16.95
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6 Conclusions

Recognition accuracy is an important aspect of ASR systems. They must achieve a
very high level of performance to be of general interest as a man-machine interface.
Enhancing recognition accuracy by way of improving discrimination between
pattern classes is one of the fundamentally important research areas for speech
recognition. This paper has examined the integration of MLPs trained in pairwise
classification mode as emission probability estimators in an HMM based continu-
ous Malayalam speech recognition system. The system with MLPs trained in
pairwise classification mode outperforms the system with multiclass classification
approach in terms of recognition accuracy of the spoken sentences. The proposed
pairwise approach is simple since the binary decision is learned on fewer training
examples. It also improves the generalization ability of the network because of the
redundancy in the training data and is very useful in the case of very limited training
material. Also, adding a new class or modifying the training set of an existing one
can be done without retraining all two-class classifiers.

In this work, the a posteriori probabilities obtained from the MLPs trained in
multiclass and pairwise classification modes were used as the estimates of emission
probabilities of HMM states in an HMM based Malayalam CSR system. Auto
associative neural networks and deep neural networks are two emerging alternatives
to MLPs as emission probability estimators. The use of these neural network
architectures may further improve the performance of the system.
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Design of an Aperture Type Frequency
Selective Surface with Sharp Roll -off

Poulami Samaddar, Sushanta Sarkar, Srija De, Sushanta Biswas,
Debasree Chanda Sarkar and Partha Pratim Sarkar

Abstract In this paper effort has been given to design a broad band high roll off
aperture type frequency selective surface. To achieve this, different structures like
circular, hexagonal, square and tripole are investigated and compared. Tripole is
proved to be the best element to achieve high roll off and broad band. The design
is modified as double layer to make it even more selective filter. The final design is
fabricated and measured to validate. Measured result follows the simulated result
closely.

Keywords Frequency selective surface � Aperture type � Band pass � Sharp roll off

1 Introduction

Frequency selective surface (FSS) is a periodic array of conducting patch type
element or dielectric aperture type element [1]. These types of structures show band
stop or band pass property for microwave communication. The patch type FSS
shows band reject property and aperture type FSS shows band pass property. For
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this nature FSS is used in different devices like antenna radome, frequency sub-
reflector system and many other military applications [2, 3]. This type of single
layer frequency filters suffers from very poor filtering due to bad roll off. Unwanted
frequency band interfere with desired band. To improve this problem different types
of processes like cascade technique, microstrip line technique etc. [4, 5] can be
adopted. But these kinds of process make the design complicated and very tough
for practical implementation.

In this paper different types of basic FSS elements are investigated to achieve
maximum roll off. Simulation is done using Method of Moment based software
FEKO. The simulated result is compared with practically measured result. Both the
results are in good parity.

2 Design

This paper deals with aperture type FSS. Different type of shapes (like circular,
square, hexagon, tripole etc.) etched out from a metallic sheet in a periodic interval.
These FSSs show band pass property [1]. Dielectric constant of the dielectric
(acrylic sheet) used for this experiment is 2.8 and width is 1.6 mm. The dimension
of the single element of all the four FSS is showed in the Fig. 1. The periodicity and
other perimeters of the structures are kept same so that results can be compared
properly. At the time of simulation every element is considered as a part of an
infinite array. The infinite model excites with plane wave excitation.

Fig. 1 Single cell of a hexagon, b circular, c square and d tripole aperture type FSS
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The four designs are simulated and transmission coefficients of each of them are
compared. Tripole type FSS shows best roll off among them. To get even better roll
off double layer tripole structure is also investigated. The simulation is done by
FEKO software which uses MoM for calculation purpose.

3 Result

The rolls off for different structures are shown in Table 1. A comparative roll off vs.
frequency plot is shown in Fig. 2 for Hexagonal, circular, square and tripole type
elements. It is clear from Table 1 and Fig. 2 that tripole type element is best
candidate for that. The double layer tripole type FSS provided even better roll off
than the one layer tripole FSS.

Double layer tripole is also studied. Tripoles of same dimension printed both
side of a dielectric plate. This design shows even better roll off. Comparison
between both double layer and single layer tripole is shown in Table 2 and Fig. 3.
The final double layer tripole FSS is fabricated using laser cutting technology [6].
Measurement is done in laboratory by standard microwave test bench. The practical
result shows good parity with the simulated result as shown in Fig. 4.

Table 1 Comparison of roll
off for different types of
elements

Elements Upward roll off (dB/
GHz)

Downward roll off (dB/
GHz)

Circular 2 2.67

Hexagon 1.98 2.85

Square 2.2 3.08

Tripole 5 4.63
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Table 2 Comparison of roll
off for single layer and double
layer tripole elements

Type of
FSS

Upward roll off (dB/
GHz)

Downward roll off
(dB/GHz)

Single
layer

5 4.63

Double
layer

15 33.33
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4 Conclusion

From the studies it is observed that tripole type FSS is the best selection among
circular, hexagonal and square element for high roll off factor. Roll off for tripole
FSS increases even more if double layer FSS is used. Although band width is to be
sacrificed to achieve sharp roll off, reasonable bandwidth is achieved in the final
design. The design may be used in many satellite communications, military etc.
applications etc. This work may be further extended to obtain high bandwidth and
flat response.
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Effective Classification and Categorization
for Categorical Sets: Distance Similarity
Measures

Heba Ayeldeen, Mahmood A. Mahmood and Aboul Ella Hassanien

Abstract Measuring the similarity between objects is considered one of the main
hot topics nowadays and the main core requirement for several data mining and
knowledge discovery task. For better performance most organizations are in need
on semantic similarity and similarity measures. This article presents different dis-
tance metrics used for measuring the similarity between qualitative data within a
text. The case study represents a qualitative data of Faculty of medicine Cairo
University for theses. The dataset is about 5,000 thesis document with 35 depart-
ments and about 16,000 keyword. As a result, we are able to better discover the
commonalities between theses data and hence, improve the accuracy of the simi-
larity estimation which in return improves the scientific research sector. The
experimental results show that Kulczynksi distance yields better with a 92.51 %
without normalization that correlate more closely with human assessments com-
pared to other distance measures.

Keywords Text clustering � Similarity � Classification
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1 Introduction

Text classification is important means and methods of text mining, and also a part
of data mining. Text classification is a supervised classification of documents,
which divides and categorize a text collection into several subsets called sets, the
text of each set has greater similarity than the one in different set. Text classification
differs from text clustering where labels within the data sets are well known
compared to clustering that deals with unsupervised documents [1].

Recently, semantic similarity has been applied in many different applications
including the health and medical domain. For better understanding the textual
resources, semantic similarity estimation is used [2].

Properly classifying and clustering texts based on certain criteria and trend
improves the understanding and relatedness of data. Decision makers find it easy to
extract the knowledge based on good classification [3]. Analyzing the relationships
between documents based on concepts and terms is one of the semantic analysis
methods. The best way to make use of the information retrieved rather than
rebuilding it from scratch [4].

Text categorization has recently become a hot topic in the area of information
retrieval. The main objective of text categorization is to assign free text documents
to one or more predefined categories based on their content. Traditionally this
process is performed manually by domain experts. This process is very time-con-
suming and costly, thus limiting its applicability [5]. The concepts of text similarity
and semantic similarity have been extensively developed to tackle this problem in
an automatic way. There are many text similarity methods that can be used to ease
text categorize, of these methods are: Semantic sequence kin model (SSK), which
extracts semantic sequences from a text as its feature strings, and then takes into
account both word and word position when 2 semantic sequences are compared [6].
Common semantic sequence model (CSSM), which is similar to semantic sequence
kin model, but uses another formula to calculate similarity of semantic sequences,
in which the word position is not considered [7]. Word similarity estimation has
many direct applications. In word-sense disambiguation, context terms can be
semantically compared to discover the most similar sense. In document categori-
zation or clustering, the semantic similarity between words can be compared to
group documents according to their subject. In word spelling correction, semantic
similarity can assess which is the most appropriate correction for a potential mis-
spelling according to its similarity against context words [3].

The concepts of similarity and distance are crucial in many scientific applica-
tions. Similarity and distance measurements are mostly needed to compute the
similarities/distances between different objects, an essential requirement in almost
all pattern recognition applications including clustering, classification, feature
selection, outlier detection, regression, and search. There exist a large number of
similarity measurements in the literature; thus, selecting one most appropriate
similarity measurement for a particular task is a crucial issue. The success or failure
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of any pattern recognition technique largely depends on the choice of the similarity
measurement. The similarity measurements vary depending on the data types used
[8].

The rest of this paper is organized as follows. Section 2 states brief explanation
of different similarity measures types with respect to the distance. Section 3 focus
on optimizing documents/texts as by showing mathematically comparisons between
the distance based similarity measures. Finally, Sect. 4 addresses conclusions and
future work.

2 Types of Similarity Measures

Distance based similarity measure is considered as an essential parameter for the
classification and measuring the similarity or dissimilarity between two or more
vectors/objects (Fig. 1).

Following are distance metric families with 34 different distance metrics used for
matching the distance and measuring the similarity between any two or more
vectors.

2.1 L1 Minkowski Distance Metric Family

In L1 distance metric family all distance metrics are defined for p ¼ 1.

1. Sorenson distance [9]

dSor A;Bð Þ ¼ 2c
aþ b

ð1Þ

We say two points are adjacent if their L1 distance is defined for a = 1. Eq. 1, is
known as Sorenson distance sometimes called or Bray Curtis where difference is
normalized by the sum of feature vectors at each dimension.

Fig. 1 Variables in similarity equations. a Set1. b Set2. c Intersection/common features.
d Information system/dataset
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2. Kulczynksi distance [9, 10]

dKul P;Qð Þ ¼
a

aþb þ a
aþc

� �

2
ð2Þ

While Eq. 2 shows that the Kulczynksi distance is measures as the difference of
the two vectors A and B normalized by the minimum value between two of the
features in A and B.

3. Gower distance [9, 10]

dGow A;Bð Þ ¼ aþ d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a� cð Þ aþ cð Þ bþ dð Þ cþ dð Þp ð3Þ

In 1985, Gower defined a general similarity coefficient to overcome this as in
Eq. 3 where A and B for binary variables stands for the presence/absence of that
variable.

2.2 Inner Product Distance Metrics Family

The inner product distance metrics family deals exclusively with similarity mea-
sures which incorporate the inner product of two vectors yields a scalar and is
sometimes called the scalar product or dot product.

1. Cosine Similarity [9–16]

dCos A;Bð Þ ¼ a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

aþ bð Þ aþ cð Þ2
q ð4Þ

Ochiai and Carbo are other names to the cosine co-efficient. As given in Eq. 4,
the distance is measured based on the angle between two vectors and is thus
often called the angular metric.

2. Jaccard Coefficient [9–11, 13, 15, 17–19]

dJackðA;BÞ ¼ a
aþ bþ c

ð5Þ

Similarly Eqs. 4 and 5 measure the similarity between two vectors as it gives the
minimum value for more similar feature vectors.

3. Dice Coefficient [9, 10, 17]

dDice A;Bð Þ ¼ 2a
2aþ bþ c

ð6Þ
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Dice distance is very sensitive to small changes as the numerator is multiplied
by factor 2.

2.3 Squared Chord Distance Metrics Family

1. Squared Chord [9, 10]

dSchi A;Bð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 1� a
aþ bð Þ aþ cð Þ

� �

s

ð7Þ

The sum of geometric means
ffiffiffiffiffiffi

AB
p

, where A referred to as fidelity similarity or
squared chord distance metric. Squared chord distance is given by Eq. 7. In
squared chord distance, the sum of square of square root difference at each
dimension is taken which increases the difference for more dissimilar feature
vectors. This distance cannot be used for feature space with negative values.

2. Hellinger distance [9]

dHeling P;Qð Þ ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� a
aþ bð Þ aþ cð Þ

� �

s

ð8Þ

The Hellinger distance is another way to measure the distance to check the
similarity of even the dissimilarity of two or more points. In 1909 introduced by
Ernst Hellinger is the Hellinger distance which is used to quantify the similarity
between two probability distributions. Talking about the discrete distribution,
for two discrete probability distributions A and B their Hellinger distance is
defined as in Eq. 8 which is directly related to the Euclidean norm of the
difference of the square root vectors.

2.4 Other Distance Metrics

1. Average distance [9, 13]

dAvg A;Bð Þ ¼ R a� bj j þmax a� bj j
2

ð9Þ

Distance given by Eq. 9 is just the average of city block and Chebyshev
distance.

Effective Classification and Categorization for Categorical … 363



2. Sokal and Sneath II [10, 17]

SSOKAL&Sneath�II ¼ a
aþ 2bþ 2c

ð10Þ

For the similarity measure as in Eq. 10, this measure has a minimum value of 0,
has no upper limit, and is undefined when there are no non matches (b = 0 and
c = 0).

3 Experimental Results

The main target of the study is to increase the scientific research field in the different
faculties of Cairo University. To do so, we focused in the theses mining concept for
instance for the Faculty of Medicine, Cairo University. Data was collected from the
digital library of the Faculty of Medicine and then cleansed for further process. The
data collected was theses documents including the title of the theses and the abstract
with keywords. The theses documents are classified into Master and doctorate
theses. Documents are tracked within the last 10 years separated and categorized
based on the departments within the Medicine school. Data collected was 4,878
theses with 15,808 keyword across all departments.

Faculty of Medicine in Cairo University is classified into 35 departments. The
aim of the work is to find out the departments that can work together easily to
increase the research within the faulty. As well as making it easy for departments to
find a way to increase the research within each department.

Different distance measures were applied to get the nearest departments that can
work together. Results includes measures of the equations Euclidean distance, City
block distance, Sorenson distance, Kulczynksi distance, Cosine Similarity, Jaccard
Coefficient, Dice Coefficient, Hellinger distance, Sokal and Sneath and Johnson
similarity equation.

As previously mentioned, the main objective is to find out the best of depart-
ments’ combinations that can collaborate easily together. After applying the Cosine
similarity on four randomly selected departments (Anatomy, Andrology, Anes-
thesia and Cardiology), the results shows for instance that the department of
Anatomy can work easily with the department of Cardiology with a percentage of
60 %. While the department of Anesthesia with Cardiology by 90 %. While after
applying the Dice distance equation the combination of Anatomy with the Cardi-
ology decreased to 40 %. Then the results decreased again with the Jaccard
Coefficient, Sokal and Sneath as well as Sorenson; and increased again with the
Kulczynksi distance equation Tables 1, 2, 3, 4, 5, 6.

After making comparisons between the different distance equations (Cosine
similarity distance, Dice Coefficient, Jaccard Coefficient, Sokal and Sneath dis-
tance, Kulczynksi distance and Sorenson distance), we find out that the Kulczynksi
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Table 1 Applying cosine similarity

Departments Anatomy Andrology Anesthesia Cardiology

Anatomy 1 0.6 0.2 0.5

Andrology 0.6 1 0.3 0.6

Anesthesia 0.2 0.3 1 0.9

Cardiology 0.5 0.6 0.9 1

Table 2 Applying Dice coefficient

Departments Anatomy Andrology Anesthesia Cardiology

Anatomy 1 0.6 0.1 0.4

Andrology 0.6 1 0.2 0.5

Anesthesia 0.1 0.2 1 0.9

Cardiology 0.4 0.5 0.9 1

Table 3 Applying Jaccard coefficient

Departments Anatomy Andrology Anesthesia Cardiology

Anatomy 1 0.4 0.1 0.3

Andrology 0.4 1 0.1 0.3

Anesthesia 0.1 0.1 1 0.8

Cardiology 0.3 0.3 0.8 1

Table 4 Applying Kulczynksi distance

Departments Anatomy Andrology Anesthesia Cardiology

Anatomy 1 0.7 0.5 0.6

Andrology 0.7 1 0.5 0.6

Anesthesia 0.5 0.5 1 0.9

Cardiology 0.6 0.6 0.9 1

Table 5 Applying Sokal and Sneath distance

Departments Anatomy Andrology Anesthesia Cardiology

Anatomy 1 0.3 0 0.2

Andrology 0.3 1 0 0.2

Anesthesia 0 0 1 0.7

Cardiology 0.2 0.2 0.7 1
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Table 6 Applying Sorenson distance

Departments Anatomy Andrology Anesthesia Cardiology

Anatomy 1 0.1 0 0.1

Andrology 0.1 1 0 0.1

Anesthesia 0 0 1 0

Cardiology 0.1 0.1 0 1

Fig. 2 Anatomy with others

Fig. 3 Andrology with others

Fig. 4 Anesthesia with
others
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distance is better that any other equations used as shown in the figures below which
is more relevant to human assessments (Figs. 2, 3, 4 and 5).

4 Conclusion and Future Work

In this paper, we showed mathematically how texts can be clustered by using
different similarity distance equations on documents. By taking an example where
theses documents were clustered and classified better with the Kulczynksi distance
by 92.51 % directly without applying normalization than other distance measures.
Other algorithms can be considered as well for future work, like applying the
genetic programming; neural networks and comparing the results simultaneously.
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Case-Based Reasoning: A Knowledge
Extraction Tool to Use

Heba Ayeldeen, Olfat Shaker, Osman Hegazy
and Aboul Ella Hassanien

Abstract Case-based reasoning (CBR) is a relative newcomer to AI and is commonly
described as anAI aswell as KM technology. Case-BasedReasoning is considered as a
methodology not a technology to use. Finding the similarities between objects aswell as
knowledge extraction sometimes is a complicated issue to handle concerning decision
makers and executive managers. Learning from previous failures and successes saves
plenty of time in understanding the problems and visualizing the data. CBR as a process
is one of the most used methods to solve the problem of knowledge capture and data
understanding. In this paper we show mathematically the usage of CBR in clustering
documents and finding correlations between medical data by using CBR with DB
technology as an application. Results yield to an increase in comparison to human
assessments and not using CBR methods.

Keywords Case-based reasoning � Nearest neighbour � Knowledge discovery �
Rough sets algorithm � Problem-solving

1 Introduction

The field of AI is widely spread to aid in problem solving and deals with the
uncertain information. By the late 1980s and 1990s, AI research had also developed
highly successful methods for dealing with uncertain or incomplete information [1].
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Many subfields within AI technology appeared that deal with the construction
and study of systems that can learn from data, rather than follow only explicitly
programmed instructions. With the techniques within Cognitive science, machine
learning, support vector machines and others, the problem of finding similarity
between objects would be much easier to cope with the environmental and tech-
nological changes. Machine learning focuses on prediction, based on known
attributes properties learned from the training data [2–5].

Compared to other AI approaches, CBR has several advantages, one of the main
added-value is that the training time will be reduced for the solution selection. Case-
based Reasoning (CBR) is a problem solving methodology that addresses a new
problem by first retrieving a past, already solved similar case, and then reusing that
case for solving the current problem. CBR is is one of the most used and successful
machine learning methodologies that makes the most of a knowledge-rich repre-
sentation of the different application domains [6–8].

This paper will discuss three different CBR applications, that CBR describes a
methodology for problem solving. Section 2 identifies the main characteristics in
the life-cycle of a CBR system. While Sects. 3 and 4 discusses CBR using nearest
neighbour and CBR using database technology. Section 5 is showing a case study
on the usage of DB technology to find the similarity between cases. Section 6
shows the interpreting results and discussion. The last section is the conclusion and
future work.

2 Knowledge Discovery

As part of knowledge management, knowledge discovery is the process of
searching through large volumes of information and extracting subsets of infor-
mation relevant to a given task. The knowledge discovery process consists of
several steps as shown in flowchart 1 [9] (Fig. 1).

1. Understanding the target domain
Knowledge relevant to a domain must be acquired. Knowledge discovery goals
should be identified that benefit the user of a system.

2. Selecting a dataset
A variety of datasets may contain useful domain knowledge, and the datasets
thought to contain the best information should be selected.

3. Data cleaning
Many datasets include noise. The data cleaning stage is concerned with
removing this noise and accounting for missing information.

4. Choosing a data mining algorithm
The knowledge discovery goals from step (1) should be matched with an
appropriate data mining strategy.

5. Data mining
In this step the datasets chosen in step (2) are searched for patterns of interest.
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6. Interpreting results
This may involve visualization of extracted patterns or a return to any of the
previous steps if problems are discovered.

7. Acting on discovered knowledge
This may involve reporting knowledge discovered to a user, incorporating the
knowledge with a local knowledge base, or checking for inconsistencies with
the discovered knowledge and previously acquired knowledge.

This process is interactive and may be repeated any number of times until useful
knowledge has been discovered.

3 Case-Based Reasoning

The problem solving life-cycle in CBR system consists mainly of the following four
parts: Retrieve cases from previously ones; Reuse the old cases to find the alter-
native solution needed; Revise the solutions/cases you have got, maybe make some
adaptations and Retain the solution after testing and validation [6] (Fig. 2).

Case representation is one of the main tasks within CBR processes [6, 9, 10].
Case indexing refers to assigning indexes to previous cases to ease the process of

Fig. 1 Knowledge discovery
process
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retrieval or even making modifications to the cases. It is preferable that these
indexes should reflect the important features within the cases like the main attri-
butes affecting the success or the failure of the case, and describe the circumstances
in which a case is expected to be retrieved in the future [6, 9].

It is also important to include the measure of success or failure of the case in the
case description with stating the different levels of success or failure. Now you have
got the completed knowledge required to that case [6].

Case reuse and learning from previous experiences, eliminates the effort and
time taken to solve the new coming problem. Different techniques of case selection
can be used to retain the best/optimum solution required. Based on the problem you
have and the circumstances around it, you start making adaptations on the previous
cases near to what you want. So rather than spending so much time of getting the

Fig. 2 Problem solving
life-cycle in CBR system
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solution, you make use of the old previous solutions you have in the case ware-
house [6, 11, 12].

Before retaining the best or near optimum solution(s), testing and validating with
the user or the decision maker is very important task to do. According to the test
taken in advance, case is retained [9, 13].

Finally it can be concluded that Case-based reasoning (CBR) is the process of
solving new problems based on the solutions of similar past problems [10, 11].

4 CBR Using Nearest Neighbour

As mentioned before, there are various CBR techniques used to find the similarities
and the correlation between patterns. Nearest neighbour techniques are the most
widely used technology in CBR since it is provided by the majority of CBR tools
like the Wayland system which is a CBR system that was implemented using a
CBR tool called caspian [1, 6].

In nearest neighbour algorithm the similarity of the problem case to a case in the
case-library for each case attribute is determined. This measure may be multiplied
by a weighting factor. Then the sum of the similarity of all attributes is calculated to
provide a measure of the similarity of that case in the library to the target case [1, 6].
This can be represented by Eq. 1:

Similarity T; Sð Þ ¼
X

n

i¼1

f ðTi; SiÞ � wi ð1Þ

where

T is the target case
S the source case
n the number of attributes in each case
i an individual attribute from 1 to n
f a similarity function for attribute i in cases T and S
and w the importance weighting of attribute i.

This calculation is repeated for every case in the case-library to rank cases by
similarity to the target.

5 CBR Using Database Technology

CBR could be implemented using database technology as its simplest form. Dat-
abases are efficient means of storing and retrieving large volumes of data. Case-
based systems make their decisions based on experiences of past situations. They
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try to acquire relevant knowledge of past cases and previously used solutions to
propose solutions for new problems. If a direct match for an open problem is found
in the database, the solution from the matching case is returned. Otherwise, the case
is chosen that most closely matches the open problem. Then, the solution applied to
the chosen past case is adapted for the open problem. Case-based systems are well
suited for learning correlation patterns [1, 14].

The problem with using database technology for CBR is that databases retrieve
using exact matches to the queries. This is commonly augmented by using wild
cards, such as MAN matching on WOMAN and MANKIND. The use of wildcards,
Boolean terms and other operators within queries may make a query more general,
and thus more likely to retrieve a suitable case, but it is not a measure of similarity.
However, it is possible to use SQL queries and measure similarity [1, 14].

6 Applying DB Technology to Find Similarity Between
Objects: Case Study

It is not easy to find the similarity between objects and get the correlation between
them. Mainly we are concerned with medical data, Breast cancer patients in Egypt.
First step is to make use of the DB technology to build the case library.

The structure of the data is as follows: Patient number, Patient type (Control,
Fibroadenoma and Cancer patients), Age, Family history, diabetes, hypertension
and other proteins parameters like (LAPTM-4B, OPG, RANKL and YKL-40).

These proteins can be used to identify whether the patient has breast cancer or
they are considered as control healthy patients.

6.1 Subject and Methods

Subjects All the breast cancer patients involved in the study were diagnosed at
department of Biochemistry and Molecular Biology of Kasr Alainy Hospital of
Cairo University. To detect the relationship between LAPTM4B polymorphism and
breast cancer vulnerability, one hundred three breast cancer patients and eighty
cancer-free healthy controls who were recruited from patients undergoing annual
physical examination at Kasr Alainy Hospital of Cairo University were investi-
gated. To analysis the association between LAPTM4B gene polymorphism and
OPG gene protein, a long term clinical follow up were enrolled. For all participants
in this study, written informed consent was obtained as delineated by the protocol
which was approved by the Ethical Committee of Cairo University.

The studied subjects were divided into three groups as follows: Group I: (n = 80)
healthy females as a control group. Group II: (n = 40) patients with fibroadenoma.
Group III: (n = 88) patients with breast carcinoma, they were classified according to
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TNM grading system into 11 cases in stage II, 57 cases in stage III and 20 cases in
stage IV. This group included 68 non metastatic breast cancer patients and 20
metastatic subjects.

The Inclusion criteria includes adult females, age ranged from (20–70) years
with no previous treatment with chemotherapy or radiotherapy. While the exclusion
criteria includes age below 20 and above 70 years, previous treatment with che-
motherapy or radiotherapy, other malignancy.

Written consent forms were signed by all participants in this study including the
controls. Also, this study was approved by the ethical committee of Kasr Alainy
Hospital, Cairo University. All cases were subjected to estimation of LAPTM4B
protein level in serum. The fibroadenoma and carcinoma biopsies were examined
histopathologically.

From each subject, blood sample was taken and separation of serum was made
and used for estimation of LAPTM4B level by ELISA technique.

Methods Detailed history was taken putting in consideration the course of ill-
ness, age of onset of the disease, mode of presentation and family history of the
cancer.

The protein was extracted from whole blood serum of both patients and control
group with QIAamp DNA mini kit (Qiagen, Hilden, Germany), following the
manufacturer’s instructions.

6.2 Tools and Statistical Analysis

All statistical analysis in our study were carried out with WEKA 3.7.9 (WEKA, The
university of Waikato). Genotypic frequencies were tested for correlation using the
P-value test. The presentation software PHP 5.5 was used and by the usage of
MySQL tool, We have collected a case warehouse for breast cancer patients.

7 Interpreting Results

Spending a lot of time in search as well as finding the symmetry of different sets/
article/documents/relations is considered the domain problem for organizations. We
take the advantages of KM in our case study, where all data is stored and indexed
by the usage of DB technology within case-based tools. The benefits of this CBR
tool is to help decision makers and executive managers analyze and take the right
decision at the right time.

Tables 1 and 2 show samples of the data used within the case library.
After using DB technology as a storage and indexing tools, PHP tool was used to

build the interface of the CBR system. The figures below show the interface of the
CBR tool we built where user can easily move from step to another.
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Making use of the DB technology yield to increase in time saving for case
retrieval. For instance we want to retrieve all healthy patients:

SELECT *
FROM ‘dataset’
WHERE ‘PtType’ = 0
ORDER BY ‘dataset’. ‘PtType’ DESC.
As discussed in Sect. 4 by using patterns, wild cards as well as table joins we can

make the query more complicated to achieve/retrieve the targeted case.
SELECT pttype.PtType, Age, hypertension, Diabetes, FamHis, LAPTM4B,

RANKL, OPG, YKL40
FROM dataset, pttype
WHERE pttype.ptid = dataset.pttype
AND dataset.PtType = 0
Finding correlations between parameters is a good indicator for accuracy.

Equation 2 is used to measure the correlation between the proteins used in the data
set.

r ¼ 1
n� 1

X x� x0

Sx

� �

y� y0

Sy

� �

ð2Þ

After different queries selections and joining, results yield that there is a cor-
relation between the two proteins LAPTM-4B and OPG where when new case is
added if the LAPTM-4B value is ≤710 it is 98.1 % to be cancer patient and with the
correlation with OPG if OPG value is ≥23.96 there is a probability that the patient is
a healthy one.

Table 1 Sample data and
protein analysis for cancer-
free healthy controls

Index Age Menst. H LAPTM4B (pg/ml) OPG

CC1 44 Pre 202.3 12.5

CC2 45 Pre 613.2 10.6

CC3 47 Pre 646.7 22.1

CC4 44 Pre 613.2 17.4

CC5 53 Post 710 9.7

Table 2 Sample data and
protein analysis for cancer
patients

Index Age Family. H LAPTM4B
(pg/ml)

OPG

CAN1 52 Yes 518.7 106.5

CAN2 62 Yes 749.8 111.048

CAN3 62 No 829.4 70.068

CAN4 42 Yes 1,033.9 47.976

CAN5 45 Yes 2103 80.25
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8 Conclusion and Future Work

No one can deny the importance of databases and database management systems to
organizations. Databases technologies aid in the data definition as well as data
administration where monitoring users and manipulating data integrity take place.
Databases are used to support internal operations of organizations. The database
technology has been used in various applications where DB can be used to hold
administrative information and more specialized data.

From the study provided in this paper, it can be concluded that by using the CBR
techniques with respect to the DB technology results in saving much time in the
search and seeking the solutions with a 98.1 % increase in comparison to human
assessments and not using CBR applications.

Many other CBR applications maybe used in the future for showing the
advantages of using CBR methodologies. Rough sets and the nearest neighbour
applications methods are in the future plans as well as similarity measures to find
correlation and asymmetry between objects.
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Implementation of New Framework
for Image Encryption Using Arnold 3D
Cat Map

Kunal Kumar Kabi, Bidyut Jyoti Saha, Arun Chauhan
and Chittaranjan Pradhan

Abstract Chaotic map can be used for the image security. Arnold 2D cat map is a
common and simple technique out of the different chaotic maps. This technique
may be extended to three dimension. Thus, we have proposed a new framework for
the image encryption using Arnold 3D cat map. Histogram analysis shows the
effectiveness of Arnold 3D cat map as compared to 2D. Also, this framework better
resists the differential attacks as compared to the Arnold 2D cat map.

Keywords Encryption � Chaotic map � Arnold 2D cat map � Arnold 3D cat map �
Image security

1 Introduction

Chaotic maps are useful to ensure security because they are easy to generate, are
deterministic and are extremely difficult to predict [1–3]. The architecture of these
maps is composed of substitution and diffusion. In the substitution stage, chaotic
map is employed to shuffle the image pixels. In diffusion stage, pixel values are
altered sequentially so that the change made to a particular pixel depends on the
previous pixels [1]. These maps are categorized as: 1D, 2D and 3D. 1D chaotic
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maps are easy to generate; but, prone to attack due to less number of security keys.
2D maps provide better security due to the increased number of security keys [2].

In 2010, Ding [4] proposed an image encryption algorithm using improved
Arnold transform. In 2011, Jin [5] has proposed a digital watermarking algorithm
based on Arnold transform. In 2012, Ye and Wong [6] proposed an improved
technique using generalized Arnold for the image encryption. In 2012, Pradhan
et al. [7] proposed an imperceptible digital watermarking using 2D Arnold map as
well as cross chaos map.

When better security is the requirement for the image, higher level of security
keys are required. This can be provided by increased dimension. Here, we have
extended Arnold 2D technique to Arnold 3D. Section 2 describes Arnold 2D cat
map. Section 3 contains our improved Arnold 3D cat map technique and the result
analysis of the image encryption using Arnold 3D cat map compared to Arnold 2D
cat map.

2 Arnold 2D Cat Map

Arnold cat map is a kind of cut-out transformation [8, 9]. It is a type of diffusion
cryptosystem [1]. Here, an image is hit with the transformation that apparently
randomizes the original organization of its pixels. The number of iterations taken to
regenerate the original image is called as Arnold period [7]. We have to choose one
number less than the period as the encryption key. The remaining iterations is used
as the decryption key. It includes two keys or control parameters [6]:

x0

y0

� �

¼ 1 a
b abþ 1

� �

� x
y

� �

mod N ð1Þ

where, a and b are any positive numbers. N is the size of the square image.
x; y 2 0; 1; . . .N � 1:

3 Proposed Algorithm

3.1 Arnold 3D Cat Map

Based on Arnold 2D cat map, a 3D cat map has been developed by using c and d as
extra parameters.
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3D Arnold cat map is chaotic in nature and produces pseudo-random numbers;
which can be used for the image encryption. In this method, (x, y) and (x′, y′) are the
positions of image pixels before and after mapping, z and z′ represent the gray scale
intensity values of image before and after mapping in Arnold 3D cat map equation.
Here, we have changed z into f and modify the 3D cat map as:

x0

y0

� �

¼ 1 a
b abþ 1

� �

� x
y

� �

mod N

f 0 ¼ cxþ dyþ fð Þmod M

8

<

:

ð3Þ

where, N is image size, M is the color level. Since we have taken gray scale image,
M 2 ½0; 255�. Dual encryption is achieved in this 3D cat map since shuffling and
substitutions techniques are used. Here, the 3D cat map shuffles the pixel positions
with 2D Arnold cat map. Similarly, it substitutes gray values depending on the
positions and original gray values of pixels. The results for Arnold 3D cat map for
image encryption is shown in Fig. 1.

3.2 Result Analysis

This section compares the differences of intensity values of images using histogram
analysis. The original image is encrypted using both the techniques Arnold 2D cat
map and Arnold 3D cat map.

Fig. 1 Results for image
encryption using Arnold 3D
cat map
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Figure 2 depicts the histogram analysis for number of pixels versus intensity
values for digital image. The Arnold 2D map and Arnold 3D map are applied on a
certain image and plotted on a single graph to represent the pixel variations after
encryption process. The analysis shows that Arnold 3D cat map is more uniformly
distributed than Arnold 2D cat map. Hence, it improves the security and makes it
effective to use.

3.3 Differential Attack Analysis

Differential attack is also known as chosen plaintext attack, where a pair of cipher
text is obtained related to plain text. The resistance to differential attack can be
measured with number of pixel change rate (NPCR) and unified average changing
intensity (UACI) [10] as:

NPCR ¼
P

i;j Kði; jÞ
a � b � 100% ð4Þ

Fig. 2 Histogram analysis for Arnold 2D and Arnold 3D map
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where, a and b are height and width of two pixels. If both pixels contain the same
value, K(i,j) = 1; otherwise, K(i,j) = 0. Analysis says higher the NPCR value,
greater the resistance to differential attack.

UACI ¼
P

i; j
B i; jð Þ�B0ði; jÞj j

255

n o

a � b � 100% ð5Þ

where, B(i,j) and B′(i,j) are the pixels of two images.
We have calculated NPCR and UACI under same initial conditions and

parameters for Arnold 3D cat map. Further, we have compared our results with the
results in Arnold 2D map. Table 1 depicts the simulated results of NPCR and
UACI.

From above results, we can see that the NPCR and UACI of Arnold 3D cat map
are better than Arnold 2D cat map. It shows that Arnold 3D cat map is more robust
against differential attack.

Figure 3 shows that decryption takes more time than encryption in both the
cases, which makes it difficult to attack by attackers. As 3D chaotic maps involve
more controlling parameters than the 2D chaotic map, these are more secured.

Table 1 NPCR and UACI
values Arnold 2D map Arnold 3D map

NPCR 98.92 99.56

UACI 33.50 33.24

Fig. 3 Encryption and
decryption time
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4 Conclusion

This paper proposes a new framework of image encryption using Arnold 3D cat
map. The effectiveness of this encryption has been verified by the histogram
analysis. Also, the security of this technique has been evaluated against the dif-
ferential attacks using NPCR and UACI values. The result shows that our proposed
technique provides better security and resistant to the common differential attacks.

References

1. Wong, K.W.: Image encryption using chaotic maps. In: Intelligent Computing Based on
Chaos, vol. 184, pp. 333–354. Springer, Berlin (2009)

2. Abuhaiba, I.S.I., Abuthraya, H.M., Hubboub, H.B., Salamah, R.A.: Image encryption using
choatic map and block chaining. Int. J. Comp. Netw. Inf. Secur. 7, 19–26 (2012)

3. Ahmad, M., Alam, M.S.: A new algorithm of encryption and decryption of images using
chaotic mapping. Int. J. Comp. Sci. Eng. 2(1), 46–50 (2009)

4. Ding, M.: Digital image encryption algorithm based on improved Arnold transform. In:
International Forum on Information technology and Applications, pp. 174–176, IEEE (2010)

5. Jin, X.: A digital watermarking algorithm based on wavelet transform and Arnold. In:
International Conference on Computer Science and Service System, pp. 3806–3809, IEEE
(2011)

6. Ye, G., Wong, K.W.: An efficient chaotic image encryption algorithm based on a generalized
arnold map. Nonlinear Dyn. 69(4), 2079–2087 (2012)

7. Pradhan, C., Saxena, V., Bisoi, A.K.: Imperceptible watermarking technique using Arnold’s
transform and cross chaos map in DCT domain. Int. J. Comp. Appl. 55(15), 50–53 (2012)

8. Liu, H.: A novel image encryption algorithm based on improved 3D chaotic cat map. In:
International Conference for Young Computer Scientists, pp. 3016–3021, IEEE (2008)

9. Pradhan, C., Mishra, S., Bisoi, A.K.: Non blind digital watermarking technique using DWT
and cross chaos. In: International Conference on Communication, Computing and Security.
Procedia Journal, pp. 897–904 (2012)

10. Wu, Y., Noonam, J.P., Agaian, S.: NPCR and UACI randomness tests for image encryption.
Cyber J. Multi. J. Sci. Technol. J. Sel. Areas Telecommun. 31–38 (2011)

384 K.K. Kabi et al.



Case Selection Strategy Based on K-Means
Clustering

Heba Ayeldeen, Osman Hegazy and Aboul Ella Hassanien

Abstract Knowledge acquisition is considered as an extraordinary issue con-
cerning organizations and decision makers nowadays. Learning from previous
failures and successes saves plenty of time in understanding the problems and
visualizing data. Case-based Reasoning (CBR) as a process is one of the most used
methods to solve the problem of knowledge capture and data understanding. In this
paper we proposed an approach for clustering theses documents based on CBR
combined with lexical similarity and k-means algorithm for cluster-dependent
keyword weighting. The cluster dependent keyword weighting help in partitioning
and categorizing the theses documents into more meaningful categories. The pro-
posed approach yield to 91.95 % increase of using CBR in comparison to human
assessments.

Keywords Knowledge management � Semantic similarity �Case-based reasoning �
K-means

1 Introduction

Saving a lot of time in finding the optimum solution is considered as a win-
win situation. Organizations nowadays, focus on reducing time; effort and resources
as well in every single cycle process they do [1]. Case-based Reasoning is con-
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sidered as a full whole integrated system that aid in decision making and planning
as well [2].

Case-based Reasoning (CBR) system is a full computational process of dis-
covering patterns in large data sets involving methods at the intersection of artificial
intelligence, machine learning, statistics, and database systems. Simply, CBR refers
to extracting or “mining” knowledge from large amounts of preexisting data [3–6].
Spending a lot of time in search as well as finding the symmetry of different sets/
article/documents and even the relations between objects is considered as the
domain problem for organizations. For instance in universities, graduate students
take a lot of time in searching, sorting and finding related work for research. On the
other hand, staff members spend time in categorizing and classifying related articles
based on certain research trend(s) (i.e. year/topic/point of research/results) [5, 7].

Case-based reasoning mainly focuses on overcoming the withdrawals within
organization. As a concept, CBR deals with learning from previous experiences to
solve new problems. The main advantages of CBR systems are [7–9]:

• Problem definition and understanding.
In situations where insufficient or imprecise data and concepts exists, a case-
based reasoner can still be developed using only a small set of cases from the
problem domain. As an important step in CBR is the problem representation,
where cases are briefly explained and indexed with specific attributes/properties.

• Reducing the knowledge acquisition.
After the case or problem is well represented, the waste of time and the need to
extract a solution from scratch would be eliminated. The Knowledge acquisition
tasks of CBR consist primarily of the collection of relevant existing experiences/
cases/problems and their representation and storage within the data warehouse.

• Avoiding repeating mistakes made in the past.
A system like CBR system where failures are recorded as well as successes, and
perhaps the reason for those failures, information about what caused failures in
the past can be used to predict potential failures in the future.

• Making predictions.
When information is stored whether success or failure, the case-based reasoner
would be able to easily predict the success of the solution suggested for a current
problem.

• Avoiding repeating steps.
In problem domains that require significant processes to create a solution from
scratch, an earlier solution or maybe modification can be easily found by reusing
a previous solution for solving other problems.

Finally it can be concluded that Case-based reasoning (CBR) is the process of
solving new problems based on the solutions of similar past problems.

The rest of this paper is organized as follows. Section 2 discusses main fun-
damentals of CBR used in solving/selecting solutions. Section 3 briefly describes
the importance of using lexical similarity to find relatedness of texts and documents.
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While Sect. 4 shows a case study and steps involved in selecting the case by lexical
similarity with k-means clustering. Section 5 shows the interpreting results of the
case study. The last section, presents experimental results and conclusion.

2 Case-Based Reasoning: Overview

Case-Based Reasoning is able to utilize the specific knowledge of previously
experienced problems situations or cases.

2.1 CBR Life-Cycle Processes

In order to ease time taken to find the optimum solutions or even alternative
solutions CBR is the answer. CBR is considered as a group of methodologies
combined together to predict and make the process of knowledge acquisition easier.

Below are the main processes involved within the problem solving life cycle in a
CBR system [7, 9, 10]:

1. Retrieve
As previously shown in Fig. 1, when we have a new case or problem for
instance to solve, similar previously experienced cases can be easily retrieved
from the data warehouse of the CBR system.

2. Reuse
The reusing of the cases would be an option by copying or even integrating the
solutions from the cases retrieved.

3. Revise
Revising or adapting the solution(s) retrieved in an attempt to solve the new
ones.

4. Retain
Retaining the new solution once it has been validated, hence the process of
knowledge acquisition and understanding the problem is valid now (Fig. 2).

Fig. 1 Case-based reasoning system
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Understanding the problem domain to easily capture the knowledge needed is
concerning organizations nowadays. Text representation and data visualizations can
be easily accessed by using CBR and make use of every single process within life-
cycle of CBR system.

3 Lexical Similarity for Text and Document Mining

It is not easy to find the similarity between objects and get the correlation between
them. Semantic and lexical similarity as well as text clustering are important means
and methods of mining in texts. Text clustering is an unsupervised classification of
documents and objects, which divides a text collection into several subsets called
clusters, the text of each cluster has greater similarity than the one in different
cluster in mean of categorizations of objects [11].

Making predictions and planning concern all decision makers. Properly classi-
fying and clustering texts based on certain criteria and trend improves the under-
standing and relatedness of data to easily extract the knowledge based on good
classification [11, 12]. The processes of retrieving data; reusing; validating and
retaining solutions are considered as the best way to make use of the information
rather than rebuilding solutions from scratch. Analyzing the relationships between
documents based on concepts and terms is one of the semantic analysis methods [11].

Fig. 2 Case-based reasoning
life cycle process
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The classification and prediction models are two data analysis techniques that are
used to describe classes and predict future data classes. Classification is the process
of finding a model/function of technique that describes and differentiates data
classes or concepts, for the purpose of being able to use the model to predict the
class of objects whose class label is unknown [13, 14].

On the other hand, cluster analysis is a method that organizes a large set of
unordered text documents into a small number of meaningful and coherent clusters/
categories by which similar records are grouped together [5]. A clustering is a
collection of data objects that are similar to one another within the same cluster and
are dissimilar to the objects in other clusters. An organization can take the hierarchy
of classes that group similar events. Text document clustering groups similar
documents that to form a coherent cluster, while documents that are different have
separated apart into different clusters [4].

3.1 K-Mean Clustering Algorithm

K-means clustering is an algorithm to group and categorize objects based on spe-
cific features into k number of groups. Clustering is achieved by minimizing the
sum of the squares of distances between data and the corresponding centroid of the
cluster. The main idea is to assign k-centers for each cluster; however, a better way
to select k is to place them as far away from each other as possible and associate
each data point in a given data set with the nearest centroid. At this point, k new
centroid must be recalculated as bar centers of the clusters resulting from the
previous step. Given these new k new centers, a new binding between the same data
set points and the nearest new centroid must be performed [4, 6]. The k centers
change their location iteratively until no more changes occur. Finally, the k-means
algorithm aims to minimize an objective function, in this case a squared error
function. The objective function is defined as [15]:

J ¼
Xx

j¼1

Xk

i¼1

jjx ji � Cijj2 ð1Þ

where jjx ji � Cijj2 is a distance measure between a data point and the cluster center.
This is an indicator of the distance between the n data points and their respective
cluster centers. Algorithm 1 shows the steps for segmenting images into regions
using the k-means clustering algorithm.
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4 Case Study

4.1 Data Collection

Data was collected from the digital library of Faculty of Medicine, Cairo Univer-
sity. Faculty of Medicine in Cairo University is classified into 35 departments. The
data collected was theses documents including the title of the theses and the abstract
with keywords. The theses documents are categorized into Master and doctorate
theses. Documents are tracked within the last 10 years separated and categorized
based on the departments within the Medicine school. About 4,878 theses data was
collected and about 15,808 keyword in the theses data.

Algorithm 1 K-means clustering algorithm

1. Compute the intensity distribution /*the histogram of intensities*/.
2. Initialize the centroids with k random intensities /*the number of clusters to be

found*/.
3. Initialize lii

k ¼ 1
4. FOR: Each cluster Cj

5. REPEAT:
6. Cluster the points based on distance of their intensities from the centroid

intensities.

CðiÞ :¼ argmin
i

jjxðiÞ � lijj2 ð2Þ

7. Compute the new centroid for each of the clusters

li ¼
Pm

i¼1 1cðiÞ¼jxi
Pm

i¼1 1cðiÞ¼j
ð3Þ

where i iterates over the all intensities, j iterates over all the centroids, and mi is
the centroid intensity.

8. UNTIL: cluster labels of the image does not change anymore.
9. ENDFOR.

4.2 Problem Definition

The aim of the work is to find out the departments that can work together easily to
increase the research field in the different faculties of Cairo University. To do so, we
focused on the theses mining concept for instance for Faculty of Medicine, Cairo
University.
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4.3 Case Selection by Lexical Similarity and K-Means
Algorithm

After refining the keywords within the data sets and removing the stop words, the
steps below were used: With the huge amount of data collected, knowledge is then
extracted stating that certain departments have potential impact in working together
for the purpose of increasing the level of scientific research and helping students in
the information retrieval though the theses mining. After calculating the score wait
for the tile and the abstract as well, we have (Table 1):

Algorithm 2 Lexical similarity following K-means

• Iteration 1
After looping on the keywords, use lexical similarity and start getting all
departments in which keyword exists in theses data

• Iteration 2
Based on combinations from the first iteration, calculate the score weight of
keywords over all theses document title

• Iteration 3
Calculate the score weight of keywords over all theses document abstract

• Iteration 4
Use k-means algorithm (section 3A) to calculate the distance between all
documents

• Iteration 5
Compare and get highest score for better combinations

To affirm that the combinations are the optimum ones and the best choice that
departments can work together in the scientific research iteration was done. By
using cluster analysis, making clusters for the results of iteration 2 and comparing it
with the new clusters from the last iteration based on the abstract on the theses
(Table 2).

Table 1 Sample of the data:
the best combination of
departments based on the
theses titles

Department 1 Department 2 Weighta

Ophthalmology Orthopedic surgery 8

General surgery Medical parasitology 8

Otorhinolaryngology General surgery 1

General surgery Orthopedic surgery 1

Obstetrics and
gynecology

General surgery 2

a The weight represents the repetition number of keyword in the
theses title
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4.4 Experimental Results

After applying the k-means algorithm, we find out that there is a correlation
between the combinations of the abstract with respect to the title. The accuracy
percentage of the data affirming that the combination of departments are the opti-
mum based on the objective function defined earlier 93.21, 6.79 % of the data do
not affirm that the combinations in the title and keywords match the combination of
the abstract (Fig. 3).

Although the documents are classified based on the departments we focused on
applying a cluster analysis and then applying the Euclidean distance to get more
accurate combination of departments that can potentially work together (Table 3).

Other than a single word, we applied also the use of a phrase (terms) for better
results. For example like “Primary care” and “Diabetes mellitus”. So the bag of
word can be treated either as a single or a term as a whole. In the case study, we
assigned the weights as the number of occurrences of the word in the title of the

Table 2 Sample of data: the
best combination of
departments based on the
theses abstracts

Department 1 Department 2 Weightb

Ophthalmology Orthopedic surgery 4

General surgery Orthopedic surgery 5

Otorhinolaryngology General surgery 4

General surgery Medical parasitology 4

Obstetrics and
gynecology

General surgery 6

b The weight represents the repetition number of keyword in the
theses abstracts

Fig. 3 Using K-means to get the nearest departments based on titles
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document normalized by the document title length to get the word frequency in
each document.

In our case let’s set the threshold change/stopping condition to 0.001 where there
is no big change in the values of each documents in the cluster. We continue the
steps by calculating the new cluster centers based on K-means algorithm and
updated the values.

After several iterations, we see that T1, T3, T5 and T7 are belonging to same
cluster 1 which after knowledge extraction can be categorized to easily work
together. On the other hand, T2, T4, T6 and T8 are classified to cluster 2 on basis of
high membership values in both clusters. Finally it can be concluded that using data
warehouse and CBR techniques and methods are much better for human assessment
for biomedical data and that applying lexical similarity and K-means clustering
algorithm results in better results with 91.95 % than not using CBR.

5 Conclusion

Recently, the use of Case-Based Reasoning, semantic similarity measures as well as
data mining methods leads to the improvement of many applications. Based on the
experimental evaluations it is indicated that the proposed approach yields results
that correlate more closely with human assessments than other.

In this paper, we showed mathematically how texts can be clustered and clas-
sified by using CBR methods and the lexical similarity k-means algorithm.

Other algorithms can be considered as well for future work, like applying the
genetic programming; neural networks and comparing the results simultaneously
within the cycle of CBR.
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Cloud Computing Framework for Solving
Virtual College Educations: A Case
of Egyptian Virtual University

Hany Soliman Alnashar, Mohamed Abd Elfattah, M.M. Mosbah
and Aboul Ella Hassanien

Abstract Educational institutions across the World rely heavily on information
technology (IT) in teaching-learning that accept the services provision and business
needs. Whereas buying and preserving a huge number of devices used in educa-
tional process whether it is licensed software and/or original hardware require great
investment and special skills to support them in the current financial crisis which
affect the growing needs while the Higher Education System is facing many
obstacles in supplying vital technology support for educational process and its
performance measurements. This paper highlights the advantages of cloud com-
puting which is the better mechanism for using ICT to enhance Egyptian Higher
Education; such technology provides easy accessibility and scalability, storage and
cost minimization. Accordingly, implementing the proposed framework of the
hybrid cloud computing for the Egyptian Virtual University will have a significant
contribution for enhancing the educational process in the country.
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Keywords Cloud computing � Higher education � Advantages � Virtual
university � Framework hybrid cloud

1 Introduction

World cannot be considered without technologies. The integration of communi-
cation and information technology (ICT) is considered as global trend that occupied
a great interest in the world. Nowadays, everything is circulating around devel-
opment of IT. The role of IT is increasing day after day, every day IT field is
growing rapidly, and recently so many innovations have been and still evolved
using the IT which made life easier and dynamic than before. In the recent years,
educational institutions and universities or even industries contributed in converting
the community, many researchers planned to update the current IT in the field of
education. Education is often based on internet and ICT to provide educational
resources especially from the beginning of the twenty first century, but not as much
as in Higher Education (HE) inasmuch the developing countries are often see using
IT in HE as luxury.

This concept negatively affects teachers, learners and educational system in such
countries due to insufficiency of the infrastructure of ICT and restricted support for
providing training for both teachers and learners to make them able to use such
technology, while actually most of the information and applications are based on
the internet. Every day that goes by, research and educational needs of HE change
in line with the development of IT. Egypt has many Universities and educational
institutions where many students need to access to computing that have software
and hardware which must be renewed in accordance with those changes. As well,
every year new versions of software issued to meet the needs of the industry.
Naturally, this trend leads to high expenses in providing new software and hardware
to be used by learners; however most of the educational institutions budgets are
allocated to meet such needs.

Education sector in Egypt is the largest workforce in the Middle East and North
Africa that full of investment opportunities. The HE sector in Egypt has 2.5 million
served by 20 public universities and 19 private universities while number of stu-
dents enrolled in private institutes reached 313,931 in June 2012, and about 63,000
staff members, 250,000 post graduate student [1]. No one can decline the necessary
role that Cloud computing plays in the development of HE newly. Using Cloud
computing in the HE can provides data storage, databases, educational resources,
software and applications that can be accessed through Web browser of mobile
devices, simply cloud computing provides services anytime anywhere but having in
mind the user is not responsible for where the services or the application are located
or how it maintained.
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The rest of this paper is structured as follows. Section 2 presents implementation
of cloud computing technology. In Sect. 3 we present the benefits of cloud com-
puting in EHE-IS. Section 4 presents the related work. In Sect. 5 presents cloud-
based egyptian university for information system. Finally, in Sect. 6 conclusions
and future work are addressed.

2 Implementation of Cloud Computing Technology

Due to the vital role that cloud computing technology plays in the field of HE
systems, whereupon, the implementation of such technology will significantly
minimize obstacles that might be faced and get the required results immediately.

The implementation of cloud services at Egyptian Higher Education (EHE)
provides various opportunities and benefits for the user (student, instructor,
researcher, and etc.). In Egyptian higher education for Information Systems course
(EHE-IS).

3 Benefits of Cloud Computing in EHE-IS

According to [2–6] expressed that the following are significant benefits of cloud
computing in educational institution and can be divided as follows:

3.1 Technical Part

• Easily access: allow the students to easily access anywhere, anytime, and
browser-based application can also be accessed by different devices (mobile
phone, desktop, and etc.).

• Data management: the crash recovery process is nearly unneeded. If the client
computer corrupted, there is no need for recovering no lost data because
everything is stored in the cloud.

• Multi-tenancy: is a service that provides any application can be used inside or
outside the university, while at the same moment this application has its own
virtual computing and secure environment. In addition multi-users can use the
same operating systems, hardware, software and data storage mechanism but
users do not have the ability to see each others data.

• Experience: Students can have a richer and more diverse learning experience,
even outside class.
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3.2 Economical Part

The economical part focuses on the post period of the implementation of
educational cloud are:

• Cost Reducing: it provides low cost solutions for educational process for their
students, researchers, and faculty. And also upfront cost to run the systems on
the cloud is very low.

• Most of the software applications are free, available, ready-to-use or pay-per-
use.

3.3 Non Functional Part

• Flexibility: allow the users to store more data regardless disk space limit and
thus users are capable to store their data as much as they can.

• Reliability: 24 h without any interruption.
• Availability: providing the user with massi-veness services regardless any

failure is important to give him the ability to establish cloud systems.

3.4 Security Part

As well as cloud technology provides security benefits for individuals and educa-
tional that is using HE system, as the following:

• Improved incredibility: anyone can hardly determine where the machines; that
store lots of data such as (text, audio/video, image, exams, assignments and also
results), are located? In order to avoid any theft case by discovering the physical
components.

• Centralized data storage: there is no fear to lose any cloud client as the data is
stored into the cloud. New client can start from the last point that the previous
one has ended, while the task will be easy and very quickly. Suppose that a PC
that stores the important data or examination results has stolen.

• Visualization: it extends the possibility for the immediate replacement of an
exposed cloud server regardless high costs or damages occurred. Creating a
clone of a virtual machine is too easy, so any expected cloud outage will be
reduced substantially.
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4 Related Works

The potential and efficiency of using cloud computing in higher education has been
recognized by many universities among which we mention university of California,
Washington State University’s School of Electrical Engineering and Computer
Science, higher education institutions from UK, Africa [7], U.S. and others.

In [8] discussed the appropriate cloud application used to constructs a collabo-
rative learning environment. They illustrated benefits of using cloud computing,
such as solving the network storage when dealing with huge resources. In Addition,
they have focused on reasonable construction of the learning environment to take
advantage of all the needed educational tools accessible by cloud computing.
Authors in [9] focused on the effectiveness of using services cloud such as IaaS and
PaaS in educational fields, especially in teaching advanced Computer Science
courses.

The BlueSky cloud framework is presented in [10] an example of a cloud
implementation to support scalable and cost efficient services for e-learning systems
for basic education in China. By Praveena and Betsy [11] provided a compre-
hensive introduction to the application of cloud in university. In [12] a framework
for Cloud Infrastructure and Application (CloudIA) is presented to build private
cloud targeting e-Learning and e-Science applications in university. The CloudIA
project is a market-oriented cloud infrastructure, which used different scenarios
beside different virtualization technologies that designated the components used in
building private cloud. This framework is used to provide PaaS, IaaS and SaaS as
services of the cloud to the university.

According to [13] discussed more than ten cloud computing offerings could be
delivered in Malaysian universities. Using cloud will enhance the learning envi-
ronment; thus make the learning process highly reactive and accept the students
expectations. Additionally, he claimed that using such cloud technologies evolve
cooperation and communication learning environment while he stated clearly that
there are some obstacles could hinder the expansion of this technology such as
internet connection, privacy of the data and security.

5 Cloud Based Egyptian University for Information
Systems (CBEU-IS)

5.1 Building the Framework

Utilizing Cloud technology in providing multiple services; for example, e-learning
environment, will employ vital resource share which help in solving the scalability.
Thus, placing Egyptian Virtual University (EVU) services upper cloud technology
considered the preferable solution to solve limitations of the current IT (e.g.
Department of Information Systems). The general design for Egyptian University
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systems depends on the cloud computing technology that has an interface layer
which controls the access of users to multiple services.

Effecting cloud based architecture to Information Systems courses will lead in
adding the courses content in the suitable layer across the interface by adding the
content as shown in Fig. 1. This architecture is responsible for providing more
multimedia services for the users. In addition, using videos was a problematic issue
in the previous systems while the solution of such problem is to use Cloud infra-
structure. Providing cloud-based education for the staff not only portrays the
advantages of the attached infrastructure [3] but also using cloud services will gain
more solid base in programming and management skills.

Based on the identified courses and selected clouds, the next EVU Ecosystem for
Information Systems based on cloud computing (EVUE-IS) framework is offered.
The framework focused on how to combine department of information system
courses as the process for teaching those courses will base mainly on cloud tech-
nology. Figure 2 shows the (EVUE-IS) framework. The presented framework in
other words (EVUE-IS) consists of several modules including service management
and security and layers including IaaS, PaaS, SaaS and User Interface:

1. User interface layers: Is the first layer will be used between the users such as
students and instructors etc., and EVU infrastructure through various means
such as laptops, mobile devices and desktop. The user interface layer consists of
three main components:

Fig. 1 Cloud computing
based EVU architecture
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Catalog: This component has many services; each has detailed information,
to determine who can access this service and where the layer is located?
User portals: This component provides accessibility to specific web appli-
cations or services using internet connection once everything is uploaded
Store courses: This component composed for the purpose of sorting the
courses by name or access level which can be included in one of the three
layers (SaaS, PaaS, and Iaas)

2. Software as a Service layer: The second layer helps the user to access to any
applications or tools that hosted by the cloud (e.g. Class room management,
G-mail and other applications) and the user can use these applications easily. In
most cases beginner users will depend on such layer for example students taking
introduction to computers course using Microsoft Word to write the report.
Also, using Google Apps [14] or SkyDrive [15] is considered as element for this
layer.

3. Platform as a Service layer: The third layer helps the user to access various
platforms according to course level (e.g. database system, software engineering,
computer security etc). For example students taking database system course,
using this layer give users the ability to build more advanced systems and
disseminated database systems through utilizing multiple soft wares to measure
and examine the deployed systems and databases such as Amazon [16].
The computer security course, in the PaaS level, student is capable to build
inception keys and data encoding mechanisms. Whilst, software needed for
engineering course needs a platform to be developed which can be found on the
PaaS level.
Various operating systems can be chosen to build particular scheduling algo-
rithm, and distinguish the Central Processing Unit (CPU) utilization to fix the
current problem in fast and active way when using different operating systems.
Users use PaaS Layer for their own work simply through connecting to the
cloud.

4. Infrastructure as a Service layer: The forth layer provides flexibility for the
user as the same as he dealing with the hardware but as virtualization through
using processing, networks, storage and other fundamental computing resources
where the user is able to deploy and run sophisticated software, which can
include operating systems and applications for example; the advance computer
security course, the student does not manage or control the cloud infrastructure
but he has control over operating systems, deployed applications, and storage
and possibly limited control of select networking components (e.g., host fire-
walls, and Amazon’s Elastic Compute Cloud (EC2)) are all good examples of
IaaS layer services providers.
Furthermore, multi-users have the ability to get the accurate details of the vir-
tualization with some restriction which categorizes the virtualization course set
in this layer. This layer can be divided into three levels:
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• Virtual resources maintenance and management: Resources of EVU infra-
structure can be maintained and managed by these components storage,
network and power management using open source called Eucalyptus [17].

• Virtual ingredient Resources: This level can create any number of VM, each
has its own V CPU, V Network V Storage and V Memory while the user can
place V OS as guest OS.

• Physical ingredient: This level consists of the physical CPU, Storage, Net-
work and Memory acts as hosting machine.

5. Modules: The two modules discussed as below:

• Security: This module provides authentication process to make the end-users
of the EVU logging in and access different layers in the cloud.

• Service management: This module based on management and monitoring of
the resources, for the purpose of guarantee the Quality OS between layers of
the EVU framework.

5.2 Implementing the Proposed Framework

The proposed framework utilized the existing IT infrastructure for EVU which
would adopt the framework based on cloud computing for (EVU-IS) as illustrated
in Fig. 2. Cloud computing consists of four deployment models such as Hybrid
cloud [6], that merge public and private cloud together. This mix process makes the
user able to gather various services from various cloud service providers [6]. In
addition, Hybrid cloud ensures data security for the users and also provides them
with important applications to be used in universities by supplying them on the
private cloud in spite that such important applications have been hosted from
different cloud providers.

Full control considered as the most remarkable feature of the Hybrid cloud,
therefor EVU can utilize this feature to control the system once it controlled a part
of the infrastructure. Consequently, an open-source named Eucalyptus has been
nominated to be used in the proposed framework aiming to manage the repetition of
the disseminated data center such as managing large number of connected VMs.

Eucalyptus’s main role is to manage the VMs [18]. Using such software accord
multiusers the efficiency to run and deploy existing resources which might help the
user to experiment the software using its massive features in creating VM infra-
structure. Next Fig. 3 shows an overview of hybrid cloud using the Eucalyptus as
virtual infrastructure manager between the private and public cloud for (EVU-IS).

This figure shows the eight steps of the authorization process for chosen private
cloud. These steps are:
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1. The user either he is student, instructor or other, sends a request using EVU
hybrid cloud interface to register his User Name and Password.

2. The user profile in private cloud needs to confirm the User Name and Password
(Verification level).

Fig. 2 EVU-IS based on cloud computing
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3. Request for any service will be rejected automatically if the user is unauthorized.
4. The request will be redirected to the proper location by Eucalyptus, if the user is

authorized to request the service.
5. A connection will be established between the requested service from the cloud

and user by the system.
6. The system coincide the service delivery between the user and requested service

from the cloud.
7. When the user needs the resource, while he did not exceeded the duration, the

system will deliver the service to the resource and user.
8. If the user did not need the requested resource from the cloud. The system will

disconnect the user from cloud.

But a very hard task might obstacle the process of transferring the current
platform or system to be managed or accessed by the cloud. For example this
process needs lots of time to plan and change the present layers and the architecture
of the platform to be convenient with the environment of the cloud-based education.
Moreover, there is a need for flexibility, accessibility and solutions for developing
and deploying the proposed framework. Thus an open-source called Aneka [19] has
been nominated for this purpose which will meet the desired requirements and it
will be the best solution for this case.

Aneka will be used middleware on top of Eucalyptus to give the ability of
supporting multiple programming applications. While integrating various kinds of
clouds is the main role of Aneka which allow the developers to run any applications

Fig. 3 EVU-IS based on
cloud computing
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on private cloud however they can easily control or navigate SaaS and PaaS layers
from the public cloud directly. Finally, the mentioned features of Aneka [19] is
shown in Fig. 4. The private cloud for EVU provides the ability to be connected
with public cloud any time for the user can request any service. The components of
the EVU hybrid cloud are:

1. Users Logs: is the first layer that provides the ability to manage and support the
use of resources requirements by user, besides screening the route of the
authorizations users and their access to the next layer. Information of Users is
stored in the Users Logs such as ID, Password and type.

2. Use Interface Layer: This layer is to manage and identify the access type; that
could be (student, Instructor, or others), by the systems administrator. This layer
consists of three services (SaaS, PaaS, and IaaS).

3. Platform Layer: this layer is to develop and deploy any application to access
resources of the public clouds, and courses content (learning management
system) for EVU and this layer is based on Aneka platform.

4. Infrastructure Layer: This layer Contains IT Infrastructure private cloud for
EVU and Eucalyptus which plays a vital role in this layer.

5. Courses store: This layer consists of deferent services and course content for
EVU learning systems, such as database systems, and other data, moreover it
contains certain details about the homework and assignments for department of
Information Systems students.

Fig. 4 EVU hybrid cloud
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6 Conclusions and Future Works

Cloud computing offers an infinite number of the potential benefits could be gained
to be used in the field of Higher Education to overcome the current system limi-
tations. Accordingly this paper Discusses different cloud topics like cloud
deployment types, service delivery models and related concepts. It also discusses
the benefits and limitations of cloud computing to higher education institutions.
This research investigated the potential benefits of using Cloud Computing in
teaching-learning environments to overcome the current learning and service
delivery system limitations. The research shows that Hybrid cloud computing is a
better choice for deployment in the universities since it gives the combined benefit
of private and public clouds. The proposed hybrid Cloud Computing would be used
as a road map for further studies on the topic. The proposed framework imple-
mented at departmental level and tested with mutable types of courses. Future work
will mainly base on exploring the efficiency of the implementing the framework and
its impact on the learners performance.
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Scheme for Compressing Video Data
Employing Wavelets and 2D-PCA

Manoj K. Mishra and Susanta Mukhopadhyay

Abstract In this paper, we have presented a novel scheme for the compression of
video data that employs a combination of wavelets and 2-dimensional principal
component analysis. In this method the accordion matrices constructed from group
of consecutive video frames are subjected to multi-resolution decomposition using
wavelet. Subsequently, 2D-PCA is applied on the set of decomposed accordion
matrices at each level of resolution. The compressed form of the video data finally
consists of representative pairs of resolution-specific principal components and
projection vectors. The method has been implemented and tested on a set of real
video data and the results have been assessed on both qualitative and quantitative
basis by measuring parameters like compression ratio (CR), peak signal to noise
ratio (PSNR), structural similarity index measurement (SSIM) and the overall per-
formance is found to be satisfactory.

Keywords 2D-PCA � Feature matrix � Projection vector � Video compression �
Wavelet structural similarity index

1 Introduction

The compression video data of huge size is essentially important for the sake of data
archival as well as for communication of video data over public channels with
limited channel bandwidth. Video data of natural scenes inherently contains various
types of spatial and temporal redundancies which can be exploited to achieving
video compression. There is always a trade off between the compression ratio and
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the degradation in the visual quality of the reconstructed video frames in case of
lossy compression scheme.

Motion estimation and compensation [1, 2] based encoders are the most widely
used in video compression. However, motion estimation and compensation process
is computationally intensive which makes it less appropriate for a real-time
application. Westwater and Furht [3] have proposed XYZ algorithm which
employed 3D DCT in the compression of the video data and the performance is
comparable to the MPEG algorithm. Kim and O’Conner [4] have designed a
moving edge detection algorithm using DCT coefficients using which, motion
estimation can be applied selectively on blocks with a potentially high score of the
moving edges. On the other hand, video coder based on 3D accordion transform
proposed by Ouni et al. [5] is reported to produce video compression ratio closed to
that based on motion estimation based coding but with less complexity in the
processing.

The proposed method employs accordion to projects the temporal redundancy of
each group of pictures onto spatial domain and combined that with spatial redun-
dancy in one representation. Subsequently, wavelet and 2D-PCA are applied for
achieving the compression. The rest of this paper is organized as follows. Next to
this introductory section we present a brief review of the tools PCA, wavelet and
accordion image in Sect. 2. Section 3 presents the theoretical formulation of the
proposed work. The experimental results along with performance analysis are
furnished in Sect. 4. Finally, concluding remarks are presented in Sect. 5.

2 Preliminaries

2.1 Principal Component Analysis

Dimensionality reduction is one of the essential steps commonly used in data com-
pression where a given data in the form of a p-dimensional variable x ¼ ðx1; . . .; xpÞT
can be expressed in lower dimensional representation, s ¼ ðs1; . . .; skÞT with k� p,
capturing the salient contents in the original data, according to some criterion.
Principal component analysis (PCA) [6] achieves this by exploring statistically the
similarity and correlation among the data items with an objective to retain the sig-
nificantly dissimilar parts and simultaneously, removing the similar parts from the
data set. The basic idea behind employing PCA is to identify new meaningful
underlying variables bymathematically projecting the data variables to an orthogonal
subspace for compact representations. Mathematically, it involves procedure that
transforms a relatively large number of correlated variables into a comparatively
smaller number of uncorrelated variables or principal components. The principal
components are generally ranked based on their decreasing importance in expressing
the variability in the data set.
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2.2 Wavelet Decomposition of Image

The concept of multi-resolution decomposition [7–9] of an image originates from
sub-band coding [10] which is based on frequency domain analysis of the image. In
sub-band coding a bank of band-pass filters are employed to split the image (here,
the accordion image). The resulting band-limited image data is sub-sampled to
produce sub-images of reduced size and increased sparsity and reduced dynamic
range of the intensity of the decomposed sub-images which make them highly
useful in coding and compression. Wavelet transforms follow the same principle of
sub-band coding but it employs approximation theory [11] in the spatial domain of
the image. In DWT [11–13] an image is decomposed into multiple resolution by
allowing it to pass through an analysis filter bank followed by decimation operation
along both row and column dimension. At each step a better frequency resolution is
obtained at the cost of reduced spatial resolution. Widely used wavelets are Bi-
orthogonal [10], Daubechies [13], and Haar [14] wavelets.

2.3 Accordion Representation

The video data is essentially a temporal sequence of frames with the presence of
both intra frame and inter frame redundancies. The accordion matrix [5] is basically
a 2D representation of a group of video frames where the column of the accordion
matrix come from the column of the frames in a periodic fashion. If F(x, y, t)
represents the video frames with spatial coordinate x, y, and temporal coordinate t,
the accordion matrix A is constructed from Fðx; y; tÞ as illustrated in Fig. 1
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Fig. 1 Accordion image formation
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3 Proposed Method

Unlike PCA [6], the 2D-PCA [15, 16] is straightaway based on 2D matrices rather
than 1D vectors constructed from the set of non overlapping blocks or sub-images.
Let X denote an n-dimensional unitary column vector called as projection vector.
A is m × n accordion matrix which is transformed into Y using X by following linear
transformation:

Y ¼ AX ð1Þ

The purpose of 2D-PCA is to select a good projection vector X by controlling the
trace (J(X)) of covariance matrix (S(X)) constituted by the projected feature vectors
as presented below:

JðXÞ ¼ trðSXÞ ¼ tr½E½ðY � EYÞðY � EYÞT ��
¼ tr½E½ðAX � EðAXÞÞðAX � EðAXÞÞT ��
¼ tr½XTE½ðA� EðAÞTÞðA� EðAÞÞ�XT �

ð2Þ

Therefore, covariance (scatter) matrix is then defined as:

G ¼ E½ðA� EðAÞÞTðA� EðAÞÞ� ð3Þ

This turns out to be a non-negative definite matrix of size n × n, where E(.)
represents the expectation. For ‘L’ number of training matrices Ak, ðk ¼ 1; 2; . . .; LÞ
each of size m × n.

EðAÞ ¼ 1
L

XL

k¼1

Ak ð4Þ

Thus

G ¼ 1
L

XL

k¼1

½ðAk � DÞTðAk � DÞ� ð5Þ

The set of projection axes X1;X2; . . .;Xd0ð Þ are the eigenvectors corresponding
the d0 largest eigenvalues of G. This is known as generalized total scatter criterion,
which is further used to extract the projected feature vectors Yi ¼ AkXi, for
i ¼ ð1; 2; . . .; d0Þ:. Thus feature matrix for an accordion Ak , is formed as:

F ¼ ½Y1; Y2; . . .; Yi; . . .; Yd0 �m�d0 ð6Þ

The reduced size of feature matrix for an accordion is the key to video com-
pression. The accordion can be reconstructed from its compressed counterpart as,
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Ak ¼ ½Y1; Y2; . . .; Yi; . . .; Yd0 �m�d0 ½X1;X2; . . .;Xd0 �Td0�n ð7Þ

Therefore with judicious choice of X and estimated Y, the compressed data is
formed by a set of d0 number of X−Y pairs. For a accordion of size m0 � n0, the size
of the compressed data becomes d0 � ðm0 þ n0Þ as, each of X or Y is having a
dimension of m0 � 1. Thus the compression ratio becomes

CR ¼ m0 � n0
d0 � ðm0 þ n0Þ ð8Þ

As presented in Eq. (7) the compressed accordion matrix is basically ‘d0’
strongest pairs of projection vectors (X) and feature vectors (Y). The overall com-
pression ratio thus depends on the size of these d0 vectors.

Application of 2D-PCA on these resolution-specific accordion matrix yields
projection and feature vectors of different size and dimension. The resolution-spe-
cific features are now more efficiently representable by groups of principal com-
ponents. Thus there is a considerable reduction in number and size of projection and
feature vectors which contributes significantly in improving the compression ratio
and PSNR. This key idea is developed and implemented in this proposed work.

The accordion matrix under study is first decomposed using wavelet transform.
At each level of resolution k, 2D-PCA is applied on three detail accordion matrices
namely ALH

k , AHL
k and AHH

k and the approximation accordion matrix ALL
k is left for

the next coarse level of resolution (k + 1) as illustrated in Fig. 2. If s represents the
resolution level and Ys ¼ As � Xs, then the size of compressed data set becomes
Pk

s¼1 ds � ðms þ nsÞ, ds being the number of significant principal components at
resolution level s. The compression ratio (CR) becomes:

Fig. 2 Schematic diagram of the proposed method
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CR ¼ m0 � n0
Pk

s¼1 ds � ðms þ nsÞ
ð9Þ

Since s = 0 represents the original resolution therefore msþ1 ¼ ms
2 and nsþ1 ¼ ns

2 . So,
compression ratio (CR) of our proposed method will become

CR ¼ m0 � n0
Pk

i¼1½ðdi2iÞðms þ nsÞ�
ð10Þ

In our experiments, we have however fixed the compression ratio (CR) and
determine the number of principal components to be retained to maintain that CR.
In the proposed method, we have considered lesser number of principal components
at high resolution.

4 Simulation Results

The proposed method for hybrid video compression has been implemented and
tested on a source video frames as shown in Fig. 3, It is a clip from a miss America
sequence having a frame size of 144 × 176, which contains same object with
relatively slow motion. We are presenting the results on a limited number of frames
selected on the basis of their content so as to assess the efficacy of the proposed
algorithm. Each of these selected input accordion image (set of 8 frames) is of
geometric dimension 144 × 1,408 pixels with 256 intensity levels. In the proposed
method, we have employed three different types of wavelets for multi-resolution
decomposition, namely: (a) Bi-orthogonal [10], (b) Daubecies [13], and (c) Haar
[14] wavelets. In the experimental result we have chosen single values for the
overall compression ratio, specifically, 8:1 using three different wavelets. Table 1

Fig. 3 Original miss America sequence

Table 1 Number of principal components selected in different levels

Compression
ratio (CR)

Number of principal components to be preserved to maintain the CR

Proposed method

Level of 256 Level of 128 Level of 64 Level of 32

8:1(bior6.8) 5 33 40 88

8:1(haar) 5 33 40 88

8:1(db9) 5 33 40 88
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furnishes the details of the number of resolution-specific principal components we
have preserved for maintaining a given value of the overall compression ratio.

The frames reconstructed from the decompressed accordion data are shown in
Fig. 4 corresponding to 8:1 compression ratio with using different wavelet. The
visual inspection reveals that for a given compression ratio, the quality of the
reconstructed images are better in the case of the proposed method in comparison to
result obtained by Ouni et al. [5].

4.1 Performance Analysis

Natural signals are highly structured. Their pixels exhibit strong dependencies,
especially when they are spatially proximate, and these dependencies carry
important information about the structure of the objects in the visual scene. The
visual quality gives a subjective evaluation of the proposed method and for
objective evaluation we furnish a few quantitative measures [17] namely: Mean
Square Error (MSE), Peak Signal to Noise Ratio (PSNR), Structural Similarity
Index Measure (SSIM). Structural Similarity Index Measure (SSIM) computed as:

SSIMðAðx; yÞ;A�1ðx; yÞÞ ¼ ð2lxly þ c1Þð2rxy þ c2Þ
ðl2x þ l2y þ c1Þðr2x þ r2y þ c2Þ ð11Þ

Here, Aðx; yÞ is the original image, A�1ðx; yÞ is the reconstructed image from the
compressed data and lx, r

2
x and rxy be the mean of Aðx; yÞ, the variance of Aðx; yÞ,

and the covariance of Aðx; yÞ and A�1ðx; yÞ, respectively. Approximately, lx and rx
can be viewed as estimates of the luminance and contrast of Aðx; yÞ, and rxy
measures the tendency of Aðx; yÞ and A�1ðx; yÞ to vary together.

We have estimated the MSE, PSNR and SSIM of the reconstructed accordion and
individual frames corresponding to CR = 8:1, which are shown in Tables 2 and 3
correspondingly.

Fig. 4 Result of the proposed method (using db9 wavelet)

Table 2 PSNR and other
parameters for 1st GOP Proposed method

using
CR MSE PSNR SSIM

bior6.8 wavelet 8:1 5.0390 40.9443 0.9983

haar wavelet 8:1 5.8520 39.9859 0.9949

db9 wavelet 8:1 5.5864 40.6557 0.9968
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5 Conclusion

In this article, we have proposed a hybrid method of video compression, which
employs both wavelet and 2D-PCA. The accordion image under study is subjected
to multi-resolution decomposition using wavelets. Subsequently, 2D-PCA is
applied to the images at each level of resolutions. The set of potential feature
vectors and projection vectors are selected at each level of resolution to construct
the compressed image data. The method has been formulated, implemented, tested
on a set of real 2D gray-scale images. The method has been evaluated on the basis
of PSNR, SSIM and the overall performance is found to be satisfactory.
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A Hierarchical Optimization Method
to Solve Environmental-Economic Power
Generation and Dispatch Problem
with Fuzzy Data Uncertainty

Bijay Baran Pal and Mousumi Kumar

Abstract This paper presents how the hierarchical decision structure can be
effectively used for modeling and solving an environmental-economic thermal
power generation and dispatch problems in a fuzzy decision environment. In the
proposed approach, minimization of the functions of fuel-cost, environmental-
emission and transmission-loss are considered at the three hierarchical levels to
solve the problem within a power plant operational system. In the model formu-
lation, a priority based linear fuzzy goal programming (LFGP) method is employed
to achieve the highest membership value (unity) of the defined fuzzy goals to the
extent possible on the basis of priorities in the decision making horizon. To illus-
trate the effective use of the approach, the problem of standard IEEE 6-Generator
30-Bus System is considered.

Keywords Fuzzy goal programming � Goal programming � Hierarchical
programming � Power generation and dispatch � Taylor series approximation �
Trilevel programming

1 Introduction

The thermal power plant operational and planning problems are actually optimi-
zation problems that involve various objectives and system constraints for gener-
ation of power and dispatch to different destinations. Here, the primary objective is
to make a balance for power generation decision and control of emissions dis-
charged to the earth’s environment. The mathematical programming (MP) model
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for power generation decision was introduced by Dommel and Tinney [1] in 1968.
A Comprehensive survey on environmental power dispatch models developed from
1960s to 1970s was first surveyed by Happ [2] in 1977. A comprehensive bibli-
ography works made with consideration of various aspects of economic power
dispatch problems during the time period 1977–1988 was prepared by Chowdhury
and Rahman [3] in 1990.

Now, since an environmental-economic power generation and dispatch (EE-
PGD) problem is multiobjective in nature, the goal programming (GP) approach
[4], based on the satisficing philosophy [5] and a robust tool for multiobjective
decision analysis, and has been successfully implemented to power generation
problems [6] in the past. The other multiobjective approaches like adaptive robust
optimization and competitive strategic bidding optimization method to EEPGD
problems have also been studied [7, 8] in the recent past.

However, in most of the practical decision situations, it has been realized that
decision regarding achievement of objective function(s) is frequently inexact in
nature owing to inherent impression in setting parameter values associated with the
model of a real-life problem. One of the most prominent approaches for decision
analysis in an uncertain environment is fuzzy programming (FP) [9], which is based
on the theory of fuzzy sets [10]. The FP approach to EEPGD problems have been
studied [11] in the past. Further, fuzzy goal programming (FGP) [12] as an
extension of conventional GP to make reasonable decision in fuzzy environment
has also been employed to EEPGD problems [13]. But, the deep study on the
potential use of such an approach is at an initial stage and yet to be widely cir-
culated in the literature.

Now, in the current context of solving EEPGD problem, it is to be observed that
the objectives of minimizing generation-cost, environmental-emission and trans-
mission-loss are highly conflicting in characteristics owing to accelerating rate of
demand of thermal power and ever increasing pressure on controlling pollution on
the earth. As an essence, optimization of objectives in the framework of hierarchical
structure [14], trilevel programming (TLP) [15], as an extension of bilevel pro-
gramming (BLP) [16] is considered here to solve EEPGD problem with fuzzily
described objective functions.

The effective use of the approach is tested on the standard IEEE 6-Generator 30-
bus test system. The model solution is also compared with the approaches studied
previously to expound the potential use of the approach.

Now, the general model formulation of the PGD problem with three objective
functions is discussed in Sect. 2.

2 Model Formulation of PGD Problem

The decision variables and objective functions of a PGD problem having n gener-
ators Gk (k = 1, 2,…,n) are introduced as follows.
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• Definition Decision Variables:
pk = Generation of power (in per unit (p.u.)) from the kth generator Gk, k = 1, 2,
…, n

• Definition of Objective Functions:

(i) Total fuel-cost function
The total fuel-cost function associated with generation of power from all
the generators of the system can be expressed as the sum of a quadratic
function and a sin function, where sin function represent the cost
incurred for valve-point loading [17] of the PGD problem.
The total fuel-cost (in $/h) can be expressed as:

F1 ¼
X

n

k¼1

½ðakp2k þ bkpk þ ckÞ þ dksin ½ekðpmin
k � pkÞ�

�

�

�

�� ð1Þ

where ak, bk and ck are the estimated cost-coefficients associated with
generation of power from kth generator, dk and ek are fuel-cost
coefficients involved with valve-point effect during active power
generation mode of kth generator Gk, k = 1, 2,…, n.

(ii) Total environmental-emission function
The total emission function can be approximated as a sum of a quadratic
function and an exponential function, which is associated with active
power output from a generator of the system. The total environmental-
emission (in ton/h) can be expressed as:

F2 ¼
X

n

k¼1

½10�2ðakp2k þ bkpk þ ckÞ þ fke
kk pk �; ð2Þ

where αk, βk, γk and λk are emission-coefficients associated with power
generation from the kth generator Gk, k = 1, 2,…, n.

(iii) Transmission-loss function
The total transmission-loss (in p.u.) can be modeled as a function of
power output from generators. The expression can be presented as:

F3 ¼
X

n

k¼1

X

n

j¼1

pkBkjpk þ
X

n

i¼1

B0kpk þ B00 ð3Þ

where Bkj, B0j and B00 are the B-coefficients of the transmission network
system, and the matrices Bkj, B0j and B00 are of orders (n, n), (1, n) and
(1, 1) respectively.

• Description of System Constraints

(i) Power Balance Constraint
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The total generation of power must cover the sum of the total demand of
power.
The power balance constraint appears as:

X

n

k¼1

pk ¼ ðDp þ F3Þ ð4Þ

(ii) Generation Capacity Constraint
Following the conventional PGD system, the constraints on power gen-
eration capacities of individual generators can be defined as:

pmink � pk � pmaxk ; k ¼ 1; 2; . . .; n ð5Þ

where min and max stand for minimum and maximum.
Now, TLP problem (TLPP) formulation of the proposed problem in the
framework of priority based FGP is presented in the following Sect. 3.

3 TLPP Formulation

In a TLPP, decision makers (DMs) are located individually at three hierarchical
decision levels and each of them independently controls a vector of decision
variables for optimizing his/her objective function in the decision making horizon.
In TLPP formulation of the proposed EEPGD problem, minimization of total
fuel-cost is considered at the first-level problem, and minimization of total envi-
ronmental-emission and transmission-loss are successively considered at the
second-level and third-level problems respectively.

Now, formulation of the model of EEPGD problem within the structure of TLPP
is discussed in the following section.

3.1 EEPGD Model Formulation

To design the TLP model of the EEPGD problem, the vector PG of decision
variables pk, k = 1, 2,…,n are partitioned into three distinct sets of vectors
PGL1 ; PGL2 and PGL3 and introduced them separately to the DMs located at three
hierarchical levels depending on the needs and desires of an organisation in the
planning context, where L1, L2 and L3 indicate first-level, second-level and third-
level, respectively.

The generic form of the model can be presented as follows.
Find PG PGL1 ;PGL2 ;PGL3ð Þ so as to:
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Minimize
PGL1

F1 PGð Þ ¼
X

n

k¼1

½ðakp2k þ bkpk þ ckÞ þ dksin½ekðpmin
k � pkÞ�

�

�

�

��

First-level problemð Þ
ð6Þ

for given PGL1 ;PGL2 ;PGL3 solves

Minimize
PGL2

F2 ðPGÞ ¼
X

n

k¼1

½10�2ðakp2k þ bkpk þ ckÞþfke
kk pk �

Second-level problemð Þ
ð7Þ

and, for given PGL1 ;PGL2 ;PGL3 solves

Minimize
PGL3

F3ðPGÞ ¼
X

n

k¼1

X

n

j¼1

pkBkjpk þ
X

n

i¼1

B0kpk þ B00 Third-level problemð Þ

ð8Þ

subject to the system constraints in (4) and (5),

where PGL1 \ PGL2 \ PGL3 ¼ u;

PGL1 [ PGL2 [ PGL3 ¼ PG

and PG ¼ fp1; p2; . . .; png 2 Sð6¼ uÞ;
ð9Þ

where S denotes the feasible solution set defined by the system constraints in (4)
and (5), \ and [ stand for the mathematical operations ‘intersection’ and ‘union’,
respectively.

Now, FGP formulation of the problem in (9) in a fuzzy environment is presented
in the following section.

3.2 FGP Problem Formulation

To formulate the FGP model of the TLPP in (9), the objective functions F1(∙), F2(∙)
and F3(∙) as well as PGL1 and PGL2 controlled by the first- and second-level DMs are
to be defined as fuzzy goals by introducing imprecise aspiration levels to each of
them.

A Hierarchical Optimization Method … 423



3.2.1 Fuzzy Goal Description

Let ðPB
G;F

B
i Þ and ðPW

G ;F
W
i Þ the independent best and worst decisions, respectively,

of the ith level DM, where FB
i ¼ Min

ðPG Þ 2 S
ZiðPGÞ; and FW

i ¼ Max
ðPG Þ 2 S

ZiðPGÞ; and

where B and W stand for best and worst, respectively.
Then, from the view point of minimizing the objective functions, the fuzzy

objective goals can be expressed as:

Fi \� FB
i ; i ¼ 1; 2; 3 ð10Þ

where ‘\� ’ refers the fuzzy version of the symbol ≤ in the sense of Zimmermann

[9].
Again, since a higher level DM has the higher power of making decision and the

benefit of a lower level DM depends upon the relaxation of decision made by the
higher level DMs, the vector of fuzzy decision goals associated with the control
vectors PGLi

can be defined as:

PGLi
\� PB

GLi
ð11Þ

Further, the increase in the values of aspiration levels of fuzzy decision goals
defined in (11) would never be more than pmax

k ; k ¼ 1; 2; . . .; n, defined in (5).
Let Pt

GL1
; ðP t

GL1
\Pmax

GL1
Þ and Pt

GL2
; ðP t

GL2
\Pmax

GL2
Þ; be the vector of upper-toler-

ance limits of achieving the goal levels of the vector of fuzzy goals defined in (11),
where t means tolerance. Now, the fuzzy goals are to be characterized by the
respective membership functions for measuring their degree of achievements in a
fuzzy environment.

3.2.2 Characterization of Membership Function

The membership functions associated with fuzzy goals in (10) can be expressed as:

lFi
FiðPGÞ½ � ¼

1; ifFiðPGÞ�FB
i

FW
i �FiðPGÞ
FW
i �FB

i
; if FB

i \FiðPGÞ�FW
i

0; if FiðPGÞ[FW
i

8

>

<

>

:

ð12Þ

where ðFW
i � Fb

i Þ represents the tolerance range for achievement of ith level fuzzy
goal and l ½�� indicates membership function.

Again, the membership functions associated with the vector of fuzzy goals in
(11) appears as:
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lPGLi
PGLi½ � ¼

1; if PGLi �PB
GLi

P t
GLi

� PGLi

P t
GLi

� PB
GLi

; if PB
GLi

\PGLi �P t
GLi

0; if PGLi [P t
GLi

8

>

>

>

>

<

>

>

>

>

:

ð13Þ

where ðPt
GLi

� PB
GLi

Þ is the vector of tolerance ranges for achievement of ith level
fuzzy decision vectors.

Now, the priority based FGP [12] formulation of the TLPP in (9) is presented in
the following section.

3.3 Priority Based FGP Model Formulation

In the process of formulating FGP model of the problem in (9), the membership
functions in (12) and (13) are transformed into membership goals by assigning the
highest membership value (unity) as the aspiration level and introducing under- and
over-deviational variables to each of them.

Then, FGP model under a pre-emptive priority structure can be presented as
follows.

Find PGðPGL1 ;PGL2 ;PGL3Þ so as to:

Minimize Z ¼ P1ðd�Þ; P1ðd�Þ; . . .;Pqðd�Þ; . . .;PQðd�Þ� ð14Þ

and satisfy

lFi
:
FW
i � FiðPGÞ
FW
i � FB

i
þ d�i1 � dþi1 ¼ 1 ; i ¼ 1; 2; 3 ð15Þ

lPGLi
:
P t
GLi

� PGLi

P t
GLi

� PB
GLi

þ d�i2 � dþi2 ¼ I; i ¼ 1; 2 ð16Þ

subject to the set of constraints defined in (4) and (5) (16)
where Z represents the vector of Q priority achievement functions, and

d�i1 ; d
þ
i1 � 0, (i = 1, 2, 3), represent under- and over-deviational variables, respec-

tively, and d�i2; d
þ
i2 � 0; ði ¼ 1; 2Þ represent vector of under- and over-deviational

variables, respectively, and where I is a column vector with all elements equal to 1
and dimension of it depends on the dimension of PGL1 . Pqðd�Þ is a linear function
of the weighted under-deviational variables, where Pqðd�Þ is of the form [12]:
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Pqðd�Þ ¼
X

i2Iq
w�
qi1d

�
qi1 þ

X

i2I 0q
w�
qi2d

�
qi2 ð17Þ

where Iq ¼ f1; 2; 3g, I 0q ¼ f1; 2g and d�qi1ði ¼ 1; 2; 3Þ and d�qi2ði ¼ 1; 2Þ are
renamed for d�i1 and d�i2, respectively, to represent them at the q-th priority level.
w�
qi1ði ¼ 1; 2; 3Þ andw�

qi2ði ¼ 1; 2Þ are the numerical weights and the vector of
numerical weights, respectively, and they are determined as [12]:

w�
qi1 ¼ 1

FW
i � FB

ið Þq
; for the defined goals in (14)

w�
qi2 ¼ 1

P t
GLi

� PB
GLi

� �

q

; for the defined goals in (15)

9

>

>

=

>

>

;

ð18Þ

where the suffix ‘q’ in the right hand side of the expressions is used to indicate the
weights associated with the goals at qth priority level.

Also, the priorities have the relationship P1 ⋙ P2 ⋙···⋙ Pq ⋙···⋙ PQ which
implies that the qth priority level Pq is preferred to the next priority level Pq+1

regardless of any multiplier associated with Pq+1 and the symbol ‘⋙’ indicates
much greater than.

Now, it is to be followed that the membership functions in (13) are actually
nonlinear in characteristics owing to nonlinearity in the associated objective func-
tions. Here, since the objective functions in (6) and (7) are in the form of simple
power series [17] in their expanded forms and objective function in (8) is a simple
quadratic function, the Taylor series approximation technique [18] can be employed
here for linearization of nonlinear functions in the process of solving the problem.

3.4 Taylor Series Approximation Method

Let P�
G ¼ ðP�

GL1
;P�

GL2
;P�

GL3
Þ be the initial approximate solution of the F1ðPGÞ in (6).

Here, the individual best solution obtained in the decision environment could be
considered the initial approximate solution.

Using the first order of Taylor series expansion, the approximated linear form of
F1ðPGÞ can be obtained as:

F1ðPGÞ ¼ F1ðP�
GÞ þ

X

3

i¼1

@F1ðP�
GÞ

@PGLi

ðPGLi � P�
GLi

Þ ð19Þ

In an analogous way, the linear forms of the expressions in (7) and (8) can be
obtained.

Now, formulation of the executable model of the problem is demonstrated via a
case example presented in the Sect. 4.
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4 A Demonstrative Case Example

The standard IEEE 30-bus 6-generator system with 41 interconnected transmission
lines [17] is considered as a case example. The total power demand is 2.834 p.u.

The single-line diagram of IEEE 30-bus test system is displayed in Fig. 1.
The parameter values of the fuel-cost function and emission-coefficients are

presented in Table 1.
The power generation limits of the generators associated with IEEE 30-Bus

system are presented in Table 2.

Fig. 1 Single-line diagram of IEEE 30-bus test system
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The B-coefficients [11] for IEEE 30-bus system are as follows:

½B�ð6;6Þ ¼

0:1382 �0:0299 0:0044 �0:0022 �0:0010 �0:0008

�0:0299 0:0487 �0:0025 0:0004 0:0016 0:0041

0:0044 �0:0025 0:0182 �0:0070 �0:0066 �0:0066

�0:0022 0:0004 �0:0070 0:0137 0:0050 0:0033

�0:0010 0:0016 �0:0066 0:0050 0:0109 0:0005

�0:0008 0:0041 �0:0066 0:0033 0:0005 0:0244

2

6

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

7

5

;

B0 ¼ �0:0107 0:0060 �0:0017 0:0009 0:0002 0:0030½ �;
B00 ¼ 9:857E�4:

Now, without loss of generality, it is assumed that the power generation vector
PGðp1; p2; p3; p4; p5; p6Þ is partitioned into the vectors PGL1 ¼ ðp1; p5Þ;PGL2 ¼
ðp2; p6Þ andPGL3 ¼ ðp3; p4Þ, which are controlled by the first-, second- and third-
level DMs, respectively, in the power generation decision situation.

Then, following the expressions in (6), (7) and (8), and using the data presented
in Table 1 and Table 2 as the B-coefficient values, the TLP model of the problem
can be stated as follows.

Find PGðp1; p2; p3; p4; p5; p6Þ so as to:

Table 1 Data descriptions for cost and emission coefficients of IEEE 30-bus system

Generator Coefficient

Cost coefficients Emission coefficients

a b c d e α β γ ζ λ

G1 100 200 10 15 6.283 6.490 −5.554 4.091 2.0E−4 2.857

G2 120 150 10 10 8.976 5.638 −6.047 2.543 5.0E−4 3.333

G3 40 180 20 10 14.784 4.586 −5.094 4.258 1.0E−6 8.000

G4 60 100 10 5 20.944 3.380 −3.550 5.326 2.0E−3 2.000

G5 40 180 20 5 25.133 4.586 −5.094 4.258 1.0E−6 8.000

G6 100 150 10 5 18.48 5.151 −5.555 6.131 1.0E−5 6.667

Table 2 Power generation
limits Limits Generator

G1 G2 G3 G4 G5 G6

Pmin
Gi

0.05 0.05 0.05 0.05 0.05 0.05

Pmax
Gi

0.50 0.60 1.00 1.20 1.00 0.60
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Minimize
PGL1

F1ðPGÞ ¼ ½100p21 þ 120p22 þ 40p23 þ 60p24 þ 40p25 þ 100p26 þ 200p1

þ 150p2 þ 180p3 þ 100p4 þ 180p5 þ 150p6 þ 116:7946

þ 15Sin[6:29ð0:5� p1Þ�j j þ 10Sin[8:98ð0:6� p2Þ�j j þ 10Sin[14:78ð1:0� p3Þ�j j
þ 5Sin[20:94ð1:2� p4Þ�j j þ 5Sin[25:13ð1:0� p5Þ�j j þ 5Sin[18:48ð0:6� p6Þ�j j�

First-level problemð Þ
ð20Þ

for given PGL1 ;PGL2 ;PGL3 solves

Minimize
PGL2

F2 PGð Þ ¼ 10�2ð4:091þ 6:49p21 þ 5:638p22 þ 4:586p23 þ 3:38p24 þ 4:586p25

þ 5:151p26 þ 26:607Þ
� 10�2ð5:554p1 þ 6:047p2 þ 5:094p3 þ 3:55p4 þ 5:094p5 þ 5:555p6Þ
þ ð2:0E�4Þe2:857p1 ð5:0E�4Þe3:333p2 þ ð1:0E�6Þe8:00p3 þ ð2:0E�4Þe2:00p4
þ ð1:0E�6Þe8:00p5 þ ð1:0E�4Þe6:667p6

ðSecond-level problemÞ
ð21Þ

and, for given PGL1 ;PGL2 ;PGL3 solves

Minimize
PGL3

F3ðPGÞ ¼ 0:1328p21 þ 0:0487p22 þ 0:0182p23 þ 0:0137p24 þ 0:0109p25

þ 0:0244p26 � 0:0598p1p2 þ 0:0080p1p3 � 0:0044p1p4
� 0:0020p1p5 � 0:0016p1p6 � 0:0050p2p3 þ 0:0008p2p4
þ 0:0032p2p5 þ 0:0082p2p6 � 0:140p3p4 � 0:0132p3p5
� 0:0132p3p6 þ 0:010p4p5 þ 0:0066p4p6 þ 0:0010p5p6
� 0:0107p1 þ 0:0060p2 � 0:0017p3 þ 0:0009p4
þ 0:0002p5 þ 0:0030p6 þ ð9:857E�4Þ

Third-level problemð Þ
ð22Þ

subject to
X

6

i¼1

pi ¼ F3 þ 2:834 ð23Þ

where F3 can be obtained by (22).

and 0:05� p1 � 0:50; 0:05� p2 � 0:60; 0:05� p3 � 1:00;

0:05� p4 � 1:20; 0:05� p5 � 1:00; 0:05� p6 � 0:60: ð24Þ
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Now, in the decision situation, the individual best values of the objective functions
in (20), (21) and (22) are successively obtained as:

ðp1; p2; p3; p4; p5; p6;F1Þ ¼ ð0:121; 0:286; 0:584; 0:993; 0:524; 0:352; 605:999Þ;
ðp1; p2; p3; p4; p5; p6;F2Þ ¼ ð0:050; 0:221; 0:758; 0:050; 0:758; 0:590; 0:1916Þ;

and ðp1; p2; p3; p4; p5; p6;F3Þ ¼ ð0:086; 0:098; 0:976; 0:500; 0:853; 0:337; 0:0170Þ:

Using Taylor Series approximation method, the linear forms of the objective
functions in (20), (21) and (22) are obtained as:

F�
1 ðPGÞ ¼ 224:20p1 þ 218:64p2 þ 226:72p3 þ 219:16p4 þ 221:92p5 þ 220:4p6

� 27:601 ð25Þ

F�
2 PGð Þ ¼ 0:1299� ð0:04883p1 þ 0:0021p2 � 0:0409p3 � 0:9075p4 þ 0:0463p5

þ 0:0502p6Þ ð26Þ

F�
3 PGð Þ ¼ 0:00255p1 þ 0:00588p2 þ 0:0107p3 þ 0:02503p4 þ 0:01051p5

þ 0:001p6 � 0:02267 ð27Þ

In the sequel of linear transformation, the linear form of the power balance con-
straint (23) appears as:

0:99745p1 þ 0:99412p2 þ 0:98930p3 þ 0:97497p4 þ 0:98949p5 þ 0:99900p6
¼ 2:76543: ð28Þ

Then, solving the objective functions in (25), (26) and (27) individually subject to
the system constraints in (24) and (28), the best values of them are obtained as:

ðp1; p2; p3; p4; p5; p6;FB
1 Þ ¼ (0.483; 0.600; 0.050; 0.050; 0:868; 0.600; 616:345),

ðp1; p2; p3; p4; p5; p6;FB
2 Þ ¼ (0.4108, 0.4636,0.5442, 0.3902,0.5443,0.5153; 0.1952),

and ðp1; p2; p3; p4; p5; p6;FB
3 Þ ¼ ð0:500; 0:600; 0:050; 0:050; 0:983; 0:60; 0:0211Þ:

Then, the fuzzy objective goals are found as:

F1 . 616:345 and F2 . 0:1952 andF3 . 0:0211 ð29Þ

The fuzzy goals associated with power generation decisions, which are under the
control of higher level DMs, are obtained as:

p1 . 0:483; p2 . 0:4636; p5 . 0:868 and p6 . 0:5153 ð30Þ
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Again, in the decision situation, the worst values of the objective functions are
found as:

ðFW
1 ; FW

2 ; FW
3 Þ ¼ ( 617.160, 0:2715, 0.0439), ð31Þ

Further, following the procedure, the upper-tolerance limits of the decision vari-
ables controlled by the higher level DMs can be considered as

ðpt1; pt2; pt5; pt6Þ ¼ ð0:495; 0:575; 0:982; 0:586Þ:

Then, the membership goals of the proposed FGP model are constructed as follows.

lF1
:
645:260� F1 ðPGÞ

28:815
þ d�11 � dþ11 ¼ 1; lF2 :

0:2715� F2 ðPGÞ
0:0763

þ d�12 � dþ12 ¼ 1

lF3 :
0:0439� F3 ðPGÞ

0:0228
þþd�13 � dþ13 ¼ 1; lp1 :

0:495� p1
0:0120

þ d�21 � dþ21 ¼ 1;

lp2 :
0:575� p2
0:1114

þ d�22 � dþ22 ¼ 1; lp5 :
0:982� P4

0:1140
þ d�23 � dþ23 ¼ 1;

lp6 :
0:586� p6
0:0707

þ d�24 � dþ24 ¼ 1

ð32Þ

Then, an executable FGP model of the problem under a given priority structure can
be obtained as follows.

Find PGðp1; p2; p3; p4; p5; p6Þ so as to:

Minimize Z ¼ ½P1ð0:0114d�11 þ 50:505d�12 þ 83:33d�21Þ;P2ð42:918d�13
þ 8:978d�22Þ;P3ð8:772d�23 þ 14:144d�24Þ� ð33Þ

and satisfy the goal expression in (32) subject to the system constrains in (24) and
(28).

The software LINGO (ver. 12.0) is used to solve the problem.
The achieved values of the objectives are

F1;F2;F3ð Þ ¼ ð617:167; 0:19624; 0:02319Þ with the membership values

ðlF1
; lF2

; lF3
Þ ¼ 0:975; 0:986; 0:912ð Þ:

The resultant decision for power generation is

ðp1; p2; p3; p4; p5; p6Þ ¼ ð0:483; 0:464; 0:050; 0:276; 1:00; 0:515Þ:
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4.1 An Illustration for Performance Comparison

To expound the effectiveness of the proposed priority based FGP formulation of the
EEPGD problem, the model solution is compared with the solutions obtained by
using the approaches: conventional linear minsum FGP approach [19]; proposed
FGP without linearization of objectives functions; Multi-objective optimization
algorithm based on particle swarm optimization and differential evolution (MO-DE/
PSO) [20], Multi-objective Pareto genetic algorithm (MO-PGA) [21], Multi-
objective differential Evolution algorithm (MO-DEA) [22]. The model solution and
solutions obtained under the above approaches are presented in Table 3.

The graphical representations of the results obtained by using the proposed
method and the methods studied previously are displayed in Figs. 2 and 3.

Table 3 Solutions achieved under the proposed approach and other approaches

Generator Model

Priority
based
FGP

Minsum
FGP

FGP without
linearization

MO–
DE/
PSO

MO–
PGA

MO–
DEA

Generator
output
(p.u.)

G1 0.4831 0.05 0.1341 0.4191 0.3929 0.3926

G2 0.4642 0.05 0.1283 0.4594 0.3937 0.4625

G3 0.05 0.2811 0.9388 0.5511 0.5815 0.5631

G4 0.2761 1.2 0.4861 0.3919 0.4316 0.4031

G5 1 1 0.8333 0.5413 0.5445 0.5676

G6 0.5147 0.2276 0.2282 0.5111 0.5192 0.4784

Fuel-cost($/h) 617.167 619.109 650.711 644.771 644.742 645.879

Environment-emission
(ton/h)

0.1962 0.1961 0.239 0.1943 0.1942 0.1952

Transmission-loss
(in p.u.)

0.0232 0.0461 0.0664 0.0314 0.0294 0.0203
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Fig. 2 Comparison of fuel-cost ($/h) and environmental-emission (ton/h) achieved under different
approaches
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The graphs show that the proposed approach is more effective in comparison to
the others ones from the view point of arriving at the thermal power generation
decision with proper control of operational objectives in a thermal power plant
operational system.

5 Conclusion and Scope for Future Research

The main advantage of using the priority based FGP approach to solve the TLP
formulation of EEPGD problems is that the computational difficulty with nonlin-
earity in objective functions does not arise here in the decision search process.
Again, an appropriate decision for balancing the achievement of objectives in a
hierarchical order on the basis of needs of thermal power demand and reductions of
both environmental-emission and transmission-loss can be obtained under the
proposed approach. The interval programming approach [23] to PGD problems,
where values of model parameter are taken in the form of intervals instead of fuzzy/
stochastic description of them may be a problem in future research.

Acknowledgments The authors would like to thank the Editors and anonymous Reviewers for
their useful suggestions for improving the quality of presentation of the paper.
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Reverse Logistic Model for Deteriorating
Items with Non-instantaneous
Deterioration and Learning Effect

S.R. Singh and Himanshu Rathore

Abstract Recycling is the necessary concept for survival of the today’s global
environment. To encourage this concept, in present article we have developed a
reverse logistics model for deteriorating items. The deterioration is treated as non-
instantaneous rate with time dependent demand rate. The production rate is directly
related with demand rate under the effect of learning. The whole study is done in an
inflationary environment. The goal of this study is to find optimum value of total
cost function. At the end this article model is numerically illustrated and a sensi-
tivity analysis is performed.

Keywords Reverse logistics � Deterioration � Learning � Remanufacturing

1 Introduction

Reverse logistics becomes very important in today’s global market. It saves our
environment as well as human life. In literature the concept of reverse logistics has
been studied first by Schrady [1]. Further many authors have extended his work in
different aspects. El Saadany and Jaber [2] have studied the reverse logistics model
with price and quality dependent return rate. Alamri [3] have developed a reverse
logistics inventory model with time dependent production, remanufacturing and
demand rates.

Singh and Saxena [4] have developed an optimal return policy for reverse
logistics system. In similar manner Singh et al. [5], Yang et al. [6] have considered
the reverse logistics concept.
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In literature many researchers have assumed that the remanufactured products
are as good as manufactured products. But its not always true, means the quality of
remanufactured products is low then the quality of fresh products. These low quality
products are sold in secondary market at a low price rate whereas fresh products are
sold in primary market at high price rate. For literature review we can go through
the work of Jaber and El Saadany [7], Konstantaras and Skouri [8], Hasanov et al.
[9], Singh and Saxena [10, 11] etc.

In real life it is very common that the customer try to reduce the cost parameters
and it is done through experiences of purchasing a particular item. This process is
known as learning. In literature Maity et al. [12] have studied the recycling
inventory model under the effect of learning. Singh et al. [13] have studied a two-
warehouse inventory model with non-instantaneous deterioration rate and effect of
learning. Singh et al. [14] have developed an inventory model for non-instanta-
neously deteriorating items with limited storage capacity.

In this paper we have developed a reverse logistics inventory model for dete-
riorating items with non-instantaneous deterioration rate. The demand is treated as
exponential function of time and production and remanufacturing rates are directly
related to the demand rate. Remanufactured products are of low quality then fresh
products and sold in secondary market at low price rate. The demands of primary
market are satisfied by fresh products at high price rate. The whole study is done
under the effect of inflation and learning effect associated with cost of manufac-
turing and manufacturing. The whole system is represented in Fig. 1.

2 Assumptions and Notations

The assumptions and notations which are used in mathematical model formulation
are given as follows. The subscript r, m and c are used for remanufacturing,
manufacturing and collection cycle respectively.

Manufacturing Primary market 

Secondary market 

Used products 

Remanufacturing

Collection  

Fig. 1 Forward and backward supply chain
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2.1 Notations

Pm, Pr are the manufacturing and remanufacturing rate respectively
Rc rate of returning items
Dm(t) Time dependent demand rate at primary market
W: (=Dr(t)) is the demand rate of customer at secondary market
θr Deterioration rate of remanufactured product
θm Deterioration rate of manufactured product
θc Deterioration rate of the collected items
tr life time of remanufactured product
tm life time of manufactured product
tc Deterioration rate of the collected items
T Total cycle length, ti: time intervals for i = 1, 2, 3
Km set up cost for manufacturing
Kr set up cost for remanufacturing
Kc set up cost for Collection
Cc unit acquisition cost
Sm unit procurement cost
Cm unit production cost
Cr unit remanufacturing cost
hr holding cost (per unit per unit time) of owned warehouse
hm holding cost (per unit per unit time) of rented warehouse
hc Cost for holing returned items per unit per unit time
Imi(t) inventory level during manufacturing cycle, i = 1, 2, 3
Iri(t) inventory level during remanufacturing, i = 1, 2, 3
Ici(t) inventory level during collection cycle, i = 1, 2, 3.

2.2 Assumptions

• Items are returnable and retuned items are remanufactured. In quality both
manufactured and remanufacture products are of same quality.

• System is proposed for single item only with constant deterioration rate.
• Items are manufactured/remanufactured at a finite rate of manufacturing and

remanufacturing which directly related to the demand rate, Pr = krDr(t);
Pm = kmDm(t) where kr and km > 0.

• Demand rate is Dm(t) = aebt where a and b > 0 is satisfied by both fresh products
of at the primary market. The W (=Dr(t) = αeβt, α and β > 0) is the rate of
demand at secondary market which is satisfied by remanufactured products,
which are of low quality.

• Cycle length is infinite but we have discussed only a typical cycle of length T.
All other cycles are identical to the cycle T.
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• Cr + Cr
′/nλ is the remanufacturing cost under the effect of learning where λ > 0 is

the learning coefficient.
• Cm + Cm

′ /nγ is the manufacturing cost under the effect of learning where γ > 0 is
the learning coefficient.

3 Mathematical Model Formulation

The inventory depletion in different cycles is described as follows:

3.1 Remanufacturing Cycle

dIr1ðtÞ
dt

¼ Pr �W ; Ir1ðt ¼ 0Þ ¼ 0; 0� t� tr ð1Þ

dIr2ðtÞ
dt

þ hrIr2ðtÞ ¼ Pr �W ; Ir1ðt ¼ trÞ ¼ Ir2ðt ¼ trÞ; tr � t� t1 ð2Þ

dIr3ðtÞ
dt

þ hrIr3ðtÞ ¼ �W ; Ir3ðt ¼ t2Þ ¼ 0; Ir2ðt ¼ t1Þ ¼ Ir3ðt ¼ t1Þ;
t1 � t� t2

ð3Þ

Solving (1), (2) and (3) using boundary conditions, we get

Ir1ðtÞ ¼ a
b
ðkr � 1Þðebt � 1Þ; ð4Þ

Ir2ðtÞ ¼ aðkr � 1Þe�hr t eðhrþbÞt
ðhrþbÞ þ eðhrþbÞtr � ehr tr

b
� eðhrþbÞtr

ðhrþbÞ

� �

; ð5Þ

Ir3ðtÞ ¼ ae�hr t eðhrþbÞt2
ðhrþbÞ � eðhrþbÞt

ðhrþbÞ

� �

; ð6Þ

t2 ¼ 1
hr þ b

� �

log kreðhrþbÞt1 þ kr � 1
b

� �

hreðhrþbÞtr � ðhr þ bÞehr tr
� �� �� �

; ð7Þ
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3.2 Manufacturing Cycle

dIm1ðtÞ
dt

¼ Pm � DmðtÞ; Im1ðt ¼ t2Þ ¼ 0; t2 � t� tm ð8Þ

dIm2ðtÞ
dt

þ hmIm2ðtÞ ¼ Pm � DmðtÞ; Im1ðt ¼ tmÞ ¼ Im2ðt ¼ tmÞ; tm � t� t3 ð9Þ

dIm3ðtÞ
dt

þ hmIm3ðtÞ ¼ �DmðtÞ; Im3ðt ¼ TÞ ¼ 0; Im2ðt ¼ t3Þ ¼ Im3ðt ¼ t3Þ;
t3 � t� T

ð10Þ

Solving (8), (9) and (10) using boundary conditions, we get

Im1ðtÞ ¼ a
b
ðkm � 1Þðebt � ebt2Þ; ð11Þ

Im2ðtÞ ¼ aðkm � 1Þe�hmt eðhmþbÞt
ðhmþbÞ þ eðhmþbÞtm � ehmtmebt2

b
� eðhmþbÞtm

ðhmþbÞ

� �

; ð12Þ

Im3ðtÞ ¼ ae�hmt eðhmþbÞT
ðhmþbÞ � eðhmþbÞt

ðhmþbÞ

� �

; ð13Þ

T ¼ 1
hm þ b

� �

log kmeðhmþbÞt3 þ km � 1
b

� �

hmeðhmþbÞtm � ðhm þ bÞehmtmebt2
� �� �� �

;

ð14Þ

3.3 Collection Cycle

dIc1ðtÞ
dt

¼ Rc � Pr; Ic1ðt ¼ tcÞ ¼ Ic2ðt ¼ tcÞ; 0� t� tc ð15Þ

dIc2ðtÞ
dt

þ hcIc2ðtÞ ¼ Rc � Pr; Ic1ðt ¼ tcÞ ¼ Ic2ðt ¼ tcÞ; Ic3ðt ¼ t1Þ ¼ 0 tc � t� t1

ð16Þ

dIc3ðtÞ
dt

þ hcIc3ðtÞ ¼ Rc; Ic3ðt ¼ t1Þ ¼ 0; Ic1ðt ¼ 0Þ ¼ Ic3ðt ¼ TÞ; t1 � t� T

ð17Þ
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Solving (15), (16) and (17), using boundary conditions, we get

Ic1ðtÞ ¼ ðRct � akr
b

ebtÞ; ð18Þ

Ic2ðtÞ ¼ e�hct Rc

hc
ðehct � ehct1Þ � akr

ðhc þ bÞ ðe
ðhcþbÞt � eðhcþbÞt1Þ

� �

; ð19Þ

Ic3ðtÞ ¼ Rc

hc
e�hct ehct � ehct1

� 	
; ð20Þ

Now acceptable return quantity for used items is Q ¼ RcT and the different cost
parameters are as follows

1. Present worth of Procurement (POC) and Acquisitions (AC) cost is

¼ Sm

Zt3

t2

Pme�Rtdt þ Cc

ZT

0

Rce�Rtdt ¼ aSmkm
eðb�RÞt3 � eðb�RÞt2

ðb� RÞ
� �

þ CcRc
1� e�RT

R

� �

ð21Þ

2. Present worth of Manufacturing cost (MC) and Remanufacturing (RC) cost is

¼ Cm þ C0
m

nc

� �Zt3

t2

Pme�Rtdt þ Cr þ C0
r

nk

� �Zt1

0

Pre�Rtdt

MC þ RC ¼ akm Cm þ C0
m

nc

� �
eðb�RÞt3 � eðb�RÞt2

ðb� RÞ
� �

þ akr Cr þ C0
r

nk

� �
eðb�RÞt1 � 1
ðb� RÞ

� �

ð22Þ

3. Present worth of holding Cost is HC

¼
Holding cost for remanufactured itemsþ Holding cost for manufactured items

þ Holding cost for collected items
�
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HC ¼
Ztr

0

hrIr1ðtÞe�Rtdt þ
Zt1

tr

hrIr2ðtÞe�Rtdt þ
Zt2

t1

hrIr3ðtÞe�Rtdt þ
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Now using continuity functions for values of t1, t2, t3 and T in total cost function.
Hence the total cost per unit time is

TC t1; Tð Þ ¼ 1=Tð Þ Kr þ Km þ KC þ POCþ ACþ PCþ RCþ HC½ � ð24Þ

To minimize total relevant cost, we differentiate TC (t1; T) w.r.t to t1 and T for
optimal value necessary conditions are

@TC t1; Tð Þ
@t1

¼ 0;
@TC t1; Tð Þ

@T
¼ 0;

Provided the determinant of principal minor of hessian matrix are positive
definite, i.e. det(H1) > 0, det(H2) > 0 where H1, H2 is the principal minor of the
Hessian-matrix. Hessian Matrix of the total cost function is as follows:

@2TC
@t21

@2TC
@t1@T

@2TC
@T@t1

@2TC
@T2

" #

4 Numerical Illustration and Sensitivity Analysis

For the numerical illustration following numerical values are used to calculate
optimal value of total cost Km = 150, Kr = 80, Kc = 100, hr = 1.2, hm = 1.2, h3 = 2,
hc = 1, Rc = 60, a = 250, b = 2, α = 100, β = 5, kr = 2, km = 2, n = 2, θr = 0.055, θm = 0.05,
θc = 0.057, R = 0.01 Sm = 8, Cm = 3, Cm

’ = 3.2, Cr = 2, Cr
′ = 2.2, Cc = 2, tr = 0.3, tm = 3,

tc = 0.3 with the help of Mathematical software Mathematica7 optimal values are as
follows: TC* = 15,097.9, t1

* = 0.45299, t2
* = 1.1063, t3

* = 5.66352, T* = 10.4525.
We have performed a sensitivity analysis by changing values of important

parameters like demand factors a, b, α, β, learning coefficients λ, γ and inflation rate
R. The resultant optimal values of t1*, t2*, t3*, T and TC are given in Table 1. The
keen observations of Table 1 are as follows:

• Increment in a and b results in increment in t1
*
, t2

*
, t3

*
, T

* and TC*.
• Increment in α results in increment in TC* while decrement in t1

*
, t2

*, t3
* and T*.

• Increment in β results in increment in t1
* and TC* while decrement in t2

*, t3
* and

T*.
• Increment in γ results in decrement in t1

*
, t2

*
, t3

*
, T

* and TC*.
• Increment in λ results in increment in t1

*
, t2

*
, t3

* and T* while decrement in TC*.
• Increment in R results in decrement in t1

*
, t2

*
, t3

* and T* while increment in TC*

(Figs 2 and 3).
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Table 1 Sensitivity analysis

t1* t2* t3* T* TC*

Change in a

225 0.441224 1.08854 5.64147 10.4261 13,794.7

255 0.45506 1.11042 5.6674 10.4561 15,358.4

275 0.462581 1.12546 5.68151 10.4693 16,400.1

Change in b

3 0.477475 1.15525 5.80821 10.565 16,113

4 0.492346 1.18499 5.87172 10.6171 16,498.3

5 0.502122 1.20454 5.90696 10.647 16,690.9

Change in α

75 0.481115 1.1626 5.71955 10.5082 15,022.4

125 0.424671 1.04964 5.60711 10.3963 15,168.7

150 0.396159 0.992618 5.55032 10.3397 15,235.1

Change in β

4 0.431194 1.11147 5.66889 10.458 15,070.1

6 0.467584 1.1028 5.65992 10.4488 15,116.4

8 0.485903 1.09843 5.65541 10.4441 15,140.5

Change in γ

0.03 0.452974 1.10625 5.65622 10.4379 15,097.9

0.04 0.452959 1.10622 5.64898 10.4235 14,998.8

0.05 0.452944 1.10619 5.64178 10.4091 14,950.2

Change in λ

0.03 0.453497 1.10729 5.66453 10.4535 15,096.4

0.04 0.454002 1.1083 5.66554 10.4545 15,095.2

0.05 0.454503 1.1093 5.66654 10.4555 15,093.8

Change in R

0.02 0.452989 1.10628 5.66352 10.4525 15,097.7

0.03 0.452988 1.10627 5.66351 10.4524 15,097.8

0.04 0.452987 1.10626 5.6635 10.4523 15,097.9

Fig. 2 Convexity of TC* w.r.
t.t1

* and t2
*
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5 Conclusion

In this article we have developed a reverse logistics inventory model under the
effect of learning and inflation. The items are deteriorating in nature with non-
instantaneous deterioration rate. The demand rate is treated as exponential function
of time and manufacturing and remanufacturing rates are demand dependent. The
remanufactured products which are low in quality than the quality of manufactured
product, sold in secondary market whereas fresh products are sold in primary
market. The used items are collected from both markets and are remanufacturing
unit. The main objective of this study is to find optimal values of total cost function
TC and optimal operating times t1, t2, t3, T. At the end numerical illustration and
sensitivity analysis is elaborated. The whole calculation part is done using Math-
ematica7. For the future research we can incorporate some other parameters of
inventory control system.
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On the Implementation of a Saliency
Based Digital Watermarking

Abhishek Basu, Susmita Talukdar, Nabanita Sengupta,
Avradeeta Kar, Satrajit Lal Chakraborty
and Subir Kumar Sarkar

Abstract Digital watermarking at the least significant bit (LSB) for copyright
protection is proposed in this paper based on the saliency map. The projected
algorithm can embed more information into less perceptive areas within the original
image determined by Itti-Koch saliency map. It gives a concept of the areas which
has excellent data hiding capacity in an image. The area/region with less percep-
tibility denotes the most insignificant region from the aspect of visibility in an
image, so any modification within these areas will be less evident to any observer.
Here the algorithm is being evaluated by means of imperceptibility and robustness.
Thus images embed with a watermark will project higher bit capacity.

Keywords Digital watermarking � LSB � Copyright protection � Itti-Koch
saliency map � Data hiding capacity � Imperceptibility

1 Introduction

With the advancement of technology in today’s world, new ideas are coming up every
day—both constructive and destructive. These days, digital information can be
replicated and reproduced with an ease. To prevent this treachery, few methods are
implemented to retain the originality and digital watermarking is one of them [1]. It is
a proficient mechanism for copyright protection of digitalized information. In this
process data is hiddenwithin an object by some unique ways so that others can’t reach
to the original data and later on the data can be extracted by the owner itself [1, 2].
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The proposal of this paper is regarding digital image watermarking technique
based on Itti-Koch saliency map of an image in which the watermark will be
implanted in the less prominent areas of that image. Saliency map signifies visual
saliency of a consequent visual sense topographically. It facilitates in evaluating the
imperceptibility of an image along with its data embedding capacity. In this pro-
posed technique data hiding is the maximum at those positions where perceptibility
is low [3, 4]. By adaptive least significant bit (LSB) substitution technique, the
watermark is implanted within the original image [5]. As the bits of watermark are
implanted at least significant locations of image, imperceptibility is superior. The
data is hidden at numerous places and more than one time to improve the robustness
and data hiding capacity [2].

This preliminary introduction about the proposed work is followed by some
other sections like description of steps of watermark embedding and the extraction,
followed by experimental results and discussions, finally conclusion and reference.

2 Watermark Embedding and Extraction

The process of digital image watermarking proposed here aims to attain the trade-
off between robustness and imperceptibility of the watermarked image i.e. the
original image embedded with the watermark, through increasing the data hiding
capacity by embedding multiple copies of the logo in an effective way [5].

Figure 1 shows the process of encrypting a watermark in an image:
At first the Saliency Map of the original image is produced. Here Itti-Koch

algorithm has been followed to produce the map. Hiding capacity estimation is
done based on the previous map and main regions where the watermarks can be
hidden are approximated. Based on the hiding capacity of the image, the watermark
is embedded into it by adaptive LSB replacement process. More bits of the original
image are replaced by the bits of the watermark where the original image is more
inconspicuous. Thus the Watermarked image is obtained.

Figure 2 provides a scheme of the process of decoding a watermark form a
watermarked image.

Original
Image

Saliency Map

(Itti -Koch)

Hiding Capacity 
Estimation

Adaptive LSB 
replacement

Binary 
Watermark

Watermarked 
Image

Fig. 1 Block diagram of
watermark encoder
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Saliency map of the original image is produced and hiding capacity estimation of
the original image is done as it was done in the encoding process. On the basis of
original image & hiding capacity in the original image, LSB is extracted from the
pixels of the watermarked image. Adaptive symmetry of the bits of the same order,
extracted from different regions of the watermarked image derived from saliency, is
computed to retrieve the binary watermark.

2.1 Watermark Embedding and Extraction

The architecture for Itti-Koch model [6] is presented in Fig. 3.
The model unites multi-scale image features into a solo topographical saliency

map in a bottom-up approach. Visual pre-processing (presented within the marked
enclosure), for every pixel in the pyramid, three color channels R, G, B are gen-
erated. Four Gaussian pyramids R(r), G(r), B(r), I(r) are created from these color

channels, where I = rþgþb
3 , r, g and b are the colors. The projected approach utilizes

grayscale images, to obtain the saliency map. Therefore all the three color channels
are assigned as gray channels.

In mammals the sensitivity of intensity and contrast is detected by the neurons
that are sensitive either to dark centers on bright surroundings or vice versa, is
computed in a set of six maps and the center-surround is implemented here as the
difference between center and surround scales.

Orientation feature maps encode local orientation contrast between the centers
and surround scales. The feature maps are combined into three conspicuity maps, �I
for Intensity, �C for Color, �O for Orientation. This three conspicuity maps are
normalized and summed to find out the ultimate output S, the saliency map.

S ¼ 1
3

N I
� �þ N C

� �þ N O
� �� � ð1Þ

Saliency Map
(Itti -Koch)

Original 

Image

Hiding Capacity 

Estimation

LSB Extraction 

from the pixels of 

Watermarked Image 

Binary 
Watermark

Adaptive Symmetry 

Calculation

Watermarked 
Image

Fig. 2 Block diagram of
watermark decoder
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2.2 Hiding Capacity Estimation

From the produced saliency map, a hiding capacity estimation map is prepared by
using high embedding potency in less perceptible saliency areas and a low
embedding potency in areas of more perceptible saliency areas, to acquire enhanced
watermark invisibility and to improve the hiding capacity of the embedded
watermark.

Stempm ¼ minðSmÞ ð2Þ

where, m � Sm \ m þ 1ð Þ � 0:10; for m ¼ 0 ð3Þ

and Stempm ¼ max Smð Þ ð4Þ

Input Image

Linear Filtering

Intensity Colors Orientations

GAUSSIAN 
PYRAMIDS

GAUSSIAN 
PYRAMIDS

GAUSSIAN 
PYRAMIDS

Center -surround differences

Feature Maps Feature Maps Feature Maps

Across Scale Combinations

OrientationsColorsIntensity

Linear Combinations

Saliency Map

Conspicuity Maps for

Fig. 3 Architecture of Itti and Koch model
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where; ðm� 0:10Þ � Sm \ ðm� 0:25Þ; form ¼ 1; ð5Þ

ððm � 1Þ � 0:25Þ � Sm \ ðm � 0:25Þ; for 2 � m � 3; ð6Þ

ððm � 1Þ � 0:25Þ � Sm � ðm � 0:25Þ; for m¼ 4 ð7Þ

where Sm is the Saliency map of original gray-scale image. Iom

2.3 Encoder and Decoder

Let the original gray-scale image be Iom of size C� D and Wb be the binary
watermark with size of P� Q and illustrated as:

Iom ¼ X a; bð Þf g; 0 � a \C; 0 � b \ D; X a; bð Þ 2 f0; 1; . . .; 255g ð8Þ

Wb ¼ fYði; jÞg; 0 � i\ P; 0 � j\Q, Yði; jÞ 2 f0; 1g ð9Þ

Db is the function for Decimal to Binary conversion and Bd is the function of
converting Binary to Decimal.

The adaptive LSB watermarking is defined as functions ðF enc;F decÞ.

DbfIomg ¼ BIom ð10Þ

BIomð0;MÞ ¼ Wb ð11Þ

where M� 7� ð4þ mÞ and M is a positive integer with m ¼ f0; 1; 2; 3g
The watermark is implanted only once for every region i.e. Stempm .
So here,

F enc : BdfBIom 0;Mg ! Iw ð12Þ

Iw is the watermarked image of size C � D.
Likewise, for decrypting the watermark, Stempm ; Iom and Iw are compared to get

the region where the watermark has been concealed for every value of m. Let the
region be

Ewm ¼ fEwmðp; qÞg; where 0� p\P; 0� q\Q; Ewmðp; qÞ 2 f0; 1; . . .; 255g
ð13Þ

DbfEwmg ¼ BEm ð14Þ

Now if Countm be the function to count binary ‘0’ and ‘1’ in LSBs of each pixel
of Ewm in the following manner and the function returns the value of majority to
Cbitm where
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Cbitm ¼ fCbitmðg; hÞg;Where 0 � g\P; 0 � h\Q; Cbitmðg; hÞ 2 f0; 1g ð15Þ

Then,
For m ¼ 0 and Stemp ¼ 0;

Cbitm ¼ CountmfBEmð0; 3Þ;BEmð0; 2Þ;BEmð0; 1Þg ð16Þ

For m ¼ 1 and Stempm ¼ 0:25;

Cbitm ¼ CountmfBEmð0; 2Þ;BEmð0; 1Þ;BEmð0; 0Þg ð17Þ

For m ¼ 2 and Stempm ¼ 0:50; Cbitm ¼ fBEmð0; 1Þg ð18Þ

For m ¼ 3 and Stempm ¼ 0:75; Cbitm ¼ fBEmð0; 0Þg ð19Þ

Count be the function to count binary ‘0’ and ‘1’ for value at the same positions
for Cbit3 ; Cbit2 ; Cbit1 and the function returns the value of majority to

C ¼ Cðg; hÞ;Where 0� g\P; 0� h\Q; Cbitðg; hÞ 2 f0; 1g ð20Þ

Then,

C ¼ CountfCbit3 ; Cbit2 ; Cbit1g ð21Þ

where C is the decrypted binary watermark.
Hence, following the above processes we get:

F dec : lw ! C;Where C � Wb: ð22Þ

3 Results and Discussion

The segment reports the experimental outcomes which have been evaluated through
comparative study between the earlier methods and the proposed technique. To
study the performance of the proposed algorithm by means of imperceptibility,
robustness and hiding capacity, four regularly accessible grayscale test images of
size 256 × 256 and single binary watermark image of dimension 16 × 16 are used.
The binary watermark image is given in Fig. 4 and the test gray scale images are
given in Fig. 5. Figure 6 shows the saliency maps for original grayscale images and
Fig. 7 stands for hiding capacity estimation based on the saliency maps where
different shades represent different hiding capacity. The black region represents the
less perceptible saliency region whereas the white region represents the most per-
ceptible saliency region. Figure 8 illustrates the watermarked Images.
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Fig. 4 Binary watermark (logo)

(i) Barbara (ii) Cameraman (iii) Lena (iv) Peppers

Fig. 5 Original grayscale images

Fig. 6 Itti-Koch saliency maps of original grayscale images

Fig. 7 Hiding capacity estimation based on the saliency maps

Fig. 8 Watermarked images
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Imperceptibility, in this context, refers to the invisibility of the embedded
watermark in the test or original images without corrupting the perceptual quality of
watermarking [2, 4, 5]. Table 1 tabularizes the number of quality measures required
to check the imperceptibility of the watermarks in the watermarked images.

A considerable degradation of quality or information loss will occur if any
means of intentional or unintentional processing is applied on the image. Table 2
presents the average results of performance against different attacks comparing the
original watermark and the watermark extracted from the watermarked images
under attack. Figure 9 provide recovered watermarks after different image
impairments.

To validate the performance of the proposed scheme, a comparison among
different algorithms is presented in Table 3. The assessment verifies that the pro-
jected approach offer improved imperceptibility and better capacity.

Table 2 Results for robustness

Name of attacks NCC SM PCC WDR WPSNR MI

Contrast 1 1 0.999 −13.533 26.420 0.0330

Crop 1 1 1 −Inf Inf 0.0341

Gaussian noise 0.916 1 0.999 −10.065 25.053 0.0329

Negative 1 1 1 −Inf Inf 0.0341

Scaling 1 1 1 −Inf Inf 0.0341

Rotation (15°) 0.931 1 0.999 −8.603 24.207 0.0323

Rotation (180°) 1 1 1 −Inf Inf 0.0341

Salt and pepper noise 0.975 1 0.999 −16.085 32.430 0.0337

Table 1 The performance results of imperceptibility

Original
image

SNR PSNR MSE IF LMSE UIQI MSSIM NQM AD MD

Barbara 46.19 52.13 0.398 1 0.0014 0.999 0.9995 46.189 0.0313 15

Cameraman 46.93 52.51 0.365 1 8.5392e−004 1.000 0.9991 46.930 0.0330 15

Lena 46.55 52.15 0.396 1 0.0029 0.999 0.9997 46.550 0.0293 15

Peppers 43.99 49.57 0.718 1 0.0021 0.999 0.9997 43.985 0.0557 15

(i) Contrast, (ii) Crop, (iii) Gaussian Noise, (iv) Negative, (v) Scaling, (vi) Rotation(15º)  

(vii) Rotation(180º), (viii) Salt & Pepper Noise

(i) (ii) (iii) (iv) (v) (vi) (vii) (viii)

Fig. 9 Recovered watermarks after different image impairments
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4 Conclusion

In proposed technique saliency map is used as a classifier to distinguish feature of
an image based on perceptibility which helps to secure imperceptibility along with
robustness of an image. The experimental conclusion implies that the algorithm
stand against various attacks with superior hiding capacity. Comparison of the
technique with some state of the art technique recommends that projected scheme
can be an efficient tool for copyright protection and authentication. Other algo-
rithms may be used in future other than LSB replacement to increase the effec-
tiveness of the watermarking efficiently.
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Table 3 The performance comparison

Sl. no Method PSNR
(dB)

Avg. capacity
(bpp)

1. Proposed method 52.51 3.3

2. Optimal LSB substitution by dynamic prog. [7] 38.34 3

3. Pair wise LSB matching by immune
programming [8]

35.05 2.25

4. Mielikainen’s method [9] 33.05 2.2504

5. Optimal LSB pixel adjustment process [10] 34.84 4
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Interval Goal Programming Approach
to Multiobjective Programming Problems
with Fuzzy Data Uncertainty

Shyamal Sen and Bijay Baran Pal

Abstract This paper presents interval goal programming approach for solving
multiobjective programming problems with fuzzy parameter sets. In the proposed
approach, the notion of interval approximation technique to fuzzy numbers is used
to transform the objectives with interval parameter sets. In the model formulation,
interval arithmetic is employed to convert the problem into the standard goal
programming problem. In goal achievement function, both the modelling aspects in
goal programming (GP), minsum GP and minmax GP are taken into account as a
convex combination of them to minimize possible deviations from specified target
intervals for goal achievements from optimistic point of view of decision maker
(DM) in the decision situation. A numerical example is solved to illustrate the
proposed approach.

Keywords Fuzzy number � Interval approximation � Interval arithmetic � Goal
programming � Fuzzy goal programming

1 Introduction

The occurrence of inexact data is inherent to most of the real-world decision
problems owing to imprecise nature of human judgments. Two prominent tech-
niques, fuzzy programming (FP) and interval programming (IVP) are used to
capture such uncertainty. The FP approaches [1], based on fuzzy set theory [2],
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concentrate on imprecise data (neither crisp nor random). Interval programming,
based on interval arithmetic [3], emphasizes on intrinsic vagueness of estimated
model parameters.

Now, in most of the practical decision situations, it is found that problems are
with multiplicity of objectives, where objectives often conflict each other to achieve
solutions by optimizing objectives in the decision environment. To resolve the
crisis, GP approach [4], introduced by Charnes and Cooper to solve problems in
crisp environment has been appeared as a robust tool for multiobjective decision
analysis. In a fuzzy multiobjective decision environment, fuzzy goal programming
(FGP) as an extension of conventional GP has been studied [5], and further
extended by pal et al. [6]. Thereafter, FGP has been applied to wide range of real-
life problems [7, 8] and widely circulated in the literature [9, 10].

Now, in the real-world decision situation it is to be observed that setting of the
imprecise goal values and measuring of tolerance ranges for goal achievement in
FGP approaches may not always be possible in a highly sensitive decision envi-
ronment. To tackle such a situation, IVP [11, 12] has appeared as a flexible tool for
solving decision problems with interval parameter sets.

IVP approach in the framework of GP called interval GP (IVGP) has been
introduced by Inuiguchi and Kume [13] in 1991. The methodological development
on IVP made in the past has been surveyed by Oliveira and Antunes [14] in 2007.
However, methodological extension of interval programming is still at an early
stage form the viewpoint of its use to different real-life problems.

However, in an uncertain environment, when all the model parameters are
represented by sets of fuzzy numbers, the notion of a-cut in fuzzy sets is used for
crisp equivalent formulation of a decision problem. Here, various defuzzification
operators [15, 16] are employed to solve a-level multiobjective programming
problem. But, the use of such a traditional approach involves a set of optimization
problems, and which leads to involve huge computational load in the solution
search process.

To overcome the above situation, the interval approximation approach for
decision analysis has been studied [17] in the recent past. But, the constructive
solution procure to solve fuzzily described multiobjective decision making
(MODM) problems with crisp coefficient interval representations of model
parameters is yet to be widely circulated in the literature.

In this paper, IVGP approach to fuzzily described MODM problems is intro-
duced to make a reasonable decision for achievement of objectives within the
intervals specified for optimizing them in the fuzzy environment. In the proposed
approach, first the intervals within which fuzzy objective coefficients possibly take
their values are determined by using the nearest interval approximation method [17]
to fuzzy numbers in the decision situation. In IVGP model formulation, the
structural constraint sets with fuzzy numbers are transformed into their crisp
equivalents by employing the concept of magnitude of a fuzzy number [18] to solve
the problem in the framework of IVGP method. In the solution process, minimi-
zation of deviational variables associated with objective goals of the formulated
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IVGP model is taken into account to arrive at a decision for achievement of goals
within the target interval specified for each of them in the decision environment.

Now, the basic definitions related to fuzzy set and fuzzy number are described in
the next section.

2 Preliminaries on Fuzzy Sets

Fuzzy Sets: A fuzzy set ~A of a universe X (relevance in particular context) is
characterized by its membership function l~A : X ! ½0; 1� and defined as:

~A ¼ x; l~A xð Þ� �j x 2 X
� �

:

a-Cut of Fuzzy Sets: a-cut of a fuzzy set ~A is a subset of ~A and defined as
Aa ¼ x : l~A xð Þ� a

� �
; for all a 2 ½0; 1�.

Fuzzy Number: A fuzzy set ~A defined on < (a set of real numbers) is said to be
fuzzy number if the following conditions are satisfied

(i) ~A is normal, that is height of ~A is unity.
(ii) ~A is a convex set.
(iii) the membership function l~AðxÞ; x 2 <, is at least piecewise continuous.

The membership function l~AðxÞ of is a continuous mapping from < to closed
interval [0, 1] and presented as:

l~AðxÞ ¼

0; if x 2 ð/; a1�
fL~AðxÞ; if x 2 ½a1; a2�
1; if x 2 ½a2; a3�
fR~AðxÞ; if x 2 ½a3; a4�
0; if x 2 ½a4;/Þ

8
>>>><

>>>>:

where fL~Aðx) is strictly increasing and fR~Aðx) a is strictly decreasing function.

If fL~Aðx) and fR~Aðx) linear, then the fuzzy number is called trapezoidal fuzzy
number and denoted by ha1,a2,a3,a4i and has a-cut Aa ¼ ½a1 þ ða2 � a1Þa; a4 �
ða4 � a3Þa�: In particular, if a2 ¼ a3, then trapezoidal fuzzy number is reduced to
triangular fuzzy number and denoted by \a1; a2; a4 [ and has a-cut
Aa ¼ ½a1 þ ða2 � a1Þa; a4 � ða4 � a2Þa�:
Interval Arithmetic Operation: Let a closed interval A (named as interval num-
ber) is defined as A ¼ ½aL; aU� ¼ fa:aL � a� aUg, where aL; aU left and right are
limits, respectively of the interval A.

For a particular case, A = [a, a] represents only the real number a.
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If n be a scalar then, the scalar multiplication of A is defined as:

nA ¼ ½naL; naU]; n� 0

½naU; naL]; n\0

(

The two binary operations, on the two interval numbers A1 and A2 are defined as:

A1 þ A2 ¼ ½aL1 þ aL2 ; a
U
1 þ aU2 �

A1 � A2 ¼ ½aL1 � aU2 ; a
U
1 � aL2 �

Fuzzy Arithmetic Operation: Let ~A, ~B be two fuzzy numbers and ~C be another
fuzzy number is defined as ~C ¼ ~A � ~B. Then a-cut of fuzzy number ~C can be
expressed as:

Ca ¼ Aa � Ba

where ‘�’ represents a binary operation.

Interval Approximation of Fuzzy Number: The fuzzy number can be approxi-
mated to an interval number. Uncertainties related to the parameters can be effec-
tively handled by using a suitable approximated interval. The idea of the nearest
interval approximation based on the metric ‘D’ (distance function) has been
introduced by Grezegorzwiski and defined as [17]:

NDð~AÞ ¼
Z1

0

AL
ada;

Z1

0

AU
a da

2

4

3

5

where NDð~AÞ represents the approximated interval of fuzzy number ~A based on the
metric ‘D’.

Ranking of Fuzzy Numbers: Fuzzy numbers are generally not rank ordered. To
establish the order relation between two fuzzy numbers, the ranking function is to
be defined. The ranking function g : Fð<Þ ! < where Fð<Þ the set of all fuzzy
numbers on the real line is <, is defined as:

gð~AiÞ\ gð~AjÞ implies ~Ai\~Aj; i 6¼ j
gð~AiÞ[ gð~AjÞ implies ~Ai\~Aj; i 6¼ j
gð~AiÞ ¼ gð~AjÞ implies ~Ai ¼ ~Aj for all i; j 2 I

where ~Ai; ~Aj 2 Fð<Þ and I is the subset of natural number and it represents the
index set.

Magnitude of a Trapezoidal fuzzy number: A special type of ranking function, the
magnitude of the trapezoidal fuzzy number \a0; x0; y0; b0 [ and defined as [18]:
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magð~AÞ ¼ 1
2
ð
Z1

0

ðAL
a þ AU

a þ x0 þ y0ÞfðaÞdaÞ

where AL
a ¼ a0 þ ðx0 � a0Þa; AU

a ¼ b0 � ðb0 � y0Þa and fðaÞ represents the
weight function which is continuous and satisfies the following relations:

fð0Þ ¼ 0; fð1Þ ¼ 1 and
Z1

0

fðaÞda ¼ 1
2
:

For the simplicity, fðaÞ ¼ a is taken as weight function to define the magnitude
of the fuzzy number.

Now, the problem formulation is described in the Sect. 3.

3 Problem Formulations

The generic form of a multiobjective programming with fuzzy number involved in
the objective function as well as in the constraints can be presented as:

Find X (x1, x2,…,xn) so as to:

Maximize
Xn

j¼1

~Ckjxj; k ¼ 1; 2; . . .;K:

so as to satisfy

Xn

j¼1

eAijxj � eBi; i ¼ 1; 2; . . .;m

X� 0

ð1Þ

where X is the vector of decision variables, and the parameters ~Ckj; ~Aij and ~Bi

(i = 1, 2,…, m; j = 1, 2,…, n) are fuzzy number.
In fuzzy linear programming, fuzzy coefficients are involved in the objective

function. To optimize the objective, fuzzy objectives are to be defuzzified by using
suitable defuzzification operator. Different defuzzification operators have been
circulated in the literature. a-cut is the widely used operator for the conversion of
the objective to its crisps equivalent form. Huge computational loads are involved
to solve the a-level multiobjective programming problems. By using nearest
interval approximation of fuzzy number [17], the objective function of the problem
can be written as:
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Maximize ZkðXÞ ¼ ND

Xn

j¼1

~Ckjxj

 !

¼
Xn

j�1

NDð~CkjÞ xj

¼
Xn

j¼1

Z1

0

CL
kjada;

Z1

0

CU
kjada

2

4

3

5 xj

¼
Xn

j¼1

cLkj; c
U
kj

h i
xj

where cLkj; c
U
kj

h i
represents the nearest interval approximation of the fuzzy number

~Ckj and the function NDð~CkjÞ satisfies the linear property and where cLkj ¼
R1

0
CL
kjada,

cUkj ¼
R1

0
CU
kjada.

Now, the parameters involved in the constraints are also fuzzy numbers. It is
necessary to transform the constraints into deterministic equivalent according to
some point of view defined on the basis of needs and desires of the decision maker
(DM). To compare the constraints from both sides with respect to the inequality
relation (the symbol ‘≤’ only signifies the relation between the fuzzy numbers from
both sides of the relation), a suitable ranking function is to be defined. Using the
concept of magnitude of a fuzzy number defined in the Sect. 2, the equivalent crisp
form of the constraints in (1) can be presented as [18]:

mag ð
Xn

j¼1

~AijxjÞ�mag ð~BiÞ; i ¼ 1; 2; . . .;m ð2Þ

where magð:Þ represents the Magnitude of fuzzy number ð : Þ.
The interval programming problem formulation is described in the Sect. 3.1.

3.1 Interval Programming Problem Formulation

Using interval arithmetic defined in the Sect. 2, the crisp equivalent interval pro-
gramming problem of fuzzy programming problem in (1) can be formulated as:
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Maximize ZkðXÞ ¼
Pn

j¼1
cLkjxj;

Pn

j¼1
cUkjxj

" #

¼ ZkLðXÞ;ZkUðXÞ½ � ðsayÞ
subject to

Pn

j¼1
Mijxj � ui; i ¼ 1; 2; . . .;m

X� 0

ð3Þ

where mag ð~AijÞ ¼ Mij and mag ð~BiÞ ¼ ui.
In IVP problem, targets have to be set for achieving the objective values in the

specified target intervals.
Determination of target intervals is presented in the Sect. 4.

4 Determination of Target Intervals

To determine the target intervals, the best and worst solutions of the defined interval
valued objectives are to be obtained first.

Let, the individual best and worst solutions of the k-th objective be ðXb
k;T

�
kUÞ

and ðXw
k ;T

�
kLÞ, respectively,

where T�
kU ¼ Max

X2S
ZkUðXÞ; and T�

kL ¼ Min
X2S

ZkLðXÞ ð4Þ

where S is the feasible region bounded by the set of constraints in (3).
Now, from the viewpoint of achieving the objective values within the best and

worst decisions, the target intervals can be considered as tLk ; t
U
k

� �
,

where T�
kL � tLk \tUk � T�

kU , k = 1,2,. . .,K ð5Þ

Then, incorporating the target intervals, interval valued objectives in (3) can be
expressed as [13]:

Zk(X) : [ZkL(X);ZkU(X)] = [tLk ; t
U
k ] ; k = 1; 2; . . .; k ð6Þ

The Goal programming formulation of the problem is described in the Sect. 5.

5 Goal Programming Formulation

The interval valued k-th objective with target interval can be restated as:

[ZkL(X);ZkU(X)] = [tLk ; t
U
k ]; k = 1; 2; . . .;K ð7Þ
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In the above formulation, it is to be mentioned that a possible solution of the
problem exists if the relations

ZkL Xð Þ� tLk
and ZkU Xð Þ� tUk

ð8Þ

are satisfied simultaneously.
Now, introducing under- and over-deviational variables, the goal expressions in

(8) can be presented as:

ZkLðXÞ þ q�kL � qþkL ¼ tLk ; k ¼ 1; 2; . . .;K ð9Þ

ZkUðXÞ þ q�kU � qþkU ¼ tUk ; k ¼ 1; 2; . . .;K ð10Þ

where ðq�kL; q�kUÞ� 0 and ðqþkL; qþkUÞ� 0 represent the under- and over-deviational
variables, respectively.

Now, in a decision making situation, the aim of the DM is to achieve the goal
values within the specified ranges by means of minimizing the possible regrets in
terms of minimizing the deviational variables involved in the decision situation.

In the field of IVGP, both the aspects of GP, minsum GP [6] for minimizing the
sum of the weighted unwanted deviational variables as well as minmax GP [8] for
minimizing the maximum of the deviations, are simultaneously taken into account
as a convex combination of them to reach a satisfactory solution within the spec-
ified target intervals of the goals.

Then, the regret function appears as:

Minimize Z ¼ k
Xk

k¼1

wkðq�kL þ qþkUÞ
( )

þ ð1� kÞ max
k

ðq�kL þ qþkUÞ
� 	

ð11Þ

Taking max
k

ðq�kL þ qþkUÞ = V, the executable GP model of the problem can be
restated as:

Minimize Z ¼ k
PK

k¼1
wkðq�kL þ qþkUÞ þ ð1� kÞV

and satisfy
ZkLðXÞ þ q�kL � qþkL ¼ tLk ; k ¼ 1; 2; . . .;K
ZkUðXÞ þ q�kU � qþkU ¼ tUk ; k ¼ 1; 2; . . .;K

subject to
Pn

j¼1
Mijxj � ui; i ¼ 1; 2; . . .;m

q�kL þ qþkU �V; k ¼ 1; 2; . . .;K
X� 0

ð12Þ
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where Z represents the regret function for goal achievement, and where wkð[ 0Þ
with

PK
k¼1 wk ¼ 1 denote the numerical weights of importance of achieving the

goals within the respective target intervals, and where 0\k\1.

6 Illustrative Example

To illustrate the proposed approach the following example is considered.
Find Xðx1;x2Þ so as to:

Maximize Z1ðXÞ ¼ h1; 2; 3ix1 þ h2; 4; 6ix2
Maximize Z2ðXÞ ¼ h2; 3; 4ix1 þ h3:5; 5; 6:5ix2
subject to h1; 2; 3; 4ix1 þ h1; 3; 4; 7ix2 � h10; 11; 12; 14i

h6; 7; 8; 9ix1 þ h4; 6; 7; 8Þix2 � h20; 22; 23; 26i
x1; x2 � 0:

ð13Þ

Using the proposed procedure defined in the Sect. 2, the approximated interval
of the triangular fuzzy numbers associated with the problem are obtained as:
NDð\1; 2; 3[ Þ ¼ ½1:5; 2:5�, NDð\2; 4; 6[ Þ ¼ ½3; 5:5�, NDð\2; 3; 4[ Þ ¼
½2:5; 3:5� NDð\3:5; 5; 6:5[ Þ ¼ ½4:25; 5:75�;

Then, magnitudes of the trapezoidal fuzzy numbers of the parameters associated
with the constraints in (13) are also obtained as:

ðM11;M12;M21;M22Þ ¼ ð2:5; 3:417; 7:5; 6:583Þ; and ðu1; u2Þ ¼ ð10:917; 22:417Þ

Using the relation in (4) the best and least solution sets are obtained as:

ðT�
1L;T

�
1UÞ ¼ ð0; 17:57Þ; and ðT�

2L;T
�
2UÞ ¼ ð0; 18:37Þ

Now, taking ½8; 17:57� and ½12; 18:37� as target interval for the objectives,
respectively, the executable model can be presented as:

Find Xðx1; x2Þ so as to:

Minimize~Z ¼ k
X~2

~k¼1

~w~k
~ðq~�
~kL þ~q~þ

~kU
~Þ þ ð1� kÞV
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and satisfy

1:5x1 þ 3x2 þ q�1L � qþ1L ¼ 8

2:5x1 þ 5:5x2 þ q�1U � qþ1U ¼ 17:57

2:5x1 þ 4:25x2 þ q�2L � qþ2L ¼ 12

3:5x1 þ 5:75x2 þ q�2U � qþ2U ¼ 18:37

2:5x1 þ 3:417x2 � 10:917

7:5x1 þ 6:583x2 � 22:417

q�1L þ qþ1U �V;

q�2L þ qþ2U �V

0\k\1

ð14Þ

For simplicity and without loss of generality, taking k ¼ 0:5 and using the
software (LINGOVER 6.0), solution is obtained as x1 ¼ 0; x2 ¼ 2:823 with Z1 ¼
½8:47:15:52�; Z2 ¼ ½11:99; 16:23�

Note. If the constraints in (13) are defuzzified by using the conventational notion
of a-cut of fuzzy numbers, then the constraints are obtained as:

½1þ a; 4� a�x1 þ ½1þ 2a; 7� 3a�x2 � ½10þ a; 14� 2a�
½6þ a; 9� a�x1 þ ½4þ 2a; 8� a�x2 � ½20þ 2a; 26� 3a� ð15Þ

Here, it may be mentioned that, for different values of a 2 ½0; 1�, different results
can be obtained in the solution search process. It is found that the optimal solution
corresponds to a ¼ 1:

The optimal solution is: x1 ¼ 0; x2 ¼ 2:823 with Z1 ¼ ½8:47:15:52�; Z2 ¼ ½11:99;
16:23�; which is the same as that obtained by using the proposed method.

Therefore, it may be said that the proposed approach is computationally more
efficient than the conventional method to reach decision in a fuzzy decision
environment.

7 Conclusion

In this paper, the potential use of IVGP approach to fuzzy MODM problems is pre-
sented. The main advantage of the approach presented here is that the computational
load for performing sensitivity analysis with variation of level of satisfaction for degree
of achievement of fuzzy objectives does not arise in the solution search process.

The proposed method can be extended to solve fractional programming problem
as well as multilevel programming problem in hierarchical decision making situ-
ations, which may be the problems in future study. However, it is hoped that the
proposed method can lead to open up new areas of research for solving real-life
problems in uncertain decision environment.
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Modeling Indian General Elections:
Sentiment Analysis of Political Twitter
Data

Kartik Singhal, Basant Agrawal and Namita Mittal

Abstract Twitter is a microblogging website where users read and write short
messages on various topics every day. Political analysis using social media is
getting attention of many researchers to understand the public opinion and trend
especially during election time. In this paper, we propose a novel approach based
on semantics and context aware rules to detect the public opinion and further
predict election results. We crawled the political tweets during the general election
in India, and further evaluate our proposed approach against the election results.
Experimental results show the effectiveness of the proposed rules in determining the
sentiment of the political tweets.

Keywords Sentiment analysis � Social media � Political sentiment

1 Introduction

Sentiment analysis is a field of natural language processing which focuses on
extraction of objective and subjective information from a natural language sentence.
With the boom of Online community people are expressing their likes and dislikes
towards different subjects in blogs, microblogs and social networking sites like
Twitter and Facebook. Analyzing these expressions of short colloquial text [1] can
yield vast information about the behavior of the people that can be helpful in many
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other subjects like Political Science, opinion extraction and Human Computer
Interaction (HCI).

With the ever emerging social media, more and more people are expressing their
sentiments about current affairs on blogs, microblogs and social networking sites
[2]. During the Indian general elections 2014, in the timeframe of 4 months, con-
versations regarding Indian elections were more than twice the conversations during
whole of the 2013 and Indian twitter users also more than doubled.

Early research in this area focuses on adjectives and single word phrases to
evaluate sentiments of the sentence like in [3]. An adjective with positive conno-
tation can imply the overall sentiment for the subject positive and an adjective with
negative connotation can imply the overall sentiment for the subject negative.
However recent studies has showed that verbs and adverbs [4] and two word
phrases [5] also contribute significantly to the overall opinion of the sentence. The
whole process is depended upon usage of dictionary of words with their ranking (or
polarity scores). This has been suggested in [6]. This method is also called lexicon
based sentiment analysis. In this a pre-evaluated knowledge base consisting of
words and their polarity scores are used like SentiWordNet [7] to determine relation
of word phrases and there sentiment score based on classification into positivity and
negativity of the subject that signifies the altitude of the author on that particular
subject. Recent researches have shifted their focus on Rule Based sentiment anal-
ysis [8], Machine Learning approaches [9] and semantic meaning of the sentences
[10]. Rule based techniques focuses on set of pre-defined rules which are when
detected in a natural language sentence gives a definite output.

In this paper, we proposed an approach for detecting sentiment in political tweets
based on our semantic rules. Proposed political sentiment analysis model is unsu-
pervised which don’t require any prior training dataset.

This paper organized as follows. Section 2 describes the related works. Section 3
discusses the proposed approach. Section 4 presents the results of the proposed
approach with the discussion. Finally, Sect. 5 presents the conclusion.

2 Related Work

Previous studies [11–13] show that analyzing these sentiments and patterns can
generate useful results which can be handy in determining opinions of public on
elections and policies of the government. In [11], authors extract sentiments
(positive, negative) as well as emotions (anger, sadness etc.) regarding the major
leading party candidates and on the basis of that they calculate a distance measure.
The distance measure shows the proximity of the political parties, smaller the
distance higher the chances of close political connections between that parties [12]
and [13] also shows how twitter data can be helpful in predicting election polls and
deriving useful information about public opinions.
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Existing problems in analyzing political tweets have been discussed in [14].
Sarcasm tends to reduce the accuracy of the classifier [15] shows how Sarcastic
tweets in which a positive sentiment followed by an negative situation is handled.
For deep analysis of the sentences, dependency parsing tool should be used which
can extract relations among the words that are forming the sentence [16, 17] show
the usage of Stanford Dependency Parser [18] (abbreviated from now on as SDP) in
extracting these relations.

We also used categorization specified in [16] but modified them a little to suite
our approach. Our categorization consists of six entities namely: Modifiers,
Intensifiers, Dividers, Negations, Verbs and Objects. We believe that these entities
are important as they can significantly affect sentiment of the overall sentences.

3 Proposed Approach

In this paper we proposed an approach for sentiment analysis of tweets. We
believed in a common system which will be able to solve different problems like
Sarcasm, Conjunction and Implicit negation combined. For this we proposed an
unsupervised hybrid approach of Lexicon Based and Rule Based Sentiment
Analysis which will analyze words related to other words, thus giving overall
sentiment of the sentence. For lexicon, SentiWordNet is used which can give us the
sentiment scores of a word. A negative score signifies negative connotation and a
positive score signifies positive connotation of the word. Tweets were manually
downloaded from a time period of 28 February 2014 to 28 March 2014. Our system
follows in mainly 4 steps which are explained below.

3.1 Dependency Extraction

We used SDP to extract rules from the tweets. The sole reason is to remove extra
words that are not related to overall sentiment or contribute very less to the overall
sentiment. From these rules, those that are containing verbs, adjectives, adverbs,
nouns, conjunctions and negations are extracted and rest are discarded.

When analyzing twitter sentences we found out that due to wrong grammatical
formations, efficiency of SDP decreases which will affect our system. When SDP is
unable to detect relation between two words, it uses rule ‘dep’ which shows
unknown dependency between those words. To improve this we used Ark twitter
POS tagger (abbreviated from now on as ATP) [19]. ATP enables us to determine
the part of speech of the two words thus giving us the dependency.
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3.2 Set Distribution

We approach the problem in set wise manner. It is easier to deal with the problem
when it is divided into sets. A natural language sentence is divided into 6 sets
according to their part of speech and the polarity of the whole sentence is described
by describing polarity of each set in relation to the other sets. Word phrases in the
sets contains reference to the words of the previous sets to which they are specif-
ically connected. This helps us in extracting features that will be vital in classifying
the sentences according to the rules in next section. The functionality of each set is
explained below with the help of example sentence (1).

1. ‘BJP will make good government but still will not remove corruption from
India.’

• Set W0 (Keyword Set)—Includes Subject or Objects containing Keywords Like
‘BJP’. These contain Noun or Noun + Noun. From the above sentence (1) this
set will include ‘BJP’.

• Set W1 (Verb Set)—Includes verbs which describes the action performed by the
contents of Set W0 with a reference to the specific noun to which it is connected.
From the above example (1), this set includes ‘make’, ‘remove’ because of the
extracted rules nsubj(make-3, BJP-1) and nsubj(remove-10, BJP-1) from Fig. 1
and we will extract features ‘BJP_make’, ‘BJP_remove’.

• Set W2 (Object/subject set)—Includes objects on which the Set W0 are per-
forming actions. This set also includes Noun and Noun + Noun. From (1) this
set includes ‘government’, ‘India’ because of the relations dobj(make-3, gov-
ernment-5), dobj(remove-10, corruption-11), prep_from(remove-10, India-13).
We will extract features ‘make_government’, ‘remove_corruption’,
‘remove_India’.

• Set W3 (Modifier Set)—Includes adjectival and adverbial modifiers that are
providing or modifying sentiments from the above sets (W0, W1, W2). From (1)
this set includes ‘good’ due to the relation amod(government-5, good-4). We
will extract features from this as ‘government_good’.

Function sentiscore(set(sets)) Begin: 
If set is W1(verb Set)) then
If set is W2(object set) or W3(modifier set) then

If Spre!=0 then

Else ;
If set is W4(intensifier set) then

If Spre!=0 then 
If set is W6(negator set) then
Return Snew;

Fig. 1 Algorithm for
sentiment score calculation
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• Set W4 (Intensifier Set)—Includes adverbial intensifiers that are strengthening
or weakening the sentiment scores from the Sets above. From (1) this set
includes ‘still’ from the relation advmod(remove-10, still-7). We will extract
feature ‘remove_still.’

• Set W5 (Buffer or Divider Set)—Includes conjunctions like ‘but’ and ‘and’ with
references to two words which it is dividing. From (1) this set will include ‘but’
from the relation conj_but(make-3, remove-10). We will extract feature
‘remove_make_but’.

• Set W6 (Negation Set)—includes the negation words like ‘not’, ‘never’ which
flips the sentiment score from the sets above. From above example (1) this will
include ‘not’ because of the relation neg(remove-10, not-9). We will extract
feature ‘remove_not’.

3.3 Context Rules Formation

We developed rules to determine the sentiment of tweets into positive and negative.
These rules are presented in Table 1 and each rule is explained with example
further. Polarity of the words is determined with the SentiWordNet. We used
following abbreviations for the rules.

Example: Consider the tweet ‘AAP bhakts r always right, BJP waste time for
dharnas. If u don’t trust then see it’ for the above rule. Here keyword is ‘BJP’ and
set W1 includes ‘trust’ which is a positive verb in SentiWordNet and W2 includes
‘time’ and ‘waste’ both of these are minor positive and neutral nouns respectively.
Notice that negator ‘don’t’ (placed in W6) is attached to trust i.e. we extract feature
‘trust_don’t’ which will reverse the polarity of Set W1 containing ‘trust’, thus
classifying in Rule 1.

Table 1 Context rules

Rules Set W1
Verb set

Set W2
Object/Subject set

Set W3
Adjective set

Set W4
Adverb set

Polarity

1 VB− N+/neutral * * −ve

2 VB− N− J− * +ve

3 VB+/neutral N− * * −ve

4 VB+/neutral N+/neutral J+/neutral * +ve

5 VB+/neutral N+/neutral J− * −ve

6 VB+/neutral N+/neutral J+ RB+ +ve

7 VB+/neutral N+/neutral J− RB+ −ve

8 VB+/neutral N+/neutral J+ RB− +ve

9 VB+/neutral N+/neutral J− RB− −ve

VB verb, N noun, J adjective, RB adverb, * doesn’t matter, + positive, − negative
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3.4 Determining Sentiment Scores

Once the rule formation occurs, sentiment scores are calculated using SentiWord-
Net. We used method similar to specified in [16] in calculating and distributing
scores. Let Spre be the polarity from the previous sets with which it is connected to,
Sset be the polarity of particular set and Snew be the updated polarity. Figure 1
shows the algorithm used for the sentiment score calculation.

4 Results

We prepared a datasets of total 259 tweets from the date of 28 February 2014 to 28
May 2014 just before the time of Indian elections to know the public trend and
general opinion about the elections. Among the total tweets 116 are positive, 92 are
negative and remaining 51 are objective tweets. We used accuracy as evaluation
measure and it is computed by dividing the correctly classified tweets with total
number of tweets. Our approach correctly predicted 76 positive tweets and 55
negative tweets. Further, we investigated manually that tweets containing colloquial
language (containing Hindi words) is 56 out of which 20 were positive and 17 were
negative. We removed these tweets from total tweets. Results are presented in
Table 2.

Next, we tried to model elections in National Capital Territory (NCT) Delhi
region. For this, we manually downloaded 106 tweets giving sentiments for the
Aam Admi Party (AAP) and its party leader Arvind Kejriwal from the same time
period by the users of Delhi Region. We investigated tweets with #AamAdmiParty,
#AAP and #ArvindKejriwal. Results are presented in Table 3.

Table 2 Results

Accuracy—positive tweets (76/96) × 100 = 79.17 %

Accuracy—negative tweets (55/75) × 100 = 73.33 %

Overall accuracy (131/171) × 100 = 76.61 %

Table 3 Results related to modelling elections in NCT Delhi

Number of tweets evaluated containing keyword AAP 106

Tweets containing positive sentiment towards AAP 37

Percentage of users positive about AAP (37/106) × 100 = 34.91 %

Tweets containing negative sentiment towards AAP 51

Percentage of users negative about AAP (51/106) × 100 = 48.11 %
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4.1 Discussions and Comparison with Other Approaches

Above results shows that 34.91 % of users were positive towards AAP party in
NCT Delhi region. From the Indian General Election results 2014 we know that all
the 7 seats of Delhi region were won by Bhartiya Janta Party (BJP). Although AAP
was not able to won any seat in NCT Delhi, there voting share in the elections were
32.90 % Ref. [20]. This gives us an error percentage of 6.11 %. So we were able to
predict the voting share of AAP with acceptable error percentage.

We compared our proposed approach with the state-of-art approaches. Table 4
presents some cases of where other approaches fails whereas proposed approach
performs better than other methods. The example tweets are chosen from the dataset
according to the classification type by algorithm.

Table 4 Handling problems in existing strategies

Type Example tweets Di
Caro
and
Grella
[16]

Riloff
et al.
[15]

Blenn
et al.
[1]

Tan
et al.
[17]

Our
approach

Noun driven
sentiment

If AAP comes to power, they
will form worst dictators

✘ ✘ ✘ ✓ ✓

Verb driven
sentiment

AAP bhakts r always right,
BJP waste time for dharnas. If
u don’t trust then see it

✓ ✓ ✓ ✓ ✓

Adjective
driven
sentiment

AAP is worst in forming and
managing policies

✓ ✓ ✓ ✓ ✓

Adverb dri-
ven
sentiment

Kejriwal is somewhat less
insane then his oppositions

✓ ✓ ✘ ✓ ✓

Conjunctions The IT cell of AAP may be
good in photoshop but lack
brains in logic when they cre-
ate crowd

• • • • ✓

Explicit
negation

AAP bhakts r always right,
BJP waste time for dharnas. If
u don’t trust then see it

✓ ✓ ✓ ✓ ✓

Implicit
negation

Meanwhile, Arvind Kejriwal
opens AAP’s doors to most
wanted Maobadi terrorist

✘ • ✘ ✘ •

Sarcasm Wow!!! AAP couldn’t be more
right in forming the policies

✘ • ✘ ✘ •

Sarcasm
(positive
negative
situation)

Absolutely adore it when my
bus is late

✘ ✓ ✘ ✘ ✓

✓ handled, ✘ not handled, • handled in some cases
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5 Conclusion

People are increasingly using Social media to express their opinion. And, Twitter is
a great source to investigate the public opinion especially during election time.
Observing the results has led us to believe that there is a great scope in analyzing
Indian political twitter data and considering its sentiment alone can result in giving
a general idea about the election results. In this paper, we proposed various rules
based on semantic structure of the sentence. Experimental results show the effec-
tiveness of the proposed approach over existing methods.
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Model Based Test Case Generation
and Optimization Using Intelligent
Optimization Agent

Prateeva Mahali, Arup Abhinna Acharya
and Durga Prasad Mohapatra

Abstract Test case optimization is one of the techniques which efficiently manage
the exponential growth in time and cost of testing. But in many times the researchers
compromise with the code coverage while going for optimization. In this paper, the
test suite is optimized using Intelligent Optimization Agent (IOA) while the keeping
the percentage of code coverage unchanged. First the System Under Test (SUT) is
modelled using UML Activity Diagram (AD) and converted into an Activity Graph
(AG). Then the optimized path is found out in AD by using IOA and cost attributes.
Then suitable algorithms are proposed to remove the redundant nodes in the opti-
mized path. IOA is an agent based approach as compared to Hybrid Genetic
Algorithm (HGA) in Intelligent Test Optimization Agent (ITOA).The proposed
approach is found to be effective when compared with other optimization techniques
like Genetic Algorithm (GA) and Intelligent Test Optimization Agent (ITOA).

Keywords Optimization � IOA � Testing � Code coverage � UML activity diagram

1 Introduction

Software maintenance is a challenging and costly activity in Software Development
Life Cycle (SDLC) [7]. Regression testing is an inherent activity during software
maintenance. Regression Testing is the process of retesting of modified system or
software using the old test suite to ensure that bug-fixes and functionalities introduced
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in the new version of software do not adversely affect the current functionality inherited
from previous version [4, 7]. Thatmeans if we have a system containing test suite T and
modified program P′ then we have to validate P′ with respect to T at the time of
regression testing [8]. This process is performed due to changes in business logic or
addition of new requirements or changes in the existing system. A great percentage of
time and cost is spending on re-executing the test suite. Due to this reason, reduction of
time and cost are the major challenges. Test case selection, minimization and priori-
tization [3] are some of the techniques to deal with this problem.

Test case or suite optimization means generating the test cases which should
expose undetected faults within minimum time and cost. It also helps to increase the
productivity and quality assurance of the system. Simultaneously it reduced testing
cost and improved the cycle time. Different techniques for optimization are Genetic
Algorithm (GA) [1], Particle Swarm Optimization (PSO) [2], Intelligent Search
Engine (ISA) [5], Intelligent Test Case Optimization Agent (ITOA) [6], Artificial
Bee Colony (ABC) algorithm etc. [9–11]. Test case or sequence optimization can
also be done using Artificial Intelligence (AI) technique.

This paper discusses a model based test case optimization technique to reduce
the time and cost of regression testing. Here a utility-based agent is developed
called as Intelligent Optimization Agent (IOA) to get an optimized test suite without
redundancy node.

The rest of the paper is organized as follows: Section 2 key out the related work
done by different researcher. The proposed approach is elaborated in Sect. 3 using a
case study of Shopping Mall Management System (SMMS). Section 4 explains the
comparison of this approach with the related work and Sect. 5 concludes the paper
with a discussion on its future trends.

2 Related Work

Mala and Mohan [5, 6] proposed two approaches for test sequence optimization
using Intelligent Search Agent (ISA) and Intelligent Test Case Optimization Agent
(ITOA). In ITOA, ISA is used for test sequence optimization and Hybrid Genetic
Algorithm (HGA) is used for test case optimization. Both proposals are compared
with Ant Colony Optimization (ACO) and GA respectively. The advantages of
these approaches are it gives optimized test suite without redundancy node.

Mahali and Acharya [4] given a complete different approach for test case pri-
oritization. According to the author’s proposal, first the system model is converted
into a graph and test cases are generated from the graph. That test cases are used for
optimization using Genetic Algorithm (GA) and optimized test sequence is fol-
lowed for prioritization. The prioritization is done using a priority factor which is
based on the comparison of update version of system with the previous version.

The advantages of this approach is it takes less time, effort and cost for
regression testing and the prioritize test sequence is much more efficient to detect
faults. But it fails to give global optimum fitness value.
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3 Proposed Approach

In this paper, we have proposed an approach for model based test case optimization
using UML activity diagram and intelligent agents. At first system model is con-
verted into an intermediate graph. Test suite optimization is done using an utility-
based intelligent agent called as Intelligent Optimization Agent (IOA). Test case
optimization is leading for a better test suite in regression testing with respect to
time, cost and path coverage. The activities of IOA are:

1. Modulation of Software Under Test (SUT) into UML Activity Diagram (AD).
2. Conversion of AD into Activity Graph (AG) and assigning weight to every

nodes and connecting edges.
3. A strategy for generating possible effective test suite and suitable criteria to stop

the generation process.
4. An transition rule for addition and deletion of nodes in the execution sequence.
5. Development of optimized test suite/sequences.

The general framework of the proposed methodology is represented in Fig. 1.

3.1 Internal Design of Intelligent Optimization Agent (IOA)

The internal design of IOA is shown in Fig. 2. IOA has a sensor and state. Sensor is
a software code that receives all input required for the agent like nodes, edges,
credit value and cost associated with each node and edge respectively. State con-
tains all the states in the system like present state, future state, update state etc.

The main goal of IOA is to find an optimized test sequence or path which covers
all nodes of the graph only once. For that reason, first we have to find out all nodes
from the directed graph i.e. referred as Software Under Test (SUT). The sensor
receives all required input from the graph. Then the nodes are identified by con-
sidering the credit value, state, evolution of SUT and action of that node. In the next
step, we have to keep continuous observation of each node’s reaction and take

Fig. 1 General framework
for test suite optimization
using IOA
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decision of further action. The reaction of node may be either the total cost of that
node or if there is a subpath in that node, then the total cost of that subpath. For
calculating total cost of node, the utilities required to that node is calculated. After
finding total cost, redundancy node or subpath is detected. After removing redun-
dancy node/subpath, the generated test sequence is called as optimized test
sequence or suite. This is the detail internal architecture and working process
of IOA.

Fig. 2 Internal design of IOA with agent descriptor
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3.2 IOA Algorithm

Generally intelligent search algorithms are used for path finding and constraint
satisfaction problems [6]. Path finding problems are used for finding individual
paths from initial or starting state to final or destination state and constraint satis-
faction means that path should satisfy limits or controls defined by the agent. In this
proposal the goal of path finding means finding an efficient and optimized path from
the graph, and constraint satisfaction means the path should not have any redun-
dancy node or subpath which was already covered by other paths and also that path
should give maximum coverage within minimum estimated cost. For that reason the
algorithm (given in Algorithm 1) is called an Intelligent Optimized Agent algo-
rithm. In order to achieve an effective and efficient optimized algorithm, we need to
specify the coverage of test sequences and total integration cost to generate test
sequence. This can be achieved by following steps.

1. Finding infeasible test sequences and total integration cost for each test case.
2. Detection and removal of redundancy nodes/sub-paths.
3. Evaluation of maximum path coverage within minimum integration cost.

Algorithm 1 Optimal test case/test path detection algorithm

Input: SUT (Activity Graph (AG))
Output: Optimized test suite
1: Start.
2: CV = WN //Assign weight of node(WN) to credit value of node(CV ). The
weights are assigned according to node type like decision node, control node, normal
node etc. Here we have given maximum weight to control node.
3: CI=WE //Assign weight of node(WE) to integration cost factor(CI ). CI required 
for joining/integrating the nodes and checking node dependency.
4: Repeat Steps 5 to 8 until getting optimal path. //Optimal path means 
maximum path coverage of node without redundancy node/subpath.
5: Calculate CT = CV + CI // CT is the total cost factor required to complete the
process.
6: Select the next state based on total cost factor. // State defines the changes of
node.
7: If there is any alternative path from the previous node to the next best node, then
calculate Total cost(CT can be calculated by adding the total cost of all paths).

CT = CT1 + CT2 + − − − − − − +CTn
//Total cost factor of next node is the addition of total cost factor of all paths from
previous node to next node.
8: If the above path has maximum path coverage then that path is considered as
optimal path & from which optimal cost can be calculated.
// Maximum path coverage means that path should cover maximum node in the
graph.
9: Generate optimized test suite T. //First test case in test suite (T) is the optimal
test case.

Model Based Test Case Generation and Optimization Using … 483



Basically this algorithm describes the detail procedure for generating or
detecting an optimal test suite from the directed graph. First the activity diagram is
converted into a directed graph representing activities are represented as nodes and
edges between two activities as edges between two nodes. Then some weights are
assigned to each node and edges. Using top-down approach, total cost factor for
each node is calculated by adding the weight of nodes and edges. This process is
performed to generate optimal test suite. If redundancy node is present in the
optimal test suite then it can be reduced by using Algorithm 2.

As per our proposal, the test case should give maximum path coverage. So a
procedure can be defined to calculate path coverage of test cases present in Tupdate[ ].

The test case which contains maximum nodes than other test cases, is referred as
optimal test case. The resultant test case gives maximum path coverage within
minimum total cost and it doesn’t contain any redundancy node. Now the new test
suite satisfies all defined criteria of our proposed approach. For removing redun-
dancy of subpath, we have to detect and delete the subpath in place of node.

Algorithm 2 Removal of Redundancy Test Cases

Input: Optimized test suite (T)
Output: Optimized test suite without redundancy node
1: Initialize RN[ ]= . //RN stores the set of redundancy node for each test case.
2: Initialize stack= . 
3: Repeat Steps 4 to 13 until the comparison of all the test cases are not completed.
4: for i = NS to NE do
5: //Traverse the path from the starting node and i represent the position of node
NS and NE represent start and end node respectively.
6: Push the node into a stack and check that node is present in stack previously or
not.
7:  if node is already present then
8:  RN − N //RN is a array of redundancy node and N is the node.
9: else
10: move to next node.
11: end if
12: end for
13: Delete the test case which contain redundancy node from T.
14: Update the optimized test suite(T) as

Tupdate = T − TRN //Tupdate= Updated test suite and TRN = Test case
containing redundancy node.
15: Calculate the path coverage and total cost factor of test ca Tupdate

Φ
Φ
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3.3 Implementation of IOA Using a Case Study of Shopping
Mall Management System (SMMS)

The proposed approach is discussed using a case study of Shopping Mall Man-
agement System (SMMS). Here UML Activity Diagram (AD) is used to design the
system model. The AD and AG of SMMS is shown in Figs. 3 and 4 respectively.
AG of SMMS contains 27 node because 27 activities are present in the AD, where
node 1 is the start node and node 27 is the end node. There are one fork and join
node (i.e. node 3 and node 5), five control node (i.e. 10, 16, 17, 18 and 19), two
decision node (i.e. node 11 and node 22) and others are normal node.

In the next step of proposed approach, the AG of SMMS is used for Intelligent
Optimization Agent (IOA) which is a utility-based intelligent agent. IOA is used to
find optimized test sequences from the graph. Here each node is assign with some
credit value (CV) with respect to importance of node. Highest priority is given to
control node i.e. 6 and lowest priority is given to normal node i.e. 1. Each edge is
assign with integration cost factor (CI). It can be defined as a cost factor required to
integrate the activities (it may be two or more activities or subpath). For example,
the integration cost factor of edge 1–2 is 1 due to integration of normal activity and
less dependency, but integration cost factor of edge 26–27 is 10 due to integration

Fig. 3 AD of shopping mall management system (SMMS)
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of all activities (i.e. completion of process) and more dependency than other. The
possible test cases of SMMS with the total cost factor (CT) is shown in Table 1. Due
to limitation of space we have given only 5 test cases but it gives 38 test cases. Here
the sensor receives the inputs like credit value, integration cost factor node and edge
number etc.

Fig. 4 AG of shopping mall
management system (SMMS)

Table 1 Independent paths present in AG with total cost

S.
No.
(path)

Test
case
name

Independent path Total
Cost

1 T1 1 → 2→3 → 4→5 → 6→7 → 8→9 → 11 → 12 → 13→
14 → 15 → 17 → 19 → 20 → 21 → 22 → 23 → 25 → 26 → 27

177.5

2 T2 1 → 2→3 → 4→5 → 6→7 → 8→9 → 11 → 12 → 13 → 14 →
15 → 17 → 19 → 20 → 21 → 22 → 24 → 25 → 26 → 27

177.5

3 T3 1 → 2→3 → 4→5 → 6→7 → 8→9 → 11 → 17 → 19 → 20 →
21 → 22 → 23 → 25 → 26 → 27

160.5

. . .

. . .

37 T37 1 → 2→3 → 18 → 19 → 20 → 21 → 22 → 23 → 25 → 26 → 27 103

38 T38 1 → 2→3 → 18 → 19 → 20 → 21 → 22 → 24 → 25 → 26 → 27 103
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Further the optimized test suite is generated by implementing algorithms on the
test suite (T), generated from AG. This may lead to a problem i.e. redundancy of
nodes in the optimal path. After applying these algorithm the optimized test sequence
or suite is T5, T6, T31, T32, T11, T12, T23, T24, T1, T2, T33, T34, T25, T26, T14,
T15, T7, T8, T3, T4, T19, T20, T9, T10, T21, T22, T29, T30, T37 and T38.

4 Comparison with Related Work

Comparison of proposed approach with the related work given in Sect. 2 is dis-
cussed in Table 2.

5 Conclusion and Future Work

This paper presents a novel approach for test suite optimization using Intelligent
Optimization Agent (IOA). IOA is a utility-based intelligent agent which is used for
test suite optimization. First the test cases/paths are generated by using optimal test
case/test path detecting algorithm and stored in a repository. After completion of the
process, a redundancy removing algorithm is applied to remove the redundant node/
path. This will lead for reduction of testing effort and cost. Prioritization technique
can be applied using concepts like slicing, fault detection capability for different
programming scenario like Object Oriented Program (OOP), Aspect Oriented
Program (AOP), Component Based System Development (CBSD) etc. This pro-
posal will help us to find efficient test suite as compared to evolutionary technique.

Table 2 Comparison table with related work

Author name Author’s proposed approach

Mala and
Mohan [5]

Test sequence optimization is done using graph based Intelligent Search
Agent (ISA). After implementation was compared with ACO

Mala and
Mohan [6]

Intelligent test optimization framework includes two types of optimization
i.e. test sequence and test case optimization. ISA is used for test sequence
optimization and ITOA is used for test case optimization. Here HGA is
used for test case optimization

Mahali and
Acharya [4]

Test case prioritization was done on optimized test suite. GA is used for
test case optimization and test case prioritization was done with respect to
cost and time of detecting faults

Our proposed Test suite or sequence optimization is done using a utility-based intelligent
approach agent called Intelligent Optimization Agent (IOA). It gives both
local and global optimum of the fitness value and test suite without
redundancy node. IOA can give more efficient optimized test suite than
GA and ITOA
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Automatic Generation of Domain Specific
Customized Signatures for an Enterprise
Intrusion Detection System Based
on Sentimental Analysis

K.V.S.N. Rama Rao and Sudheer Kumar Battula

Abstract IDS is a powerful tool in monitoring intruders. It detects the intruders
based on pre defined patterns known as signatures. But in the context of an enter-
prise, a single IDS for the whole organization may not function effectively as there
will be several business units (domains) such as HR, Finance, Marketing etc. Each
business unit will have its own set of activities, business rules and security
requirements. It should be possible for the personnel in these enterprise business
units to enter their own security business rules. Since many of these personnel do not
have expertise in writing signature to IDS, it would be convenient for them to specify
the rules in Natural Language statements like English. These natural language
statements should be converted to IDS signatures and are supposed to be added to
signature database. In this paper, we have provided an interface to enter rules in
natural language. Using Sentimental Analysis technique, we processed the natural
language statements for conversion to IDS signatures. The converted signatures are
added to corresponding business domain signature database. These domain specific
customized signatures will certainly enhance the security of an enterprise.

Keywords IDS � Enterprise security � Customized signatures � Sentiment analysis �
Generation of signatures

1 Introduction

Intrusion is an event of successfully exploiting the vulnerability of a system which
results in violation of security policy. Intrusion Detection is referred as discovering
and revealing such intrusions. Intrusion Detection has two dimensions. The first
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dimension is detection where logs, actions, audit data etc. are observed carefully.
The second dimension concentrates on responding and alerting the user who is
targeted. Hence an intrusion detection system (IDS) can be developed by collabo-
rated effort of several components. A typical IDS will contain several components
such as Audit data processor, knowledge base, decision engine, alarm generation and
responses. An IDS having such collaborated components detects intrusion by using
primarily two detection methods such as Signature Based detection and Anomaly
based Detection. In this paper, we have considered signature based detection
Technique for enhancing the enterprise security. Signature based Detection is also
known as Misuse Detection, where known patterns of illegal behavior is maintained.
These patterns are known as signatures. These signatures are used to detect similar
kind of attacks subsequently. Snort [1] is an Open source IDS which maintains
signatures of several malwares. A typical snort signature will be as follows:

Ex1: alert tcp EXTERNAL NETany� [ HOME_NET 139
Ex2: drop tcp any any �[ 192.168.1.0/24 111 (content: “—00 01 86 a5—”;

msg: “mounted access”;)
These pre-defined set of signatures holds good for a small organization. But if we

consider the case of an enterprise, a single IDS certainly cannot monitor entire
organization activities effectively [2]. This is because organization consists of several
business units such as HR, Finance, Marketing etc. Each business unit will have its
own set of activities, business rules and security policies. For instance, HR dept will
have the activities such as Hiring Process, Appraisal, Promotions, Salary determi-
nation, position classification, awards review, employees personal data, Immigration
details, Health and Life Insurance details, medical reports, training details, employee
benefits leaves, Role analysis etc. All these activities and data related to them should
be maintained with utmost confidentiality. Hence a single IDS cannot monitor entire
organization activities. Each business unit should have its own IDS, such that they
can customize their security policies and rules [2, 3]. The personnel working in these
business units should be able to enter the security rules. But this requires expertise in
writing snort rules. Hence there should be provision for the personnel to enter
business rules in a natural language like English. These natural language statements
should be converted to snort rules and added to signature database. In this paper, we
have addressed this challenge by processing natural language statements using
sentimental analysis for converting them to IDS signatures. The remaining paper is
organized as follows. In Sect. 2, we discuss about related work. In Sect. 3, we discuss
about sentiment analysis technique. In Sect. 4, we present our signature generation
methodology. In Sect. 5, we present the pseudo code of our methodology and results.
In the last section, we briefly conclude our work.

2 Related Work

Yegneswaran [4] has emphasized on modular design framework and developed
Nemean system for generation of signatures from honey pot traces. They have
generated connection and session aware signatures. Hwang [5] developed a signature
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generation scheme. They extracted the signatures from anomalies detected by inte-
gration of anomaly detection system with Snort. Newsome et al. [6] generated sig-
natures that contain multiple disjoint content substrings. They have developed with
an insight that multiple invariant strings often present in payload. Wang [7] proposed
a method to identify worms initial propagation by correlating with payload alerts.
This method also enables automatic signature detection. The key principle is corre-
lating multiple alerts which give actual mitigation effect. Portokalidis et al. [8] pre-
sented Argos which tracks network data for any invalid usage. If any attack is
detected, an intelligent process is run for further processing. In addition, forensic shell
code is injected to gather information about attacked process. Further they have
generated signatures for the exploits that are immune to payload mutations. Catania
and Garino [9] has emphasized that signature based detection is still the most widely
used strategy for automatic Intrusion Detection. They reviewed and analyzed several
features for deploying each one of the reviewed approaches. Shabtai [10] proposed F-
Sign method which analyzes the malicious executables using two approaches and the
signature is extracted based on comparison with common repository. Koch [11] gave
an over view of up to date security systems latest security related threats and chal-
lenges. The requirements for next generation IDS are identified.

3 Sentiment Analysis

A sentiment can refer to feelings such as attitudes, emotions or opinions. Sentiment
analysis is also known as opinion mining that refers to extract important infor-
mation from natural language processing. It aims at understanding the opinion of
the writer related to an aspect. The opinion can be his judgement or what user wants
to say. The main activity in sentiment analysis is to identify the polarity of the given
statement i.e. whether the expressed opinion in the statement is positive or negative.
For example, assume that a reviewer has expressed his opinion on a movie in an
online forum. On such reviews, we can apply sentiment analysis and can determine
the ratings for that movie. Sentiment analysis analyzes the statement and catego-
rizes into two types of classes namely positive or negative. For example on a scale
of ten, +10 may be assigned for most positive and −10 for most negative. The
natural language statements are analyzed critically to find out how they are related
to the context. For each word related to context, we assign a score i.e. each con-
textual word in the statement is associated with a score. Other alternative is to
assign positive and negative score strength to determine the sentiment.

Sentiment analysis can be done using any of the three approaches.

(a) Key word spotting approach involves identifying positive words and negative
words in the sentence. Ex: happy, sad, bored etc.

(b) Lexical affinity approach assigns arbitrary words an probable affinity to par-
ticular emotions.

(c) Statistical methods use machine learning techniques such as support vector
machines etc.
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Gonalves et al. [12] presented comparisons of popular sentiment analysis
methods in terms of coverage and agreement.

In this present study, we have proposed to perform sentimental analysis using
key word spotting approach.

4 Signature Generation Methodology

Our signature generation methodology is described below.
Step 1: User enters the statement in the interface provided. Input is accepted in

natural language.
Step 2: Apply Sentiment analysis for the accepted input as follows:

2:1 Remove the stop words such as is, that, there, the etc. from the
statement. For this, we have employed a classic data set to remove
the stop words. In addition, we have also taken care of the words
that occur more than once.

2:2 After removal of stop words, consider the remaining words in the
statement. Parse them into tokens.

2:3 Identify number of positive and number of negative tokens by
spotting key words/terms. Match these Key terms with positive
and negative words data set.

2:3:1 If the key term under consideration matches with positive
data set, it is treated as positive. Similarly we process
negative key words. If term do not match with either
positive or negative dataset, we will search for synonyms
of that key word, then try to judge it as positive or
negative.

2:3:2 After this step, we will individually get a count of total
positive and negative words.

2:4 Find the difference between identified number of positive and
number of negative words.

2:5 If the difference is positive, the sentence is assigned a positive
polarity otherwise negative polarity.

Step 3: Based on the polarity obtained using sentiment analysis, we categorize
the class to which the snort rule belongs to. The positive class include
Alert/log/pass/active prefixes and negative class include drop/reject
prefixes. The actual prefix will be decided based on the statement.

Step 4: Generate the snort rule with the prefixes identified in the above step.
Step 5: Add the snort rule to the database of the respective business unit and also

to the related business units.
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5 Implementation Details and Results

The above algorithm is implemented on a Personal Computer with 2.66 GHz
Central Processing Unit with Intel Core i5 2450 M CPU @ 2.50 Ghz with 1 TB
Hard Disk Drive and 8 GB RAM in WINDOWS 7 Operating System with Dot Net
framework and C# Environment.

The pseudo code of our implementation is presented below.

The figures shown below illustrates the conversion of natural language state-
ments to snort signatures (Figs. 1, 2, 3, 4 and 5).
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Fig. 1 Generating PASS Snort rule by NLP

Fig. 2 Generating ALERT Snort rule by NLP

Fig. 3 Generating LOG Snort rule by NLP

Fig. 4 Generating DROP Snort rule by NLP
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6 Conclusion

Providing security for an enterprise is becoming challenging, as the attack types are
increasing. It is a fact that each business unit in an enterprise will have its own
activities and business rules which cannot be effectively monitored by a single IDS.
Thus there is need for a customized IDS to address the needs of each business unit
activities and security policies. Since many personnel in these business units are not
expertised in writing snort signatures, we have provided a user interface to enter
rules in natural language. These natural language statements are further processed
by sentimental analysis and converted to snort signatures. The generated rules will
be added to corresponding business unit database. Hence the generation of domain
specific signatures will make IDS more robust because it addresses the security
policies of business units of an enterprise. Our future work focuses on strengthening
the signature generation in big data domain.
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An Efficient Technique for Solving Fully
Fuzzified Multiobjective Stochastic
Programming Problems

Animesh Biswas and Arnab Kumar De

Abstract This paper develops a fuzzy programming technique for solving multi-
objective stochastic programming problems having right side parameters associated
with the system constraints follow exponential distribution. In the model formu-
lation process the coefficients of the objectives as well as the system constraints are
taken as fuzzy numbers. The variables are also considered as fuzzy variables. In the
proposed solution process the probabilistic problem is first converted into an
equivalent fuzzy programming model applying chance constrained programming
methodology. Then using the concept of ranking function the problem is transferred
into an equivalent deterministic model. The individual optimal value of each
objective is found in isolation to construct the membership goals of the objectives.
Finally fuzzy goal programming approach is used for achieving the best compro-
mise solution to the extent possible in the decision making context. An illustrative
numerical example is given to demonstrate the efficiency of the proposed
methodology.

Keywords Chance constrained programming � Fuzzy random variable �
Exponential distribution � Trapezoidal fuzzy number � Ranking function � Fuzzy
goal programming
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1 Introduction

In formulation of real life decision making problems it is very much difficult by the
experts to articulate the parameters of the model in a precise manner. So it is very
much convenient to express those parameters in terms of fuzzy numbers. Bellman
and Zadeh [1] first introduced the concept of decision making in fuzzy environ-
ment. Tanaka et al. [2] extended this concept for solving mathematical program-
ming problems. Afterwards, Delgado et al. [3] presented a general model for
solving fuzzy linear programming (FLP) problems in which constraints are involve
with fuzzy inequality and the parameters of the constraints are fuzzy numbers.
Rommelfanger [4] has also proposed a general model for solving FLP problems
having fuzzy numbers in the coefficients of the objectives. In order to solve those
types of FLP problems, different approaches have been presented by several
researchers. Ganesan and Veeramani [5] discussed a method for solving FLP
problems without converting them to crisp linear programming problems. In recent
years, several kinds of approaches for solving fully fuzzified linear programming
(FFLP) problems, all the parameters as well as the decision variables of which are
expressed by fuzzy numbers are developed [6–10].

In model formulation process it is frequently observed that the occurrences of
some system constraints as well as their parameters are uncertain due to conflicting
nature of the objectives. Chance constrained programming (CCP) methodology is
one of the most useful techniques for dealing with such type of probabilistic
uncertainties. Charnes and Cooper [11, 12] first proposed CCP models. The
researchers [13, 14] further extend the concept of CCP technique for solving dif-
ferent type of problems. With these advancement in computational resources and
scientific computing techniques many complicated optimization models can now be
solved efficiently.

Solving fuzzy chance constrained optimization problems has attracted more
attention in recent years to the researchers. In fuzzy chance constrained program-
ming, probabilistic and fuzzy aspects are combined together to derive an efficient
model to describe real-life planning problems where uncertainty and imprecision of
information co-occur. However, this kind of combination creates a great challenge
for the researcher [15, 16] to find an efficient solution method for solving decision
making models involving both fuzzy and stochastic terms.

Generally, ranking functions are used in the context of finding expected value of
a fuzzy number. Thus selection of ranking functions for finding the expected value
of fuzzy numbers is an important issue in the decision making process under fuzzy
environment. The method for ranking was first proposed by Jain [17]. Later on
Yager [18] proposed four indices which may be employed for the purpose of
ordering fuzzy quantities in [0, 1]. In 1998 Cheng [19] developed a method for
ranking fuzzy numbers using distance method. For ranking generalised trapezoidal
fuzzy numbers Chen and Chen [20] proposed a method in the context of fuzzy risk
analysis. Recently Kumar et al. [21] proposed a technique for ranking L-R type
fuzzy numbers.
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Most of the problems faced by DMs are multiobjective in nature and they
conflict to each other regarding optimization of objectives. To resolve such conflict,
the goal programming (GP) approach was introduced by Charnes and Cooper [22]
in 1961. The main drawback of classical GP is that the aspiration levels of the goals
need to be specified precisely in making a decision. Also the classical GP technique
cannot capture directly the uncertainty arises due to the presence of chance con-
straints associated with the problems. Under this context fuzzy goal programming
(FGP) technique [23, 24] is used as an efficient tool for making decision in an
imprecisely defined probabilistic multiobjective decision making (MODM) arena.
FGP technique for solving CCP problems involving fuzzy random variables (FRVs)
have been recently presented by Biswas and Modak [25, 26]. To the best of authors’
knowledge an efficient solution technique for solving multiobjective fully fuzzified
chance constrained programming (FFCCP) following exponential distribution from
the view point of its potential use in different planning problems involving fuzzy
parameters is yet to appear in the literature.

In this paper a methodology for solving multiobjective FFCCP problem is
developed. The probabilistic constraints are reduced to fuzzy constraints and then
deterministic constraints by applying CCP techniques and ranking function
respectively. The ranking function is also applied to the objectives to convert them
into crisp objectives. Then each objective is solved independently under the
modified system constraints to construct the membership goals of each objective.
Finally FGP model is used to achieve the most satisfactory solution for the overall
benefit of the organization.

2 Preliminaries

In this section brief discussions are made on trapezoidal fuzzy number, ranking
functions, arithmetic operations on fuzzy numbers, fuzzy random variables fol-
lowing exponential distribution that are used in model formulation process.

2.1 Trapezoidal Fuzzy Number

A fuzzy number ~A ¼ ða1; a2; a; aÞ is said to be a symmetric trapezoidal fuzzy
number if its membership function l~A can be written in the form

l~A xð Þ ¼
ðx� a1 þ aÞ=a if a1 � a� x� a1

1 if a1 � x� a2

ða2 þ a� xÞ=a
0

if a2 � x� a2 þ a
otherwise

8
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>>:

An Efficient Technique for Solving … 499



The above fuzzy number can also be expressed as ~A ¼ ða1 � a; a1; a2; a2 þ aÞ.
Graphically the trapezoidal fuzzy number can be expressed as Fig. 1.

2.2 Ranking Function

A ranking function is a function which maps every fuzzy number into a real
number. It is denoted by: FðRÞ ! R, where FðRÞ denotes the set of all fuzzy
numbers defined on R.

If ~A ¼ ða1 � k; a1; a2; a2 þ kÞ be a trapezoidal fuzzy number, then its ranking
value is defined as [21]

R ~A
� � ¼ ðc=2Þ 2a1 � k

� �þ ðð1� cÞ=2Þð2a2 þ kÞ 0� c� 1

2.3 Arithmetic Operation on Trapezoidal Fuzzy Number

Let ~A ¼ ða1; a2; a; aÞ and ~B ¼ ðb1; b2; b; bÞ be two symmetric trapezoidal fuzzy
numbers. Then the arithmetic operations on ~A ¼ ða1; a2; a; aÞ and ~B ¼ ðb1; b2; b; bÞ
are defined as [5]

(i) Addition:
~Aþ ~B ¼ a1; a2; a; a

� �þ b1; b2; b; b
� �

¼ ða1 þ b1; a2 þ b2; aþ b; aþ bÞ
(ii) Multiplication:

~A~B ¼ a1; a2; a; a
� �

b1; b2; b; b
� � ¼ ð a1 þ a2

� �
=2

� �
b1 þ b2
� �

=2
� �� w;

ða1 þ a2Þ=2Þ b1 þ b2
� �

=2
� �þ w; a2bþ b2a

�
�

�
�; a2bþ b2a
�
�

�
�Þ

where w ¼ ðk � hÞ=2 and h ¼ minfa1b1; a1b2; a2b1; a2b2g; k ¼ maxfa1b1; a1b2;
a2b1; a2b2g.

1

 0 

Fig. 1 Trapezoidal fuzzy number
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2.4 Fuzzy Random Variable Following Exponential
Distribution

Let X be an exponentially distributed random variable. Then the density function of
the random variable X is given by [26]

f x; sð Þ ¼ s � expð�sxÞ; 0� x�1

In real life decision making problems, the parameters of the exponentially dis-
tributed random variable X may not be found precisely. Hence the parameters of the
random variable X are considered as fuzzy numbers. Now let ~k be considered as a
fuzzy number, then the exponential density for the fuzzy number ~k is denoted as

f x; ~k
� �

. The exponential density function for fuzzily described random variable ~X

is given as:

f x; ~k
� �

¼ s � expð�sxÞ;

where the support of ~X is defined on the set of positive real numbers; s 2 ~k½a�; ~k½a�
is the a-cut of the fuzzy number ~k. The fuzzy parameter 1=~k is the mean of the
random variable ~X.

3 Formulation of Multiobjective FFCCP Model

A multiobjective FFLP problem under a probabilistic decision making environment
is presented as

Find ~Xð~x1;~x2; . . .;~xnÞ so as to

Maximize ~Zk �
Pn

j¼1
~ckj~xj; k ¼ 1; 2; . . .;K

Subject to Pr
Pn

j¼1
~aij~xj4~bi

 !

� 1� ci; i ¼ 1; 2; . . .;m

~xj<~0; j ¼ 1; 2; . . .; n

ð1Þ

where ~bi; ði ¼ 1; 2; . . .;mÞ represents exponentially distributed FRV, ~ckj ¼
c1kj; c

2
kj; bkj; bkj

� �
; ~aij ¼ a1ij; a

2
ij; dij; dij

� �
; ~xj ¼ ðx1j ; x2j ; dj; djÞ ðk ¼ 1; 2; . . .;K; j ¼ 1; 2;

. . .; n; i ¼ 1; 2; . . .;mÞ are symmetric trapezoidal fuzzy numbers and trapezoidal
fuzzy variables respectively and ci denotes any real number lies in [0,1]. Here
�;<;4 denotes equality, greater than or equal and less than or equal in fuzzy
sense.
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As ~bi is exponentially distributed FRV, its probability density function can be
expressed as

f bi; ~ki
� �

¼ s�expð�sbiÞ;

where the support of ~bi is defined on the set of positive real numbers, s 2 ~ki½a�; ~ki a½ �
is the a-cut of the fuzzy parameter ~ki whose support is also the set of positive real
numbers. The mean and variance of the fuzzy random variable ~bi are given by
E ~bi
� � ¼ 1

~ki
and Var ~bi

� � ¼ 1
~k2i

. The mean E ~bi
� �

is also considered as symmetric

trapezoidal fuzzy number which is expressed as E ~bi
� � ¼ ðm1

i ;m
2
i ; li; liÞ; ði ¼ 1; 2;

. . .;mÞ

3.1 FP Model Construction

The technique for converting the multiobjective FFCCP problem into a multiob-
jective FLP model is discussed in this section. Applying CCP technique the con-
straints in the multiobjective FFLP problem (1) is transformed into the following
form as

Pr
Pn

j¼1 ~aij~xj 4 ~bi
� �

� 1� ci or Pr ~Ai 4 ~bi
� �� 1� ci (where ~Ai ¼

Pn
j¼1 ~aij~xj; i ¼

1; 2; . . .;m)

i.e.,
R1

t
s�expð�sbiÞdbi:t 2 ~Ai a½ �; s 2 ~ki½a�

� �

� 1� ci

i.e., f�expð�sbiÞj1t g� 1� ci
i.e., t� � 1

s lnð1� ciÞ; i ¼ 1; 2; . . .;m
Since this is true for all a 2 ð0; 1�, then the above equation can be written as

~Ai a½ � � � 1
~ki½a�

lnð1� ciÞ ð2Þ

Applying the first decomposition theorem on (2) it becomes

~Ai � � 1
~ki
ln ð1� ciÞ i:e:;

Xn

j¼1

~aij ~xj � � E ~bi
� �

ln ð1� ciÞ; i ¼ 1; 2; . . .;m

Hence the multiobjective fully fuzzified linear programming model (2) in fuzzy
environment is written as
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Maximize ~Zk �
Pn

j¼1
~ckj~xj; k ¼ 1; 2; . . .;K

Subject to
Pn

j¼1
~aij~xj � � E ~bi

� �
lnð1� ciÞ; i ¼ 1; 2; . . .;m

~xj < ~0; j ¼ 1; 2; . . .; n

ð3Þ

3.2 Conversion to Deterministic Model Using
Ranking Function

In this section the concept of ranking function is used to convert the FP model into a
deterministic form. Using the linearity property of ranking function, the above
model (3) is written as

Maximize Rð~ZkÞ ¼
Pn

j¼1
R ~ckj
� �

Rð~xjÞ; k ¼ 1; 2; . . .;K

Subject to
Pn

j¼1
R ~aij
� �

Rð~xjÞ� � RðE ~bi
� �Þlnð1� ciÞ; i ¼ 1; 2; . . .;m

Rð~xjÞ� 0; j ¼ 1; 2; . . .; n

Considering the fuzzy numbers and fuzzy variables as trapezoidal type, the
problem is expressed as

Maximize Rð~ZkÞ ¼
Xn

j¼1

R c1kj; c
2
kj; bkj; bkj

� �� �
Rððx1j ; x2j ; dj; djÞÞ; k ¼ 1; 2; . . .;K

Subject to
Xn

j¼1

R a1ij; a
2
ij; dij; dij

� �� �
Rððx1j ; x2j ; dj; djÞÞ� � Rððm1

i ;m
2
i ; li; liÞÞlnð1� ciÞ; i ¼ 1; 2; . . .;m

Rððx1j ; x2j ; dj; djÞÞ� 0; j ¼ 1; 2; . . .; n

ð4Þ

Alternatively the model can be written as

Maximize Rð~ZkÞ ¼
Xn

j¼1

R c1kj � bkj; c
1
kj; c

2
kj; c

2
kj þ bkj

� �� �

Rððx1j � dj; x
1
j ; x

2
j ; x

2
j þ djÞÞ; k ¼ 1; 2; . . .;K

Subject to
Xn

j¼1

R a1ij � dij; a
1
ij; a

2
ij; a

2
ij þ dij

� �� �
Rððx1j � dj; x

1
j ; x

2
j ; x

2
j þ djÞÞ

� � Rððm1
i � li;m

1
i ;m

2
i ;m

2
i þ liÞlnð1� ciÞ; i ¼ 1; 2; . . .;m

Rððx1j � dj; x
1
j ; x

2
j ; x

2
j þ djÞÞ� 0; j ¼ 1; 2; . . .; n

ð5Þ
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Using the definition of ranking function of trapezoidal fuzzy numbers, the above
model (5) is rewritten as

Maximize R ~Zk
� � ¼

Xn

j¼1

ða=2Þ 2c1kj � bkj
� �

þ ð 1� að Þ=2Þ 2c2kj þ bkj
� �n o

ða=2Þ 2x1j � dj
� �

þ ð 1� að Þ=2Þ 2x2j þ dj
� �n o

k ¼ 1; 2; . . .;K

Subject to
Xn

j¼1

ða=2Þ 2a1ij � dij
� �

þ ð 1� að Þ=2Þ 2a2ij þ dij
� �n o

ða=2Þ 2x1j � dj
� �

þ ð 1� að Þ=2Þ 2x2j þ dj
� �n o

�
n
ða=2Þ 2m1

i � li
� �þ ð 1� að Þ=2Þð2m2

i þ liÞ
o
; i ¼ 1; 2; . . .;m

ða=2Þ 2x1j � dj
� �

þ ð 1� að Þ=2Þ 2x2j þ dj
� �n o

� 0;

j ¼ 1; 2; . . .; n; x1j � x2j ; 0� a� 1

ð6Þ

Let ~xbk ;R ~Zk
� �b

h i
¼ ½ð~xbk1;~xbk2; . . .;~xbknÞ;R ~Zk

� �b� (k ¼ 1; 2; . . .;K) be the best
values of the kth objective obtained by solving each objective independently under
the derived set of system constraints. The worst values, R ~Zk

� �w
(k ¼ 1; 2; . . .;K), of

the kth objective is calculated as

R ~Zk
� �w¼ minfR ~Zk

� �j ~xbl1;~x
b
l2;...;~x

b
lnð Þ; l ¼ 1; 2; . . .; k : l 6¼ kg

Hence the fuzzy goal for each objective is expressed as

R ~Zk
� �

JR ~Zk
� �b

; k ¼ 1; 2; . . .;K ð7Þ

Thus the membership function for each of the objectives can be written as

lR ~Zkð Þ ¼
0 if R ~Zk

� ��R ~Zk
� �w

R ~Zk
� �� R ~Zk

� �w� �
= R ~Zk

� �b�R ~Zk
� �w� �

if R ~Zk
� �w �R ~Zk

� ��R ~Zk
� �b

1 if R ~Zk
� ��R ~Zk

� �b

8
>><

>>:

ð8Þ

On the basis of above defined membership functions, the FGP model has been
framed in the next section.
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4 Weighted FGP Model Construction

In weighted FGP model formulation process, the membership functions are first
converted into flexible membership goals by introducing under- and over- devi-
ational variables to each of them and thereby assigning the highest membership
value (unity) as the aspiration level to each of them. Also it is evident that full
achievement of all the membership goals is not possible in a MODM context. So
the under-deviational variables are minimized to achieve the goal values of
objectives in the decision making environment.

Thus a weighted FGP model is formulated as
Find ~Xð~x1;~x2; . . .;~xnÞ so as to

Minimize D ¼
XK

k¼1

wkd
�
k

Subject to lR ~Zkð Þ þ d�k � dþk ¼ 1; k ¼ 1; 2; . . .;K

Xn

j¼1

a=2ð Þ 2a1ij � dij
� �

þ 1� að Þ=2ð Þ 2a2ij þ dij
� �n o

ða=2Þ 2x1j � dj
� �

þ 1� að Þ=2ð Þ 2x2j þ dj
� �n o

�
n

a=2ð Þ 2m1
i � li

� �þ 1� að Þ=2ð Þ 2m2
i þ li

� �o
; i ¼ 1; 2; . . .;m

ða=2Þ 2x1j � dj
� �

þ ðð1� aÞ=2Þ 2x2j þ dj
� �n o

� 0; j ¼ 1; 2; . . .; n; x1j � x2j ; 0� a� 1

ð9Þ

where wk � 0 represents the numerical weights of the goals which are determined
as:

wk ¼ p

ðR ~Zk
� �b�R ~Zk

� �wÞ
k ¼ 1; 2; . . .;K; p[ 0 ð10Þ

The developed model (9) is solved to find the most satisfactory solution in the
decision making environment.

5 Numerical Example

To illustrate the efficiency of the proposed approach, the following numerical
example with exponentially distributed fuzzy random variable is considered.
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Maximize ~Z1 � ~3~x1 þ ~7~x2

Maximize ~Z2 � ~7~x1 þ ~5~x2

Subject to Prð~1~x1 þ ~1~x24~b1Þ� 0:36

Prð~4~x1 þ ~3~x24 ~b2Þ� 0:33

Prð~2~x1 þ ~5~x2 4 ~b3Þ� 0:30

~x1;~x2 < ~0

ð11Þ

Here the coefficients of the objectives as well as system constraints are con-
sidered with the following form as

~7 ¼ 5; 6; 7; 8ð Þ; ~5 ¼ 1; 3; 5; 7ð Þ; ~3 ¼ ð1; 2; 5; 6Þ
~7 ¼ 3; 5; 8; 10ð Þ; ~1 ¼ 0:3; 0:5; 1:5; 1:7ð Þ; ~2 ¼ 0:5; 1; 4; 4:5ð Þ; ~4 ¼ ð1; 2; 6; 7Þ

The mean of exponentially distributed fuzzy random variables are taken as

E ~b1
� � ¼ ~7 ¼ 3; 5; 7; 9ð Þ;E ~b2

� � ¼ ~9 ¼ 4; 7; 10; 13ð Þ;E ~b3
� � ¼ ~8 ¼ ð3; 6; 9; 12Þ

Also the variables are expressed as

~x1 ¼ x11 � d1; x
1
1; x

2
1; x

2
1 þ d1

� �
; ~x2 ¼ x12 � d2; x

1
2; x

2
2; x

2
2 þ d2

� �

Using the CCP technique and ranking function as described in the model
formulation the above model (11) takes the following form

Maximize R ~Z1
� � ¼ 2:75� 2að Þ a 2x11 � d1

� �þ 1� að Þ 2x21 þ d1
� �� �

þ ð2:25� 1:25aÞ a 2x12 � d2
� �þ 1� að Þ 2x22 þ d2

� �� �

Maximize R ~Z2
� � ¼ 3:75� að Þ a 2x11 � d1

� �þ 1� að Þ 2x21 þ d1
� �� �

þ ð3� 2aÞ a 2x12 � d2
� �þ 1� að Þ 2x22 þ d2

� �� �

Subject to

0:8� 0:6að Þ a 2x11 � d1
� �þ 1� að Þ 2x21 þ d1

� �� �

þ 0:8� 0:6að Þ a 2x12 � d2
� �þ 1� að Þ 2x22 þ d2

� �� ��ð4:08� 2:04aÞ
3:25� 2:5að Þ a 2x11 � d1

� �þ 1� að Þ 2x21 þ d1
� �� �

þ ð2:75� 2a a 2x12 � d2
� �þ 1� að Þ 2x22 þ d2

� �� ��ð6:38� 3:33aÞ
2:12� 1:75að Þ a 2x11 � d1

� �þ 1� að Þ 2x21 þ d1
� �� �

þ ð3� 2aÞ a 2x12 � d2
� �þ 1� að Þ 2x22 þ d2

� �� ��ð6:30� 3:6aÞ
a 2x11 � d1
� �þ 1� að Þ 2x21 þ d1

� �� �� 0

a 2x12 � d2
� �þ 1� að Þ 2x22 þ d2

� �� �� 0

x11 � x21; x12 � x22; 0� a� 1

ð12Þ
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Now each objective is solved independently with respect to the system con-
straints as described in (12) to find the best values of each objective. The solutions
are obtained as

~xb11;~x
b
12;R ~Z1

� �bh i
¼ ~0; f2:1; 18:9
h i

and ~xb21;~x
b
22;R ~Z2

� �bh i
¼ g1:96; ~0; 14:72
h i

The worst values of the objective are found as Rð~Z1Þw ¼ 10:78 and Rð~Z2Þw
¼ 12:6.

From the achieved optimal solutions of the individual objectives the membership
goals are found as

Rð~Z1Þ% 18:9 and Rð~Z2Þ% 14:72

On the basis of the derived aspiration levels of the fuzzy goals, the following
membership functions of each of the objectives are derived as

lRð~Z1Þ ¼ 0:12R ~Z1
� �� 1:33 and lRð~Z2Þ ¼ 0:47R ~Z2

� �� 5:94:

Hence the FGP model is presented by converting the elicited membership
functions into membership goals as

Find ~Xð~x1;~x2Þ so as to

Minimize D ¼ 0:08d�1 þ 0:12d�2
So as to 0:12R ~Z1

� �þ d�1 � dþ1 ¼ 2:33

0:47R ~Z2
� �þ d�2 � dþ2 ¼ 6:94

Subject to

0:8� 0:6að Þ a 2x11 � d1
� �þ 1� að Þ 2x21 þ d1

� �� �

þ 0:8� 0:6að Þ a 2x12 � d2
� �þ 1� að Þ 2x22 þ d2

� �� ��ð4:08� 2:04aÞ
3:25� 2:5að Þ a 2x11 � d1

� �þ 1� að Þ 2x21 þ d1
� �� �

þ 2:75� 2að Þ a 2x12 � d2
� �þ 1� að Þ 2x22 þ d2

� �� ��ð6:38� 3:33aÞ
2:12� 1:75að Þ a 2x11 � d1

� �þ 1� að Þ 2x21 þ d1
� �� �

þ ð3� 2aÞ a 2x12 � d2
� �þ 1� að Þ 2x22 þ d2

� �� ��ð6:30� 3:6aÞ
a 2x11 � d1
� �þ 1� að Þ 2x21 þ d1

� �� �� 0

a 2x12 � d2
� �þ 1� að Þ 2x22 þ d2

� �� �� 0

x11 � x21; x12 � x22; 0� a� 1

ð13Þ

The software LINGO (Ver. 11.0) is used to solve the problem.
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The optimal solution of the problem is obtained as

~x1 ¼ ð�0:62; 0:065; 0:12; 0:80Þ and ~x2 ¼ ð�0:55; 0; 1:50; 2:05Þ

The achieved objective values of the given problem is found as ~Z1 ¼
ð�11:96;�1:04; 11:43; 22:35Þ with the ranking value R ~Z1

� � ¼ 16:89 and ~Z2 ¼
�11:02;�0:39; 7:55; 18:18ð Þ with the ranking value R ~Z2

� � ¼ 14:1.
The membership value of each objective is found as lRð~Z1Þ ¼ 0:75 and

lRð~Z2Þ ¼ 0:71:

6 Conclusions

This article introduces a new methodology for solving FFMOCCP involving
exponentially distributed FRV’s. The methodology includes both types of uncer-
tainties like fuzziness and randomness simultaneously. The decision variables are
also considered as fuzzy variables. Based on FGP a compromise decision of the
multiobjective problem is achieved. The proposed procedure can be extended to
solve quadratic fuzzy multiobjective programming problem. The proposed meth-
odology can be applied to different real life problems for obtaining most satisfactory
solution in a hierarchical decision making environment. However it is hoped that
the proposed methodology may open up new vistas into the way of making decision
in a fuzzily defined probabilistic decision making arena.
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Errata to: L(4, 3, 2, 1)-Labeling
for Simple Graphs

Soumen Atta and Priya Ranjan Sinha Mahapatra

Errata to:
Chapter 50 in: J.K. Mandal et al. (eds.), Information
Systems Design and Intelligent Applications, Advances
in Intelligent Systems and Computing 339,
DOI 10.1007/978-81-322-2250-7_50

• Page: 512. The following sentence is required to be added at the end of para-
graph 1 in Sect. 1.

“Some results of simple graphs with L(4, 3, 2, 1) labeling can be found in [9]”.

• Page: 513. “Theorem 1” should be read as “Theorem 1 [6]”.
• Page: 514. “Theorem 2” should be read as “Theorem 2 [6]”.
• Page: 515. The Lemma 1 along with its proof in Sect. 3.3 should be read as:

Lemma 1 For a path Pn on n vertices with n � 7, the minimal L(4, 3, 2, 1)-
labeling number kðPnÞ is at most 13.
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Proof A labeling pattern ff ðv1Þ; f ðv2Þ; . . .; f ðv7Þg ¼ f5; 9; 13; 3; 7; 11; 1g exists
for n = 7. Hence the lemma follows. h

Page: 515. The Theorem 3 and its proof for Case-IV and Case-V in Sect. 3.3
should be read as:

Theorem 3 For a path, Pn on n vertices, the minimal L(4, 3, 2, 1)-labeling number
kðPnÞ is

kðPnÞ ¼

1 if n = 1
5 if n = 2
8 if n = 3
9 if n = 4
11 if n ¼ 5; 6; 7

8
>>>><

>>>>:

Proof

Case-IV: n ¼ 4:
The labeling pattern f6; 1; 9; 4g shows that kðPnÞ� 9 if n ¼ 4. Let
VðPnÞ ¼ fv1; v2; v3; v4g. VðPnÞ has two vertices of degree 2 and other two vertices
of degree 1. If either f ðv2Þ or f ðv3Þ is 1 then either f ðv4Þ or f ðv1Þ will be at least 12,
which is a contradiction. Similar contradiction will arrive if either f ðv1Þ or f ðv4Þ is
set to 1.
Case-V: n ¼ 5; 6; 7:
Since 9 a labeling f8; 3; 11; 6; 1; 9; 4g, we can assume that kðPnÞ� 11 for
n ¼ 5; 6; 7. Let f ðviÞ ¼ 1 and either viþ1, viþ2 or vi�1, vi�2 exist. Now kðP3Þ ¼ 8
implies that f ðviþ1Þ is either 5, 6, 7 or 8. For L(3, 2, 1)-labeling [6], note that the
possibilities for f ðviþ1Þ is either 5, 6, 7 or 8. Therfore, the similar approach in [6]
can be used to handle this case. h

• Page: 517. The Claim 1 is not correct and hence the last line of the “Abstract”
should be read as “This paper also presents an L(4, 3, 2, 1)-labeling algorithm
for path.”
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f ðxÞ � f ðyÞj j �
4; if dðx; yÞ ¼ 1
3; if dðx; yÞ ¼ 2
2; if dðx; yÞ ¼ 3
1; if dðx; yÞ ¼ 4:

8

>

>

<

>

>

:

The L(4, 3, 2, 1)-labeling number kðGÞ of a graph G is the smallest number
k 2 N such that G has an L(4, 3, 2, 1)-labeling with k as its maximum label. An L(4,
3, 2, 1)-labeling of a graph G is said to be a minimal L(4, 3, 2, 1)-labeling of G if the
highest label used in any vertex of G is k. An L(4, 3, 2, 1)-labeling of a graph G
with k as its maximum label is often denoted as k-L(4, 3, 2, 1)-labeling.

Definition 2 A simple connected graph G ¼ ðV ;EÞ with jV j ¼ n is said to be
complete graph if 8x; y 2 V , ðx; yÞ 2 E, i.e. every pair of vertices of the graph are
adjacent to each other. This graph is denoted as Kn [8].

Definition 3 A simple connected graph G ¼ ðV ;EÞ is said to be a complete
bipartite graph if there exists two sets A and B such that (i) A [ B ¼ V and A \ B ¼
/ with jAj ¼ m, jBj ¼ n and jV j ¼ mþ n, (ii) 8ai; aj 2 A; ðai; ajÞ 62 E and
8bi; bj 2 B; ðbi; bjÞ 62 E, (iii) 8ai 2 A and bj 2 B, ðai; bjÞ 2 E. This graph is denoted
as Km;n [8].

Definition 4 A star graph can be defined as a K1;n complete bipartite graph. It is
generally denoted as Sn [8].

Definition 5 A graph G ¼ ðV ;EÞ is said to be a path if ðvi; viþ1Þ 2 E; 1� i\n
where jV j ¼ n and it is denoted as Pn [8].

Definition 6 A graph G ¼ ðV ;EÞ is said to be a cycle if ðvi; viþ1Þ 2 E; 1� i\n and
ðvn; v1Þ 2 E where jV j ¼ n and it is denoted as Cn [8].

3 L(4, 3, 2, 1)-Labeling Numbers for Simple Graphs

3.1 Complete Graphs

In this section we find the minimal L(4, 3, 2, 1)-labeling number kðKnÞ for complete
graphs.

Theorem 1 For any complete graph, Kn with n vertices, the minimal L(4, 3, 2, 1)-
labeling number kðKnÞ is 4n� 3.

Proof Let Kn ¼ ðV ;EÞ be a complete graph with vertex set V ¼ fv1; v2; . . .; vng and
also let f be a minimal L(4, 3, 2, 1)-labeling of Kn. Without loss of generality, we can
assume that f ðviÞ\ f ðvjÞ when i\ j and f ðv1Þ ¼ 1. As Kn is a complete graph,
therefore, dðx; yÞ ¼ 1; 8x; y 2 V ; x 6¼ y. This implies that jf ðxÞ � f ðyÞj � 4; 8x; y2 V .
Again f ðv1Þ ¼ 1. Therefore,
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f ðv2Þ� f ðv1Þ þ 4 ¼ 1þ 4 ¼ 5;
f ðv3Þ� f ðv2Þ þ 4 ¼ 5þ 4 ¼ 9;

..

.

f ðvnÞ� f ðvn�1Þ þ 4 ¼ f ðv1Þ þ ðn� 1Þ4 ¼ 1þ ðn� 1Þ4 ¼ 4n� 3:

Therefore, kðKnÞ ¼ 4n� 3. h

3.2 Complete Bipartite Graphs

In this section we find the minimal L(4, 3, 2, 1)-labeling number kðKm;nÞ for
complete bipartite graphs.

Theorem 2 For any complete bipartite graph, Km;n with ðmþ nÞ vertices, the
minimal L(4, 3, 2, 1)-labeling number kðKm;nÞ is 3ðmþ nÞ � 1.

Proof Let Km;n ¼ ðV ;EÞ be a complete bipartite graph with A ¼ fa1; a2; . . .; amg
and B ¼ fb1; b2; . . .; bng such that A [ B ¼ V and A \ B ¼ / and also let f be a
minimal L(4, 3, 2, 1)-labeling of Km;n.

Without loss of generality, we can assume that f ðaiÞ \ f ðajÞ when i\j and
f ðbiÞ \ f ðbjÞ when i\j and f ða1Þ ¼ 1. Now dðai; ajÞ ¼ 2; 8ai; aj 2 A and i 6¼ j.
Therefore, jf ðaiÞ � f ðajÞj � 3; 8ai; aj 2 A and i 6¼ j. Since f ða1Þ ¼ 1, we have

f ða2Þ � f ða1Þ þ 3 ¼ 1þ 3 ¼ 4;
f ða3Þ � f ða2Þ þ 3 ¼ 4þ 3 ¼ 7;

..

.

f ðamÞ � f ðam�1Þ þ 3 ¼ f ða1Þ þ ðm� 1Þ3 ¼ 1þ ðm� 1Þ3 ¼ 3m� 2:

Again dðai; bjÞ ¼ 1, 8ai 2 A; bj 2 B. Therefore, jf ðaiÞ � f ðbjÞj � 4. Since f is
minimal labeling, we have f ðb1Þ ¼ f ðamÞ þ 4 ¼ ð3m� 2Þ þ 4 ¼ 3mþ 2.

Moreover, dðbi; bjÞ ¼ 2; 8bi; bj 2 B and i 6¼ j. Therefore, jf ðbiÞ � f ðbjÞj � 3;
8bi; bj 2 B and i 6¼ j. Since f ðb1Þ ¼ 3mþ 2, we have

f ðb2Þ� f ðb1Þ þ 3 ¼ ð3mþ 2Þ þ 3 ¼ 3mþ 5;
f ðb3Þ� f ðb2Þ þ 3 ¼ ð3mþ 5Þ þ 3 ¼ 3mþ 8;

..

.

f ðbnÞ� f ðbn�1Þ þ 3 ¼ f ðb1Þ þ ðn� 1Þ3 ¼ ð3mþ 2Þ þ ðn� 1Þ3 ¼ 3ðmþ nÞ � 1:

Therefore, kðKm;nÞ ¼ 3ðmþ nÞ � 1. h

Corollary 1 For a star, Sn, the minimal L(4, 3, 2, 1)-labeling number kðSnÞ is
3nþ 2.
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Proof According to the definition of star, Sn is K1;n. Therefore, using Theorem 2,
we can write kðSnÞ ¼ 3ð1þ nÞ � 1 ¼ 3nþ 2. h

3.3 Paths

In this section we find the minimal L(4, 3, 2, 1)-labeling number kðPnÞ for paths.
Lemma 1 For a path on n vertices, Pn, with n � 7, the minimal L(4, 3, 2, 1)-
labeling number kðPnÞ is at least 13.
Proof We prove this lemma using method of contradiction. Let f be a minimal L(4,
3, 2, 1)-labeling for a path on n vertices, Pn and v1 be the vertex with label 1. Now,
suppose that kðPnÞ\13 for n� 7. Obviously keeping v1 as an end vertex, there
exists an induced sub-path of at least three vertices. Let fv1; v2; v3g be this path.
Now, f ðv2Þ will have the following possibilities.

Case-I: f ðv2Þ ¼ 5:
Then f ðv3Þ ¼ 9 and f ðv4Þ ¼ 13, which contradicts our assumption.
Case-II: f ðv2Þ ¼ 6:
Then f ðv3Þ ¼ 10 and f ðv4Þ ¼ 14, which contradicts our assumption.
Case-III: f ðv2Þ ¼ 7:
Then f ðv3Þ ¼ 11 and f ðv4Þ ¼ 4; 3. Either possibilities of f ðv4Þ forces f ðv5Þ� 14,
which contradicts our assumption.

Therefore we can conclude that kðPnÞ is at least 13 for n� 7. h

Theorem 3 For a path, Pn on n vertices, the minimal L(4, 3, 2, 1)-labeling number
kðPnÞ is

kðPnÞ ¼

1 if n = 1
5 if n = 2
8 if n = 3
11 if n = 4, 5; 6
13 if n� 7

8

>

>

>

>

<

>

>

>

>

:

Proof Here, we prove each of the cases one by one.

Case-I: n ¼ 1:
For a path, Pn with n ¼ 1, the minimal L(4, 3, 2, 1)-labeling number kðPnÞ is 1.
This is trivially true. Therefore, kðP1Þ ¼ 1.
Case-II: n ¼ 2:
For a path, Pn with n ¼ 2, the minimal L(4, 3, 2, 1)-labeling number kðPnÞ is 5,
as we don’t have any other choice of labeling except either f1; 5g or f5; 1g.
Therefore, kðP2Þ ¼ 5.
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Case-III: n ¼ 3:
The labeling pattern f5; 1; 8g shows that kðPnÞ� 8 for n ¼ 3. Suppose
kðPnÞ\8 for n ¼ 3. If f ðv1Þ ¼ 1, then f ðv2Þ� 5 and f ðv3Þ� 9, which is a
contradiction. Again if f ðv2Þ ¼ 1, then either f ðv1Þ� 5, f ðv3Þ� 8 or f ðv1Þ� 8,
f ðv3Þ� 5. In either case we have a contradiction. Therefore, kðP3Þ ¼ 8.
Case-IV: n ¼ 4; 5; 6:
The labeling pattern f9; 5; 1; 11; 7; 3g shows that kðPnÞ� 11 for n ¼ 4; 5; 6.
Suppose kðPnÞ\11 for n ¼ 4; 5; 6. As f is a minimal Lð4; 3; 2; 1Þ-labeling, a
vertex must have the label 1. If f ðv1Þ ¼ 1 then f ðv4Þ� 13, a contradiction. If
f ðv2Þ ¼ 1 then either f ðv1Þ ¼ 5 or f ðv3Þ ¼ 5. When f ðv1Þ ¼ 5, then f ðv4Þ ¼ 12,
a contradiction. When f ðv3Þ ¼ 5, then f ðv5Þ ¼ 13, a contradiction. Therefore,
kðPnÞ ¼ 11 for n ¼ 4; 5; 6.
Case-V: n� 7:
We can find a labeling pattern f ðfv1; v2; v3; v4; v5; v6; v7gÞ ¼ f5; 9; 13; 3;
7; 11; 1g. It can be defined that two vertices with indices i and j will get same
label if i � j (mod 7) and the maximum natural number used to label the first
seven vertices starting from index i ¼ 1 to index i ¼ 7 is 13. Therefore, we can
conclude that kðPnÞ� 13 for n� 7. Again using Lemma 3.3 we get kðPnÞ� 13
for n� 7. So, combining these two results we can finally conclude that kðPnÞ ¼
13 for n� 7. h

3.4 Cycles

Lemma 2 For a cycle, Cn on n vertices, the minimal L(4, 3, 2, 1)-labeling number
kðCnÞ is

kðCnÞ ¼
1 if n = 1
5 if n = 2
9 if n = 3

8

<

:

Proof

Case-I: n ¼ 1:
This is trivially true. Therefore, kðCnÞ ¼ 1 if n ¼ 1.
Case-II: n ¼ 2:
Here we have only two choices for labeling the vertices v1 and v2. The two
possibilities of ff ðv1Þ; f ðv2Þg is either f1; 5g or f5; 1g. Therefore, kðCnÞ ¼ 5 if
n ¼ 2.
Case-III: n ¼ 3:
Clearly, a cycle with 3 vertices is nothing but a complete graph with 3 vertices.
Using Theorem 1 we can compute kðK3Þ ¼ 9. Therefore, kðCnÞ ¼ 9 if n ¼ 3.h
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Observation 1 For a cycle, Cn on n vertices, the distance between any two vertices
is at most n

2

� �

.

Observation 2 kðCnÞ� kðPnÞ.

This is true because Pn is a subgraph of Cn.

4 L(4, 3, 2, 1)-Labeling Algorithm for Path

In this section we present an algorithm of L(4, 3, 2, 1)-labeling for path, Pn on n
vertices. The label of any vertex of Pn obtained from our proposed algorithm
depends only on the index of the corresponding vertex.

Algorithm: L(4, 3, 2, 1)-labeling algorithm for Path

Input: Path, Pn on n vertices.
Output: L(4, 3, 2, 1)-labeling for Pn.
Let the label assigned to the vertex of index i be denoted as L(i) where 1 ≤ i ≤ n.
begin
for every vertex of index i

L(i) = (4i mod 14) + 1
end

An example of label assignment for Pn with n ¼ 20 using the above algorithm is
as follows: f5; 9; 13; 3; 7; 11; 1; 5; 9; 13; 3; 7; 11; 1; 5; 9; 13; 3; 7; 11g.
Claim 1 The proposed L(4, 3, 2, 1)-labeling algorithm for Path, Pn on n vertices is
optimal for n� 7.

Proof In Theorem 3 we have already proved that kðPnÞ ¼ 13 for n� 7. The label
obtained for any vertex with index i from the proposed algorithm is at most 13. This
proves that our proposed algorithm is optimal. h

5 Conclusion

This paper presents L(4, 3, 2, 1)-labeling for different types of graphs. It may be
worthy to find out the labeling number for different complex graphs.
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Compact, Multi-band Microstrip Antenna
with High Gain

Srija De, Poulami Samaddar, Sushanta Sarkar, Sushanta Biswas,
Debasree Sarkar and Partha Pratim Sarkar

Abstract In this paper, theoretical investigations of a printed microstrip antenna,
using coaxial probe feed method is presented. The proposed antenna provides
promising enhancement of gain. It also gives triple frequency bands. The high gain
with triple band is obtained using E shaped patch and slitted rectangular ground
plane. The simulation is carried out using a Method of Moment (MOM) based
ANSOFT software. This novel designed antenna of high gain (more than 6dBi) and
triple band is described in detail in this study. The proposed antenna is simple in
structure compared to the regular stacked or coplanar parasitic patch antennas. It is
highly suitable for wireless communications.
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1 Introduction

A microstrip patch antenna [1] is one of the most commonly used printed antennas
in practice. It enjoys its advantages of low profile, simple structure, low cost, and
omnidirectional radiation patterns [1, 2]. Dual-frequency microstrip antennas with a
single feed are required in various radar and communications systems, such as
synthetic aperture radar (SAR), dual-band GSM/DCS 1800 mobile communications
systems, and the Global Positioning System (GPS) [3]. Now a days the optimiza-
tion of the design and efficiency of printed antennas are most important in com-
munication systems [4–7].

In this study, a simple E shaped patch antenna on a slotted rectangular ground plane
has been presented to exhibitmultiband operation. This antenna is fed by co axial probe.
The proposed design is on regular electrically thin microwave substrate Glass-PTFE.

2 Antenna Design

The configuration of the compact triple-band antenna is shown in Fig. 1. The
antenna consists of an E shaped microstrip patch, supported on a slitted rectangular
ground plane. The patch antenna is printed on a Glass-PTFE substrate with a

Fig. 1 Design of the antenna
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relative permittivity of 2.5 and thickness of 1.6 mm and is fed by coaxial probe feed
method.

The feeding point is so positioned to obtain better impedance matching. The
dimension of the patch is 15 mm × 25 mm. Each arm of the E shaped patch has
equal dimension i.e. 10 mm × 5 mm. A cross shaped slit is embedded on the
rectangular ground plane of 45 mm × 75 mm dimension. The patch is embedded at
centre position w.r.to the ground plane.

3 Results and Discussions

Simulated results have been obtained by ANSOFT based on MOM. The length and
width of the microstrip patch antenna, operating at 5.8 GHz are 15 and 25 mm
respectively with substrate thickness h = 1.6 mm and dielectric constant εr = 2.5
(PTFE). After loading the slit on the ground plane the width (W) and the length (L)
of Antenna are calculated from conventional Eqs. 1 and 2 [1].

fr ¼ C
2W

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2
ð1þ 2rÞ

s

ð1Þ

L ¼ Leff � 2DL ð2Þ

where,

DL
h

¼ 0:412
2reff þ 0:3ð ÞðWh þ 0:264Þ
2reff � 0:258ð ÞðWh þ 0:8Þ

2reff ¼ ð2r þ1Þ
2

þ ð2r �1Þ
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð1þ 12 h
WÞ

q

Leff ¼ C
2fr

ffiffiffiffiffiffiffiffiffi2reff
p

where
Leff Effective length of the patch
L Length of the antenna
W Width of the antenna
Fr Resonant frequency of the antenna
C Velocity of light
ΔL/h Normalized extension of the patch length
2reff Effective dielectric constant
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The slotted antenna resonates at 1.4 GHz frequency.

Compactness ¼ Area of the slotted antenna � Area of the without slotted antennað Þ
� 100%

ð3Þ

Using the Eq. 3 one gets 94 % size reduction of the designed antenna.
Figure 2 shows the comparative study of the Reflection Coefficient versus

Frequency plot for antenna without slot and with slot. The reference antenna res-
onates at 5.8 GHz at reflection coefficient of –15.8 dB whereas the slitted antenna
resonates at 1.4 GHz frequency. From this figure it is shown that the designed
antenna resonates at three different resonant frequencies. The frequency ratio of
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Fig. 5 Theoretical co and
cross radiation pattern at
1.4 GHz frequency

Fig. 6 Theoretical co and
cross radiation pattern at
5.51 GHz frequency

Fig. 7 Theoretical 3D
radiation pattern at 5.5 GHz
frequency
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3.93 between the two operating frequencies has been obtained. The theoretical gain
versus frequency plot is shown in Fig. 3. The gain of this antenna is high which is
up to 6.7 dBi. Figure 4 shows the VSWR versus frequency plot. Figures 5 and 6
show the theoretical Co and Cross radiation patterns at 1 and 5 GHz resonant
frequencies respectively of the designed antenna. Theoretical 3D radiation pattern at
5.51 GHz is shown in Fig. 7.

4 Conclusions

The proposed antenna design makes the reference antenna resonating at three dif-
ferent frequencies. The proposed design also results in size reduction of about 94 %.
A gain of 6.7 dBi has also been achieved. The radiation pattern of the antenna is
acceptable for use with practical communication designs. Here, the designed
antenna may be used in compact wireless communication like compact handheld
mobile phone, MRI Instrument etc.
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Remote Access Control Mechanism Using
Rabin Public Key Cryptosystem

Ruhul Amin and G.P. Biswas

Abstract There is no efficient algorithm for factoring a large composite number in
polynomial time and the security of the Rabin cryptosystem is based on it. As large
number of internet users access the web server everyday through insecure channel,
therefore, user authentication along with privacy over the world is very important.
In this paper, we first proposed Rabin cryptosystem based remote login authenti-
cation protocol without using smart card for accessing the web server securely. This
paper not only proposed the authentication protocol, but it also applies well popular
BAN logic to analyze the security of the proposed protocol. Additionally, we have
presented informal security analysis. The proposed protocol not only contributes
strong security, but it also achieves others advantages like mutual authentication
property, efficient and user-friendly password change phase and an approach which
helps to recover the forgot password securely.

Keywords Authentication � Rabin cryprosystem � BAN logic � Hash function �
Security attacks

1 Introduction

In the client-server environment, many password-based user authentication schemes
with smart card are widely used to authenticate the user’s identity. Smart cards are
usually adopted to store the authentication information(s) at the time of registration
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for the user. Smart card based authentication schemes may suffers from stolen smart
card attack. In addition, the cost of the necessary infrastructure for smart card-based
schemes, such as the cards and readers add substantially to the cost.

In 1981, it was Lamport [1] who proposed an authentication scheme where the
server maintains a verification table which is insecure against stolen verifier attack
and then many password with smart card based user authentication schemes [2–11]
have been proposed in the literature. However, these schemes are not applicable in
such environment because of using the smart card. In 2009, Rhee et al. [12] pro-
posed remote user authentication scheme without smart card and claimed that their
protocol achieves mutual authentication property. However, it has been observed
that their protocol is insecure against impersonation attack and man-in-the-middle
attack. To overcome the above security weaknesses, Chen et al. [13] proposed an
improvement of the Rhee et al.’s [12] protocol and also claimed that their protocol
is highly secure. After that, He et al. pointed out that Chen et al.’s protocol is
vulnerable to privileged insider attack and does not support perfect forward secrecy
with no key control. On the other hand, Zhu et al. [14] pointed out that Hwang and
Yeh [15] protocol suffers from several kinds of attack and proposed an authenti-
cation scheme without smart card based on the ECC cryptosystem. They claimed
that the attacker cannot launch any security weakness based on the their authen-
tication protocol. However, Islam and Biswas [16] demonstrated that Zhu et al.’s
[14] scheme suffers from several security weaknesses such as impersonation attack,
clock synchronization problem and no session key agreement. In this paper, we
have proposed Rabin cryptosystem based remote access control protocol without
smart card for accessing securely the web server.

1.1 Road Map of the Paper

In Sect. 2, we briefly introduces the basic concept of Rabin cryptosystem and
related hardness problem. Section 3 addresses our proposed protocol and the
security analysis and the discussion are presented in Sect. 5. Finally, the conclusion
of this paper is given in Sect. 6.

2 Preliminaries

This section briefly introduces the concept of Rabin cryptosystem and related
computationally hardness problem which are presented below:

1. Rabin Cryptosystem: It is an asymmetric system, requires a public key and a
private key. To generate a key pair, the system chooses two large prime number
p; q such that p; q � 3mod 4 and computes n ¼ pq and then declares n is the
public key and the private key ðp; qÞ kept secret.
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Encryption: Chooses a message m and then computes C ¼ m2 mod n is the
ciphertext and sends it to the destination location.
Decryption: The decryption algorithm is not deterministic function. It applies
Chinese Remainder Theorem and private key pairs for obtaining the plaintext
and gets four roots as a output. Finally, the original message can be retrieved
from the four roots.

2. Factorization Problem: It can be stated as the parameter n is known to anyone
where n ¼ pq, then factoring p; q is infeasible in polynomial time. The security
of the Rabin cryptosystem is based on it.

3 Proposed Protocol

This section presents remote access control mechanism without using smart card
based on the Rabin cryptosystem for accessing web servers remotely. To achieve
mutual authentication and session key agreement, we presented all the process of
our proposed protocol in the following as follows:

3.1 System Setup Process

In the system setup phase, the web server chooses two large prime number p; q such
that p; q � 3mod 4 and computes n ¼ pq and finally publishes n as a public
parameter and keeps ðp; qÞ as a private key of the system.

3.2 Registration Process

The user initially chooses desired user name IDi, password PWi and sends
hIDi;PWii along with a valid e-mail id/mobile number to the server through secure
channel. After receiving it, the web server S computes Vi ¼ hðIDi pk kqÞ � PWi and
stores IDi;Vi; along with e-mail id in the verifier Table 1 and sends an acknowledge
message to the user that the registration process has been completed successfully.

Table 1 Verifier table
Identity Parameter E-mail id/mobile number

ID1 V1 abc@gmail.com/9804557

ID2 V2 cba@gmail.com/9868754

ID3 V3 bca@gmail.com/9878712

: : :

: : :

IDn Vn bca@gmail.com/9878712
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3.3 Login and Authentication Process

This process executes several steps which are presented below:
Step 1: The user carefully provides the identity and password and press the login

button on the web page. Then the user/client-end generates a 128 bits random
number ri and computes Li ¼ r2i mod n, Gi ¼ hðIDi PWik kriÞ, Mi ¼ hðriÞ, Ki ¼
Mi � hðIDikPWiÞ and forwards the login message hIDi; Li;Ki;Gii to the web server
through public channel.

Step 2: After receiving the login message, the web server first checks the
existence of the IDi and if it does not exist, terminates the connection; otherwise,
retrieves PW�

i of the user by computing PW�
i ¼ hðIDi pk kqÞ � Vi. Then the web

server further computes A�
i ¼ hðIDikPW�

i Þ, M�
i ¼ Ki � A�

i and decrypts the
ciphertext Li by utilizing the Chinese remainder theorem and finally gets the four
roots hr1; r2; r3; r4i as a plaintext. After that, the web server takes four consecutive
roots as a input hr1; r2; r3; r4i and checks the condition whether M�

i ¼ hðrkÞ or not
where (k = 1 to 4) and it is confirmed that one of the conditions must match with the
M�

i . The web server then checks the condition whether G�
i ¼ Gi or not by com-

puting G�
i ¼ hðIDi PW�

i

�

�

�

�rÞ. If the condition holds, the web server believes that the
Ui is authentic.

Step 3: The web server generates a 128 bits random nonce rj and computes
Cj ¼ hðIDi IDsk kri PW�

i

�

�

�

�rjÞ, Dj ¼ ri � rj and forwards reply message hIDs;Cj;Dji
to the user through public channel.

Step 4: After receiving the reply message, the user/client-end computes
r�j ¼ Di � ri, C�

j ¼ hðIDi IDsk kri PWk kir�j Þ and checks the correctness whether
C�
j ¼ Cj or not. If it does not hold, terminates the connection; otherwise, the user

believes that the web server is authentic as well as the protocol achieves mutual
authentication property and both the parties computes the session key SK ¼
hðIDi IDsk krikrjÞ and starts secure communication.

3.4 Password Change Process

This phase is used rarely and should be provided in any password based authen-
tication system. At the time of changing the password, the user provides the old
information along with the new desired password PWnew

i and then the web server
first authenticates the user based on old informations after executing the step-2 of
the authentication process of the proposed protocol. After that, the web server
computes Vnew

i ¼ Vi � PWi � PWnew
i and replaces the new computed value Vnew

i
with the old value Vi of the corresponding IDi. Thus, the proposed protocol effi-
ciently change the user’s password.
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3.5 Recovering Forgot Password Process

It is the common problem of many internet users that they forgot their password due
to either accessing several number of web server or rarely used. Therefore, it is very
important to provide their forgotten password securely. Initially, the user sends the
user name and the e-mail id/mobile number to the web server and then checks
whether the e-mail id/mobile number is registered or not by using the verification
table. If the condition holds, it retrieves the password PWi ¼ hðIDi pk kqÞ � Vi and
sends it to the e-mail id/mobile number through secure channel with an acknowl-
edge message to the user for checking their registered e-mail id/mobile number.
Thus, our proposed protocol retrieves the forgot password of the user.

4 Authentication Proof Based on BAN Logic

This section addresses the security analysis of our proposed protocol using Bur-
rows-Abadi-Needham logic [17, 18], generally called as BAN logic. The BAN
logic is well-known formal model used to analyze the security of authentication and
key distribution protocols in the literature. Some preliminaries and notations of the
BAN logic are described in Table 2.

In order to prove the proposed protocol secure, the proposed protocol must
satisfy the following goals based on the BAN logic which are given as follows:

• Goal 1: Ui j�Ui $SK S

• Goal 2: Ui j� S j�Ui $SK S

• Goal 3: S j� S$SK Ui

• Goal 4: S j�Ui j� S$SK Ui

First the proposed protocol is transformed into idealized form:

M1 : Ui ! S : IDi;Li;Ki;Gi : hriiPWi

M2 : S ! Ui : IDs;Dj;Cj : hrjiPWi

Second, the following assumptions about the initial state of the protocol are
made to analyze the proposed protocol:

A1 : Ui j�#ðriÞ A4 : S j� S $PWi Ui

A2 : RS j�#ðrjÞ A5 : S j�Ui ) ri

A3 : Ui j�Ui $PWi S A6 : Ui j� S ) rj
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Third, the idealized form of the proposed protocol is analyzed based on the BAN
logic rules and the assumptions. The main proofs are stated as follows:

M1 : Ui ! S : I Di; Li;Ki;Gi : hriiPWi

According to seeing rule, we get S1 : S / IDi; Li;Ki;Gi : hriiPWi
.

According to A3, S1 and message meaning rule, we get S2 : S j�Uij � ri.
According to A2, S2 and freshness-conjuncatenation rule and nonce verification

rule is applied, we get S3 : S j�Uij � ri, where ri is the necessary parameter of the
session key of the proposed protocol.

Table 2 List of notations used

Symbol Description

Ui User/client

n The product of two large prime number p and q

S Web server

IDi Identity of user Ui

PWi User’s password

(p, q) The secret key of the server S

ri The random number of generated by the user

rj The random number selected by the web server

� The bitwise exclusive or operation

k The concatenation operation

hð�Þ One-way hash function, h : ð0; 1Þ� ! ð0; 1Þn
P j�X P believes X

P / X P sees X

Pj �X P once said X

P ) X P has jurisdiction over X

#ðXÞ The message X is fresh

Xh iY The formulae X combined with the formulae Y

fXgK The formulae X is encrypted under the key K

P$K Q Principals P and Q communicate via shared key K

P �X Q] The formula X is a secret known only to P and Q

SK The session key used in the current session

P j�P �K Q;P/ Xh iK
P j�Qj �X

Message-meaning rule

P j� ðXÞ;P j�Y
P j� ðX;YÞ Belief rule

P j�#ðXÞ;P j�Qj �X
P j�Q j�X

Nonce-verification rule

P j�Q)X;P j�Q j�X
P j�X

Jurisdiction rule

P j�#ðXÞ;P j�Q j�X

P j�P$K Q
Session keys rule
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According to A5, S3 and the jurisdiction rule is applied, we get S4 : S j� ri.
According to A2, S3 and the session key rule is applied, we get

S5 : S j� S$SK Ui Goal 3ð Þ.
According to A2, S5 and the nonce verification rule is applied, we get

S6 : S j�Ui j� S$SK Ui Goal 4ð Þ

M2 : S ! Ui : IDs;Dj;Cj : hrjiPWi

According to seeing rule, we get S7 : Ui / IDs;Dj;Cj : hrjiPWi
:

According to A4, S7 and the message meaning rule, we get S8 : Uij � Sj � rj:
According to A1, S8 and freshness-conjuncatenation rule and nonce verification

rule is applied, we get S9 : Ui j� S j� rj, where rj is the necessary parameter of the
session key of the proposed protocol.

According to A6, S9 and the jurisdiction rule is applied, we get S10 : Ui j� rj.
According to A1, S9 and the session key rule is applied, we get S11 : Ui j�

Ui $SK S Goal 1ð Þ.
According to A1, S11 and nonce verification rule is applied, we get S12 : Ui j�

S j�Ui $SK S Goal 2ð Þ.
The above discussion proves our objectives mentioned above using BAN logic

and it is clear that the Ui and the S performs mutual authentication and key
agreement property securely.

5 Security Analysis and Discussion of the Proposed
Protocol

In wireless communication system, it is our assumption that an attacker has max-
imum power or capabilities over the insecure communication such as (1) the login-
reply messages of the proposed protocol passes through the attacker, so the attacker
can trap, delete, re-generate, re-route the login-reply message and try to authenticate
him/herself to the server or user for retrieving the confidential information(s). The
following subsections present the security strength of the proposed protocol:

5.1 Strong Security Protection on the Password

It is our assumption that the proposed protocol uses the low entropy password
which is guessable in off-line mode in polynomial time, in spite of that the attacker
cannot derive or guess the password. We assume that the attacker traps the login-
reply message of the protocol and tries to find out the password from the hGi;Ki;Cji
parameters. It is very clear that the attacker cannot derive the password from the
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known parameters, as all the parameters are protected by the non-invertible
cryptographic one-way hash function. As mentioned in [19], the probability of
guessing the user’s password composed of exactly n character is 1

26n. Therefore, the
probability of guessing the password from the Gi;Ki and Cj are 1

26nþ128 and 1
26nþ256

respectively which are enormously negligible and infeasible in polynomial time.

5.2 Strong Security Protection on Login-Reply Message

In the protocol, the login parameter Gi is dependent on the user’s password, random
number and it is possible that an attacker can generate a random number easily. As
the login parameters are dependent on the user’s password, therefore the attacker
fails to forge the valid login message and the same case is also applicable for the
reply message. Thus, we can claim that our proposed protocol provides strong
security protection on the login-reply message.

5.3 Strong Security Protection on Session Key

The session key of the authentication protocol must be different for each authen-
tication cycle and if it is disclosed, an attacker can decrypt the ciphertext and will
obtain the confidential information. As the attacker cannot retrieve the random
numbers from the login-reply messages, he/she fails to compute the session key. If
an attacker tries to guess it, the probability of guessing is 1

2256, which is dreadfully
hard in polynomial time.

5.4 Strong Security Protection on Stolen-Verifier Attack

After hacking the verifier table, the attacker tries to extract confidential information
(s) from it. As the computation hðIDi pk kqÞ depends upon the secret key of the
server, he/she cannot extract the user’s password from the Vi parameter. Therefore,
the protocol provides strong security protection on it.

6 Conclusion

This paper contributes an efficient remote access control protocol without using
smart card usable for client-server environment and the well popular BAN logic
proves that the proposed protocol agreement a session key in each authentication
cycle securely. The informal security analysis are also made and it confirms that the
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proposed protocol has strong security protection on the user’s password, login-reply
message, session key and verifier-table. This paper not only provides strong
security protection on the authentication protocol, but it also contributes (1) an
efficient password change phase, (2) retrieving forgot password procedure,
(3) mutual authentication property, and (4) session key agreement etc.
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Intelligent Energy Competency Multipath
Routing in WANET

Santosh Kumar Das, Sachin Tripathi and A.P. Burnwal

Abstract In modern era, the use of wireless ad hoc network (WANET) has been
increasing rapidly. Every nodes of WANET are directly communicated with each
other to share information within the range. This network is dynamic and infra-
structure-less, so topology of this network can change very frequently. WANET
nodes are powered by battery with limited capacity and due to this reason sometime
nodes are fail to transmit data packet from source to destination. The present paper
proposes a routing protocol, named Intelligent Energy Competency Multipath
routing protocol (IECM) for WANET. The basic idea of IECM is to select energy
efficient multipath which reduces energy consumption of ad hoc nodes based on
intelligent method. This method is mainly used to extend the lifetime of WANET
by specifying a different intelligent scale to each route. This scaling system eval-
uated by three phase intelligent initiation phase, second path evaluation phase and
third multipath route selection phase. Based on the comprehensive simulation of
IECM using MATLAB and NS2 and comparative study of same with other existing
protocols, it is observed that proposed routing protocol contributes to the perfor-
mance improvements in terms of energy competency.

Keywords WANET � Fuzzy logic � Multipath � Expert system

S.K. Das (&) � S. Tripathi
Department of CSE, ISM Dhanbad, Jharkhand 826004, India
e-mail: sunsantosh2007@rediffmail.com

S. Tripathi
e-mail: var_1285@yahoo.com

A.P. Burnwal
Department of Math, GGSESTC Bokaro, Jharkhand 827013, India
e-mail: apburnwal@yahoo.com

© Springer India 2015
J.K. Mandal et al. (eds.), Information Systems Design and Intelligent Applications,
Advances in Intelligent Systems and Computing 339,
DOI 10.1007/978-81-322-2250-7_53

535



1 Introduction

WANET [1–3] is a new paradigm of wireless communication. In this network, there
is no fixed infrastructure such as base stations or mobile switching centers. Every
nodes that are within each other’s radio range communicate directly via wireless
links, while those are far apart rely on other nodes to relay messages as routers.
These nodes are organized in either homogeneous or heterogeneous manner and
typically move in any direction they want due to its dynamic nature. The main role
of these nodes is not only responsible for network traffic but also has to forward
packets. This features helps to WANET to change network topology frequently.
WANET is highly active and distributed in nature as the nodes are powered by
batteries with limited capacity. Hence, energy efficient multipath routing is a major
challenge. Since these energy sources have a limited lifetime, energy availability is
one of the most important constraints for the operation of the WANET. There are
different sources of energy consumption in an ad hoc network node. The energy
consumption occurred due to sending a packet, receiving a packet, the node when
idle mode which occurs when the wireless interface of the node is turned off. Power
failure of a node not only affect the node itself but also its ability to forward packets
on behalf of others and thus the overall network lifetime. Therefore, energy efficient
multipath routing indicates selecting routes that require minimum hops, instead of
more no. of hops. Therefore to improve the network performance, the nodes should
select the best route in terms of its remaining lifetime. Since the factors impacting
the route lifetime are unpredictable, the route of remaining lifetime cannot be
systematically derived. Under this situation, battery power, hop count and trans-
mitted packet can be measured by fuzzy intelligent technique.

The framework of proposed routing method in based on two parameter such
throughput and energy. These parameters help to determine intelligent scale of each
route and help to establish multipath for route discovery and maintenance.

Rest of this paper is organized as follows: Sect. 2 provides related work done in
energy efficient routing protocol for ad hoc network. Section 3 addresses the pre-
liminaries related to the proposed method. The details of proposed method describes
in Sect. 4. Section 5 illustrates the simulation results of the proposed protocol and
compares it with existing protocols. Finally, Sect. 6 concludes the paper.

2 Related Works

There have been lot of works are done on energy efficient routing such as Perkins
and Royer [4] proposed a method to construct an ad hoc network smart badges in
order to acquire information from trapped survivors. Here the authors have shown
that smart badges have very limited power sources and very low data rates, which is
inadequate in an emergency situation. This problem is formulated as any cast
routing problem in which the objective is to maximize the time until the first battery
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drains out. Zheng and Kravets [5] proposed an extensible on-demand power
management framework for ad hoc networks. It is used for adapting traffic load. In
this framework nodes maintain soft-state timers that determine power management
transitions. By monitoring routing control messages and data transmission, these
timers is set and refreshed on-demand. And nodes that are not involved in data
delivery may go to sleep. But it has limitation that this framework does not con-
sidered load balancing issues because the correct policy for load balancing is
dependent on the communication goals of the network. Su et al. [6] proposed the
fuzzy logic modified AODV routing (FMAR) protocol for multicast routing in
mobile ad hoc networks. The main aim of this protocol is dynamically evaluate the
active routes based on fuzzy logic weighted multi-criteria. It also helps to managing
the limited bandwidths of wireless links. But it has some drawback that the pro-
posed protocol does not considered all possible routes as evaluation of route life-
time by fuzzy logic multi-criteria, so it cannot be determine which routes are highly
useful. Therefore, routes cannot repair and maintain partially or completely before
they crashed. Nayak et al. [7] surveys and classifies the energy-aware routing
protocols proposed for MANETs. They minimize either the active communication
energy required to transmit or receive packets or the inactive energy consumed
when a mobile node stays idle, but listens to wireless medium for any possible
communication requests from other nodes. The authors describe two category first
is former category that contain transmission power control and load distribution and
another is latter category that contain sleep/power-down mode. In many situations,
it is not clear that which particular algorithm is the best for this situation; each
protocol has its own advantages or disadvantages. So authors facilitate the research
efforts in combining the existing solutions to offer a more energy efficient routing
mechanism.

3 Preliminaries

3.1 Fuzzy Logic

Fuzzy logic is a part of soft computing; it was introduced by Zadeh [8] which
became mathematical discipline to express human reasoning in rigorous mathe-
matical notation. It is a multi-valued logic that allows intermediate values to be
defined between conventional evaluations like true/false, yes/no etc. Notions like
rather long or very long, small or very small can be formulated mathematically and
processed. Many authors [9–12] used fuzzy logic in ad hoc network. FL provides a
simple way to arrive at a definite conclusion based upon vague, ambiguous,
imprecise, noisy, or missing input information.
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3.2 Multipath Routing

Most currently proposed routing protocols for ad hoc networks are unipath routing
protocols. In unipath routing, only a single route is used between a source and
destination node. Two of the most widely used protocols are the Flooding [13] and
the Ad hoc On-demand Distance Vector (AODV) [14] protocols. But these unipath
routing protocols has some drawback that these protocols does not handle node
failures, link failures, route breakages and maintenance. Therefore multipath [15]
routing helps avoid these problems by route discovery and maintenance. It consists
of finding multiple routes between a source and destination node. This multipath
routing gives up a variety of benefits such as energy efficiency, fault tolerance, load
balancing, increased bandwidth, or improved security. These benefits can ease
congestion and bottlenecks.

3.3 Expert System

Expert system [16–20] is computer program that attempts to act like a human expert
on a particular subject area to solve particular unpredictable problem. Sometime it is
often used to advise non-experts in situations where a human expert in unavailable.
Its core elements are knowledge based system and inference engine. The first ele-
ment knowledge based system is software that uses artificial intelligence techniques
to solve any problem in a more efficient way. It includes a database of expert
knowledge that helps to retrieve result based on specific queries or conditions. The
second element inference engines that process the data by using rule based
knowledge representation.

4 Proposed Protocol IECM

The proposed work based on expert system which divides entire system into three
phases. These three phases design and evaluated by fuzzy intelligent system. The
expert system uses this intelligent system through rule base system and inference
engine to solve this energy efficient multipath routing problem. The assumptions
and details of these phases will be described as given below:

4.1 Intelligent Initiation Phase

This is initial phase of the proposed protocol. The main job of this phase to initiated
membership function of input variables as throughput and energy and output
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variable as intelligent scale and their correspondence base values. In this proposed
protocol throughput considered as 500 unit, and energy capacity as 50 joule.
Membership functions corresponding to each input variables and output variable
are described in Tables 1, 2 and 3.

4.2 Path Evaluation Phase

In this phase expert system establish different path for data transmission from
source node to destination node. The basic criteria of proposed protocol based on
input and output variable is given in Table 4. This criteria helps to evaluate different
states and their intelligent scaling which is given in Table 5.

4.3 Multipath Route Selection Phase

This phase is specially used to select energy efficient multipath route by the help of
fuzzy rule matrix. In this protocol, expert system uses 3 × 3 matrix given in Table 6,
where columns are labeled by throughput and rows are labeled by energy and cell
are labeled by different intelligent scale to each route. The cell value of this fuzzy
rule matrix helps to select multipath for energy efficient routing.

Table 1 Membership function of throughput

Linguistic values Notation Range Base value

Low TL [TLa, TLb] (0, 0, 250)

Medium TM [TMa, TMb] (0, 250, 500)

High TH [THa, THb] (250, 500, 500)

Table 2 Membership function of energy

Linguistic values Notation Range Base value

Low EL [ELa, ELb] (0, 0, 20)

Medium EM [EMa, EMb] (5, 25, 45)

High EH [EHa, EHb] (30, 50, 50)

Table 3 Linguistic variable of intelligent scale for different routes

Very
bad

Bad Satisfactory Medium Less
good

Good Very
good

Excellent Very
excellent

RVB RB RS RM RLG RG RVG RE RVE
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Thus, each route has a specific intelligent scale in the WANET. In Table 6
demonstrate that source node has established three paths to the destination node
such as R7, R8 and R9. If source node sends the same packet along all three paths,
as long as at least one of the paths does not fail, destination node will receive the
packet. Therefore, multiple paths can provide load balancing and fault-tolerance.
Load balancing can be accomplished by scattering the traffic along multiple routes.
From a fault tolerance viewpoint, multipath routing can provide route elasticity.
Because failure of path not only affect the node itself of this path but also its ability
to forward packets on behalf of others and thus the overall network lifetime. Hence,
this intelligent scale helps to extend the lifetime of WANET.

Table 4 Rules for path evaluation

Rule 1: IF (Energy is EL) and (Throughput is TH) then (Rating of Route is RVB)

Rule 2. IF (Energy is EL) and (Throughput is TM) then (Rating of Route is RB)

Rule 3: IF (Energy is EL) and (Throughput is TL) then (Rating of Route is RS)

Rule 4: IF (Energy is EM) and (Throughput is TH) then (Rating of Route is RM)

Rule 5: IF (Energy is EM) and (Throughput is TM) then (Rating of Route is RLG)

Rule 6: IF (Energy is EM) and (Throughput is TL) then (Rating of Route is RG)

Rule 7: IF (Energy is EH) and (Throughput is TH) then (Rating of Route is RVG)

Rule 8: IF (Energy is EH) and (Throughput is TM) then (Rating of Route is RE)

Rule 9: IF (Energy is EH) and (Throughput is TL) then (Rating of Route is RVE)

Table 5 List of different states and their intelligent scale

State Value Intelligent scale Value State Value Intelligent scale Value

S1 0.08 I1 0.08 S6 0.16 I6 0.067

S2 0.04 I2 0.04 S7 0.08 I7 0.32

S3 0.08 I3 0.027 S8 0.04 I8 0.16

S4 0.16 I4 0.2 S9 0.08 I9 0.107

S5 0.08 I5 0.1

Table 6 Fuzzy rule matrix
for multipath selection Energy/Data packet TL TM TH

EL RS RB RVB

EM RG RLG RM

EH RVE RE RVG

540 S.K. Das et al.



5 Simulation Results and Analysis

In this section, the performances of this protocol based on energy efficient multipath
with respect throughput and energy are simulated using NS2. The functions of
IECM and other existing protocol Flooding, AODV and FMAR are coded in fis-
files and m-files using MATLAB Fuzzy Toolkit to determine the membership
functions of input-output variables and defuzzifiction output. We evaluate the
performance of IECM protocol through simulation and compare it with the state
and intelligent scale of different route based on other existing protocols. We con-
sider the ad hoc networks of 100 nodes randomly located in a 1,000 m × 1,000 m
region based on grid topology.

5.1 State of Different Protocol

Figure 1 shows the performance of state of different existing protocol with proposed
protocol IECM. State of different route evaluated by ratio of throughput with energy
Each and every state has its own linguistic natures.

5.2 Intelligent Scales of Different Protocol

Figure 2 show the performance of intelligent scale of different existing protocol
with proposed protocol IECM. This scales of different route evaluated by mean of
throughput and energy. Each and every rating scale has its own linguistic natures.

Fig. 1 State of different route
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6 Conclusion and Future Work

The energy efficient multipath routing is an important issue in wireless ad hoc
network. Proposed IECM protocol consumes less energy and saves the network
life-time. Thus, IECM provides superior network life durability of the ad hoc nodes.
The simulation results shows that proposed protocol is more efficient than others
existing protocols in term of multipath routing. In real life all route are not highly
useful or acceptable in many situations. So, future work includes identify the sta-
tistic of network lifetime based on different parameters and deciding some threshold
statistic for rating to each routes. After a certain period review all data for deter-
mining that what threshold values are most favorable for energy efficient routing.
And finally, choose the optimal energy efficient routes and also next to optimal
energy efficient routes according to the network statistic.
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An Improved Swarm Based Hybrid
K-Means Clustering for Optimal Cluster
Centers

Janmenjoy Nayak, Bighnaraj Naik, D.P. Kanungo and H.S. Behera

Abstract Clustering is a frequently used unsupervised pattern recognition technique
based on the grouping properties of data. K-means is one of the best known, simple
and efficient method of data clustering. But this method is more sensitive to the initial
cluster partitioning and suffers in local optimal cluster centers. In this paper, an
attempt has been made to hybridize the K-means algorithm with the improved Par-
ticle Swarm Optimization (PSO) to improve fitness of cluster centers. The strategy of
finding global best solution of IPSO is used to avoid the possibility of falling at local
optimal cluster centers. The proposed method IPSO-K-means have been compared
with K-means, GA-K-means and PSO-K-means and found better in terms of
objective value than the others. Simulation result shows that the proposed method is
effective, steady and stable and is more suitable for cluster analysis.

Keywords Clustering � K-means � Improved PSO

1 Introduction

Clustering is an unsupervised data mining technique and is based on the concept of
similarity measures between the cluster groups. The aim of the clustering is to distin-
guish and reform the clusters of either similar or dissimilar type relying on their
distance from the cluster center. K-means clustering is one of the competent clustering
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techniques for solving large scale non convex optimization problems [1]. This method
is useful to reduce the sum of intra cluster distances between the clusters. The algorithm
follows a simple concept of classification of a data set into a number of clusters in a
dimensional space. The features of the cluster are represented through a data point and
relying on the homogeneity condition for which the clusters are separated. The numbers
of clusters are considered as ‘k’ (called prior knowledge) helps to group the similar
objects in a closer fashion as well as make distance from the dissimilar type. Based on
the distancemeasure from the center, the k sets of clusters are divided into another k sets
of subset clusters. Each time the newly formed cluster centers can be iteratively updated
by using various optimization techniques. Many researchers have shown their key
interest in developing k-means algorithm for diversified application areas. A number of
recently proposed k-means clustering algorithms and their applications relevant to the
article have been studied in this literature.

To achieve the appropriate cluster centers in the feature space for optimizing the
similarity metrics, a no. of GA based clustering algorithm have been developed [2, 3].
The Ahmadyfard and Modares [4] have discussed a hybrid clustering method based
on k-means and PSO for better convergence. A novel cat swarm optimized clustering
algorithm have been proposed by Santosa and Ningrum [5] for better accuracy as
compared to PSO. Kader [6] presented a hybrid two-phase GAI-PSO with k-means
data clustering algorithm which performs fast data clustering and can avoid pre-
mature convergence to local optima. An improved PSO based k-means algorithm
was developed by Zheng and Jia [7] to avoid the local optima problem in normal k-
means clustering. Wang et al. [8] introduced a parallel map reduce K-PSO by
combining the traditional k-means and PSO algorithm. Naik et al. [9] have proposed
a hybrid PSO—K-means clustering algorithm to get optimal cluster centers for
cluster analysis. An improved k-means with a hybridized PSO algorithm for web
document clustering has been introduced by Jaganathan and Jaiganesh [10]. After the
combination of k-means method and mathematical morphology, Yao et al. [11] have
developed an improved k-means method for fish image optimization. Monedero et al.
[12] presented a modification of the celebrated k-means method for quasi unsuper-
vised learning by controlling the size of the cluster partitions and adjusted by means
of the Levenberg–Marquardt algorithm. Shahbaba and Beheshti [13] introduced a
novel minimum ACE k-means (MACE) clustering method which has the advantage
for the use in synthetic and real data. Tzortzis and Likas [14] developed a minmax k-
means algorithm where the cluster weights are set according their variance. To deal
with distributed data and overcome the limitations of k-means, Naldi and Campello
[15] proposed an evolutionary k-means algorithm for clustering.

Although k-means is a highly influential clustering algorithm used in various real life
applications compared to other algorithms, still it has some major limitations like
sensitivity to local optimal solutions in which area more works need to be done. By
inspiring this, an improved swarm based k-means algorithm has been proposed for
more effective and competent real world data clustering. The remaining part of the paper
is organized as following manner. Section 2, describes the basic preliminary concepts
like k-means, PSO and IPSO. In the Sect. 3, the proposed method (IPSO-k-means)
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has been presented. Section 4 presents the experimental set up along with the results
obtained. Section 5 gives the conclusion of our work.

2 Preliminaries

2.1 K-Means Algorithm

The k-means algorithm [16, 17] receives k number of input parameters and performs
the partition on a set of n objects in the dimensional space. The method of k-means
starts with the random selection of k no of objects and are represented as cluster
means. Depending on the distance metric between the object and the cluster mean, for
each of the residual objects, a similar object is being assigned which helps to compute
a new cluster mean. This process will be continued till the convergence of criterion
function. Hence, k-means is able to find the best cluster center points in the space.

Steps of k-means Algorithm

1. Select predefined number of cluster centers randomly from the dataset.
2. Compute Euclidian distances of each instance from cluster centers.
3. Assign cluster number to each instance based on Euclidian distance. An instance

ij is assigned to cluster ck if Euclidian distance is minimum between ij to ck.
4. Find out new cluster center by computing the mean of all instances in a cluster.
5. If the previous sets of cluster centers are same as new clustering center, then go

to step-7.
6. Else go to step-2
7. Exit

2.2 PSO Algorithm

Particle Swarm Optimization is bird inspired metaheuristic with random selection of
initial populations proposed by Kennedy and Eberhart [18]. Due to lesser parameter
settings, the complexity of this population based algorithm is quite less than others.
The epitome for the expansion of PSO was to consider a location having no mass or
dimension, flying like a bird in multidimensional space, by adjusting its position
and exchanging information about the current position in search space according to
its own earlier experience and that of its neighbors [19]. While travelling in a group
for either food or shelter [20], not only the behavior of various types of swarms
indicates a unique indication towards the noncoliding nature between themselves,
but also they adjust both their position and velocity. In this mechanism, the swarm
members modify their positions as well as the velocities after communicating their
group information according to the best position appeared in the current movement
of the swarm [21]. The swarm particles would gradually get closer to the specified
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position and finally reach the optimal position with the help of interactive coop-
eration [22]. Each particle has to maintain their local best positions lbest and the
global best position gbest among all of them.

V tþ1ð Þ
i ¼ V ðtÞ

i þ c1 � rand 1ð Þ � l tð Þbesti � X tð Þ
i

� �

þ c2 � rand 1ð Þ g tð Þ
best � XðtÞ

i

� �

ð1Þ

X tþ1ð Þ
i ¼ X tð Þ

i þ V tþ1ð Þ
i ð2Þ

Equation 1 controls both cognition and social behavior of particles and next
position of the particles are updated using Eq. (2), Vi(t) and Vi(t + 1) are the
velocity of ith particle at time t and t + 1 in the population respectively, c1 and c2
are acceleration coefficient normally set between 0 and 2 (may be same), Xi(t) is the
position of ith particle and lbesti(t) and gbest(t) denotes the local best particle of ith
particle and global best particle among local bests at time t, rand(1) generates a
random value between 0 to 1.

2.3 Improved PSO Algorithm

In traditional PSO, the basic three steps like calculation of velocity, position and the
fitness value will be iterated till the required criteria of convergence are met. The
ending criteria may be the maximum change in the best fitness value. However, if
the velocity of the swarm will be fixed to zero or nearer to that and the best position
will have a fixed value, and then the PSO may lead to be trapped at some of local
optima. This happens only due to the swarm’s experience on the current and global
positions. This experience is to be avoided and should be based on the mutual
cooperation among all the swarms in a multidirectional manner [23].

So, in IPSO a new inertia weight factor k is introduced to control both the local
and global search behavior. The value of k may be decreased quickly [24] during
the initial iterations and slowly during the optimal iterations.

The new velocity and position updation can be realized through the Eqs. (3) and (4).

V tþ1ð Þ
i ¼ k � V ðtÞ

i þ c1 � rand 1ð Þ � l tð Þbesti � XðtÞ
i

� �

þ c2 � rand 1ð Þ � gðtÞbest � XðtÞ
i

� �

ð3Þ

X tþ1ð Þ
i ¼ X tð Þ

i þ V tþ1ð Þ
i ð4Þ

3 Proposed Algorithm (IPSO-K-Means)

The proposed IPSO-K-means algorithm is a hybrid algorithm based on the com-
bination of improved PSO with K-means algorithm for real world data clustering.
Due to the slow convergence speed of basic PSO and easier finding of a local
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optimal solution in K-means algorithm, the hybridization of Improved PSO along
with K-means algorithm will improve the convergence speed as well as helps to
find the global optimal solution. So, the advantages of both the algorithms have
been used in this paper, which may lead to achieve an efficient result than the use of
any individual algorithms.

Pseudo Code of IPSO-K-Means Algorithm

Initialize the position P and velocity V of particles randomly. Each particle is a
potential solution for the clustering problem. A single particle represents the cen-
troids of clusters. Hence the population of particles is initialized as follows (Eq. 5):

P ¼ X1;X2. . .Xnf g ð5Þ

where Xi represents the centroids of clusters which is a single possible solution
(particle) in the search space and can be denoted in Eq. (6).

Xi ¼ Ci;1;Ci;2. . .Ci;m
� � ð6Þ

where Ci;j represents jth cluster center among m clusters in the datasets.
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4 Experimental Setup and Result Analysis

In this section, the proposed IPSO-K-Means has been implemented inMATLAB and
compared with other alternatives (K-Means, GA-K-Means, PSO-K-Means). All the
clustering methods are tested with multidimensional real world datasets (Table 1)
from UCI repository [25] and have been compared in terms of fitness value of the
cluster centers from Eq. (7). The comparison of clustering methods is listed in
Table 2. The proposed method has been implemented using MATLAB 9.0 on a
system with an Intel Core Duo CPU T5800, 2 GHz processor, 2 GB RAM and
Microsoft Windows-2007 OS.

Table 1 Dataset information

Datasets No. of pattern No. of clusters No. of attributes

Iris 150 3 4

Lenses 24 3 4

Haberman 306 2 3

Balance scale 625 3 4

Wisconsin breast cancer 699 2 10

Contraceptive method choice 1473 3 9

Hayesroth 132 3 5

Robot navigation 5456 4 2

Spect heart 80 2 22

Table 2 Performance Comparison of IPSO-K-means with the other clustering methods

Datasets Fitness values of clustering algorithms

K-means GA-K-means PSO-K-means IPSO-K-means

Iris 0.012395396 0.013826351 0.014528017 0.014580183

Lenses 0.339904827 0.351735427 0.360239542 0.360282035

Haberman 0.000317745 0.000328364 0.000348162 0.000363902

Balance scale 0.002573387 0.002628475 0.002810827 0.002920182

Wisconsin breast cancer 7.25935E-14 7.26287E-14 7.28928E-14 7.32602E-14

Contraceptive method
choice

7.80139E-05 8.03819E-05 8.20198E-05 8.21983E-05

Hayes roth 4.59807E-05 4.70825E-05 4.73918E-05 4.74029E-05

Robot navigation 0.001583094 0.001828362 0.001898018 0.001928362

Spect heart 0.069341756 0.072648917 0.076041565 0.078284661
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In the Eq. (7), k and d are the parameters used to calculate the fitness of
clustering methods along with the proposed method. The simulation has been
carried out by setting the values k = 50, d = 0.1 and proposed clustering model
found better from all existing methods. The acceleration coefficients c1 and c2 are
set to 1.4 for early convergence during IPSO iteration. The inertia weight is set
between 1.8 and 2 for early convergence. The proposed Improved PSO based
technique is able to produce a good cluster center of an abject. But there is no
certain time to meet the convergence criteria. With the increase in the number of
iterations, the cluster center (initially chosen) will be attracted towards its corre-
sponding similar clusters which will lead to obtain the final cluster center with best
fitness value. The change in local and global best solution will result the updation in
the new position and velocity of the cluster.

5 Conclusion

In this paper, a hybrid Improved swarm based K-means algorithm has been
designed for the purpose of real world data clustering. The datasets have been
considered from the UCI machine learning repository and are tested by various
clustering methods like K-means, GA-K-means and PSO-K-means. The fitness
value of the clusters obtained by the proposed method helped to get the more nearer
and optimal cluster centers. The proposed method not only produces good fitness
values but also it improves the cluster accuracy. The procedure to find the optimal
cluster center in this paper is quite different and innovative as compared to other
existing methods. The results shown in Table 2 from selected data sets indicate that
the IPSO-K-means technique is able to find the global optimum solution with small
standard deviations as compared to other methods. However, the future work may
be planned for optimization of the initial cluster centers of k-means algorithm with
the use of any other hybrid techniques.
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Some More Properties of Covering Based
Pessimistic Multigranular Rough Sets

B.K. Tripathy and K. Govindarajulu

Abstract Rough sets introduced by Pawlak as a model to capture impreciseness in
data is unigranular from the granular computing point of view. In their attempts to
introduce multigranulation using rough sets, two models called optimistic multi-
granular rough sets and pessimistic multigranular rough sets were introduce by
Qian et al. in 2006 and 2010 respectively. It is well known that there are several
extensions of the basic rough sets to make it more applicable and covering based
rough set approach is one among them. Recently, the concept of multigranularity
has been extended by Liu et al. to introduce four types of covering based optimistic
multigranular rough sets (CBOMGRS). Later, Tripathy et al. introduced the notion
of Covering Based Pessimistic Multigranular Rough Sets (CBPMGRS) and proved
some of their properties. The important observation is that some of the properties of
basic rough sets, which were not true for CBOMGRS, are true for CBPMGRS. So,
CBPMGRS seems to be more natural extension of the basic concept than
CBOMGRS. Recently Chai has shown that many of the results established by Liu
et al. are incorrect, which they rectified. In our results in this paper, we analyse the
same for CBPMGRS and incorporate the changes and establish some more prop-
erties of CBPMGRS.

Keywords Rough sets � Cover � Multigranulation � Optimistic and pessimistic
multigranular rough sets
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1 Introduction

The notion of Rough sets introduced by Pawlak [3] in 1981 is an uncertainty based
model, which has proved to be very efficient in many application areas like soft
computing, data mining, image processing, pattern recognition and medical diag-
nosis. The basic mathematical concept used in the definition of a rough set is the
notion of equivalence relations. In rough set theory, every crisp set is approximated
through a pair of crisp sets, called the lower and upper approximations of the set
with respect to an equivalence relation defined over the universe of discourse. The
basic notion of rough sets have been extended in many directions to accommodate
more areas of application and make the concept more general as equivalence rela-
tions are relatively rare [4, 7]. However, the concepts of rough sets developed in the
early years are unigranular from the granular computing point of view. In order to
handle multiple granulations simultaneously, two types of multigranular rough sets;
namely the optimistic multigranular rough sets and the pessimistic multigranular
rough sets were introduced by Qian and Liang [5], Qian et al. [6] respectively.
Covers are more general concepts than partitions. In an attempt to generalise the
notion of rough sets by using covers instead of partitions, several types of covering
based rough sets have been introduced in the literature. Following the same trend
four types of covering based optimistic multigranular rough sets (CBOMGRS) are
introduced in [2]. Several properties of these rough sets have been established there.
However, it was observed by Chai [1] that many of the results claimed to be true in
this paper are faulty and as a result correct versions of the faulty results have been
established. Recently Tripathy et al. defined the related concept of Covering based
pessimistic multigranular rough sets (CBPMGRS) and discussed their properties. It
was observed in their paper that CBPMGRS seems to be a more natural extension of
the basic rough set concept than CBOMGRS. In the case of partition based multi-
granular rough sets it was established by Tripathy and Raghavan [8, 9] that some of
the properties of pessimistic and optimistic versions are different. Also, a compar-
ison of these two types of rough sets and other related rough sets were established.
We shall try to establish these properties in the extended cases.

The structure of the rest of this paper is as follows. In Sect. 2 we introduce the
different notations and concepts to be used in the paper. In Sect. 3, we shall tabulate
the properties of the basic MGRS to be used in the paper.

2 Definitions and Notations

In this section we shall introduce the different notations and concepts to be used in
the paper. First we start with the definition of rough sets as introduced by Pawlak [3].

Let U be a universe of discourse and R be an equivalence relation over U. By
U/R we denote the family of all equivalence class of R, referred to as categories or
concepts of R and the equivalence class of an element x ∈ U, is denoted by [x]R.

556 B.K. Tripathy and K. Govindarajulu



By a knowledge base, we understand a relational system K = (U, Q), where U is as
above and Q is a family of equivalence relations over U. For any sub-
setP( 6¼ /) � Q, the intersection of all equivalence relations in P is denoted by IND
(P) and is called the indiscernibility relation over P.

Definition 2.1 Given any X � U and R 2 IND (K), we associate two sub-
sets, RX ¼ [fY 2 U=R : Y � Xg and RX ¼ [fY 2 U=RjY \ X 6¼ /g, called the
R-lower and R-upper approximations of X respectively.

The R-boundary of X is denoted by BNRðXÞ and is given by BNRðXÞ ¼
RX � RX.

The elements of RX are those elements of U, which can certainly be classified as
elements of X, and the elements of �RX are those elements of U, which can possibly
be classified as elements of X, employing knowledge of R. We say that X is rough
with respect to R if and only if RX 6¼ RX, equivalently BNRðXÞ 6¼ /. X is said to be
R-definable if and only if RY , or BNRðXÞ = /.

For basic rough sets, the following properties hold true.

(L1) RX � X (U1) RX � X

(L2) R/ ¼ / (U2) R/ ¼ /

(L3) RU ¼ U (U3) RU ¼ U

(L4) RðX \ YÞ ¼ RX \ RY (U4) RðX \ YÞ ¼ RX \ RY

(L5) X � Y ) RX � RY (U5) X � Y ) RX � RY

(L6) RðX [ YÞ � RX [ RY (U6) RðX [ YÞ � RX [ RY

(L7) Rð�XÞ ¼ �RX (U7) Rð�XÞ ¼ �RX

(L8) RRX ¼ RX (U8) RRX ¼ RX

(L9) 8X 2 U=R;RX ¼ X (U9) 8X 2 U=R;RX ¼ X

The optimistic multigranular rough sets were introduced by Qian and Liang [5]
as follows. We note that in the beginning there was only one type of Multigran-
ulation and it was not named as optimistic. After the development of a second type
of Multigranulation, the first one was called optimistic and the second one was
called as pessimistic [5]. We note that we are considering two-granulations only.
For granulations of higher order, the definitions and properties are similar. The
notations used for the two types of Multigranulations were different in the original
papers. But we follow the notations used in a recent paper by Tripathy et al. [7–9].
That is we use R + S for optimistic Multigranulation and R � S for pessimistic
Multigranulation, where R and S are two equivalence relations on U.

Definition 2.2 Let K = (U, R) be a knowledge base, R be a family of equivalence
relations, X � U and R; S 2 R. We define [7] the optimistic multi-granular lower
approximation and optimistic multi-granular upper approximation of X with respect
to R and S in U as
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Rþ SX ¼ fxj½x�R � X or ½x�S � Xg ð2:1Þ

Rþ SX ¼ �ðRþ Sð�XÞÞ ð2:2Þ

Definition 2.3 Let K = (U, R) be a knowledge base, R be a family of equivalence
relations, X � U and R; S 2 R. We define [6] the pessimistic multi-granular lower
approximation and pessimistic multi-granular upper approximation of X with
respect to R and S in U as

R � SX ¼ fxj½x�R � X and ½x�S � Xg ð2:3Þ

R � SX ¼ �ðR � Sð�XÞÞ ð2:4Þ

Next we present some properties of multigranular rough sets, which shall be
used in the proofs of the results of this paper [8, 9].

Rþ SðX \ YÞ � Rþ SðXÞ [ Rþ SðYÞ ð2:5Þ

Rþ SðX [ YÞ � Rþ SðXÞ [ Rþ SðYÞ ð2:6Þ

Rþ SðX \ YÞ � Rþ SðXÞ \ Rþ SðYÞ ð2:7Þ

Rþ SðX [ YÞ � Rþ SðXÞ [ Rþ SðYÞ ð2:8Þ

R � SðX [ YÞ � R � SðXÞ [ R � SðYÞ ð2:9Þ

R � SðX \ YÞ � R � SðXÞ \ R � SðYÞ ð2:10Þ

R � SðX \ YÞ ¼ R � SðXÞ \ R � SðYÞ ð2:11Þ

R � SðX [ YÞ ¼ R � SðXÞ [ R � SðYÞ ð2:12Þ

3 Covering Based Multigranular Rough Sets (CBMGRS)

Four types of covering based multigranular rough sets were introduced by Liu et al.
[2] very recently. These four types have been introduced for CBPMGRS by
Tripathy et al. very recently. We present the four types of CBPMGRS below. We
first present some definitions which are to be used in the sequel.

Definition 3.1 Let (U, C) be a covering approximation space, where C ¼ fC1;C2;
. . .Cng. For any x 2 U, we define the sets minimal descriptor and maximal
descriptor of x with respect to C as
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mdCðxÞ ¼ fK 2 Cjx 2 K and 8S 2 C such that x 2 S; S � K ) S ¼ Kg ð3:1Þ

and

MDCðxÞ ¼ fK 2 Cjx 2 K and 8S 2 C such that x 2 S; S � K ) S ¼ Kg ð3:2Þ

Note 3.1 It can be observed that the elements of mdCðxÞ are those elements K of C
which contain x and there is no other element of C containing xwhich are subsets ofK.

Similarly, the elements of MDCðxÞ are those elements K of C which contain x
and there is no other element of C containing x which are supersets of K.

Definition 3.2 Let (U, C) be a covering approximation space and C1;C2 2 C. Then
for any X � U, its type-I pessimistic lower and upper approximations with respect
to C1 and C2 are defined as

FRC1�C2ðXÞ ¼ fx 2 Uj \ mdC1ðxÞ � X and \ mdC2ðxÞ � Xg; ð3:3Þ

FRC1�C2ðXÞ ¼ fx 2 Ujð\mdC1ðxÞÞ \ X 6¼ / or ð\mdC2ðxÞÞ \ X 6¼ /g; ð3:4Þ

If FRC1�C2ðXÞ 6¼ FRC1�C2ðXÞ then X is called a type-I pessimistic multigranular
covering rough set with respect to C1 and C2. Else, X is said to be type-I pessimistic
definable with respect to C1 and C2.

Definition 3.3 Let (U, C) be a covering approximation space and C1;C2 2 C. Then
for any X � U, its type-II pessimistic lower and upper approximations with respect
to C1 and C2 are defined as

SRC1�C2ðXÞ ¼ fx 2 Uj [ mdC1ðxÞ � X and [ mdC2ðxÞ � Xg; ð3:5Þ

SRC1�C2ðXÞ ¼ fx 2 Ujð[mdC1ðxÞÞ \ X 6¼ / or ð[mdC2ðxÞÞ \ X 6¼ /g; ð3:6Þ

If SRC1�C2ðXÞ 6¼ SRC1�C2ðXÞ then X is called a type-II pessimistic multigranular
covering rough set with respect to C1 and C2. Else, X is said to be type-I pessimistic
definable with respect to C1 and C2.

Definition 3.4 Let (U, C) be a covering approximation space and C1;C2 2 C. Then
for any X � U, its type-III lower and upper approximations with respect to C1 and
C2 are defined as

TRC1�C2ðXÞ ¼ fx 2 Uj \MDC1ðxÞ � X and \MDC2ðxÞ � Xg; ð3:7Þ

TRC1�C2ðXÞ ¼ fx 2 Ujð\MDC1ðxÞÞ \ X 6¼ / or ð\MDC2ðxÞÞ \ X 6¼ /g; ð3:8Þ

If TRC1�C2ðXÞ 6¼ TRC1�C2ðXÞ then X is called a type-III pessimistic multigranular
covering rough set with respect to C1 and C2. Else, X is said to be type-III definable
with respect to C1 and C2.
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Definition 3.5 Let (U, C) be a covering approximation space and C1;C2 2 C. Then
for any X � U, its type-IV lower and upper approximations with respect to C1 and
C2 are defined as

LRC1�C2ðXÞ ¼ fx 2 Uj [MDC1ðxÞ � X and [MDC2ðxÞ � Xg; ð3:9Þ

LRC1�C2ðXÞ ¼ fx 2 Ujð[MDC1ðxÞÞ \ X 6¼ / or ð[MDC2ðxÞÞ \ X 6¼ /g; ð3:10Þ

If LRC1�C2ðXÞ 6¼ LRC1�C2ðXÞ then X is called a type-IV pessimistic multigranular
covering rough set with respect to C1 and C2. Else, X is said to be type-IV definable
with respect to C1 and C2.

Definition 3.6 Let C be a covering of U and K 2 C. If K is the union of some
elements in C-{K} then we say K is a reducible element of C. Otherwise, K is said
to be an irreducible element of C.

Removing all the reducible elements from C, we get the reduct of C denoted by
reduct(C).

Definition 3.7 (U, C) be a covering approximation space and C1;C2 2 C. Let
reductðC1Þ ¼ fC11;C12; . . .C1pg and reductðC2Þ ¼ fC21;C22; . . .C2qg. If for each
C1i 2 C1 9C2j 2 reductðC2Þ such that C1i � C2j then we say C1 is finer than C2 and
write C1 	 C2.

Note 3.2 If C1 	 C2 then for any x 2 U;mdC1ðxÞ � mdC2ðxÞand MDC1ðxÞ �
MDC2ðxÞ.

4 Properties of CBPMGRS

The following results were established in Tripathy and Govindarajulu [10].

Theorem 4.1 Let (U, C) be a covering approximation space and C1;C2 2 C. Then
for any X � U, we have

FRC1�C2ð�XÞ ¼ �FRC1�C2ðXÞ;FRC1�C2ð�XÞ ¼ �FRC1�C2ðXÞ ð4:1Þ

SRC1�C2ð�XÞ ¼ � SRC1�C2ðXÞ; SRC1�C2ð�XÞ ¼ � SRC1�C2ðXÞ ð4:2Þ

TRC1�C2ð�XÞ ¼ � TRC1�C2ðXÞ; TRC1�C2ð�XÞ ¼ � TRC1�C2ðXÞ ð4:3Þ

LRC1�C2ð�XÞ ¼ � LRC1�C2ðXÞ; LRC1�C2ð�XÞ ¼ � LRC1�C2ðXÞ ð4:4Þ
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4.1 Basic Properties of Approximation Operators

It was observed in [2] that out of the nine basic properties of rough set approxi-
mation operators three properties do not hold for CBOMGRS. However, it was
shown in [10] that. We summarise these properties in the following table.

Note 4.1 We would like to note that the properties (L4) and (U4) do not hold for
CBOMGRS.

Theorem 4.2 Let (U, C) be a covering approximation space and C1;C2 2 C. Then
for any X; Y � U, the following properties hold true:

X � Y ) FRC1�C2ðXÞ � FRC1�C2ðYÞ ð4:5Þ

X � Y ) FRC1�C2ðXÞ � FRC1�C2ðYÞ ð4:6Þ

FRC1�C2ðX \ YÞ ¼ FRC1�C2ðXÞ \ FRC1�C2ðYÞ ð4:7Þ

FRC1�C2ðX [ YÞ � FRC1�C2ðXÞ [ FRC1�C2ðYÞ ð4:8Þ

FRC1�C2ðX [ YÞ ¼ FRC1�C2ðXÞ [ FRC1�C2ðYÞ ð4:9Þ

FRC1�C2ðX \ YÞ � FRC1�C2ðXÞ \ FRC1�C2ðYÞ ð4:10Þ

5 Some New Properties of CBPMGRS

Theorem 5.1 Let (U, C) be a covering approximation space and C1;C2 2 C. For
any X � U if C1 	 C2 then FRC1�C2ðXÞ ¼ FC2ðXÞ and FRC1�C2ðXÞ ¼ FRC1ðXÞ.

Lower approxima-
tion properties

FR SR TR LR Upper approxima-
tion properties

FR SR TR LR

L1 Yes Yes Yes Yes U1 Yes Yes Yes Yes

L2 Yes Yes Yes Yes U2 Yes Yes Yes Yes

L3 Yes Yes Yes Yes U3 Yes Yes Yes Yes

L4 Yes Yes Yes Yes U4 Yes Yes Yes Yes

L5 Yes Yes Yes Yes U5 Yes Yes Yes Yes

L6 Yes Yes Yes Yes U6 Yes Yes Yes Yes

L7 Yes Yes Yes Yes U7 Yes Yes Yes Yes

L8 Yes Yes Yes Yes U8 Yes Yes Yes Yes

L9 Yes Yes Yes Yes U9 No No No No
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Proof For any X � U we have

FRC1�C2ðXÞ ¼ fx 2 Uj \ mdC1ðxÞ � X and \ mdC2ðxÞ � Xg
¼ fx 2 Uj \ mdC2ðxÞ � Xgðsince mdC1ðxÞ � mdC2ðxÞÞ
¼ FRC2ðXÞ

Again,

FRC1�C2ðXÞ ¼ fx 2 Ujð\mdC1ðxÞÞ \ X 6¼ / orð\mdC2ðxÞÞ \ X 6¼ /g
¼ fx 2 Ujð\mdC1ðxÞÞ \ X 6¼ / gðsince mdC1ðxÞ � mdC2ðxÞÞ
¼ FRC1ðXÞ

This completes the proof. h

Note 5.1 It may be noted that the lower approximations under multi-covering is
same as the second one in and the upper one is same as the first covering. This was
not the case for CBOMGRS. It was both the first covering only.

Theorem 5.2 Let (U, C) be a covering approximation space and C1;C2 2 C. Then
FRC1�C2 and FRreductðC1Þ�reductðC2Þ and SRC1�C2 and SRreductðC1Þ�reductðC2Þ produce the
same multigranulations. That is their lower and upper approximations are the
same.

Proof The proof follows as the ‘md’ for both C and reduct(C) are the same. h

Note 5.2 The same cannot be said about the other two types of CBOMGRS as
‘MD’ for C and reduct(C) may not be same.

We need the following two definitions for establishing the other results of the paper.

Definition 5.1 Let C be a covering of U and K be an element of C. If there exists
another element K’ of C such that K 
 K 0, we shall say that K is an immured
element of covering C.

Definition 5.2 If we remove all the immured elements of C from C and still we get
a covering of U. then the new covering obtained in this way is called the exclusion
(C). In [2] sufficient conditions for four coverings from C such that the first two
produce the same granulation as the last two was obtained for all four types of
covering based optimistic multigranulation were derived. But it was shown in [1]
that the result is not true and afresh theorem was proved. We prove the same
theorem for PMGRS in the following form.

Theorem 5.3 Let (U, C) be a multigranular covering approximation space and
C1;C2;C3;C4 2 C. Then C1 � C2 and C3 � C4 produce the same multigranulations
iff either (1) and (4) or (2) and (3) are satisfied from the following.
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1. reductðC1Þ ¼ reductðC3Þ andexclusionðC1Þ ¼ exclusionðC3Þ
2. reductðC1Þ ¼ reductðC4Þ and exclusionðC1Þ ¼ exclusionðC4Þ
3. reductðC2Þ ¼ reductðC3Þ and exclusionðC2Þ ¼ exclusionðC3Þ
4. reductðC2Þ ¼ reductðC4Þ and exclusionðC2Þ ¼ exclusionðC4Þ

Proof The proofs follows from the fact that C and reduct(C) produce the same ‘md’
and the definitions of the first type and second type of covering based optimistic
multigranulation approximations depend upon ‘md’. h

Similarly, C and reduct© produce the same ‘MD’ and the definitions of the third
type and fourth type of covering based optimistic multigranulation approximations
depend upon ‘MD’.

A result providing sufficient conditions for two different type-1 or type-2
CPMGRS to produce identical lower and upper approximation operators was
obtained by using reducts. But it was shown in [1] that the result is again faulty.
However, a corrected version was proposed. We provide below a CBPMGRS
version of the same result.

Theorem 5.4 Let (U, C) be a multigranular covering approximation space and
C1;C2;C3;C4 2 C. Then FRC1�C2 and FRC3�C4 , SRC1�C2 and SRC3�C4 produce
identical lower and upper approximations if at least one of the following conditions
hold true:

1. exclusionðC1Þ ¼ exclusionðC3Þ and exclusionðC2Þ ¼ exclusionðC4Þ
2. exclusionðC1Þ ¼ exclusionðC4Þ and exclusionðC2Þ ¼ exclusionðC3Þ

Proof We have C and exclusion (C) produce the same ‘md’. Also, if
exclusionðC1Þ ¼ exclusionðC3Þ then C1 and C3 produce the same ‘md’. Similarly,
C2 and C4 produce the same ‘md’. So, FRC1�C2and FRC3�C4 produce the same
lower and upper approximations. The other part follows similarly.

A theorem which provides the relationship among the four types of CBOMGRS
was provided in [2]. However, the equalities were found to be not true in [1].
However, inclusions hold true. We present below the result which is true for the
pessimistic case below. h

Theorem 5.5 Let (U, C) be a multigranular covering approximation space and
C1;C2 2 C. Then

1. SRC1�C2ðXÞ [ TRC1�C2ðXÞ � FRC1�C2ðXÞ;
2. SRC1�C2ðXÞ \ TRC1�C2ðXÞ � LRC1�C2ðXÞ;
3. SRC1�C2ðXÞ [ TRC1�C2ðXÞ � LRC1�C2ðXÞ;
4. SRC1�C2ðXÞ \ TRC1�C2ðXÞ � FRC1�C2ðXÞ;

Proof Follows directly from the definitions of CBPMGRS lower and upper
approximations. h
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6 Conclusion

In this paper we established many properties of Covering Based Pessimistic
Multigranular Rough Sets (CBPMGRS) introduced in Tripathy and Govindarajulu
[10]. We have analysed the results in [2] and combined it with the remarks on the
validity of these results in [1] and synthesized our results accordingly. We observed
that many results which hold true for the optimistic case take different shapes in the
pessimistic case.
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Performance Analysis of MC-CDMA
in Rayleigh Channel Using Walsh Code
with BPSK Modulation

S. Kuzhaloli and K.S. Shaji

Abstract High Speed data rate communication is possible with the help of the
Multi Carrier Code Division Multiple Access (MC-CDMA). Inter symbol Inter-
ference (ISI) and frequency diversity problems are resolved by MC-CDMA. This
paper analyzes the performance of MC-CDMA in the presence of Additive White
Gaussian noise using a BPSK modulator in Rayleigh fading channel. The results
based on various combining techniques for different users are simulated and
compared using MATLAB software.

Keywords MC-CDMA � AWGN � BPSK � MRC � ZF

1 Introduction

Conventional CDMA multiplexing technique involves many number of users
where each user is assigned with a specific code dedicated to it and this is encoded
and decoded by the transmitter and the receiver respectively. On the other hand,
Orthogonal Frequency Division Multiplexing (OFDMA) also plays a major role in
transmission of signal at increased data rates. MC-CDMA referred to as a Fre-
quency domain spreading technique. In this technique each code is transmitted
simultaneously with number of subcarriers multiplied by their own spreading code.
It is a combination of OFDMA and CDMA and has the benefits of CDMA along
with the frequency selectivity of OFDMA. The main contribution of this paper is
based on the equalization techniques or the combining techniques like Maximal-
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Ratio Combining and the Zero Forcing is the estimation of the Bit Error Rate (BER)
performance using a Binary Phase Shift Keying modulation technique with ordered
Hadamard sequence or the Walsh sequence as the spreading codes. This is analyzed
for a Rayleigh fading channel conditions of MC-CDMA in the presence of Additive
White Gaussian noise (AWGN).

2 MC-CDMA System

The main difference between the MC-CDMA and MC-DS CDMA system is that
the MC-CDMA is a frequency domain spreading technique and MC-DS-CDMA is
a time domain spreading technique. MC-CDMA system is often looked as a
combination of CDMA and OFDMA which helps in higher data rates and results is
better frequency diversity and has the added advantage of increasing the bandwidth
efficiency. It can also be defined as DS-CDMA modulated again by an OFDMA
subcarrier. In this MC-CDMA system a single data symbol is transmitted over
number of narrow band sub-carriers. The spreading technique is carried out in the
frequency domain. Both the MC_CDMA transmitter and receiver works with the
orthogonal codes.

3 Spreading Codes

The spreading codes that are used in CDMA system are Pseudo noise sequence or
m-sequence, Gold codes, Walsh codes, Hadamard codes etc. This MC-CDMA is
implemented using Walsh Codes [1]. Walsh matrix is a square matrix, derived from
Hadamard matrix, where every row is orthogonal to all other rows in the matrix and
every column is orthogonal to all other column in the matrix. User 1 is assigned
with code 1 representing the 2nd row of the Walsh code matrix. Similarly User 2 is
assigned with the 15th row of the Walsh code matrix. The number of data sub
carriers Nc is considered to be 16.

The general Hadamard matrix is given by

HN HN

HN HN

H2N = 
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The Walsh matrix is obtained from Hadamard matrix with ordered sequencing
and the matrix for 16 subcarriers is represented by the H16 matrix.

4 BPSK Modulation

Various modulation techniques are involved in modulating the spreaded signal by
the carrier signal. But normally some form of Phase shift Keying (PSK) techniques
like Binary Phase shift Keying (BPSK), Differential Phase shift Keying (DPSK),
Quadrature Phase shift Keying (QPSK) and Minimum Shift Keying (MSK) are
involved. Here the modulation technique used is BPSK modulation [2]. Constel-
lation diagram is the most convenient way to represent PSK schemes. Points are
plotted in the complex plane wherein the real axis is called the in-phase axes and the
imaginary axis is known as the quadrature axes as both the axes are separated by
90°. These constellation points are placed on a circle with uniform angular spacing.
Good immunity is achieved by placing the points with maximum plane separation.
Any number of phases can be used for the modulation scheme. Here Binary phase
Shift keying (BPSK) scheme is considered which uses only two phases separated
by 180°. The BPSK equation takes the form sn(t) = √(2Eb/Tb) * cos(2πfct +
π(1 − n)) yields two phases 0 and π.

5 System Channel

The medium which is physically present between the transmitter and the receiver is
known as the channel. Noise is present in this physical channel in all the com-
munication systems. Major sources of noises that are generated in the channel are
thermal Noise, electrical Noise, Inter-cellular Interference etc. Apart from these
noises there are noises that are developed internally like Inter symbol Interference,
Inter carrier Interference, Inter Modulation distortion etc. The two channels that are
considered in this paper are the Additive White Gaussian Noise (AWGN) and the
Rayleigh Channel [3, 4].

5.1 AWGN Channel

The very simple environment considered is the Additive white Gaussian Noise
(AWGN) channel. The major source is the thermal noise and due to its simplicity
manmade noise model as well as multiuser interference is also considered. The
general expression to describe an AWGN channel is given by g (t) = s (t) + v (t). In
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the above expression d(t) is the transmitted input signal and v(t) is the additive
white noise or disturbance. Spectral density is uniform for this random noise and
the amplitude follows Gaussian distribution.

5.2 Rayleigh Channel

There is large delay in transmitting the signal as there is too much of dispersion
when obstacles lie between the transmitting end and receiving end, that is, when
they do not lie in the Line-of-sight (LOS). Hence there are several number of
transmission paths which leads to superposition. When more number of paths are
available they are analyzed using the central limit theorem and they follow the
statistical characteristics of the Rayleigh distribution.

6 Combining Techniques

The combining techniques are also referred to as equalizing techniques in which an
equalizer is introduced in a network to recover the signal that is badly affected by
the Inter symbol Interference and helps in improving the Signal-to-Noise Ratio
(SNR) by improving the BER characteristics [5, 6]. The equalizers involved in
these techniques are:

6.1 Maximal Ratio Combining (MRC)

This Maximal-Ratio Combining is also called as ratio-squared or pre detection
combining. In this technique every signal is multiplied by a weight factor which is
proportional to the signal amplitude. Here signals from every channel is combined
together and gain of every channel is made to be inversely proportional to the mean
square noise level of that channel and is directly proportional to the root-mean-
square value of the signal.

6.2 Zero Forcing (ZF)

Zero forcing Equalizer is a linear form of equalization algorithm, applies inverse of
the frequency channel response to the received signal and hence restores the signal.
This zero forcing forces the Inter Symbol Interference to zero. If the channel

568 S. Kuzhaloli and K.S. Shaji



frequency response is given by F(f), the zero forcing equalization E(f) is given by
E(f) = 1/F(f). Hence by combining the channel and the equalizer, the flat fre-
quency response and the linear phase is equal to one i.e., E(f) F(f) = 1. The Zero
forcing detector has the constraint given by W = [HH H]−1 HH, where W is the
Equalization matrix and H is the channel matrix. This is known as the pseudo
inverse matrix of the general matrix.

7 Simulation Results

Simulation is done using MATLAB software. First a random Binary sequence of +1
and −1 is generated and the symbols are multiplied with the channels. Then an
Additive White Gaussian noise is added. Finally an equalization procedure is
carried out at the receiver and the BER is calculated [7]. Number of users and
number of subcarriers considered are 2 and 16 respectively. The modulation
technique used is BPSK modulation. Both the sequences are spreaded and IFFT
operation is carried out. A cyclic prefix is appended for the users. The number of
tappings considered in the Rayleigh channel is 4. Finally Bit Error Rate is calcu-
lated for both MRC and ZF Equalization techniques for both the users. The outputs
are obtained as shown in Figs. 1, 2, 3 and 4 respectively.

Fig. 1 BER/No for ZF technique for user 1 & 2

Performance Analysis of MC-CDMA … 569



Fig. 2 BER/No for MRC technique for user 1 & 2

Fig. 3 BER/No for MRC & ZF technique for user 1
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8 Conclusion

In this paper, the two combining techniques MRC and ZF are implemented on an
MC-CDMA system. Performance of an MC-CDMA system using a Rayleigh
channel is analyzed with BPSK modulation and Walsh codes for spreading the
users. The number of users considered is two. The ratio of Eb/No increases as the
value of BER decreases.
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Dual-Band Microstrip Patch Antenna
Loaded with Complementary Split Ring
Resonator for WLAN Applications

Kumaresh Sarmah, Angan Sarma, Kandarpa Kumar Sarma
and Sunandan Baruah

Abstract In this paper, Inset Feed Slotted Rectangular Microstrip patch antenna
using a metamaterial based Complementary Split Ring Resonator (CSRR) is
designed for operating in dual band frequency range of 2.4–5.8 GHz. The micro-
strip antenna is designed over a FR4 epoxy substrate with an inset feed microstrip
line geometry. To obtain desired dual band and radiation characteristics of the
proposed antenna a CSRR is etched in the ground plane. The CSRR structure is
used to obtain the dual band characteristics. The resonating frequency of the pro-
posed design is suitable for Wide Local Area Network (WLAN) application. The
proposed design is simulated in High Frequency Structural Simulator (HFSS)
software. The return loss obtained for both the operating frequency is −26 dB.

Keywords Inset feed � Microstrip antenna � WLAN � CSRR

1 Introduction

With rapid growth of wireless and mobile communication the need for the design of
efficient antenna has received attention. These antennas must be able to operate in
different frequency bands. In recent years, researchers have given focus on dual
band or multiband antenna for multimode communication system applications [1].
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With the new development of wireless local area network (WLAN), the wireless
networks for WLAN will have to be compatible with several standards like as
IEEE802.11a, IEEE 802.11b and IEEE 802.11g. Hence, dual band operations in the
2.4 GHz (2.4–2.484 GHz) and 5 GHz (5.15–5.95 GHz) are becoming demanding
for practical applications with the rapid development of WLAN. The microstrip
patch is currently a popular antenna which is suitable for applications of WLAN
and Worldwide Interoperability for Microwave Access (WiMAX) because of its
physical properties. These properties are light weight, low profile, low production
cost, conformability, reproducibility, reliability and ease of fabrication and inte-
gration with solid state devices and wireless technology equipment [2]. Therefore,
the design of efficient multi-slot/multi-band microstrip patch antenna for such fre-
quency ranges has become critical for reliable working of upcoming power-aware
transceivers.

Although researchers have proposed various topologies to achieve desired
multiband operation and radiation characteristics [3–5], metamaterials (MTM) have
become popular since they lead to a small resonant antenna [6, 7]. Kuo et al. [8]
proposed printed dual-band double-T monopole antenna with certain miniaturiza-
tion factors. Another reports discussed the working of a novel dual broadband
rectangular slot antenna for 2.4 and 5 GHz wireless local area network (WLAN),
which achieves impedance bandwidths about 10.6 % for the 2.4 GHz band and
33.8 % for the 5 GHz band [9]. In [10], Malik and Kartikeyan proposed a meta-
material inspired multiband microstrip patch antenna for WiMAX/WLAN appli-
cations. Another work reports the working of a small multiband printed antenna for
multiple input multiple output (MIMO) using metamaterial structure and introduces
whole concepts of miniaturization [11]. In this paper we propose an inset feed
rectangular microstrip patch antenna with slotted section loaded with MTM based
Complementary Split Ring Resonator (CSRR) ground plane. The designed antenna
is found to have operating frequency at 2.4 and 5.8 GHz. The antenna is designed
using Finite Element Method (FEM) based software solver i.e. in HFSS. The design
methodology of the proposed antenna and the results obtained are discussed in the
succeeding sections.

2 Proposed Microstrip Antenna Model

In this paper, the design of a dual band rectangular microstrip patch antenna with
MTM based CSRR loading at ground plane of the antenna is reported. Here, the
“transmission line model” has been used to predict the radiation characteristics of
the patch antenna. This model presents an inset feed slotted rectangular microstrip
antenna with width ‘W’, height ‘h’ and the length of the transmission line ‘L’. The
antenna model consists of three layers namely ground plane, dielectric substrate and
metal strip. Figure 1 shows the layout of the proposed inset feed microstrip patch
antenna with the CSRR structure. The CSRR structure is used to get the desired
resonating frequency at dual band operation at 2.4 and 5.8 GHz.
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2.1 Selection of Dielectric Substrate

There are different substrates materials available with different dielectric constants
for antenna design. In our proposed model we used FR4-epoxy substrate to design
the microstrip antennas. Dielectric values of the substrate is in the range of
2:2� er � 12 with a relative permittivity erð Þ value of 4.4. The FR4-epoxy substrate
is chosen to get the best resonant behavior of the CSRR structure.

2.2 Patch Dimension

The performance of the microstrip antenna depends on its dimension based on
witch the operating frequency, radiation efficiency, directivity, return loss and other
related parameters are fixed. For an efficient radiation, the practical width of the
patch and some related terms are given below [12–14]:

• Width of patch Wð Þ ¼ c
2�fr � ðerþ1

2 Þ�1
2 with Velocity of light c ¼ 3� 108 m/s

• Effective dielectric constant eeð Þ ¼ erþ1
2 þ er�1

2 � 1þ 12� h
W

� ��1
2 Here

h = 4 mm.

• Length of extension Dlð Þ ¼ 0:412� eeþ0:3ð Þ W
hþ0:264ð Þ

ee�0:258ð Þ W
hþ0:8ð Þ

� �

• Effective length Leff
� � ¼ c

2�fr�p
ee

• Actual length of patch Lð Þ ¼ Leff � ð2� DlÞ
• Length of ground Lg

� � ¼ 6hþ L
• Width of ground Wg

� � ¼ 6hþW

Using the above expressions, the following dimension of the patch is calculated,
W = 38.04 mm, ee = 3.83, Dl = 1.81 mm, L = 28.316 mm. In this geometry, inset
feed is used to feed the signals to the antenna.

Fig. 1 a Proposed inset fed slotted rectangular microstrip patch antenna (top view). b The
metamaterial CSRR structure loaded in the ground plane of the microstrip antenna (bottom view)
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2.3 Design of Strip Line

For a given characteristics impedance Zo and dielectric constant er, the relation
between width (W) of strip line and thickness (h) (in our design h = 4 mm) of the
dielectric layer is given in [12, 13]. For the present design, the characteristics
impedance of port1 is Zo = 50 Ω. Therefore, the width of port 1 is 7.64 mm. Again

the length of strip is kg
4 , where kg ¼ ko

ffiffiffi

er
p . In our design, er ¼ 4:4. Therefore, the

length of the strip is 14.8975 mm. The base model is modified with further
improvements to increase the gain by incorporating three slots as shown in Fig. 1

2.4 Design of CSRR

ACSRR is a negative image of the metaresonator split-ring resonator (SRR). It is made
up of two concentric copper rings with a slit in each ring. The CSRR is made by
removing the copper in the shape of the SRR from ground plane of microstrip antenna.
The various considerations to designCSRRare discussed in the following sections [15].

• Gap between the rings (d): Gap between the rings is usually in the range of
0.1–1 mm.

• Width of the rings (w): Width of the rings is usually in the range of 0.011–
0.134 mm.

• Inner spacing of the ring (r): Inner spacing of the ring is in the range of 1.2–
10.3 mm.

In our design, a square CSRR structure is etched in the ground plane which is
shown in Fig. 2. The design parameters of the CSRR are presented in the Table 1.

Fig. 2 Metamaterial
complementary split ring
resonator structure (CSRR)
loaded in the ground plane of
the microstrip antenna

Table 1 Dimensional
parameters of the loaded
metamaterial CSRR

Dimensional parameters Dimensions in (mm)

d 0.12

w 1

r 6.69
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2.5 Feeding Techniques

Patch feeding can broadly be classified as either contacting or non-contacting. In the
contacting method, either a microstrip line or coaxial cable is used to directly excite
the radiating patch. This makes this techniques easy to fabricate and simple to
model. The main advantage of these techniques is that impedance matching is
relatively easy since the probe or microstrip line can be placed at any desired
position [14, 16].In this geometry, inset feed is used to feed the antenna. The length
of the inset feed of microstrip patch antenna is given by [12–14, 16],

microstrip patch antenna (not to scale)

l ¼ 10�4 0:001699e7r þ 0:13761e6r � 6:1783e5r þ 93:187e4r
�

� 682:69e3r þ 2561:9e2r � 4043er þ 6697
� L
2

where er the permittivity of the dielectric and L is the length of the microstrip patch.
The design parameters of the proposed microstrip patch antenna are summarized in
the Table 2. Figure 3 shows the basic geometry of the patch structure.

Table 2 Geometrical
parameters of microstrip patch
antenna

Dimension parameters Value in (mm)

L 28.316

W 38.04

Lg 52.316

Wg 62.04

Ws 7.64

Ls 14.8975

s1 4.2

s2 4.5

s3 10

s4 1

Fig. 3 Geometrical
dimension of rectangular
microstrip patch antenna (not
to scale)
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3 Results and Discussion

The S11 parameters of the simulated result, which shows an efficient approximation,
are shown in Fig. 4. From the results shown in Fig. 4 we can observe that there are
two operating frequencies of the designed antenna. One is at 2.4 GHz and another at
5.8 GHz. Both the frequencies are suitable for lower ISM band and WiMAX/
WLAN applications. The dual band frequency of the proposed model is obtained
due to the presence of the metaresonator CSRR at the ground plane of the mi-
crostrip antenna. The first resonating frequency at 2.4 GHz is obtained from the
slotted microstrip antenna and second at 5.8 GHz due to the CSRR structure. The
simulated impedance bandwidth at the 2.4 GHz is about 200 MHz with corre-
sponding return loss as −25.5 dB and for 5.8 GHz the bandwidth is about 200 MHz
with the corresponding value of return loss as −26.5 dB which is enough for
impedance matching. The resonating frequency is close enough to the specified
frequency band feasible for WiMax/WLAN applications. Figure 5 shows the

Fig. 4 Return loss S11 plot of the designed antenna shows the operating frequencies at 2.4 and
5.8 GHz

Fig. 5 VSWR plot of antenna at 1.2 at 2.4 GHz and 1.1 at 5.8 GHz
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VSWR plot of the designed antenna. The VSWR of the proposed model is found to
be almost 1.2 at 2.4 GHz and about 1.1 at 5.8 GHz. The obtained VSWR is less
than (<2) which can be accepted as good approximation compared to the results
reported in [17]. The gain of the proposed antenna is also simulated using HFSS
and it is found to be around 4.2 dB for the far field pattern. Figure 6a shows the gain
plot and Fig. 6b shows the directivity plot of the proposed antenna. The directivity
is found to be nearly 5.5 dB along the elevation plane. The proposed design shows a
return loss of −26 dB which is marginally higher than that reported in [10].
However, the bandwidth in this case is much high at 200 MHz than that reported in
[18]. Due to the use of the metaresonator CSRR the performance in terms of
bandwidth has been improved by around 100 MHz compared to the work in [10,
18]. The significance of the work is that it is a simplistic design which supports up
to two bands at which simultaneous communication can be maintained. The dual
band characteristics, high bandwidth provision and low return loss make it a short
range, high data rate radiating system.

4 Conclusions

In this paper, a dual band slotted microstrip patch antenna employing a metama-
terial resonator (CSRR) is proposed. The dual band characteristics of the antenna
are achieved due to the CSRR. The experimental results obtained show efficient
radiation characteristics for WLAN frequency bands. The proposed design can be
easily integrated to microwave circuits and it is also suitable for ISM band and
WiMax/WLAN applications.

Acknowledgment The authors are thankful to the Ministry of Communication and Information
Technology (MCIT), Govt. of India.

Fig. 6 a Gain plot of proposed antenna. b Directivity plot of proposed antenna
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Parallel Implementation of FP Growth
Algorithm on XML Data Using
Multiple GPU

Sheetal Rathi and C.A. Dhote

Abstract The FP Growth algorithm is inherently faster than Apriori as it has less
number of combinations to be considered. However, the gap here is that the tree
building task is a strenuous process in terms of time and memory. Several attempts
have been made to improvise the algorithm. In this paper, a model is proposed to
implement a parallel FP Growth algorithm that makes use of the elimination process
employed by FP Growth algorithm without generating the actual tree (or multiple
smaller trees). This not only improves performance of the algorithm but also results
in more efficient memory usage. The proposed algorithm Accelerated Frequent
Itemset Mining (AFIM) makes use of multiple Graphics Processing Unit (GPU)
system.

Keywords Parallel computing � FP growth � Frequent itemset mining � High
performance computing � Graphics processing unit

1 Introduction

Data Mining and Knowledge Discovery in Databases (KDD) is a rapidly growing
interdisciplinary field. It can also be stated as the process of automated extraction of
hidden, previously unknown and potentially useful information from large dat-
abases [1]. Association rule mining is an integral task of data mining research
domain and it is the process to help find the relationship between the itemset in a
large number of databases.
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Apriori [2], Eclat [3] and FP Growth [4] are the major vital algorithms used for
association rule mining. Research suggest that the methodologies mainly used rely
heavily on an Apriori-like [5] candidate set generation-and test approach. However,
the approach fails when the dataset is very large. Another important methodology is
EClat [3] that proved a substantial milestone in the development of association rule
mining process. The third approach towards association rule mining is using FP
Growth method proposed by Han and Pei [4]. The frequent pattern (FP) growth
uses only 2 database scans irrespective of the length of longest transaction, whereas
the Apriori needs n + 1 scans (n: length of the longest pattern).This significantly
reduces computation time and cost especially when the number of candidate
itemsets are more. However, because of its flat tree like structure, the basic FP
growth algorithm fails miserably when it comes to storage space. To speed up the
process, many researchers have directed their research in developing parallelized
variants of the method [6–10].

In this paper, we propose a highly parallel FIM algorithm that is optimized for a
platform consisting of GPUs and CPU. The key idea is to use the trimming feature
of the FP-Growth Algorithm used after the tree generation before even the tree is
generated. All the transactions are kept separately and not combined into a tree.

2 Related Work

Literature suggests that to mine association rules efficiently, the frequent itemset
mining step has to be accelerated effectively because this is the most time con-
suming step. Enormous amount of work has been done to speed up this process.

2.1 Parallel Approach

High-performance parallel and distributed computing environment is becoming
increasingly important, as data continues to grow inexorably in size and com-
plexity. Several efforts have been applied to parallelize the mining process such as
shared-memory systems (SMPs), distributed-memory systems, hybrid systems
consisting of a cluster of SMPs and geographically distributed systems [11, 12].

In [10], the authors designed a parallel algorithm to work in distributed data
framework. It does not need to create the overall FP tree because of which it can
handle scalable data. A modern multi core processor is used to implement parallel
FP tree algorithm [13]. Two techniques were used: a cache-conscious FP-array and
a lock-free dataset tiling parallelization mechanism. Zang et al. [14] presented two
parallel FIM algorithms, Apriori and Eclat on shared memory platform. The
strategy was to implement three different vertical data representations; vertical
transaction id set, vertical bitvector, and diffset. They concluded that Apriori is only
scalable when used with diffset while Eclat is generally scalable but achieves its
best scalability with diffset.
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2.2 GPU Acceleration

Bakos et al. [15] developed a new parallel Frequent Itemset Mining algorithm
called “Frontier Expansion” developed from Eclat. High performance is achieved
by using a heterogeneous platform consisting of a shared memory multiprocessor
and GPU coprocessors. Here a partial breadth-first search is utilized to make use of
extreme parallelism while being controlled by the accessible memory capacity.
Authors concentrate on the task of scaling a MapReduce application using the CPU
and GPU together in a combined architecture [16]. Different methods like map-
dividing scheme and pipelining were developed for dividing the work. Dynamic
work distribution schemes were devised for both the approaches. Their imple-
mentation of MapReduce is based on an endless reduction method, which avoids
the memory overheads of storing key-value pairs. Huang et al. [9] utilizes the
computing power offered by GPUs and extend CPU-based data mining algorithms
for mapping to CPU-GPU hybrid and scalable architecture for speeding up the
computing process.

3 Preliminaries

3.1 Problem Definition

The association rule mining is a two-step process:

1. Find all frequent itemset having minimum support.
2. Generate strong rules having minimum confidence, from the frequent itemset.

3.2 Basic FP Growth Algorithm

Frequent patterns are mined from an FP-tree using a method called FP-growth. All
the node-links from the header table are traversed to generate complete frequent
patterns. The general idea is to create conditional pattern bases depending on the
support threshold and in turn generate rules based on minimum confidence.

1) IF Tree contains a single path P THEN
2) FOR all each β= nodes combination in P, DO
3) generate pattern=β∪α with

Support= minsup of nodes in β; ELSE
4) FOR all αi in the header of Tree DO
BEGIN
5) generate pattern β= αi∪α with support=αi.support;
6) Construct conditional pattern base of β
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Treeβ= construct conditional FP-tree of β;
7) IF Treeβ≠ф THEN
8) CALL FP-growth (Treeβ, β);
9) END;

3.3 Graphics Processing Unit

In this paper we exploit the highly parallel computation power of GPU for frequent
itemset mining process. Unlike multi-core CPUs, the cores on the GPU are virtu-
alized, and GPU threads are executed in Single Instruction, Multiple Data (SIMD)
which are in turn managed by the hardware. Because of the embedded hardware
based design, the GPU programming is cut down and also improves program
scalability and portability. The main reason behind this is that programs are una-
ware about physical cores and rely on hardware for thread management (Fig. 1).

The inspiration behind using General purpose graphical processing unit
(GPGPU) is its cost effectiveness as compared to the distributed and parallel
approaches implemented so far [10, 14, 17].

4 Framework Architecture of AFIM

Scalable GPU-based parallel model for speeding up the frequent itemset mining
(FIM) process is implemented in this paper. The purpose of doing this is to best
exploit the computing resources obtained by GPUs and extend traditional, CPU-
based data mining algorithms for mapping to CPU-GPU hybrid architecture,.

The idea to be implemented in this algorithm is to apply Accelerated Frequent
Itemset Mining (AFIM) algorithm and use the trimming feature of the FP-Growth

Fig. 1 The many core
architecture of GPU (Source
[18])
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Algorithm used after the tree generation before even the tree is generated. All the
transactions are kept separately and not combined into a tree. The entire process can
be summarized as follows:

1. The arrays of individual transactions are grouped into different sections based on
the initial item in each transaction i.e. all transactions with the same item at the
start are grouped together in one section. Thus, multiple such sections are
formed based on the occurrence of the most frequently occurring items in most
transactions. Once grouped, that item is considered the first part of the pattern.
The next part is thus identified by repeating the same process over the new
section formed. The items of the subsection are then appended to the original
first item of the given section.
Here, each section of the transaction basically represents 1 level of the tree. The
0th partition i.e. no partition represents all the transactions. The 1st partition
represents the items formed at level 1 of the FP tree i.e. it identifies those
transactions which have most frequent item in the first place of each transaction.
It is to be noted that each partition may result in multiple sections based on the
variance in the transaction set.

2. Elimination takes place in this step by discarding those item patterns/transac-
tions which do not have sufficient count to meet the threshold criteria.

3. Each section then undergoes the same process of partitioning and identifying the
different items that occur after the dominant item of that given section.

4. At this point, the CPU forces the GPU for synchronizing all threads.
5. The above process is iteratively repeated for every subsection as GPUs are not

suited for recursion. This ends up locating the most frequent and obvious pat-
terns in the transactions. In the GPU implementation, we assign different section
to different blocks in a GPU. Each block then individually assesses its own
section and identifies recurring patterns in its section.

Each section when formed has two roles to play;

1. The dominant item i.e. the item in the 1st position of all the transactions in that
given section is identified. The remaining part of each transaction in the section
is then subjected to further partitioning and

2. On receiving the frequent pattern found by the subsections of a section, the
section merges it with the frequent item that it has identified and passes it on up
to the section of which it is a subsection.

As can be seen, the entire process appears very tree like but the actual FP tree is
not generated. The process flow diagram is as shown in Fig. 2.
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5 Experimental Result and Analysis

Various synthetic data sets were generated using Python script for testing the AFIM
algorithm. Again a fully optimized CPU is used for serial computation and a GPU-
CPU model is used for the parallel part.

The system configuration used is Intel Xeon E5-2620 (6 cores, 12 threads, and
clock speed of 2 GHz), RAM: 15 GB GPU: Tesla K40c (GDDR5 SDRAM). The
characteristics of the dataset were varied in such a way that for first three datasets,
i.e. T20I100D50K, T20I100D1M, and T20I100D5M only the dataset size is
increased and the performance is evaluated. In the next three datasets,
T25I120D50K, T25I120D1M and T25I120D5M, the itemset count and transaction
length is differed. The driver used was the NVIDIA driver for Ubuntu 10.04
(CUDA compilation tools, release 5.0, VO.2.1221) with CUDA support driver
version NVIDIA-SMI 331.67. Table 1 elaborates the speed up of CPU-GPU
implementation with respect to the CPU based implementation.

It is evident that there is considerable speed up for AFIM model as compared to
core CPU implementation which is clearly depicted in Fig. 3. However, even if the

Fig. 2 Proposed AFIM
model
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characteristics of datasets are changed, there is no considerable difference in the
amount of processing time take, both by CPU and GPU for the same size of dataset.

In above figure, we have compared the AFIM algorithm with the fully optimized
CPU on the same machine configuration. Synthetic datasets with varying charac-
teristics were tested on the two processors, CPU and CPU-GPU architecture.

6 Conclusion

Association Rule mining has been parallelized for a long time with expensive
system setup. This paper has aimed to perform Association Rule mining using
parallel processing with the help of Graphic processors, which have in-built
hardware capability of multi-threading and that has been leveraged for our
algorithm.

Previous work does not prevail the use of GPU for FP-growth algorithm. Instead
literature speaks about the various approaches exploited to achieve parallelism in
FP-growth using shared and distributed processors. In this paper we have

Table 1 Performance evaluation of CPU and GPU-CPU

Synthetic dataset Processing time (CPU) Processing time (GPU-CPU) Speed up

T20I100D50K 2,425 769 3.15

T20I100D1M 11,453 1,635 7.00

T20I100D5M 13,452 2,089 6.43

T25I120D50K 3,524 854 4.12

T25I120D1M 12,539 1,687 7.43

T25I120D5M 13,869 2,135 6.49
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Fig. 3 Performance
evaluation of CPU and CPU-
GPU architecture
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parallelized FP-growth approach on multi-threaded Graphic Processor. There was
considerable speed up on different synthetically generated datasets with different
characteristics. In addition to the speed boost, the dataset size also progressed.
Initially starting from 100 transactions it succeeded in achieving scale up in data
size of up to 5 million transactions.
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A Convergence Analysis of The
Deterministic Ant System Model
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Abstract Ant System (AS) is the first algorithm in the Ant Colony Optimization
(ACO) domain to have successfully implemented. But, a little have been put for-
ward about the mathematical analysis of the stochastic model based AS. In this
paper, a deterministic solution of the classical Ant dynamics is introduced.
A transfer function model is developed and the system characterization is done in
frequency domain. It is helpful to explore the system behavior that gives the sup-
portive analysis on the stability of the Ant System. Also we deduce the necessary
bounds of the trail persistence q which will control the ant dynamics to avoid over
accumulation of pheromone and search for good optimal solution using Region of
Convergence (ROC) criterion. Simulation results also present supportive evidence
of the analysis.
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1 Introduction

Ant Colony Optimization (ACO) [1] is an important bio-inspired optimizations
technique that has notified its presence over the decade for solving different com-
plex problems. Ant System (AS) [2] is the first of its kind in this domain. It models
the ant foraging behavior and also, optimizes globally. It posses’ features like
robustness, positive feedback, distributed computing and can be easily implemented
with other algorithms. A lot of simulation work has been carried out on the Ant
algorithms and their variants in different application domain. However, not much of
related work on the theoretical analysis of ant dynamics has been explored in
literature. Graph-based Ant System [3] was framed by Gutjahr where an analytical
analysis on convergence has been studied. Also the author carried out a meticulous
analysis on the finite-time dynamics of ACO and its convergence speed [4].
A convergence analysis has been established by Stutzle and Dorigo [5] for ACO
algorithm. A differential equation approach using extended difference operator has
been used by Abraham et al. [6] to study deterministic Ant System dynamics and
ensure its stability and convergence.

Ant System dynamics is governed by the pheromone trail intensity update rule
given in (1). The performance of the Ant System depends on the choice of values
determined by the trail persistence, q in (1) and the values in general lie within
0\q\1 [2]. The values proposed in literature for the trail persistence are random
in nature that suits the algorithm with best optimal result. So, there is a need to
corroborate the range of values taken by the trail persistence and establish stability
of the Ant dynamics. This article presents a deterministic model of basic AS based
on transfer function model. Henceforth, frequency domain analysis helps us to find
out the range of values taken by the trail persistence that ensure the stability of this
linear ant system model. Also this paper focuses on the substantiation made to the
consolidated range of trail persistence, q which establishes the effectiveness in
characterization of the Ant dynamics. Also it is conformed in this paper that for a
stable ant dynamics, the uncontrolled pheromone deposition growth is not seen and
the explosion of pheromone concentration is resolved. Moreover, the study does not
violate the stochastic behavior of the ant dynamics, as the selection process of ants’
path is based on probability. Results of computer simulation have been provided in
order to support the analytical claims made in this paper.

This paper is further organized as: Sect. 2 gives the deterministic modeling of the
Ant Dynamics and its transfer function. Stability and convergence criterion of the
Ant System using ROC is established in Sect. 3. Section 4 depicts the simulation
results on TSP that validates the stability of the Ant System using ROC. Also the
Frequency domain analysis is used to validate the range of values of the pheromone
trail persistence, ρ that ensure stability of the Ant System. And finally the paper
concludes in Sect. 5.
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2 Modeling the Deterministic Framework of the Ant
System

Ant System being stochastic in nature, it is hard to establish the nature of the system
and to derive its stability. On such a ground, this paper is a humble effort towards
the development of transfer function based model of ant dynamics and subsequently
frequency domain analysis is made to establish the convergence of this system. The
consolidated range of the trail persistence factor, ρ is validated in this paper which
pledge in finding the optimal solution.

2.1 Basic Ant System

Ant-System (AS) [2] is the first successful technique to emphasize the swarm nature
of the real ants. The pheromone updation formula of the system in any path segment
is defined as,

sðtþ 1Þ ¼ 1� qð ÞsðtÞ þ Dsðtþ 1Þ ð1Þ

where, sðtÞ is the intensity of trail in any path segment at time t and Ds is the
incremental contribution in intensity of trail in that path segment.

q (0 ≤ ρ < 1) is the pheromone evaporation (decay) parameter; (1 − ρ) is the
pheromone residual parameter. Also the path selection of the ant system is governed
by a probability factor which is again controlled by sðtÞ.

2.2 Formulation of Transfer Function

In this section we will try to model the ant dynamics using transfer function based
approach by linearization method. This approach is helpful to find out the local
stability around equilibrium point of a system as the local behavior of the system
can be approximated using linear model.

Let us consider the pheromone updation equation of basic Ant System given in
(1) as a first order linear closed loop system and we try to recast the equation as
follows.

sðtþ 1Þ ¼ 1� qð ÞsðtÞ þ Dsðtþ 1Þ ð2Þ

) sðtÞ � sðt� 1Þ ¼ �qsðt� 1Þ þ DsðtÞ;
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) ds
dt

¼ �qsðt� 1Þ þ DsðtÞ; ð3Þ

Taking Laplace Transform of the above equation we get,

sTðsÞ � sð0Þ ¼ �qe�sTðsÞ þ DTðsÞ; ð4Þ

where, T(s) and DTðsÞ are the Laplace transform of sðtÞ and DsðtÞ respectively.
Now, to study the system response and establish its stability, we further simplify

and consider the system as a causal system, i.e., sð0Þ ¼ 0 and fort\0. Here, we
expande�s, and taking up to first order term the Eq. (4) is represented as,

sTðsÞ þ qð1� sÞTðsÞ ¼ DTðsÞ;

) s 1� qð Þ þ qð ÞTðsÞ ¼ DTðsÞ;

) TðsÞ
DTðsÞ ¼

1
s 1� qð Þ þ q

¼ FðsÞ
¼ Transfer Function of the deterministic Ant System: ð5Þ

The characteristics equation of the deterministic ant system is given by,

sð1� qÞ þ q ¼ 0 ð6Þ

) s ¼ �q
ð1� qÞ ð7Þ

In the next section we perform the characteristics analysis of the system using
ROC.

3 ROC Analysis of Ant Dynamics

In this section we analyze the ant dynamics given in (7) using ROC, and establish
the stable operating zone. In this paper, we take the help of Region of Convergence
(ROC) to study the characteristics of the ant system and further explore the stability
of the system. The stability of the system is ensured from different range of values
of ROC which also validates the range of value of the pheromone factor, ρ for ants’
successful operation.
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3.1 ROC and Stability Analysis of Ant System Dynamics

The range of values for which, ‘s’ converges for a given signal is known as Region
of Convergence (ROC). The ROC gives an idea of the stability of a system and by
property it does not contain any poles. The stability of a close loop system can be
easily analyzed from its characteristic equation using ROC. Tables 1 and 2 shows
the characterization of the Ant system for different values of ρ.

Table 1 shows the Region of Convergence for 0\q\1. It is seen that the values
of pheromone trail within this range give favorable results by including the

Table 1 Characterization of the deterministic Ant System for 0\q\1 using ROC

Rho
(ρ)

s ¼ �q
ð1�qÞ ROC (σ) Poles Comments System

stability

0.1 −0.11 σ > −0.11 −0.11 Pole lies on left half of s-plane. ROC
include imaginary axis

Stable

0.3 −0.43 σ > −0.43 −0.43 Pole lies on left half of s-plane. ROC
include imaginary axis

Stable

0.5 −1 σ > −1 −1 Pole lies on left half of s-plane. ROC
include imaginary axis

Stable

0.7 −2.33 σ > −2.33 −2.33 Pole lies on left half of s-plane. ROC
include imaginary axis

Stable

0.9 −9 σ > −9 −9 Pole lies on left half of s-plane. ROC
include imaginary axis

Stable

Table 2 Characterization of the deterministic Ant System for 0\q, q[ 1, and q ¼ 0; 1 using
ROC

Rho
(ρ)

s ¼ �q
ð1�qÞ ROC (σ) Poles Comments System

stability

−0.2 0.16 σ > 0.16 +0.16 Pole lies on right half of s-plane. ROC does
not include imaginary axis

Unstable

−0.4 0.28 σ > 0.28 +0.28 Pole lies on right half of s-plane. ROC does
not include imaginary axis

Unstable

−0.8 0.44 σ > 0.44 +0.44 Pole lies on right half of s-plane. ROC does
not include imaginary axis

Unstable

1.2 6 σ > 6 +6 Pole lies on right half of s-plane. ROC does
not include imaginary axis

Unstable

1.4 3.5 σ > 3.5 +3.5 Pole lies on right half of s-plane. ROC does
not include imaginary axis

Unstable

1.8 2.25 σ > 2.25 +2.25 Pole lies on right half of s-plane. ROC does
not include imaginary axis

Unstable

0 0 σ > 0 0 Pole lies on the imaginary axis. ROC does
not include imaginary axis

Unstable

1 ∞ σ > ∞ ∞ Pole lies on the exterior of the
s-plane. ROC does not include imaginary
axis

Unstable
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imaginary axis in its area of convergence. Whereas, for q\0 and q[ 1, system
does not include the imaginary axis and this make the system unstable. The sup-
portive results are present in Table 2. Again for q ¼ 0, the pole lie on the origin.
Hence ROC does not include the imaginary axis, and it leads to unstable system.
But for q ¼ 1, the poles are located at infinity. Hence the system behavior is
unstable. It is clear from Tables 1 and 2 that the value of pheromone trail ρ within
0\q\1 will give successful modeling of the ant system.

So, it is proved that the Ant System is stable for 0\q\1 using ROC. In the next
section, we simulate the Ant System on TSP for various values of q to validate the
range of parameters which will ensure the stability of ant system.

4 Simulation Results and Analysis of the Ant System
Dynamics

The simulation study is done on TSP to prove the effectiveness of our deterministic
modeling of the Ant System, and validates the range of value of the pheromone
factor, ρ for ants’ successful operation. The simulation is made in MATLAB-
R2010a, ver. 7.10.0.499, in a Windows 7 environment, running on INTEL CORE
2DUO, 2.20 GHz processor, and 3 GB RAM. The efficacy of our proposed algo-
rithm has been tested using Ulysses16.tsp, Ulysses22.tsp and Oliver30.tsp problems
(Euclidean 2D distance TSP problems). For simplicity, we have adopted number of
ants equal to number of cities (here, the number of ants = 30, for a 30-city problem).
Experiments were carried out for 6,000 iterations and were averaged over 20
successive trials for different values of pheromone trail, ρ.

Table 3 analyses the outcome of the Ulysses16.tsp for different values of
pheromone trail. Similarly Tables 4 and 5 gives the same outcome for Ulysses22.tsp
and Oliver30.tsp problems. From Tables 1, 2 and 3 we find that ant system algo-
rithm behaves successfully when the pheromone trail is 0\q\1. This is the best fit
range of ρ for Ant System. This is also been proved from the below figures of
simulation. Figure 1a shows the iterative best cost and average node branching of
Ulysses16.tsp problem for ρ > 0. Figure 1b shows the same of Oliver30.tsp for
ρ < 0, and Fig. 1c of Ulysses22.tsp for ρ = 1. It is found that the system shows
premature convergence for all the above values of rho, ρ. Hence, the ant system is
unstable for the values of rho, ρ depicted in figures. But, the system converges at
high value for ρ = 0 (in Fig. 1d) for Ulysses16.tsp problem.

Hence it is proved that trail persistence, q should be 0� q� 1 for successful
operation of Ant System algorithm. The algorithm is unstable for q\0, q[ 1. So,
we have proved and validated the consolidate range of trail persistence, q where the
Ant System will be stable and will find its optimal solution more effectively.
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Table 3 Analysis of Ant System for different values of q for ULYSSES16 problem

TSP RHO (ρ) Best Worst Average Relative
deviation (%)

Optimal
iteration

ULYSSES16
(73.9876)

ρ = 0.1 73.9998 74.6287 74.1721 0.016487 816

ρ = 0.3 73.9998 74.2473 74.1007 0.01647 1,161

ρ = 0.5 73.9998 74.6148 74.1315 0.016487 458

ρ = 0.7 73.9998 74.2348 75.9836 0.016487 1,267

ρ = 1 73.9998 – – 0.016487 148
ρ = −0.2 28.27 – – −161.7177 3,862

ρ = −0.4 15.1111 – – −389.6242 2,096

ρ = 1.2 75.182 – – 0.016489 224

ρ = 1.4 74.6287 – – 0.859053 63

Table 4 Analysis of Ant System for different values of q for ULYSSES22 problem

TSP RHO (ρ) Best Worst Average Relative
deviation (%)

Optimal
iteration

ULYSSES22
(75.3)

ρ = 0.1 75.3984 76.6287 76.1721 0.130677 816

ρ = 0.3 75.3984 76.9243 76.1007 0.130677 61

ρ = 0.5 75.3984 75.9648 75.5615 0.130677 458

ρ = 0.7 75.3984 76.2103 75.9836 0.130677 1,267

ρ = 1 76.1397 – – 1.10284 2,181

ρ = −0.2 22.5068 – – −234.5656 3,865

ρ = −0.4 26.4169 – – −185.0448 2,090

ρ = 1.2 76.2751 – – 1.2784 1,369

ρ = 1.4 76.057 – – 0.99531 1,360

Table 5 Analysis of Ant System for different values of q for OLIVER30 problem

TSP RHO (ρ) Best Worst Average Relative
deviation (%)

Optimal
iteration

OLIVER30
(423.7406)

ρ = 0.1 423.7406 424.6717 423.9121 0 2,681

ρ = 0.3 423.7406 423.9117 423.9173 0 621

ρ = 0.5 423.7406 423.9117 423.8676 0 458

ρ = 0.7 423.7406 423.9117 423.8996 0 2,267

ρ = 1 423.9117 – – 0.04036 1,348

ρ = −0.2 425.2667 – – 0.35886 1,106

ρ = −0.4 427.1752 – – 0.80403 1,058

ρ = 1.2 426.5438 – – 0.657189 1,727

ρ = 1.4 442.3633 – – 4.20982 01
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5 Conclusion

This paper satisfactorily depicts a novel deterministic framework of the linear
model of the Ant System and also validated the effective range of trail persistence, ρ
where the Ant System will optimize better. This article is the first step in modeling
deterministic platform of the ant system. The stability of this closed loop Ant
dynamics is confirmed using Region of convergence for an effectual range of
pheromone persistence and that is validated with the theoretical values as proposed
in literature.
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Fig. 1 The iterative best cost and average node branching of a Ulysses16.tsp problem for ρ = 1.4
(ρ > 1). b Oliver30.tsp problem for ρ = −0.4 (ρ < 1). c Ulysses22.tsp problem for ρ = 1 and
d Ulysses16.tsp for ρ = 0. The figures show premature convergence except Fig. 1d
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EAST: Exploitation of Attacks and System
Threats in Network

Sachin Ahuja, Rahul Johari and Chetna Khokhar

Abstract In modern era, computer network is an emerging field. With the invention
of powerful computer network concepts today we are able to share information with
each other. We build complex systems so that user can use these systems with ease.
But with this comes the question of security. There comes a question, is the data that
we share safe? Complex systems built with the intent to use shared data for example
such as social networking sites certainly have some security loopholes. The most
important as well as the most difficult task of a developer is to ensure that whatever
the situation be, the system is consistent. But, as a matter of fact, no developer can
guarantee that. Systems do possess some vulnerabilities. In the work that follows, we
have tried to explore some prevalent system vulnerabilities and network attacks.
Using JAVA as a programming language we have shown the flaws/shinks in the
Web Programming and successfully simulated the vulnerabilities and attacks and
demonstrated encouraging results.

Keywords Dictionary attack � DoS attack � Brute force attack � Threat

1 Introduction

To begin with, System/Network security is a critical area which has become a hot
buzz in the recent years owing to the enormous number of the web site/applications
getting developed and hosted on the web server (both real and rogue). Some of
these sites are poorly coded by the programmers as a result they become easy fish
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for millions of hackers and crackers looking for the vulnerabilities in the Web Sites,
so that they can launch massive attacks and take over the control of these sites
hosting millions of Apps. We have worked on various system vulnerabilities
(password ageing, empty string password, empty catch block problem etc.) and on
the network attacks (Denial of Services, Dictionary attack and Brute force attack).
With the help of programming we have tried to explore these attacks and vulner-
abilities. For better understanding we have carried out the mathematical modeling
of the network. We have also discussed the problems that a system may face if it is
not safe against these loopholes. For completeness and clarity the paper is organized
as follows: Sect. 2 discusses about Objectives, Sect. 3 discusses about the related
work, Sect. 4 discusses about the Simulation performed, Sect. 5 discusses about the
methodology adopted, Sect. 6 discusses about the mathematical modeling of net-
work attacks, Sect. 7 discusses about the result, Sect. 8 discuss about conclusion
and future work. Section 9 contains all the figures followed by acknowledgement
and references section.

2 Objective

The Open Web Application Security Project (OWASP) [1, 2] is a worldwide not-
for-profit charitable organization focused on improving the security of software.
The same has listed various vulnerabilities and network attacks. We through our
work have tried to explore these vulnerabilities and attacks. We have tried to
explore different security loopholes that a system may possess. A developer while
developing any system should ensure that system is safe against these vulnerabil-
ities. The system should also protect itself against an attack made by an attacker
with the intent to gain control of the system.

3 Related Work

Huluka and Popov use Root Cause Analysis (RCA) in session management and
broken authentication Vulnerabilities and identify the way to improve different
aspects of security of web applications. Through RCA they found 9 root causes that
lead to broken authentication vulnerability and 11 root causes that lead to session
management vulnerability and they also provide deep detailed view of vulnera-
bilities, which results in effective solutions. These solutions are used to minimize
the recurrence of attacks on web applications [3]. Fonseca et al. present a prototype
tool and methodology for the evaluation of security mechanism of web applica-
tions. The idea behind their methodology is that they assess the existing mecha-
nisms of security and tools in different scenarios by injecting realistic vulnerabilities
in an application and attacking them. They also propose the Vulnerability and
Attack Injector Tool (VAIT) which automates the entire process. They have shown
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the effectiveness of proposed methodology by running the tool on set of experi-
ments. The results of their research proved that the methodology proposed by them
is an effective way not only for the evaluation of weakness of security mechanism
but also helps in identifying the ways of its improvement [4]. Sadeghian et al.
presents a comprehensive review of different types of SQL injection detection and
prevention techniques. They made the detailed analysis of all the techniques and
provided the strengths and weaknesses of each technique. The structural classifi-
cation of the SQL injection detection and prevention techniques assists other
researchers in the adoption of correct technique for their studies [5]. In [6] author(s)
demonstrate the comparative performance analysis of MD5, DES and AES
encryption algorithms [1] on the basis of execution time, LOC (Lines of Code) over
a web application. In [7] author(s) discusses and analyzes the current developments
in online authentication procedures including one-time-password systems, bio-
metrics and Public Switched Telephone Network for cardholder authentication. The
author(s) proposes a complete new framework for both onsite and online (Internet
shopping) credit card transactions. In [8, 9] author(s) presents a detailed review on
various types of vulnerabilities, Structured Query Language Injection attacks, Cross
Site Scripting Attack, and prevention techniques. The Author(s), also proposes
future expectations and possible developments of countermeasures against Struc-
tured Query Language Injection attacks. In [10] author(s) presents an integrated
model to prevent reflected cross site scripting attack and SQL Injection attacks in
applications which are made in PHP. These models work in two modes which are
production and safe mode environment. They create sanitizer model for reflected
cross site scripting attack and security query model for SQL Injection attack in safe
mode. They validate user input text against sanitizer model and input entries which
create SQL queries are validated against security query model in production mode.
In [11] author(s) demonstrates the exploitation of web vulnerabilities in a credit
card validation web application using brute force and dictionary attack. In [12]
author(s) also proposes a similar technique to handle the security of the alphabets
and numbers but without any detailed comparison. In [13] author(s) proposes a
technique to encrypt and decrypt the Alphabets, Numbers and Alphanumeric data in
minimum span of time with minimum lines of code, designed logic of which has
been coded in JAVA. In [14] Scholte et al. represents IPAAS, a novel technique.
This technique is based on automated detection of data type of input parameters
which successfully prevents the exploitation of XSS and SQL injection vulnera-
bilities [15]. They implemented this technique for PHP applications and also ana-
lyzed the performance of this technique by running this technique on five real-world
web applications. Their technique successfully prevented 65 % of XSS vulnera-
bilities and 83 % of SQL injection vulnerabilities. In [16] author(s) have designed a
Java based tool to show the exploitation of Injection using SQL Injection attack [1]
and Broken Authentication [2] using Brute Force Attack and Dictionary Attack and
the prevention of all these attacks by storing the data in our database in encrypted
form using AES algorithm [17].
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4 Simulation Performed

We have used java programming paradigm as a tool for exploring the above dis-
cussed attacks and vulnerabilities. We have used JAVA DEVELOPMENT
TOOLKIT as a tool for stimulating the same. The results along with the outputs are
discussed above. We have used Microsoft Access to build our own database and
used Microsoft Excel to draw the plots that we have shown in our work.

5 Our Methodology

We have divided our methodology into two parts:

5.1 Methodology for Exploring Vulnerabilities

5.1.1 Vulnerability

Although many definitions of vulnerabilities exist. But, simply speaking it is a
‘flaw’ or a Programming bug committed by a novice programmer. If a system has a
flaw, the attacker can access that flaw and will take advantage of this flaw to reduce
system assurance and reliability. The different vulnerabilities are explained below:

Password Ageing

Password ageing can result in the possibility of diminished password integrity. If a
user does not change his/her password for a long period of time, his/her user
account can be tracked by any person and make his account insecure. If no
mechanism is in place for managing password aging, users will have no incentive to
update passwords in a timely manner. Therefore, support for password ageing
mechanisms must be added in the design phase of development.

Empty String Password

Using an empty string as a password can make an account insecure. It is never a
good idea to assign an empty string to a password variable. If the empty password is
used to successfully authenticate against another system, then the corresponding
account’s security is likely to be compromised because it accepts an empty pass-
word. Thus, a constraint should be imposed that the user should not make empty
string as password and if he does there should be an error ‘empty string
password…’.
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Empty Catch Block Problem

It is usually a bad idea having an empty catch block. When an exception is thrown
and not caught, the process has given up an opportunity to decide if a given failure
or event is worth a change in execution. Instead, one should catch the exact
exception types that he expects because these are the types the program code is
prepared to handle. For example, concept of dangling pointers can be a conse-
quence of empty catch block problem.

5.2 Methodology for Exploring Network Attacks

5.2.1 Network Attacks

In computers, a network attack is any attempt to destroy, expose, alter, disable, steal
or gain unauthorized access to or make unauthorized use of a resource (say data).
The attacker tries to invade into the system to destroy it. Any attempt made for such
intent is called as a network attack. Various network attacks are explained below:

Denial of Service

DOS stands as an acronym for “Denial of Service”. This is caused due to the
massive traffic at the server end. The large amount of traffic causes the throughput
of the server to reduce. The large amount of requests causes the server to go busy.
The high amount of traffic causes the server to response abnormally. At the end the
server will not be able to respond to the clients properly. As a result of which the
following two scenarios can occur:

(i) The response time of server for client reduces drastically due to which system
throughput and efficiency decreases.

(ii) The system hangs due to increased traffic as a result of which the system
crashes.

Figures 1 and 2 show a client server architecture. Figure 1 represents server
window which is ready to receive request from clients. Clients in turn try to request
to server. As a client is connected to server, a “Hello Client” message is sent on
client window by server as a confirmation. It has been found that in DOS, the
Server is bombarded by millions of requests, some genuine and the rest bogus/fake,
resulting in collapse of the Services provided by the Server.
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Dictionary Attack

The dictionary attack is a type of attack in which a hacker can spy on the system by
using a pre designed list of probable passwords. The programmer can develop a
database consisting of these probable passwords. These passwords can be formed
by reviewing the profile of the person. A Database was created in MS Access and
populated with hundreds of ID’s bearing Username and Password. The above
formed list of passwords can be compared against the password entered by the
programmer. If the password entered by the user matches any of the password in the
list then the system is at risk and it can easily be attacked by an experienced hacker.
We have implemented dictionary attack using a Microsoft Access database which is
connected to a Java program using jdbc-odbc drivers. Figure 3 shows the simulation
of Dictionary Attack being successful. The username and password entered by the
user in a java form is matched in the usernames and passwords present in the
database. The program of “Dictionary Attack” has been executed and the “number
of iterations” versus “length of the password” has been plotted as shown in Fig. 4. It
can be seen from the plot that the number of iterations to find a given password does
not depend on the length of the string entered. Rather, it depends on the number of

Fig. 1 Server side window for denial of service attack

Fig. 2 Client side window
for denial of service attack
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records that the database contains. We have executed this program by taking a small
database of about 100 records where each record consists of characters (a-z) from
UNICODE character set. If the entered password is not there in the database we
have to iterate a maximum of iterations equal to the number of records in the
database.

Brute Force Attack

The brute force attack is one of the best attacks if one wants to analyze the
password sensitivity of a system. In this attack we have built a character set and the
program tests all the possible combinations of characters present in the character set
against the password entered by the user. If the password entered by the user
matches with any of the combinations as discussed above the password is said to be
cracked and the system is at risk. The simulation of same has been shown in Fig. 5.
The program of “Brute Force Attack” has been executed and the “number of
iterations*0.0001” versus “length of the password” has been plotted as shown in
Fig. 6. It can be seen from the plot that the number of iterations to find a given

Fig. 3 Execution of dictionary attack showing the attack being successful

Fig. 4 Histogram for
dictionary attack showing
number of iterations versus
length of the password
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password depends on the length of the string entered. The password entered by user
is checked against all the possible combinations of characters (a-z) from UNICODE
character set. Brute force is a stronger attack than Dictionary attack because it has a
very high probability of cracking the password. It can be seen that as the length of
the entered password increases, the number of iterations required to break the
password also increases. The security of a system can be increased if we put some
password restrictions and make the length of the password greater than or equal to 7
characters. This is so because it will hinder the attacker from cracking the password
in that transient amount of time when the system is momentarily at rest.

Fig. 5 Execution of brute
force attack being successful

Fig. 6 Histogram showing
number of iterations versus
length of the password for
brute force attack
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6 Mathematical Modeling of Network Attacks

6.1 DoS

l ← Number of legitimate requests.; q ← Number of bogus requests
r ← Total number of requests generated; s ← Total number of requests being

received at the server.; P ← Performance of the server at time (t).
DOS()
{if q ≫ l{P dips, affecting throughput due to the success of DOS attack} else if

(l ≫ q){The attack was un successful, P and throughput increases} else{Server
works at maximum speed and delivers at consistent throughput.} end if; end if}.

D ← Difference between number of legitimate requests and number of bogus
requests. D = l − q. As the number of fake requests (q) increases the system
throughput decreases. Simply put, as q increases the number of legitimate requests
handled by the server decreases per unit time. Therefore the difference between the
number of legitimate and bogus requests is the key parameter to represent the
time complexity of the algorithm discussed above. P (Performance of server) =
Ө(D) = Ө(l − q).

6.2 Brute Force Attack

Note: Our character set contains characters a-z.
P  Plain text string to be searched.
S String which is compared with the pattern to be searched.
n Length of the string P
flag  true, if attack is successful, otherwise false
Brute_Force_Attack()
{ for  i =1 to n

Compare all the combinations of S of length i with P
if(S==P){ flag = true } //Attack Successful
else{flag =  false} //Attack not successful

end for } 

Time Complexity: Suppose, if the length of the string P is 1 the number of
maximum attempts will be 26 because the size of character set is 26. Now if size of
P is 2 the number of possible combinations will be (26 + 26^2). Similarly, when the
size of the P to be searched is “n” the number of combinations will be:
(26 + 26^2 + 26^3 + ��� + 26^n). If we use the rules of asymptotic notations 26^n
will be the dominant factor. Therefore in our case: Time Complexity = Ө (26^n).
Now it is logical to say that because the size of character set was 26 in our case,
there complexity of the algorithm comes out to be 26^n. However if the number of
characters in the character set is m, then: Time complexity: Ө (m^n); Space
complexity: num*n. Here: num are the number of bytes per symbol by the
encoding scheme being employed according to the architecture.
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6.3 Dictionary Attack

P Plaintext to be searched ; N Number of records in dictionary
i Number of iterations.
Assumptions : Threshold value for number of attempts to search N.
Dictionary_Attack()
{   for  i=1 to N

R  ith record in the dictionary
if ( R is equal toP){Record matched. Search successful}
else if  (i>n){Record not matched. Search unsuccessful}

end if ; end if; end for } 
Time Complexity: O(N). The time taken to search for the plaintext will be a

linear search (according to our algorithm) in the dictionary and will be of order N.

7 Result

Various attacks and vulnerabilities given by OWASP such as Denial of service
(DOS) Attack, Brute Force Attack, and Dictionary Attack have been executed using
Java programming platform. The results of various simulations have been shown
wherever necessary and different graphs have been plotted.

8 Conclusion and Future Work

Various vulnerabilities and attacks have been explored. We suggest that for
developing a secure and a reliable system the developer while writing code should
take care of these vulnerabilities during the development phase of SDLC (software
development life cycle). Otherwise system and data integrity may be at risk and the
system will have some loopholes which an attacker can use to invade into the
system. These are not the only vulnerabilities or attacks. There are many. In our
future work, we will be exploring other vulnerabilities and attacks and will also be
giving the solutions for the vulnerabilities and attacks discussed in this paper.

9 Figures

See Figs. 1, 2, 3, 4, 5 and 6.
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Efficient Set Routing for Continuous
Patient Monitoring Wireless Sensor
Network with Mobile Sensor Nodes

M.S. Godwin Premi, Betty Martin and S. Maflin Shaby

Abstract Static sensor nodes are effectively and efficiently replaced by mobile
sensor nodes in WSN applications like tracking, periodic weather monitoring, etc.
In this paper, challenges in WSN routing are focused with mobile nodes. A new
routing protocol called as set routing is proposed for wireless sensor networks with
mobile nodes. In set routing, the sets of nodes are constructed after deployment.
Routing overhead is fully given to static sink node or base station. Direction based
linear mobility pattern is chosen for its greater coverage area with low energy spent
and is used in set routing. Set routing is simulated using Omnet++ and Matlab and
the performance is studied. The results are compared with cluster based routing and
mobile leach protocols and found that delivery ratio is higher in our set routing.

Keywords Direction based linear mobility � Master nodes � Neighbouring sets �
Sink node

1 Introduction

The wireless sensor network is a data centric multi-hop network [1]. Motes are
playing vital role in wireless sensor networks to collect the data as well as to
transmit the same to the sink node. These motes sense the data or receive the data
from neighbors, process and store the same, and at last transmit/forward to the sink
node. After deployment, all the sensor nodes or motes self organize them and start
sense the data. Then all these data are transmitted to the sink [2–4]. There are many
advantages of mobile wireless sensor networks when compared to static wireless
sensor networks like increased coverage area and highly improved target tracking.
When mobility is introduced in the motes generally the energy will drop. But this
can be avoided by using solar power harvesting. With respect to applications the
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number of mobile nodes required may vary. Also depend on the scenario all the
nodes can be mobile or only few nodes can be mobile. In order to reduce the
propagation delay, energy and path loss new routing schemes are developed based
on different conditions for the third logical layer.

2 Related Work

Jonathan Henderson introduced a hierarchical clustering algorithm for sensor net-
works, called Low Energy Adaptive Clustering Hierarchy (LEACH) [5]. The
extension of LEACH protocol is the solar-aware LEACH (sLEACH) protocol [6].
To enhance the network lifetime solar powered nodes are introduced. However, in
simulation both sLEACH and the original LEACH used the same algorithm and so
both protocols are affected in the same manner. The Cluster Based Routing (CBR
Mobile) protocol [7−11] for WSN is proposed by Awwad (2009) [12] to avoid that
packet loss. The proposed protocol is implemented in two phases similar to
LEACH. They are setup phase or registration phase and steady state phase. Like
LEACH, the stages of setup phase are cluster head election, advertisement, deci-
sion, schedule creation. In this protocol, always a cluster head is made free to
receive the data from unconnected sensor nodes. Each cluster head takes turn to be
free for this operation. Since the unconnected nodes are joined in the newly formed
cluster with a free cluster head as the cluster head, the data loss is very much
reduced. In normal situation the protocol works as proactive, and sends data to
cluster head in advance. If the sensor nodes did not receive data request message
from its cluster head, it will send the message to a free cluster head. In LEACH-
Mobile, sensor nodes wait for the request message for two consecutive failure
frames. But CBR mobile protocol immediately sets up the registration phase to
avoid accumulation of packet losses.

3 System Description

In this paper, a scenario is considered in such a way that the mobile sensor nodes are
deployed in one end of hospital. The sink node or the base station is present in the
centre of the hospital. The mobile sensor nodes are static until they receive START
message from the sink node. The sink node sends the sample REQ message to all
nodes. All mobile nodes send the REPLY message with their identity. Based on the
time of arrival, using low cost localization algorithm sink node calculates the initial
location of all the mobile nodes. After the initial locations of all the mobile nodes are
determined, different sets are formed by sink node. For the initial position, master
node(s) for each set is determined by the sink node. Moreover the nearby sets are
noted by the sink node. After the set formation the sink node send the START
message. START message contains the next stop position for all the mobile nodes.
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Route information in every position is given to individual sets by the sink node.
After receiving the START message from sink node they start moving in the pre-
scribed direction. In order to cover all eight directions the direction of movement of
sensor nodes should be as below (NW → N → NE → E → SE → S →
SW → W): Left → Left → Down → Down → Right → Right → Up → Up. At
regular intervals of time all the nodes are static in order to forward or transmit the
data. The data are sensed by the sensor nodes when they are mobile and the data are
transmitted or forwarded to the sink node when they are static. It is considered that
there are no collisions during the movement and the entire nodes are free to move
with equal speed. Also, the sink node initially calculates the location of the nodes
using low cost localization algorithm and the nodes are named/addressed. Entire
network is controlled by the sink node i.e.; when to move, when to stop, which
direction to choose, whom to forward the data, speed, etc. For a mobile node the sink
node selects minimum of eight stop positions around the sink. At every stop position,
route and the next stop position are informed to all nodes via master node. Route
discovery message flow is shown in Fig. 1. In this technique as the computing
overhead is taken by sink node, route computing overhead is reduced at individual
sensor nodes. As the sink node computes the route for each stop point and informs
about the new route, energy spent for controlled mobility is partially compensated at
individual sensor node. Thus patients in each room are monitored regularly by the
sensor node and the data is transmitted to the base station. Patients in each room in
every block will be monitored by same set of nodes in the next rounds providing the
continuous measurement.
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4 Simulation Results

Simulations are carried out in OMNeT++ 4.1 IDE with MiXiM Framework. Each
sensor node is designed by understanding the logical layers of WSN and is
developed as a NED using the supporting files. Results obtained using OMNet++
and Matlab are shown in Figs. 2, 3 and 4. It is found from the results that the
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number of packets received and the remaining energy are high in set routing
compared to existing cluster based routing, mobile LEACH and solar LEACH.
Also the mean end to end delay is reduced in set routing. It is observed that received
packets are more in set routing compared with other protocols. Moreover from
Fig. 3 it is proved that energy spent is minimized in set routing. Also from Fig. 4 it
is clear that mean end to end delay is minimized in set routing.

5 Conclusion

It is observed that set routing is the best suitable routing protocol for the continuous
patient monitoring in the hospital. It is also observed that minimum number of
nodes is required for maximum efficiency. Thus rather than spending for lot of
sensor nodes, the required data can be gathered with a minimum number of mobile
nodes. From the setup suggested in the study, it is observed that the network is
energy efficient for the required amount of data collection.
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Overview of Cluster Based Routing
Protocols in Static and Mobile Wireless
Sensor Networks

Sachin R. Jain and Nileshsingh V. Thakur

Abstract Wireless Sensor Network (WSN) is one of the hottest research areas now
days. WSNs can be used to monitor environmental conditions like light, sound,
temperature, pollution, humidity, wind speed and direction, pressure, and many
more. Also WSNs are used in industrial process monitoring and control, machine
health monitoring, traffic monitoring, space exploration, disaster management etc.
Cluster based WSN provide much better support, functionality, advantages and
results in ample variety of applications, because of this, many cluster based routing
protocols have been developed for WSN. This paper focus on concise study of the
clustering based routing protocols. In this paper, brief overview of the cluster based
routing techniques for Static WSN where, the sensor nodes are fixed, i.e. not
moveable, and for Mobile WSN, where the sensor nodes are fixed and/or mobile in
nature, i.e. they can move from one location to another, is presented.

Keywords Cluster based routing � Wireless sensor networks � Static nodes �
Mobile nodes

1 Introduction

Wireless Sensor Network [1–3] is one of the hot areas in research now days. It is
consist of a group of spatially distributed and dedicated autonomous cooperative
tiny, low cost, small battery powered static and/or mobile sensor nodes which have
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capability to sense, actuate, compute, move from one location to another and
communicate with each other. WSNs can be used to monitor environmental con-
ditions like light, sound, temperature, pressure, pollution levels, humidity, and
many more. Development of WSN was motivated by military applications but,
nowadays, WSNs applications has been extended to traffic monitoring, health
monitoring, industrial process monitoring and control, machine monitoring, etc.

Sensor nodes are deployed densely in the region of interest for monitoring of any
desired data, where there is no network infrastructure, so the nodes must cooperate
to accomplish communication, global control and information aggregation. WSN
aims to collect data from a desired region of interest and sometimes control an
environment. Generally in the basic operations performed in WSN, like sensing,
computing, communication, moving from one location to another and routing the
sensed data, carried out during the lifetime of the wireless sensor network, battery
of the sensor nodes may ruin quickly, due which the desired operations may not be
completed and the network may fail. To avoid such situations and to prolong the
lifetime of the operation and the network, the battery life of the sensor nodes is
considered as one of the key issues. It is must to find out the factors affecting the
battery life of the sensors and ways to reduce the energy consumption of sensor
nodes and that is one of the main challenges in Wireless Sensor Networks.

Cluster Based Routing (CBR) [4] is one of the most popular routing schemes used
in static as well as mobile WSN. In this type of routing protocols the sensors are
grouped into different clusters, in each cluster there is a Cluster Head (CH) which
collects data from each of the member nodes in its cluster. The CH may collect data
from the sensors periodically or TDMA scheduling may be done for collecting the
data from the sensors. Figure 1 illustrates the cluster based routing in WSN.

Cluster based routing protocols have a variety of advantages compared with flat
routing protocols [5, 6], such as more scalability, less load, less energy consump-
tion, Data Aggregation/Fusion, Collision Avoidance, more robustness, Load Bal-
ancing, Maximizing of the Network Lifetime, Quality of Service etc.

In this paper we are classifying the WSN into two categories i.e. Static Wireless
Sensor Network (SWSN) and Mobile Wireless Sensor Network (MWSN). The
SWSN generally consist of the sensor nodes, which are static in nature i.e. once
the nodes are deployed in the field their position is fixed, they do not have the

Fig. 1 Cluster based routing
in wireless sensor networks
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capability to move from one location to another. Whereas MWSN consist of sensor
nodes which are static and/or mobile in nature i.e. once the nodes are deployed in
the field, they can move from one location to other [7]. The routing of data from the
sensor to the BS in MWSN is more complicated than that of SWSN, as because of
the mobility of the sensor nodes, the topology changes rapidly in MWSN.

2 Cluster Based Routing Protocols in SWSN

This section presents the discussion on routing protocols in Static Wireless Sensor
Networks (SWSN), which works only on static sensor nodes. Summary of studied
protocols is presented in tabular manner.

Low Energy Adaptive Clustering Hierarchy (LEACH) protocol [8] is a self
organizing, adaptive clustering protocol for Wireless Sensor Networks (WSNs)
which uses the concept of randomization to distribute load among the nodes inWSN.
Operation of LEACH protocol is alienated into rounds where each round composed
of two phases: set-up phase in which clusters are formed and CH is selected for each
cluster using the residual energy of the nodes and steady phase in which using
TDMA the nodes sends data to their CH during time slots allocated to them.

Hussain and Matin [9] have discussed Hierarchical Cluster based Routing
protocol (HCR) in which each cluster is managed by a set of associates known as
head-set and uses round-robin technique. Cluster Head (CH) receives messages from
the cluster members, aggregates the message and transmits it to the Base Station
(BS). All the transmissions are single-hope and CHs transmit long range broadcast
messages and the Cluster Members (CM) transmits short range broadcast messages.
After a specific number of transmissions cluster reformation is done, called as a
round. The simulation is performed on versions of HCR (HCR-1, HCR-2) and
LEACH and found that HCR-1 shows a minor improvement over LEACH but for
HCR-2 the improvement is enhanced.

Another cluster-based routing protocol for sensor networks is discussed in [10]
by Lee et al., where the sensor nodes do not know their location. According to the
conditions of the network, it uses the remaining energy of sensor networks and
wanted number of CHs. For the proposed protocol simulation was carried out with
two initial energy levels and it was found that the protocol improves the data rate
and lifetime of the sensor networks compared to LEACH.

WSNs are similar as that of a Neural Network of human beings, which is a
cluster of firmly related individual units and carry outs a special function, discussed
by Guo et al. [11]. The authors have proposed Dynamic Clustering Reactive
Routing (DCRR) algorithm based on the architecture and principle of neural net-
work in which the sensor nodes are event driven. The performance of DCRR is
compared with TEEN, and found that DCRR algorithm attains significantly better
balance in battery power distribution and increases the energy efficiency and the
lifetime of the network.

Overview of Cluster Based Routing Protocols … 621



Threshold sensitive Energy Efficient sensor Network (TEEN) [12] is LEACH
based hierarchical routing protocol used for time critical application domains in
WSN. It uses LEACH’s method to form the cluster. It has simple nodes with first-
level CHs which are form away from BS and second-level CHs which are formed
near to BS. The CH sends two types of data to neighbor nodes, one is Hard
Threshold (HT) mode where the nodes transmit data if sensed data attributes are of
interest, second is Soft Threshold (ST) mode where any minor change in the sensed
value of the attribute is transmitted further.

TEEN has main assumptions [13, 14]: BS can transmit data to all nodes directly,
it uses two-tier architecture for CHs and BS with all sensor nodes has same initial
energy. TEEN has weakness too: Node has to wait for time slot for data trans-
mission, if node has no data to transmit the time slot is wasted and CH has to keep
its transmission on always for data from nodes.

The comparative analysis of some of the cluster based routing algorithm in Static
Wireless Sensor Network is summarized in Table 1.

3 Cluster Based Routing Protocols in MWSN

This section presents the discussion on routing protocols in Mobile Wireless Sensor
Networks (MWSN), which works on both, static and mobile sensor nodes. Sum-
mary of studied protocols is presented in tabular manner.

One of the main challenges in MWSN is Packet loss due to the mobility of the
sensor nodes and it comes in parallel with energy consumption. In paper [15],
authors propose adaptive TDMA scheduling and round free cluster head protocol
called Cluster Based Routing (CBR) protocol for Mobile Nodes in WSN. The
performance of the proposed protocol is evaluated using MATLAB and it is found
that it reduces the packet loss by around 25 % compared to LEACH Mobile
protocol. It is seen that the protocol is also energy aware, shows significant
improvement in the data transfer success rate in the mobility environment compared
to LEACH-Mobile protocol.

To reduce the complexity of sensors and the cost of construction of WSN, Duan
et al. [16] have designed three-layer mobile node architecture. They proposed a
Shortest Path (SP) routing protocol to save energy of nodes. The simulation results
show that Shortest Path routing protocol outperforms LEACH by redefining the
function of nodes, keeping most of the time some nodes in sleeping mode and
transmitting data packets through the shortest path to the sink.

A routing protocol is proposed by Ying and Yang [17] for MWSN. It has both
fixed and mobile sensor nodes in the same network. It is called as Energy-efficient
Chain-cluster Routing protocol (ECRM). The static nodes whose battery are diffi-
cult to be recharged, are set into the communication backbone to maintain the basic
connectivity of network, and the mobile nodes, whose battery can be recharged, are
set as CH to prolong the fixed node’s lifetime and improves the energy efficiency.
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An Energy-Efficient Communication Protocol for Wireless Micro-sensor Net-
works is discussed by Heinzelman et al. [18]. It uses the concept of LEACH and
randomization for distributing energy load among sensor nodes in the network.
Simulation results show that the algorithm is better as it reduces the energy
dissipation doubles the lifetime for networks and it is able to distribute energy
dissipation evenly throughout the sensors.

In [19] the Multipath Algorithm for MWSN is discussed by A. Aronsky and
A. Segall. It uses Data Centric Braided Multipath (DCBM) algorithm with multi-
path interleaving routing and Reverse Path Based Forwarding algorithm. The
algorithm achieves good performance in terms of high data delivery rate and low
overhead, it also helps in avoiding loop formation in the network.

Cluster Based Routing Protocol for MSN is discussed in [4], which is based on
Zone Based Information and there is cluster like communication between nodes.
The basic assumptions are: all nodes are homogeneous, all nodes are location
aware, BS is stationary and sensor nodes are mobile. It uses a combined updating
mechanism, including periodic and event based updates. It acts as a hybrid routing
protocol.

The comparative analysis of various cluster based routing algorithm in Mobile
Wireless Sensor Network is summarized in Table 2.

4 Conclusion and Discussion

WSN consist of a set of spatially distributed and dedicated autonomous cooperative
tiny, low cost, limited battery powered static and/or mobile sensor nodes deployed
densely in a region of interest. The sensor nodes have the capability to sense,
actuate, compute, move from one location to another, communicate with each other
and send data to sink or base station using single hop or multi hop communication
with the help of various routing protocols available for WSN. Cluster based routing
is one of the best approaches for routing of data to the sink or BS, it has many
advantages over a direct communication or a flat WSN. In this paper various
clusters based routing protocols for Static and Mobile WSNs are discussed and
analyzed. The basic assumptions, working environment, advantages, limitations,
and working style of various clusters based routing protocols for Static and Mobile
Wireless Sensor Networks is also discussed in this paper.
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A 2 Dot 1 Electron Quantum Cellular
Automata Based Parallel Memory

Mili Ghosh, Debarka Mukhopadhyay and Paramartha Dutta

Abstract In the present scope, a new design methodology of parallel memory is
offered. It is designed using 2 dot 1 electron Quantum-Dot Cellular Automata
(QCA) paradigm. This methodology ensures better efficiency and high degree of
compactness. One bit design methodology can be extended to design multiple bit
parallel memory. Here we present 2 bit memory using 2 dot 1 electron QCA.

Keywords Parallel memory � 2 dot 1 electron QCA � Loop � n bit memory

1 Introduction

High speed and integrated circuitry are treated as the major requirement of digital
industry. CMOS technology provides all these features with some added benefits.
Thus it rules the digital industry from a past few decades. But the recent
advancement in the digital industry due to the emergence of nanotechnology and
nano scale devices threatens the existence of CMOS technology in the world of
nano scale devices. CMOS technology is going to achieve its scaling limits in the
near future. CMOS technology possesses some limitations in nano scale designs.
Some of these limitations are off state leakage current, dimensional restriction,
degraded switching performance etc. This leads to an urge of highly efficient
nanotechnology offering cost optimum designs. QCA is one of the most promising
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alternative to the CMOS technology. The design methodology of the memory unit
is based on the design proposed in [1]. This paper supplements implementation of
the design proposed in it. But in the present scope we implemented this using 2 Dot
1 electron QCA. The rest of the paper is organized in the following manner.
Section 2 presents the basics of 2 Dot 1 electron QCA. Section 3 proposes the
advantages of 2 Dot 1 electron QCA designs. In Sect. 4, the previous reportings in
this domain has been briefly discussed. Section 5 presents the 2 Dot 1 electron QCA
implementation of the design and Sect. 6 determines the output states of the pro-
posed design. In Sect. 7 the stability and compactness of the proposed design have
been analysed. The design methodology of the memory is then compared with the
existing designs in Sect. 8. Conclusion is drawn in Sect. 9.

2 Basics of 2 Dot 1 Electron QCA

QCA concept is based on the concepts of cells and quantum dots. Quantum dots are
capable of containing free electrons which can tunnel between the quantum dots.
The cell configuration is used to represent the binary information. The most
common form of QCA is 4 Dot 2 electron QCA and it has been well explored in
[2, 3]. 2 Dot QCA cells can align either vertically or horizontally as shown in Fig. 1.
The basic constructs of 2 Dot 1 electron QCA consists of binary wire, inverter,
majority voter gate and planar wire crossing as shown in Figs. 1c, d, 2 and 4
respectively (Fig. 3).

2.1 Clocking Mechanism

The QCA clocking is a bit different from conventional CMOS clocking. It is
basically a quasi adiabatic four phase clocking mechanism. This type of clock is
used in QCA to control the movement of channel electron and to supply energy to
weak input signals. QCA clock consists of four phases: switch, hold, release and
relax [4, 5]. At the beginning of switch phase the electrons are latched into dots
with minimum energy. During the switch phase electrons gain extra energy from
applied clock. During hold phase electrons obtain enough energy to surpass the
capacitive barrier. During release phase electrons dissipate energy to the environ-
ment and at the end of this phase the electrons will latch at the other dots. During
relax phase electrons will be confined into the dots with minimum energy. So,
during this relax phase the cells in a clock zone will act as input for the next zone
cells. Each and every QCA architecture is in general divided into four clocking
zones and each clocking zone is p=2 out of phase with its previous zone as shown
in Fig. 5a.
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3 Advantages of 2 Dot 1 Electron QCA

2 Dot 1 electron QCA provides all the benefits of QCA structures over conventional
CMOS technology along with advantages over the 4 Dot 2 electron QCA coun-
terpart. The advantages of 2 Dot 1 electron QCA over the 4 Dot 2 electron QCA are
enlisted as following:

Fig. 1 Binary encoding in 2 dot QCA cell a with vertical alignment and b with horizontal
alignment and c 2 Dot 1 electron QCA wire and d inversion by oppositely aligned cell

Fig. 2 Majority voter gate a schematic representation and b QCA implementation

(i) Inverting (ii) Non-inverting (iii) Non-inverting (iv) Inverting

Fig. 3 Inversion by corner cell placement

Fig. 4 Planar crossing of
wires
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1. The 4 Dot 2 electron QCA consists of 4 quantum dots and 2 electrons. Thus
there are six possible configurations among which four are ambiguous [6]. But
as the name suggests, 2 Dot 1 electron QCA cell consists of 2 quantum dots and
1 free electron. Thus there are exactly two cell configurations both being valid.

2. For any logic circuitry the number of quantum dots and free electron in 2 Dot 1
electron QCA is halved from that of the 4 Dot 2 electron QCA.

4 Previous Reportings in this Domain

This domain has been vastly explored using 4 Dot 2 electron QCA. Design of
memory unit using 4 Dot 2 electron has been reported in [7–10]. H-memory
structure, line based memory, loop based memory and parallel memory units have
reported. But all of the said reportings are done in the field of 4 Dot 2 electron
QCA. Here we will discuss one of the previous work reported in [10] which is the
base of our present work.

In [10], a parallel memory unit design along with 1 bit and 2 bit serial memory
designs. Our prime focus is on the parallel memory unit. As shown in Fig. 6a the
design consists of two AND gates and one 2 × 1 multiplexer. The major signals
used by the memory unit are RowSelect; Rd=Wt; Input. The Rowselect input
behaves as a memory chip selector and the Rd=Wt is used to signify whether the
memory unit will be used for either Read or Write operation. If the desired oper-
ation is a read operation then the previous data is retained using a feedback loop and
if the desired operation is a write operation then the new data input is stored in the
memory unit. It is well defined using Fig. 6a.

Fig. 5 a 2 dot QCA clocking and b colour code of different clock phases
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5 Proposed Design

The proposed design is based on the block diagram as indicated in Fig. 6a. The
design has been implemented using 2 Dot 1 electron QCA. 2 Dot 1 electron QCA
has some basic advantages over the 4 Dot 2 electron QCA as discussed in Sect. 3.
The design consists of two AND gates and one 2 × 1 MUX. The AND gates are
implemented in 2 Dot 1 electron QCA architecture using two majority voter gates
and the MUX is implemented using three majority voter gates. At first a one bit
parallel memory design has been implemented using 2 Dot 1 electron QCA as
shown in Fig. 6b. The memory unit design shown in Fig. 6b can be used to design
higher order parallel memory in 2 Dot 1 electron QCA architecture. To design n-bit
parallel memory in 2 Dot 1 electron QCA, we need to use n such parallel memory
unit as shown in Fig. 6b. The RowSelect and Rd=Wt must be common for all the
n units. In Fig. 7 a 2-bit parallel memory unit design using the said principle is
shown.

Fig. 6 a Schematic diagram of the parallel memory unit and b parallel memory implementation in
2 dot 1 electron QCA

Fig. 7 2-bit parallel memory
implementation in 2 dot 1
electron QCA
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6 Determination of Output State of the Proposed Design

The field of 2 Dot 1 electron QCA is emerging comparatively with a slow speed as
there is no open source simulator of 2 Dot 1 electron QCA available such as QCA
Designer [11] of 4 Dot 2 electron QCA. Thus, the proposed design in 2 Dot 1
electron QCA is verified using potential energy calculations as available in [3].
The potential energy between two point charges is

U ¼ Kq1q2=r ð1Þ

Kq1q2 ¼ 9� 10�9 � 1:6ð Þ2�10�20 ð2Þ

UT ¼
Xn

t¼1

Ut ð3Þ

where U is the potential energy, q1, q2 are the point charges, K is the Boltzman
constant and r is the distance between the two point charges. UT is the total
potential energy for a particular electron position for all of its neighbour electrons.
Quantum dots contains induced positive charge. Electrons always latch at a position
with minimum potential energy. Thus potential energy at each possible electron
position is evaluated. Figure 8 presents the cell numbering of the proposed parallel
memory design with 2 Dot 1 electron QCA. The potential energy calculations are
shown in Table 1. In Fig. 9, it is shown that the 2-bit parallel memory consists of
two parallel memory units as justified in Table 1. Both the units can be justified in
the similar manner. The polarity of the long array of likely oriented cells are
determined by the property of binary wire.

Fig. 8 A parallel memory
unit design with cell positions
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7 Analysis of Proposed Design

Two important measures of any design in 2 Dot 1 electron QCA are the effective
area of the design and the stability of the design.

Table 1 Output state of parallel memory unit design

Cell Electron
position

Total potential
energy

Comments

1 – – Input cell with polarity RowSelect

35, 34 – – Attains the polarity of cell input RowSelect according
to corner placement shown in Fig. 3(iii)

36 – – Attains the inverse polarity of cell 1

32, 33 – – Attains the inverse polarity of cell Rd=Wt

2 – – Attains the inverse polarity of cell 36

3, 4, 5,
6, 7, 8

– – Attains the polarity of cell 2

9, 10,
11, 12

– – Attains the polarity of cell 8 according to corner
placement shown in Fig. 3(iii)

37
37

x
y

3:33� 10�20 J
0:54� 10�20 J

Electron will latch at position y due to less energy

38, 39,
30

– – Attains the polarity of cell 37

29
29

x
y

6:75� 10�20 J
0:3� 10�20 J

Electron will latch at position y due to less energy

28, 27 – – Attains the polarity of cell 29

22
22

x
y

�13:41� 10�20 J
�1:38� 10�20 J

Electron will latch at position x due to less energy

23 – – Attains the polarity of cell 22

24, 25 – – Attains the polarity of cell 23 according to corner
placement shown in Fig. 3(iii)

26
26

x
y

�13:41� 10�20 J
�1:38� 10�20 J

Electron will latch at position x due to less energy

16, 17,
18

– – Attains the inverse polarity of cell 26 according to
corner placement shown in Fig. 3(i)

19, 20,
21

– – Attains the polarity of cell 18 according to corner
placement shown in Fig. 3(iii)

15 – – Attains the polarity of cell 16 according to corner
placement shown in Fig. 3(ii)

14 – – Attains the polarity of cell 15 according to corner
placement shown in Fig. 3(iii)

13 – – Attains the inverse polarity of cell 14 according to
corner placement shown in Fig. 3(iv)

O/P
O/P

x
y

6:75� 10�20 J
0:3� 10�20 J

Electron will latch at position y due to less energy
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7.1 Effective Area

The 2 Dot 1 electron QCA cells are rectangular in shape. Let us say the size of a 2
Dot 1 electron QCA is of size a × b. As shown in Fig. 6b the parallel memory unit
in 2 Dot 1 electron QCA is constructed using 48 such cells. So, the effective area of
the design is 48ab and the area covered by the design is 60ab. So, the area utili-
zation ratio of the design is 4:5. Similarly the effective area ratio of the 2-bit parallel
memory design is 113:156.

7.2 Stability Measure

Stability of any design has a significant contribution in judging the acceptance of
that particular design. The stability of any design in 2 Dot 1 electron QCA can be
ensured if the following conditions are met:

1. Each and every input signal of a majority voter gate must reach the gate at the
same time with same strength.

2. The output of a majority voter gate must be taken off at the same clock phase or
at the next clock phase.

3. Every cell of a majority voter gate must be at the same clock.

As we can see in Fig. 6b, the design satisfies all the constraints and hence
ensures stability.

Fig. 9 2-bit parallel memory design with cell positions
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8 Comparative Study

This section will give a comparative analysis of the proposed design in 2 Dot 1
electron QCA with the existing 4 Dot 2 electron QCA design as proposed in [10].
As seen in Sect. 3, the 2 Dot 1 electron QCA exhibits some beneficiary properties
which minimizes the energy requirement as well as the energy dissipation of a logic
construct. The comparative study is explained in Table 2.

9 Conclusion

In this article, a design methodology of parallel memory has been proposed using 2
Dot 1 electron QCA. Further, it is shown that how this memory unit can be used to
construct n-bit parallel memory and an implementation of 2-bit parallel memory is
given. Each of the designs are justified using potential energy calculations. Here,
also we gave a brief analysis of the proposed design with respect to stability and
effective area.
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Stochastic Simulation Based GA Approach
to Solve Chance Constrained Bilevel
Programming Problems in Inexact
Environment

Debjani Chakraborti and Bijay Baran Pal

Abstract This article presents how the genetic algorithm (GA) based stochastic
simulation can be used for solving fuzzy goal programming (FGP) model of a
chance constrained bilevel programming problem (BLPP). A numerical example is
solved to illustrate the proposed approach.

Keywords Chance constrained programming � Stochastic simulation � Fuzzy goal
programming � Bilevel programming � Genetic algorithm

1 Introduction

Bilevel programming (BLP) problem is a special case of multiobjective decision
making (MODM) problem in a hierarchical decision system. It is actually the most
widely used and primitive version of a multilevel programming problem (MLPP)
[1] having multiple Decision Makers (DMs) with multiplicity of objectives in a
large hierarchical decision making organization.

In an BLPP, two DMs are located at two hierarchical decision levels. Each of
them independently control a vector of decision variables for optimizing the indi-
vidual objective functions which often conflict each other in the decision making
situation. Although, the execution of decision power is sequential from the upper-
level DM (leader) to lower-level DM (follower), the decision of the leader having
higher power of making decision is often affected by the reaction of the follower
owing to his/her dissatisfaction with the decision of the leader. As a consequence,
decision deadlock often arises and the problem of distribution of proper decision
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powers to the DMs is encountered in most of the hierarchical decision situations.
So, it is a challenge to the hierarchical decision organizations to make a proper
balance of the decision powers of the DMs.

Most of the classical approaches for solving hierarchical problems developed so
far in the past often lead to the paradox that the leader’s decision power is domi-
nated by the follower. In a hierarchical decision structure of a decentralized system,
however, it is essential that the DMs need to be cooperative with each other for a
minimum level of satisfaction of each of them for survival and sustainable growth
of an organization.

The real-world decision environment involves high level of complexity and
uncertainty. The DMs are frequently faced with three types of uncertainties, viz.
stochastic, fuzzy and interval valued, for setting of the parameter values of the
decision problems due to imprecision of human judgments. The stochastic pro-
gramming (SP) is based on the probability theory, which was initially introduced by
Charnes and Cooper [2].

The idea of fuzzy programming (FP) [3] based on the concept of fuzzy set theory
[4] has been introduced to overcome the shortcomings of the classical approaches
for solving complex hierarchical optimization problems.

However, in the real-world decision situations, it has been recognized that the
combination of any two or all three types uncertainties are increasingly involved in
introducing the parameter values of the problems. The modelling aspects of MODM
problems under randomness and fuzziness were first studied by Luhandjula [5] in
1983.

But, in most of the previous studies, the chance constraints having independent
normally distributed random parameters are converted into their deterministic
equivalent to solve the problems by using conventional deterministic tools. But, in
an uncertain decision environment, different types of discrete as well as continuous
random parameters are frequently involved, and computational difficulty often
arises in converting them to deterministic equivalent. To overcome the difficulty,
the chance constrained programming (CCP) [6] with the stochastic simulation [7]
has been studied [8] deeply in the past.

Most of the conventional hierarchical decision problems were solved using
traditional linear approximation approaches [9] which involve huge computational
load and inherent approximation errors in the decision search process.

To overcome the computational difficulties arising out of the use of these tra-
ditional (single-point based) solution search approaches, the GAs [10, 11] as
prominent tools to optimization of MODM problems has been introduced to solve
BLPPs [12]. However, the extensive study in this area is at an early stage.
Although, FP approaches to chance constrained BLPPs have been investigated in
the past, the use of FGP method to BLPPs with chance constraints is yet to widely
circulate in the literature.

In this article, the FGP approach to stochastic simulation based chance con-
strained BLPPs having random parameters with lognormal probability distribution
is presented.
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In the solution process, the GA method is efficiently used to solve the BLPP in
an interactive manner with regard to fitting of the parameter values to reach an
acceptable decision as a most satisfactory one in the decision environment.

To illustrate the proposed approach, a numerical example is solved.

2 Problem Formulation

Let X ¼ x1; x2; . . .; xnð Þ be the vector of deterministic decision variables involved
with the two hierarchical decision levels. Then, let Fk and Xk be the objective
function and the decision vector, respectively, of the leader and follower k = 1, 2;
where

S

k
Xk k ¼ 1; 2jf g ¼ X.

Then, the BLPP in the hierarchical decision structure can be presented as:

FindX(X1;X2) so as to:

Max
X1

F1(X1;X2) ¼ c11X1 þ c12X2 leader’s problemð Þ
where; for givenX1;X2 solves

Max
X2

F2(X1;X2) ¼ c21X1 þ c22X2 follower’s problemð Þ
Subject to

X 2 S ¼ f X 2 RnjPr [AX � b] � p, X� 0 , b 2 Rmg

ð1Þ

where, ‘Pr’ indicates the probabilistically defined constraints, A is a coefficient
matrix and b is a resource vector and p(0 < p < 1) is the vector of satisficing
probability levels defined for the randomness of the parameters in the constraints
set. Again, it is assumed that the feasible region S (≠ Φ) is bounded.

In the present decision situation, it is assumed that the elements of the coefficient
matrix A and the resource vector b are independent continuous normally distributed
random variables. Now, the stochastic simulation approach to the chance con-
straints for estimation of random parameters in the solution search process is
described in the following Sect. 2.1.

2.1 Stochastic Simulation for Parameter Estimation

The generation of random numbers during the simulation run for constraint satis-
fying has been well documented in [8] and widely used in for solving CCP
problems.

In the present decision situation, without loss of generality, it is assumed that
random parameters follow lognormal probability distributions.
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Now, the simulation process adopted in the decision system can be defined as
follows:The probabilistic constraints in (1) can be explicitly presented as:

Pr
X

n

j¼1

aijxj � bi

" #

� pi; i ¼ 1; 2; . . .;m ð2Þ

Let giðX, v) ¼ ð
X

n

j¼1

aijxj � biÞ ð3Þ

Then; Pr½giðX; v)� 0� � pi; i = 1; 2; . . .;m: ð4Þ

where v ¼ ðv1; v2; . . .; vnþ1Þ is the (n + 1) component vector of random elements,
where the dimension of each of which is (m + 1), and where vTj ¼ ða1j; a2j; . . .; amjÞ,
j = 1, 2, …, n, and vTnþ1 ¼ ðb1; b2; . . .; bmÞ, T means transpose.

Then, for a given vector X, let R independent random vectors be generated in

such a way that vðrÞ ¼ ðvðrÞ1 ; vðrÞ2 ; . . .; vðrÞnþ1Þ; r ¼ 1; 2; . . .;R for the given proba-
bility distributions of the defined vectors of random variables.

Let, R' be the number of occasion of R trials for which the expression
gi (X, v)� 0; i¼ 1; 2;. . .;m, in (3) is satisfied.

Then, probability of satisfying the constraints appears as: P ¼ R'
R.

Here, if P� pi 8i, is satisfied, X is reported as the feasible solution for opti-
mizing the defined objectives.

Now, the process of simulation run is summarized in the following steps:

Simulation Algorithm:
Step 1. Initialize R' = 0.
Step 2. Generate vectors of random numbers ðvðrÞ; r ¼ 1; 2; . . .;R) according to

the given distribution of the random parameters.
Step 3. If the constraints giðX; v)� 0; i ¼ 1; 2; ::;m; is satisfied, then set

R'¼R'þ 1:
Step 4. Repeat Step 2 and Step 3 ‘P’ times,
Step 5. Compute P ¼ R'

R
Step 6. Report the solution X as a feasible solution, where the constraints set are

satisfied with the prescribed probabilities ðP� pi; 8i):

Now, how the proposed simulation process works for feasibility verification of a
candidate solution (a chromosome) in a genetic search process is briefly described
as follows.
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2.2 Use of Stochastic Simulation for GA Scheme

• Determine the initial candidate solutions (the chromosome).
• Verify the feasibility criteria using the stochastic simulation and determine the

fitness scores (the objective function values).
• Use the sampling mechanism in GA for parent selections and update the

chromosomes (offspring) using the genetic operators.
• Repeat the process through the feasibility testing until the stopping criteria

(termination condition for GA search process) is reached.

Now, in the solution search process, a GA scheme through the use of the defined
simulation technique is presented in the following Sect. 3.

3 Design of the GA Scheme

In the literature of the GAs, there are a number of schemes in [10, 11] for generation
of new populations with the use of the different operators: selection, crossover and
mutation. Here, the binary coded representation of a candidate solution called
chromosome is considered to perform genetic operations in the solution search
process. The conventional Roulette wheel selection scheme in [10], single-point
crossover [11] and bit-by-bit mutation operations are adopted to generate offspring
in new population in search domain defined in the decision making environment.
The fitness score of a chromosome v (say) in evaluating a function, say eval (Ev),
based on maximization or minimization of an objective function defined on the
basis of DMs needs and desires in the decision making context.

4 FGP Problem Formulation

In FGP formulation of the problems, both the objectives F1 and F2 and the control
vectors X1 are to be transformed into fuzzy goals by means of assigning an
imprecise aspiration level to each of them. Then, the defined fuzzy goals are
characterized by the membership functions to measure the degree of goal
achievement in terms of membership values.

In the present decision situation, the individual best decisions of the DMs are
taken into consideration and they are evaluated by using the proposed GA scheme.

Let, ðXl
1;X

l
2;F

l
1Þ and ðXf

1;X
f
2; F

f
2Þ be the optimal solutions of the leader and

follower, respectively, when calculated in isolation over the feasible solution space
S, where
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Fl1 ¼ max
ðX1;X2Þ

F1ðX1;X2Þ and Ff2 ¼ max
ðX1;X2Þ

F2ðX1;X2Þ

Then, the fuzzy objective goals appear as

F1 [
�

Fl1 ; F2 [
�

Ff2

Also the fuzzy goal for the control vector X1 is obtained as

X1 [
�

Xl
1:

where ‘[
�
’ refers to the fuzziness of an aspiration level and it is to be understood as

‘essentially greater that’ in the sense of Zimmermann [13].
Now, in the decision situation, it is assumed that both the DMs have a moti-

vation to cooperate with each other to make a balance of decision powers, and they
agree to give a possible relaxation of their individual optimal decision. Then, lower-
tolerance limits of the respective fuzzy objective goals for the leader and follower
can be determined as Ff1½¼ F1ðXf

1;X
f
2Þ� and Fl2½¼ F2ðXl

1;X
l
2Þ�, respectively.

Further, since the leader has a higher power of making decision, a certain
relaxation of Xl

1 as a lower-tolerance limit should be given for searching a better
decision by the follower.

Let, Xp
1ðXf

1\Xp
1\Xl

1Þ be the lower tolerance limit of Xl
1.

Then, characterization of membership functions of the defined fuzzy goals are
presented in the following Sect. 4.1.

4.1 Characterization of Membership Function

The membership function for the fuzzy objective goal of the leader appears as [12]:

lF1 F1(X1;X2)½ � ¼
1 if F1(X1;X2)� Fl1;

F1(X1;X2)�Ff
1

Fl
1 �F

f
1

if Ff1 � F1(X1;X2)\Fl1;

0 if F1(X1;X2)\Ff1

8

>

>

<

>

>

:

5

Similarly, the membership function for the fuzzy objective goal of the follower
takes the form:

lF2 F2(X1;X2)½ � ¼
1 if F2(X1;X2)� Ff2;

F2(X1;X2)�Fl
2

Ff
2 �F

l
2

if Fl2 � F2(X1;X2)\Ff2;

0 if F2(X1;X2)\Fl2

8

>

>

<

>

>

:

ð6Þ
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The membership function for the fuzzy decision of the leader appears as

lX1
X1½ � ¼

1 if X1 �Xl
1,

X1 �Xp
1

Xl
1 �X

P
1

if XP
1 �X1\Xl

1,

0 if X1\XP
1

8

>

<

>

:

ð7Þ

Now, the FGP model formulation is presented in the following Sect. 4.2.

4.2 FGP Model Formulation

In the fuzzy goal achievement function, minimization of the sum of the under
deviational variables on the basis of the relative weights of importance of achieving
the goals is taken into consideration. The minsum FGP model can be presented as:

Find X (X1;X2) so as to

Minimize: Z ¼ P

2

k¼1
w�

k d
�
k þ w�

3 d
�
3

and satisfy F1(X1; X2)�Ff
1

Fl
1�F

f
1

þ d�1 � dþ1 ¼ 1;

F2(X1; X2)�Fl
2

Ff
2�F

l
2

þ d�2 � dþ2 ¼ 1;

X1 � Xp
1

Xl
1 � Xp

1

þ d�3 � dþ3 ¼ I

ð8Þ

subject to the system constraints (1).
Here, d�k ; d

þ
k � 0, with d�k � dþk ¼ 0 (k = 1, 2) represent the under- and over-

deviational variables, respectively, associated with the k-th membership goals and
d�3 ; d

þ
3 � 0 with d�3 � dþ3 ¼ 0 represent the vector of under- and over-deviational

variables associated with the membership goals defined for the decision vector X1,
and I is a column vector with all elements equal to 1 and the dimension of it depends
on the decision vector X1, Z represents the goal achievement function consisting of
the weighted under-deviational variables and vectors of weighted under-deviational
variables, where the numerical weights w�

k ð[ 0Þ; k ¼ 1; 2 and the vector of the
numerical weights w�

3 ð[ 0Þ, represent the relative weights of importance of
achieving the goals to their aspired levels, and they are determined as [12]:

w�
1 ¼ 1

Fl1 � Ff1
; w�

2 ¼ 1
Ff2 � Fl2

; andw�
3 ¼ 1

Xl
1 � Xp

1

Now, the GA method as a decision satisficer [14] rather than optimizer can be
employed in the solution search process of the problem to find a satisfactory
solution for the DMs.
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The fitness function under the GA scheme appears as:

Eval(EvÞ ¼ ðZ)v ¼ ð
X

2

k¼1

w�
k d

�
k þ w�

3 d
�
3 Þv; v ¼ 1; 2; . . .; pop size

In the decision search process, the best chromosome E� with the highest score at
a generation is determined as

E� ¼ minfeval(EvÞjv¼1; 2; . . .; pop sizeg

in the genetic search process.
The efficient use of the proposed approach is illustrated by a numerical example

presented in the Sect. 5.

5 Numerical Illustration

Let x1; x2 be the decision variables under the control of the leader and x3 be the
decision variable under the control of the follower.

Then, the BLPP is of the form:

Maximize F1 ðx1 ; x2 ; x3Þ ¼ 5x1 þ 6x2 þ 3x3 the leader’s problemð Þ

and, for given x1; x2; x3 solves

Maximize F2 ðx1 ; x2 ; x3Þ ¼ 2x1 þ 3x2 þ 8x3 (the follower’s problem)

subject to

Pr [a11x1 þ a12x2 þ a13x3 þ a14x4 � b1]� 0.99,

Pr [a21x1 þ a22x2 þ a23x3 þ a24x4 � b2]� 0.90;

Pr [a31x1 þ a32x2 þ a33x3 þ a34x4 � b3]� 0.95;

1�Xj � 3; j¼ 1; 2; 3; 4:

ð9Þ

In the decision making environment, let it be assumed that the parameters aij
(i = 1, 2, 3; j = 1, 2, 3, 4) and bi (i = 1, 2, 3) are independent random variables
having the characteristics of lognormal distribution.

Now, it is to be followed that a lognormal random variable is actually the
exponential of a normal random variable [15]. Here, following the notion of dis-
tribution of random variables, the characteristics of a lognormal random variable
can be defined as follows.
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Let y be lognormal random variable with known mean and variance. Then, ln(y)

would be normally distributed, and ln(y) � l
r follows conventional standard normal

distribution, where μ and σ2 represent the mean and variance of the normally
distributed random variables ln(y), and where ‘ln’ means natural logarithm.

The values of μ and σ2 in terms of the known mean, E(y) and variance Var(y),
can be defined as [15]:

l ¼ ln(E(y)� 1
2
r2Þ;

and r2 ¼ ln 1þ Var(y)

½E(y)]2
� �

:
ð10Þ

Now, the means and variances of aij and bi, ∀i and j, are presented in Table 1
and Table 2, respectively.

Now, using the data in Table 1 and Table 2, μ and σ2 can easily be computed by
following the expressions in (10). Then, the proposed stochastic simulation for
lognormal distribution of the defined random parameters can be employed to
estimate the values in the solution search process.

The GA is implemented using the Optimization Toolbox (MATLAB R 2010a).
It is employed at different stages for evaluation of the problem. The execution is
made in Intel Pentium IV with 2.66 GHz. Clock-pulse and 3 GB RAM.

Now, following the procedure and employing the proposed GA scheme, the
individual best (maximum) and least (minimum) values of the objectives are suc-
cessively obtained as:

ðxl1; xl2; xl3; Fl1Þ ¼ ð0:4360; 0:6541; 0 ; 6:1042Þ
ðxf1; xf2; xf3; Ff2Þ ¼ ð0:0717; 0:0904; 0:6094; 5:2896Þ; respectively:

Table 1 Means of lognormal variables

E ða11Þ ¼ 3 E ða12Þ ¼ 2 E ða13Þ ¼ 6 E ða14Þ ¼ 4 E ðb1Þ ¼ 50

E ða21Þ ¼ 5 E ða22Þ ¼ 7 E ða23Þ ¼ 9 E ða24Þ ¼ 8 E ðb2Þ ¼ 80

E ða31Þ ¼ 10 E ða32Þ ¼ 12 E ða33Þ ¼ 5 E ða34Þ ¼ 3 E ðb3Þ ¼ 60

Table 2 Variances of lognormal variables

Var ða11Þ ¼ 8 Var ða12Þ ¼ 5 Var ða13Þ ¼ 25 Var ða14Þ ¼ 15 Var ðb1Þ ¼ 10

Var a21ð Þ ¼ 20 Var ða22Þ ¼ 30 Var ða23Þ ¼ 40 Var ða24Þ ¼ 32 Var ðb2Þ ¼ 15

Var ða31Þ ¼ 45 Var ða32Þ ¼ 50 Var ða33Þ ¼ 20 Var ða34Þ ¼ 8 Var ðb3Þ ¼ 12
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Then, the fuzzy goals can be defined as:

F1 [
�

6:1042; F2 [
�

5:2896; and x1 [
�

0:4360; x2 [
�

0:6541

The lower-tolerance limits of the objective goals are determined as:

Ff1 ¼ 2:7291; Fl2 ¼ 2:8343

The leader feels that his/her control variables x1 and x2 can be relaxed up to 0.2
and 0.1, respectively, for the benefit of the follower, and not beyond of them. So,
xp1 ¼ 0:2 (xf1\0:2\xl1Þ and xp2 ¼ 0:1ðxf2\0:1\xl2Þact as lower-tolerance limits of
the decisions x1 and x2, respectively.

Following the procedure and using the above numerical values, the membership
functions of the defined fuzzy goals can be constructed by using (5), (6) and (7).
Then, the resultant FGP model appears as:Find ðx1; x2; x3Þ so as to

Minimize Z ¼ 1
3:3751

d�1 þ 1
2:4553

d�2 þ 1
0:2360

d�3 þ 1
0:5541

d�4

and satisfy:

lF1 :
5x1 þ 6x2 þ 3x3 � 2:7291

3:3751
þ d�1 � dþ1 ¼ 1;

lF2 :
2x1 þ 3x2 þ 8x3 � 2:8343

2:4553
þ d�2 � dþ2; ¼ 1;

lx1 :
x1 � 0:2
0:2360

þ d�3 � dþ3 ¼ 1;

lx2 :
x2 � 0:1
0:5541

þ d�4 � dþ4 ¼ 1;

dþq ; d
�
q � 0; q ¼ 1; 2; 3; 4

ð11Þ

subject to the system constraints in (9)
The obtained solution of the problem in (11) is

ðx1; x2; x3Þ ¼ ð0:4360; 0:6530; 0:0009Þwith
ðF1; F2Þ ¼ ð6:1007; 2:8382Þ

The achieved membership values are

lF1 ¼ 0:9990; lF2 ¼ 0:0016; lx1 ¼ 1 and lx2 ¼ 0:9980:

The result shows that a most satisfactory decision is achieved here from the point
of view of hierarchical execution of decision powers of the DMs in the decision
making context.
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Note 1: If the conventional fuzzy min-max approach [13] is used to solve the
problem in the same decision making environment, where maximization of k
subject to k ‘less than equal to’ for all the defined membership functions with
0� k� 1 is considered, then the solution using the Software LINGO (version 11.0)
is found as

ðx1; x2; x3Þ ¼ ð0:3327; 0:4116; 0:2753Þwith
ðF1;F2Þ ¼ ð4:9590; 4:1026Þ

The achieved membership values are

lF1 ¼ 0:6607; lF2 ¼ 0:5166; lx1 ¼ 0:5623 and lx2 ¼ 0:5624:

The result indicates that, although the hierarchical order of the decision powers
of the DMs is preserved here, the solution is inferior in comparison to the solution
obtained by using the proposed GA based FGP approach in terms of obtaining a
better decision of the leader by using the proposed approach.

Also, under the proposed approach, the leader’s higher power of making deci-
sion in the hierarchical decision system is preserved and a satisfactory solution for
the follower within the specified tolerance range is achieved here in the decision
situation.

As such, a comparison of the model solution shows that the solution under the
proposed model is superior over the conventional FP approach in the decision
making environment.

6 Conclusion

In this article, how the stochastic simulation based GA method can be efficiently
used to solve the chance constrained BLP problems is presented. The main
advantage of using the stochastic simulation technique to the chance constraints is
that the computational complexity for transforming the constraints to the deter-
ministic equivalent does not arise here.

The main advantage of the proposed approach is that a compromise decision for
achievement of the aspired goal levels of the objectives defined individually for
each of them can be made on the basis of their weights of importance and the
admissible tolerance values of the aspired goal levels of the objectives. Further, the
proposed FGP model is flexible enough to accommodate different other aspiration
levels and associated tolerance ranges defined in the decision situation and that
depends on the DMs’ needs and desires in the decision making context.

In future study, the proposed method can be extended to solve MLPPs as well as
other decentralized planning problems from the view point of their potential use to
real-life problems.
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However, it is hoped that the approach presented here may open up many new
vistas of future works in the field of large-scale hierarchical decentralized decision
problems.
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Highly Discriminative Features
for Phishing Email Classification by SVD

Masoumeh Zareapoor, Pourya Shamsolmoali and M. Afshar Alam

Abstract Unstructured text documents have drawn recently more attention,
because with growing amount of text documents, there is a need to classify them
automatically. But an important problem in field of text categorization is the huge
dimensional and very sparse dataset which hurts generalization performance of
classifiers. This paper presents a Singular Value Decomposition (SVD) technique to
email classification, in order to compress optimally only the kind of documents (in
our experiments email classes) and to retain the most informative and discriminate
features from an email document. The performance evaluation is performed on
email dataset which is publicly available to demonstrate the benefit of the LSA.

Keywords Data mining � Dimension reduction � Email classification � Feature
extraction

1 Introduction

In data mining technique, where the aim is to “find unknown and potentially
interesting patterns in large databases a common task is automatic classification”
[1]. Text classification has been an important application due to the very large
amount of text documents that we have to deal with daily. Several popular tech-
niques have been used for text categorization. These techniques are based on the
“vector space” model for representing each document as vector [2]. One of the
important examples of text which most of people deal with it is email. In recent
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years, e-mails have become a common medium of communication for most internet
users. When classifying the emails, often the data contained in emails are very
complex, multidimensional [3]. Then, the uses of dimensionality reduction tech-
niques are useful in the “classification task in order to avoid the curse of dimen-
sionality”. Generally an e-mails can be categorized into three [4]—“Ham, Spam and
Phishing”. Ham is legitimate e-mail while spam is “an unsolicited email”. On the
other hand phishing is an unsolicited, deceitful, and potentially harmful email.
Generally phishing emails, “depend on forged email that pretence from a legitimate
company or financial institution”. Then, through a link within the email, the phisher
attempts to forward users to fake Websites. These fake Web sites are designed to
“deceptively obtain financial data (usernames, passwords, credit card numbers, and
personal information, etc.) from genuine users” [5]. Victims of e-banking phishing
email expose their bank account number, password, credit card number, and other
important information needed for financial transaction to the attacker. “The attacker
then misuses this information to make transactions from the victims account. This
issue not only affects normal users of the internet, but also causes a big problem for
companies and organizations those are misused by the attackers”. In our experi-
ments, we use 10-fold cross validation technique. In order to have a better overview
of the performance of the PCAI and LSAI, we present a comparison with the SMO
classifier, a popular Support Vector Machine (SVM) with good behavior in text
document classification.

2 Related Work

Numerous techniques have been developed “to overcome the phishing attack
problem”. They include “black listing and white listing [6], network and content
based filtering [7], client and server side tool bars [3, 7]”. The first technique
consists of lists of “malicious phishing websites (the black list) and lists of legiti-
mate non-malicious websites (white list), where each link in a message must be
checked in both lists”. PhishTank [1] is a corpus of “URLs of suspected websites
that has been reported as phishing attack which is commonly used by the
researchers”. Email providers block phishing emails if the message body contains
of PhishTank URLs. Network level protection is usually achieved by blocking a
series of IP addresses or set of domains from entering the network [8]. In all these
research works, one of the main problem of email classification is highly dimen-
sionality of features, because texts are often represented by a large vocabulary of
individual terms. Thus dimensionality reduction has been popular since the early
90 s in text processing tasks [2, 9] like, the technique of latent semantic analysis
(LSA) [10]. LSA is an application of “principal component analysis” (PCA) where
a document is represented along its “semantic axes”. In a text categorization task,
documents are represented by a LSA vector model both when training and testing
the categorization system. The computation of the latent components that represent
correlated features is very valuable.
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3 Dimensionality Reduction Techniques

In text classification tasks, the documents or examples are represented by thousands
of tokens, which make the classification problem very hard for many classifiers.
Dimensionality reduction is a typical step in many data mining problems, which
transform our data representation into a “shorter”, more compact, and more pre-
dictive one [2, 11]. The new space is easier to handle because of “its size”, and also
to carry the most important part of the information needed to distinguish between
emails, allowing for the “creation of profiles that describe the data set”. In this
paper, we are concentrating on binary classification problem, where we want to
distinguish phishing emails from legitimate. Our long vector data are represented in
“highly discriminative features, which can deal with an amount of noise and het-
erogeneity” in the data. For these reasons we used two well-known approaches:
Principal Component Analysis (PCA) [2, 12] and Latent Semantic Analysis
(LSA) [10], which “involves obtaining the principal components into the term-to-
document sparse matrix”.

3.1 Principal Components Analysis (PCA)

PCA is a well known technique that can reduce the dimensionality of data by
“transforming the original attribute space into smaller space”. In the other word, the
purpose of principle components analysis is to “derive new variables” that are
combinations of the original variables and are uncorrelated. This is achieved by
transforming the “original variables” Y = [y1, y2, …, yp] (where p is number of
original variable) to a “new set of variables”, T = [t1, t2, …, tq] (where q is number
of new variables), which are combinations of the original variables. Transformed
attributes are framed by first; “computing the mean (M) of the dataset, then
covariance matrix” of the original attributes is calculated as follow [2, 9]:

Covariance ¼ 1

n Y �Mð ÞT Y �Mð Þ

And the second step is, “extracting its eigenvectors”. The eigenvectors [13]
(principal components) introduce as a “linear transformation from the original
attribute space to a new space in which attributes are uncorrelated”. Afterward, the
obtained eigenvectors can be sorted “according to the amount of variation in the
original data”. The best “n eigenvectors” (those one with highest eigenvalues) are
selected as new features while the rest are discarded. A principal component is the
“unsupervised method” that is mean it is no use of the class attribute. One of the
main pitfalls of standard Principal Components Analysis (PCA) is the “expensive
time” which it requires to perform an “eigenvalue decomposition” to find the PCs.
But in this paper we use a relation of the covariance matrix with the Singular Value
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Decomposition (SVD) [14] instead of compute the eigenvectors directly from Co,
since “SVD is less restrictive”.

3.2 Latent Semantic Analysis (LSA)

Generally, LSA analyzes “relationships between a term and concepts” which is
contained in an unstructured collection of text. It is called Latent Semantic Anal-
ysis, because of “its ability to correlate semantically related terms that are latent in a
text”. LSA produces a set of concepts, “which is smaller in size than the original
set, related to documents and terms” [10]. LSA are computed by using “SVD
(Singular Value Decomposing)” to identify pattern between the “terms and con-
cepts contained in the text, and find the relationships between documents”. The
method commonly referred as “concept searches”. It has ability to “extract the
conceptual content of a body” of text by “establishing associations between those
terms that occur in similar contexts”. LSA is mostly used for “page retrieval sys-
tems and text clustering purposes”. LSA overcomes two of the most problematic
keyword queries: “multiple words that have similar meanings and words that have
more than one meaning”.

4 The Classic SVD Method

In this Section, we provide the basic methodology, which is usually followed for
text categorization. We defined a dictionary which contains all the unique words of
all documents (emails) in the dataset. The value of each dimension in a document’s
vector is the frequency of a specific word in that document. The words are also
called “terms”; the dimensions’ values are called “term frequencies”. In the fol-
lowing, we show how vector space model is applied in the following three docu-
ments [14]: A: “Sun is a star”. B: “Earth is a planet”. C: “Earth is smaller than the
Sun”.

So, the dictionary is defined as: “D = [a, Earth, is, planet, smaller, star, Sun, than,
the]”. As is clear, the length of the vector in above documents is 9. The frequency
vectors are:

 A = [1, 0, 1, 0, 0, 1, 1, 0, 0] 1 0 1 0 0 1 1 0 0
B = [1, 1, 1, 1, 0, 0, 0, 0, 0] 1 1 1 1 0 0 0 0 0

C = [0, 1, 1, 0, 1, 0, 1, 1, 1]  0 1 1 0 1 0 1 1 1 3× 9

Frequency values are 0 or 1 because the size of our document is very small.
Some words or terms, like “a and is, are found not that much useful information that
helps the document categorization”. If we can remove them from matrix then the
categorization will be done more effectively. For this purpose, stop words technique
can be used, “which is a list of words that will be ignored during the creation of the
dictionary”. All the previous methods, they used “stop word removal technique, for
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eliminating the noise and redundancy”. But in this paper, instead of using stop
words, we applied direct, “dimensionality reduction technique” for removing the
noise through SVD (Singular Value Decomposition). If applying the SVD tech-
nique to “an [r × c] matrix M” [14], it will be analyzed to a “product of three
matrices” like: an [r × r] “orthogonal matrix U”, a [r × c] “diagonal matrix W” and
the transpose of a [c × c] “orthogonal matrix V”. The “SVD formula is:
Mr�c ¼ Ur�rWr�cVT

c�c”.
Next, we will use SVD to “compress the size of dataset to convert to the small

space vector as well as compact one”. Each row of the table is a documents or
emails. Each column is the unique words or terms. Each cell of this matrix is
frequency vector. Based on SVD, we calculate a score from 0 to 100 for each term
or word. The lower “the score is the more similar to noise and can be removed from
the dataset”.

5 Experiments and Results

5.1 Corpora

The public email corpora which we used for performing our tests are (Table 1):
SpamAssassin (SA),1 and the Phishing Corpus (PC).2

5.2 Preprocessing

An email consists of two parts, header and body message. The header contains
information about the message such as, sender, receiver, subject, servers, etc. The
body contains the message and usually is one of two forms: HTML or plain-text
[15]. The HTML emails contain a “set of tags to format the text to be displayed on
screen”. For building the dictionary of the email messages as we explained in
Sect. 3, we used SVD technique (instead of stop word removal technique) for
removing the words which do not have significant importance in “building the
classifiers”. Meanwhile, we use the well-known Term Frequency-Inverse Docu-
ment Frequency (TF-IDF) scheme [9] for creating TDF matrix. At the end we
obtain the message matrices X2750�2173, where each row in the matrix corresponds
to a document (e-mail) and each column corresponds to a term (word) in the
document. Each cell represents the frequency (number of occurrence) of the cor-
responding word in the corresponding document. The obtained matrix (X) is the
ones used to perform the PCA and LSA based on SVD. The vector that is generated

1 Available at: http://spamassassin.apache.org/publiccorpus.
2 Available at: http://monkey.org/*jose/wiki/doku.php?id=PhishingCorpus.
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in this stage is considered as long vector, and decreasing the size of these vectors to
short vector with dimensional reduction techniques.

5.3 Classification Model

In this stage, we want to build the suitable classifier, in order to compare the
performance of the PCA and LSA techniques which are based on SVD. After
several comparison and trail we choose to use SMO classifier [16], a linear SVM
which has very good performance in sparse data and which is well suited for text
classification. For building SMO implementation we used following settings: a
lineal kernel (polynomial with exponent 1); complexity constant equal to 100
(Table 2).

5.4 Evaluation Matrices

In this paper for better overview, the results are presented in the form of the area
under the Receiver Operating Characteristic (ROC) curve, which aims at a “high
true-positive rate and a low false-positive rate”. We also provide results in terms of
accuracy of the classification for better understanding. As we can see from the
Figs. 1 and 2 the PCA and LSA obtain the good result in detecting phishing email
while only using a large numbers of features. In the other hand, they have a good
performance only with more features. When we applying the PCA for reducing the
dimension in dataset, then the new feature space which are obtained are not that
much discriminative for classes. But if we use SVD eigenvalues for both technique
(LSAI, PCAI), they need commonly much less features to obtain a good classifi-
cation. It means that for these proposed techniques choosing more features does not

Table 1 Number of emails
for per corpus Corpus Phishing Ham Total

SA 1,800

PC 950

2,750

Table 2 Performance of the
different methods over the 10-
folds

Methods Number of features

PCA I 50 170 500 1,500 2,750

LSA I 50 170 500 1,500 2,750

PCA 50 170 500 1,500 2,750

LSA 50 170 500 1,500 2,750
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have effect or might degrade the performance of the classifiers. Also from these
results, we can observe that the LSAI features extracted techniques are well suited
to discriminate between ham and phishing emails.

6 Conclusion

In this paper we presented and evaluated a novel technique based on PCA and LSA
which are two well known dimensional reduction technique, and better known in
text classification. In our proposed technique, we did not use any traditional
technique for removing the useless information from the dataset like stop world
removal technique. We used SVD technique for reducing the noise and dimension
from original dataset. And from the results, found that PCAI and LSAI are having
good performance when the number of feature is less. It means that, the SVD
technique can find the very discriminative features from dataset. The results show
good classification performance when using the PCA based on SVD techniques
10-fold cross-validation.
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Fig. 1 Performance of LSA and PCA in term of ROC
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Fig. 2 Performance of LSA
and PCA in term of accuracy
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Signature Based Semantic Intrusion
Detection System on Cloud

S. Sangeetha, B. Gayathri devi, R. Ramya, M.K. Dharani
and P. Sathya

Abstract Now a days, many enterprise applications are using cloud platform.
Security is the most sensitive issue in cloud platform. Intrusion detection System is
used to protect the Virtual machine from threats. This paper proposes Application
level Signature based Semantic Intrusion Detection System, which concentrates on
the application level to detect application specific attacks. A packet sniffer is placed
between cloud user and Virtual cloud provider. The packets of various protocols are
captured by packet sniffer and dispatch it to its corresponding parser. The parser
translates a sequence of packets into protocol messages and dispatches the packet to
the corresponding state machine which consists of message parsing grammar. The
message parsing grammar analyses the messages and checks with the semantic
rules. If any signature does not matches with the rule-base and found to be mali-
cious. The IDS interpreter generates alert to the cloud provider. The Signature based
semantic Intrusion Detection System reduces the false alarm rate. So, the accuracy
of the detection rate gets increased.

Keywords Signature based detection � Network based intrusion detection system �
HTTP � FTP � HTML attacks

1 Introduction

Cloud Computing is an emerging technology in the recent years. It provides basic
services such as Software as a Service, Platform as a Service, Infrastructure as a
service, Security as a Service etc. While providing these services, there exist several
issues such as data issues [1, 2]: Data Lock-in, Data Transfer Bottlenecks, Traffic
Management, Reputation sharing, security issue: availability of Service, Data
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Security, performance issues and energy issue since cloud services are stipulated
through Internet. In this, cloud security has gained more importance over the past
years with the increase in the number of threats targeting network for information
and misuse. Cloud virtualizations runs through standard protocols and are vulner-
able to intruders for cyber attacks [3]. Intrusion Detection System plays vital tool
for cloud security to prevent outside attacks rather than inside attacks. Attacks are
of two types: (1) Active Attacks—likely to change the content. (2) Passive attacks
—does not change the content but monitors/listens [4, 5]. The existing IDS works
in the network layer which makes the intruder to intrude at application level. Some
of the authorized port such as HTTP (80) is kept always open for providing the web
services to the cloud user. Other protocols at application layer, such as FTP (21) is
not opened always but can be opened when needed. The attack that goes undetected
by network layer can be detected by Application level IDS. The efficient IDS
technique is incorporated in cloud infrastructure to predict these attacks which
works at application level. The classification of IDS and its detection techniques are
discussed in the following chapter.

2 Classification of IDS

The Intrusion Detection System has been classified based on the following factors
(i) Based on environment and (ii) based on detection techniques. Figure 1 shows the
Classification of IDS [1, 6].

Intrusion 
Detection

Based on 
Environment

Host Based

Network based

Application based 
based

Based on 
Detection 
Method

Hybrid Detection

Anomaly Detection

Misuse Detection

Fig. 1 Classification of IDS
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2.1 Based on the Environment

IDS has been classified into 3 types [7].

Network based IDS (NIDS): It monitors the network traffic and analyses the
network for any maliciousness.
Host based IDS (HIDS): It monitors the activity of a system and detects the
intrusive behavior through monitoring and analyzing log file.
Application based IDS: It analyses the particular application for vulnerability.

The Table 1 shows the comparison of Host based IDS and Network Based IDS.

2.2 Based on Detection Method

Signature based Detection: This method uses signature based pattern matching by
comparing the captured patterns with the existing historical data in knowledge base
to detect intrusions. It is used to detect known attacks.

Anomaly Detection: In this method, the legitimate users behavior are collected
over a period of time and the statistical test will applied on observed behavior to
detect any abnormalities. It is used to detect unknown attacks. Apart from statistical
test, machine learning based and data mining technique can be used to detect
anomalies.

Hybrid Detection: This method enhances the detection rate by combining both
misuse and anomaly detection. The misuse detection detects only known attacks
and the unknown attacks not detected by the misuse will be detected by anomaly
method.

3 Semantic Versus Non-semantic

The packets transferred between cloud users and servers are captured and analyzed
for any intrusion. Based on the detection techniques discussed, a signature based
intrusion detection system is built to analyze the packets that are expected to be
delivered to the network service or application. The intrusions can be detected
either semantically or non-semantically.

Table 1 Comparison of host based IDS and network based IDS

HIDS NIDS

Pros No extra hardware required Can monitor multiple system at a time

Cons Need to install on each
machine

It helps only for detecting external
intrusions

Deployment On virtual machine In virtual cloud provider
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3.1 Non-semantics Based IDS

Non-semantics based IDS hunted for the patterns in the input traffic and if the
pattern matches with some predefined pattern then a intrusion alert will be dis-
played. An intelligent hacker may intrude the system by simply not using the
patterns hunted by the non-semantics based IDS. So, a non-semantics based
intrusion detection system fails miserably.

3.2 Semantic Based IDS

A semantics based IDS will define a rule such that the occurrence of some sort of
patterns in the network traffic definitely indicates a malicious activity. So there are
no false positives (false alarm of an attack) in semantic based IDS. Moreover, the
time taken for detecting an attempt is very lesser than non-semantic based IDS since
the search space is reduced.

4 Architecture of Cloud IDS

The packets transferred between cloud users and servers are captured by packet
sniffer and analyzed for any maliciousness by Cloud IDS Engine [8]. The archi-
tecture of the Cloud IDS is shown in Fig. 2. Ethereal is used for protocol analyzer/
packet capturing. The Protocol analyzer recognizes the protocol type and dispatches
the packet to the corresponding state machine. A protocol analyzer will need to
parse messages according to a protocol-specific message format and it reduce the
number of false positive and false negative. This needs parsing to be done incre-
mentally, since application-layer messages can be split among several packets.
Correct parsing state must be maintained between packets, else partial messages
will be analyzed incorrectly. The messages are then analyzed by the message
parsing grammar. Semantic Classification tree is constructed by analyzing the
specification of the protocol [9]. The specification gives the Rules and the indi-
vidual patterns which will be matched in the corresponding fields of the protocol
[10]. The tree is formed in the top-down format. As each node on the path from the
root to a leaf node checks with the input, if any signature does not matches with
the rule base then it raises alerts to the cloud IDS Interpreter which in turn alerts the
Virtual Cloud Provider. The traffic is continuously monitored and analyzed for any
malicious behavior and is reported to the administrator.
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5 Vulnerabilities at Application Level Protocol

The attackers make the system to be compromised by hacking the protocols such as
HTTP, FTP etc.… at application layer. The semantic Classification tree has been
generated for the following vulnerabilities if any malicious code matches with the
semantic rule base then it raises alerts to the cloud IDS Interpreter which in turn
generates alert to the Virtual Machine.

5.1 HTTP Vulnerabilities

The HTTP protocol is application level protocol and is based on the pattern of
request/response [11]. A client establishes a connection with a server and sends a
request to the server in the form of a request method, URI, and version, followed by
a MIME-like message containing request modifiers, client information, and possible
body content. The server responds with a status line, including the message’s
protocol version and a success or error code, followed by a MIME-like message
containing server information, entity meta information, and possible body content.
Most HTTP communication is initiated by a cloud user agent and consists of a

21
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Protocol Analyzer 

FTP Parser Other Proto-
col Parser
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Fig. 2 Architecture of cloud IDS
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request to be applied to a resource on server. The HTTP Grammar is constructed.
Based on this Grammar, Semantic classification tree is generated and analyses the
message for any intrusions.

The following table gives an overview of various HTTP attacks and the extent to
which the intruders can compromise the system by gaining information about the
system. The HTTP Request syntax: Method/URI/Version. The method can be GET,
POST etc. The attacks can be analyzed by looking at the GET method and the
corresponding response. The signatures by which the intruders can compromise the
system through HTTP Request is shown in Table 2. The HTTP responses are
identified by the status codes associated with it and are shown in Table 3.

Table 2 Vulnerabilities at HTTP request

Attack Impact of the attack

NASM
attack

The attacker can make a standard HTTP request that contains ‘nasm’ in the URI
to compiling a variety of sources on various platforms into executable binary
files

XTERM An attacker uses a “xterm” command to open an interactive session then uses
that session to move a root kit to the system

CHSH The attacker can make a standard HTTP request that contains ‘/bin/chsh’ in the
URI to change the shell of a user present on the host

“ID” HTTP request containg ‘/usr/bin/id’ in the URL can return sensitive information
on groups and users present on the host

“NETCAT” An attacker uses a “netcat” command to gain elevated privileges on the server
by using netcat to open another connection

“*”
Requests

Using ‘*’ attackers determine a valid user on the target system. Once an
attacker has a valid username, they may try guessing passwords, or brute
forcing until they get a valid password

“gcc” Using ‘gcc’ in the URI, the attacker can compile a program needed for other
attacks on the system or install a binary program of his choosing

“ps” Using ‘/bin/ps’ in the URI, the attackers can check for various services running
on a system to exploit or for the presence of security software, such as host IDS
or monitoring scripts

“CHOWN” Using ‘/bin/chown’ in the URI, attacker can change file permissions of files
present on the host

“+”
Requests

An attacker or worm will copy cmd.exe to a file inside the web root. Once this
file is copied, an attacker has full control over the windows machine

“Requests” This character shows that there is someone trying a SQL injection attack against
the software. Allows an attacker to insert SQL commands into the script

“uname” Using ‘uname’ in the URI, attacker gains information on the host operating
system
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5.2 FTP Vulnerabilities

FTP URL Syntax
(By RFC 1738)

ftp://user:password@host:port/path

USER A user name (user id) on the host
PASSWORD The password corresponding to the user name
HOST The fully qualified domain name of a network host, or its IP

address
PORT The port number 21

Table 4 shows the vulnerabilities at FTP.

Table 3 Vulnerabilities at HTTP response

Attack Impact of the attack

OK 200 The request is satisfied

Created 201 The request is success, but the textual part of the response line
indicates the URI by which the newly created document should be
known

Accepted 202 The request has been accepted for processing, but not completed

Partial information 203 The meta information returned from the server is not a definitive
set of object, but is from a private web

No response 204 Server has received the request but no response and the client stay

Error 4xx, 5xx The 4xx—the client seems to have erred, and the 5xx codes—the
server seems to have erred. It is impossible to distinguish these
cases

Bad request 400 The request has bad syntax or inherently impossible to be satisfied

Unauthorized 401 This message gives a specification of acceptable authorization
schemes

Forbidden 403 The request is prohibited for something. Authorization will not
help

Not found 404 The server has not found the URI specified

Internal Error 500 The server encountered an unexpected condition which prevented
it from fulfilling the request

Not implemented 501 The server does not support the required facility

Service temporarily
overloaded 502

The server cannot process the request due to a high load (whether
HTTP servicing or other requests)

Gateway timeout 503 This is equivalent to internal error 500, this shows that the
response from the other service has not returned within a time

Redirection 3xx It indicates action to be taken by the client in order to fulfill the
request

Found 302 The data requested actually resides under a different URL, the
redirection may be altered on occasion as for “Forward”
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5.3 Scripting Vulnerabilities

There are several applications vulnerable to the HTML scripting attacks. The
scripting attacks can be found in HyperText Markup Language (HTML). The
malicious HTML-based content will be embedded by the attackers within cloud
user web requests. Many of the browsers are enabled in default and has the
capability to interpret the scripts embedded within HTML content. The attacker can
successfully inject the script embedded in HTML, it will be executed by Cloud user
[12]. By executing the injected malicious code, the attacker can modify the content
or can hack the username and password. The code can be written in any scripting
languages. Scripting tags which are used to insert malicious content are <SCRIPT>,
<OBJECT>, <APPLET> and <EMBED>. Cross Site Scripting (CSS), SQL
Injection, Denial of Service and Brute force are the most common of all attacks in
HTML [11] shown in Table 5.

The vulnerabilities mentioned above can be detected by IDS engine. The
semantic classification tree will be generated for these vulnerabilities by analyzing
the features of request and its corresponding response sequence. The signature that
does not matches with the semantic rule base checks for any maliciousness and
report to the virtual cloud provider [13, 14]. The complete semantics of the HTTP,
FTP transferred (request-response) between cloud user and cloud provider are
maintained. The IDS engine checks the pattern of each incoming packet individ-
ually for attack.

Table 4 Vulnerabilities at FTP

Attack Impact of the attack

FTP tar attack This event is generated when an attempt is made to access roots home
directory in an ftp session

FTP CWD * root
attempt

This event is generated when an attempt to abuse an FTP servers
functionality and configuration weaknesses is attempted

Table 5 Scripting vulnerabilities

Attack Impact of the attack

Cross site
scripting

The attacker insert malicious script or HTML into a web page, that
redirects the user to its own website

SQL injection
attack

An intruder to send crafted user name and/or password field that will
modify the SQL query. Eg) ‘or 1 = 1

Denial of service
attack

It denies normal access to legitimate users. This attack can also be in the
form of an infinite loop that gets executed in the client’s browser [15]

Brute force attack A brute force attack is a method of defeating a cryptographic scheme by
trying a large number of possibilities
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6 Conclusion

The proposed architecture of cloud IDS at application level protects the vulnera-
bilities at levels since it protects the below layers. The semantic Classification tree
plays vital role by parsing the various protocol message to the IDS Interpreter and
has an efficient memory usage since the amount of memory needed for working of
the IDS depends on the rule size. The signatures and rules are updated automati-
cally and can be expandable with more semantic parameters. The false alarm rate
gets reduced by using Signature based Intrusion Detection System. Hence the
vulnerabilities can be detected more accurately.
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Fuzzy Based Quality of Service Analysis
of Scheduler for WiMAX Networks

Akashdeep

Abstract WiMAX is an upcoming technology gaining grounds day by day that has
inherent support for real and non real applications. The rise in number of real time
application with popularity of mobile phones always tests scheduler performance of
broadband wireless systems like WiMAX. Distribution of resources in such net-
works has always been a challenging phenomenon. This problem can be solved if
scheduling decision is based on traffic conditions of incoming traffic. This paper
proposes an application of fuzzy logic by virtue of which an intelligent system for
distribution of resources has been defined. The system works as adaptive approach
in granting bandwidth to those traffic classes that has relatively higher share of
incoming traffic in its queues. The results demonstrate significance of the proposed
method.

Keywords Fuzzy logic � WiMAX � Quality of service

1 Introduction

Worldwide Interoperability for microwave access is IEEE 802.16 standard popu-
larized by WiMAX forum under the name WiMAX [1]. It is broadband wireless
technology which by virtue of its technical specification is gaining popularity
among end users as it provides support for number of real time applications. The
popularity of mobile phones has put lot of pressure on today’s wireless networks to
provide required quality of service. The demand for number of applications is
increasing day by day while amount of resources remains limited. Distribution of
resources in such networks is always a challenging task as growing quality of
service demands of real time applications are always difficult to met. The increase in
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number of real time applications sometimes makes low priority non real time
classes starve for resources.

Traffic in WiMAX network is categorized into five different service classes
namely unsolicited grant service (UGS), extended real time polling service (ertPS),
real time polling service (rtPS), non real time polling service (nrtPS) and best effort
(BE). IEEE 802.16 standard specifies only priority to these classes and does not
specify any fixed mechanism for allocation of resources to these. Equipment
manufacturers are free to design and implement their own algorithms [2]. Increasing
number of multimedia applications makes resource allocation a very complex and
tedious process as real time applications are always hungry for more and more
resources. It becomes very intricate to maintain relatively good quality of service
levels for all sorts of traffic classes and situation gets more complex with rise in
number of packets in network. In order to maintain good quality of system per-
formance, allocation of resources shall be immediate and dynamic. This requires
scheduling system to be intelligent and powerful so that it can adapt itself to
incoming traffic pattern of various applications. This paper discusses performance
of one such system developed using fuzzy logic. The fuzzy logic system works
according to changes in traffic patterns of incoming traffic and adapts itself to these
changes so that appreciable performance level can be maintained for all service
classes.

Fuzzy logic is useful where information is vague and unclear and resource
allocation process in WiMAX suits application of fuzzy logic to it. Design of
intelligent systems for WiMAX networks has started gaining popularity very
shortly as number of papers in this direction is still limited. Few of these studies are
available at [3–11]. Fuzzy logic has been employed by Bchini et al. [12] and Simon
et al. [3] in handover algorithms. Use of fuzzy logic for implementing inter-class
scheduler for 802.16 networks had been done by Sadri and Mohamadi [5]. Authors
had defined fuzzy term sets according to two variables dqrt which means latency for
real time applications and tqnrt meaning throughput for non real time applications.
Shuaibu et al. [4] has developed intelligent call admission control (CAC) in
admitting traffics into WiMAX. Alsahag et al. [6] had utilized uncertainty principles
of fuzzy logic to modify deficit round robin algorithm to work dynamically on the
basis of approaching deadlines. The Fuzzy based scheduler dynamically updates
bandwidth requirement by different service classes according to their priorities,
latency and throughput by adjusting the weights of respective flows. Similar studies
were also given by Hedayati et al. [7], Seo et al. [8] and Akashdeep and Kahlon [9].
Authors of current study has already implemented such study that works on fuzzy
logic [9] and neural network [10]. The study works on two input parameters and
outputs a weight value to be used for bandwidth allocation. This paper presents an
extension of that approach that utilizes values of instantaneous queue length as an
additional variable.
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2 Working of System

WiMAX implement a request grant mechanism for resource allocation. Different SS
connected to BS request resources from BS and these requests are classified into
different queues by classifier of IEEE 8021.6. The scheduler at BS listens to these
request and serves these queues by performing two different functions:- allocating
resources to different request made by SS and transmission of data to different
destinations. BS scheduler component serves these requests on per connection ID
basis by taking into consideration available resources and request made by that
particular connection. Presently IEEE 802.16 specify priority order for various
traffic classes and does not specify any algorithms for resource allocation among
these classes. Real time classes have high priority as a result of which low priority
non real time classes tend to suffer increased delays in resource allocation process
and may sometimes be malnourished. This can be improved by devising strategy
that could adapt itself to changing requirements of incoming traffic.

The proposed system is motivated by theories of fuzzy logic where fuzzy logic
can work to serves queues belonging to different scheduling services using its
uncertainty principles. The designed system works as component of base station
and works on three input and one output variables. The input variables are taken as:

Latency for real time applications, throughput for non real time applications and
queue length share of real and non real time applications considered together. The
output of fuzzy system is taken as weight of queues serving real time traffic.
Membership functions for these variables have been defined utilizing knowledge of
domain expert as shown in Fig. 1. Five different linguistic levels are defined for first
input variable and output variables. The membership function are defined as
Negative Big (NB), negative small (NS), Zero (Z), Positive small (PS) and positive
big (PB). Three membership functions are considered for second and third input
variable. The dynamism of variables is taken in range between 0 and 1. The rule
base consists of 45 rules which have been framed considering qualities of input
variables into consideration. The rule base has been defined considering the nature
and dynamism of input traffic and is considered to be sufficiently large.

Fig. 1 Structure of fuzzy logic based system for resource allocation

Fuzzy Based Quality of Service Analysis … 669



The initial weight for any flow (i) is calculated from the following equation

wi ¼
RminðiÞ

Pn
i¼0 RminðiÞ

ð1Þ

where RminðiÞ is the minimum reserved rate for flow (i).

X

n

i¼0

wi ¼ 1 0:001�wi � 1 ð2Þ

All flows shall satisfy the constraint of Eq. (2). Equation (2) enables system to
allocate minimum value of bandwidth to all flows as weights of queues cannot be
zero. Whenever new bandwidth request is received by BS, BS calls fuzzy inference
system. The fuzzy system reads values of three input variables, fuzzifies these
values and inputs it to the fuzzy scheduler component at BS. Fuzzy reasoning is
thereafter applied using fuzzy rulebase and a value in terms of linguistic levels is
outputted. At last, de-fuzzification of output value is done to get final crisp value for
weight. De-fuzzification is performed using centre of gravity method and inference
is applied using Mamdami’s method. The outputted value is taken as weight for real
time traffic. The bandwidth allocation to different queues is made on basis of weight
assigned to that queue on the basis of equation

Breal ¼ Si � wi
Pn

i¼1 wi

� �

� FrameDuration
MaximumLatency

� �

ð3Þ

where Si is the number of slots requested for that flow.

3 Performance Analysis of Fuzzy Adaptive Method

The proposed solution has been tested on Qualnet Developer 5.2. The proposed
scheme is tested by designing a network consisting of one BS and a number of SS.
Experiments are conducted to check whether proposed system was able to provide
desired quality of service levels to traffic classes. Analysis of performance is done
on basis of parameters like delay, throughput and jitter. Simulation is aimed at
making sure that proposed scheme is able to provide a relative good QoS levels to
all traffic classes. Performance is measured by varying number of SS in ratio of
1:1:1:3:4 for example when total number of SS was 60, the number of UGS, ertPS
and rtPS was taken as 6 while number of nrtPS connections was 18 and number of
BE connections was 24. Results presented in this section justifies that proposed
system was able to provide enough bandwidth opportunities to satisfy increasing
requirements of different types of traffic.
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Figure 2 shows average delay incurred by various services in our fuzzy based
inference system. It is evident from figure that delay of UGS and ertPS classes is
almost bounded as required by IEEE 802.16 standard. This comes from the fact that
scheduler offers higher precedence to UGS and ertPS classes and makes periodic
allocations to these classes. Delay of rtPS class shows linear increase till number of
SS is about 65 and thereafter growth is almost exponential. This may be attributed
to increase in traffic of UGS and ertPS classes which are more prioritized. Delays
for nrtPS and BE service classes shows an increasing trend as number of SS
increases this is because real time service flows are being offered more share of
bandwidth. The delay for BE is better as compared to delay for nrtPS class till a
limited number of SS, this is because scheduler was able to provide residual
bandwidth opportunities to BE connections. Delay for nrtPS eventually outperforms
BE service class as number of connections increases. Nevertheless scheduler was
able to avoid starvation of BE flows.

Figure 3 shows throughput of different service classes with an increase in
number of SS. Throughput increases as number of connections increase which is
expected. Higher throughput for UGS and ertPS is evident as their increasing
demand forces system to allocate more amount of bandwidth. Throughput for UGS
is almost constant as BS allocates slots to UGS class after fixed interval.
Throughput for ertPS shows a small decline as number of SS increase beyond 75,
this may be attributed to an increase in number of UGS connections which has high
priority. Throughput for rtPS, nrtPS and BE remains almost neck to neck till
number of SS are limited(30) as requirements for all classes are getting met
thereafter scheduler starts to assign more priority to rtPS as compared to nrtPS and
BE in order to satisfy its latency requirements. The throughput for BE class is
minimum as there are no QoS requirement for BE class.

Figure 4 shows plot of average jitter for our fuzzy based method as function of
number of SS. The average jitter for UGS is very small and shows a marginal rise
with increase in number of SS. This is because of increase in amount of over all
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traffic in network and it shows that even UGS class may have packet losses. Jitter of
ertPS and rtPS is relatively good considering amount of load being handled by
system. Jitter in case of nrtPS and BE is high as expected because of dual reason of
increase in overall traffic and their low priorities. However it is tolerable as both
these classes are independent of delay variations.

The fuzzy system was also compared with number of algorithms like WFQ,
WRR and EDF. Figure 5 shows that fuzzy system exhibits a significant improve-
ment in terms of throughput observed for various service classes followed by EDF.
The reason was that fuzzy system shows a quick response for real time traffic and is
also able to provide increasing number of scheduling opportunities for non real time
traffic when there are not stringent requirements from real time traffic. It results in
overall throughput increase for the system which is not the case with other algo-
rithms. These algorithms tend to starve low priority nrtPS and BE traffic classes and
degrade their performance levels.
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4 Conclusion and Future Scope

The above study proposed an application of fuzzy logic for allocation of resources
in WiMAX networks. The approach is adaptive and resource allocation decision is
taken by considering values of three input variables extracted from incoming traffic.
Results indicate that system was able to provide desired quality of service levels to
all traffic classes. The approach was tested under conditions of heavy load but
performance of network was still quite appreciable. As future scope, the perfor-
mance of the system needs to be justified by comparing with set practices in related
field. The system shall also be tested for performance by deliberately increasing
effects of higher priority traffic and observing responses of low order traffic classes.
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Color Image Compression Based on Block
Truncation Coding Using Clifford Algebra

Kartik Sau, Ratan Kumar Basak and Amitabha Chanda

Abstract Block Truncation Coding (BTC) is one of the most moment preserving
(arithmetic mean and standard deviation) methods for compressing an image.
Absolute Moment Block Truncation Coding (AMBTC) is an improved version of
BTC, preserves only arithmetic mean. The present work deals with image com-
pression based on Absolute Moment Block Truncation Coding (AMBTC) and
Clifford Algebra for color images. A color image is divided into three distinct
planes, Red (R), Green (G) and Blue (B) and the proposed method applied on these
three planes separately. Each element of pixel is represented into a sum of largest
perfect square of positive integers. Experimental results of proposed method give
satisfactory result in terms of different parameters such as Peak Signal to Noise
Ratio (PSNR), Bit Rate (BR), and Structural SIMilarity Index (SSIM).

Keywords Image compression �Clifford algebra �BTC �AMBTC � PSNR � SSIM

1 Introduction

Data compression is the art of reducing the size or electronic space or data bits of a
data file in order to save space or transmission time. As data size is increasing
day by day and it becomes more complex, more storage space is required to keep it.
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It is used to overcome this limited storage capacity problem and reduces the trans-
mission cost. Image is also a kind of data. Image compression techniques are also
required for the same reason. It controls data in such a way so that the visual clarity
does not affect to the viewer. The aim of image compression technique is to represent
an image with shortened number of bits without introducing substantial degeneration
of visual clarity of compressed image. Image compression can be classified into two
broad categories one is lossy compression and another is lossless compression
[1, 2–4]. For lossless compression technique there is no difference between original
image and regenerated image, on the other hand lossy compression makes some
difference. The nature and characteristics of regenerated image using lossless
compression is satisfactory but compression ratio is poor but lossy compression
delivers less image quality with higher compression ratio. Block Truncation Coding
(BTC) and Absolute Block Truncation Coding (AMBTC) are lossy image com-
pression which compresses monochrome image information introduced by Delp and
Mitchell [5, 6]. It brings out 2 bits per pixel and low computational complexity. The
objective of BTC was to achieve moment preserving quantization for each non
overlapping block of pixels and therefore the clarity of image remains satisfactory
and the intension of reducing storage space was also achieved. The quantizers of the
Delp and Mitchell’s BTC were arithmetic mean and standard deviation and it pro-
vides one bit quantized output. Each block needs to preserve mean and standard
deviation; this is the overhead of this method. Another lossy compression method is
absolute moment block truncation coding (AMBTC) [6] which keeps the higher
mean and lower mean of each non-overlapping block. In this paper we proposed
a method based on absolute moment block truncation coding and Clifford Algebra
[7–9] to compress a color image. Proposed method delivers satisfactory image
clarity and also gives a good parametric result in terms of PSNR and SSIM [10, 11].
This paper is organized as follows. Section 2 explains of different image quality
parameters. Section 3 describes our proposed method in the form of algorithm and
flowchart. Experimental results introduce to show the feasibility of the proposed
method in Sect. 4 and finally some conclusions are made in Sect. 5.

2 Image Quality Parameters

Let g ¼ ðg0; g1; g2; . . .; gM�1ÞT be a vector having n elements. Let each element is
coded by b bits. Therefore, total bits required for representing g is Mb bits. Now the
vector g is transmitted to another vector G i.e. G ¼ Tg by a transformation T. Let
the vector G is represented by k bits. Three relations are possible betweenMb and k.

1:Mb � k 2:Mb ¼ k 3:Mb\k

Relation 2 and 3 are not efficient for data compression. Relation 1 may be
achieved either by retaining only M0ð\MÞ elements of G or by encoding the
elements of G in such a way that the average number of bits per element is b0ð\bÞ.
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Therefore, k ¼ M0b or k ¼ Mb0. The amount of data reduction is given by
C ¼ Mb�k

Mb � 100. The major steps of data compression procedure are transforma-
tion → feature selection → encoding.

Transformation Feature Selection Encoding
Input (g) Output

(    )G′
G 

Now we reconstruct the digital image from G0 and obtain �g. Hence there may
be some discrepancy between g and �g. This Discrepancy is considered as error.
So error can be defined as follows. error ¼ g� �gk k So the objective compression
technique is to achieve the maximum amount of data reduction (C) without
introducing objectionable error. This errors may be signifies in terms of PSNR and
SSIM [1, 2, 4, 12].

2.1 Peak Signal to Noise Ratio (PSNR)

Thus PSNR is defined as follows:

PSNR ¼ 10 log
L2

MSE

� �

dB ð1Þ

MSE ¼ 1
MN

XM

i¼1

XN

j¼1

y i; jð Þ � x i; jð Þ½ �2 ð2Þ

2.2 Structural SIMilarity (SSIM) Index

SSIM index [13] is calculated as follows:

SSIM x; yð Þ ¼ 2lxly þ C1
� �

2rxy þ C2
� �

l2x þ l2y þ C1

� �
r2x þ r2y þ C2

� � ð3Þ

where

lx ¼
1
N

XN

i¼1

xi ð4Þ
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rx ¼ 1
N

XN

i¼1

xi � lxð Þ2
 !1=2

ð5Þ

rxy ¼ 1
N

XN

i¼1

xi � lxð Þ yi � ly
� � ð6Þ

C1 ¼ k1Lð Þ2; k1 � 1 and C2 ¼ k2Lð Þ2; k2 � 1

Here all symbols infers it usual meaning.

3 Proposed Method

The proposed method (abbreviated as CICBTCCA) for color image compression
using AMBTC, introduced by Lema and Mitchell [6] and Clifford Algebra [7–9], is
described as follows. In this approach we represent a positive integer as a sum of
largest perfect square of positive integers. The largest square is figure out from the
given integer, and then the same process is repeated from the residual part of the
integer successively. The steps of the proposed method are given below:

Step 1: A color image of size M × N is split into three planes (R, G, and B) of size
M × N.

Step 2: Each plane of size M × N is split into non-overlapping blocks of the size
m × m (normally 4 × 4 pixels).

Step 3: Determine the arithmetic mean �xð Þ of each block i.e. �x ¼ 1
m

Pm
i¼1 xi. In this

method we modify the arithmetic mean with the help of Clifford algebra
which generalize the real numbers, complex numbers, quaternion and
several other hyper-complex number systems. The theory of Clifford
algebras is informally associated with the theory of quadratic forms and
orthogonal transformations. The following steps are involved to describe
the calculation of new mean for a block [12].

Step 3:1: Consider an integer number n ranges from 0 to 255. Generate a
set (s) of largest possible integers (duplication allowed) so that
the square of summation of all those integers is equal to n and
with lowest possible cardinality of s.

Step 3:2: Generate a vector using s in descending order so that compo-
nents of vector must belongs to 15 to 0.

Step 3:3: Continue step 3.1 and 3.2 for all elements for a block.
Step 3:4: Determine the element which has maximum frequency from

m ∗ m vectors index-wise and if the of frequency of each vector
element is same then choose the element which is minimum
valued integer. Continue this process for all indices of vectors.
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Step 3:5: Generate a resultant vector (v) by the elements returned from
step 3.4.

Step 3:6: Find sum of square of each element of resultant vector.
Step 3:7: The new mean named as C-mean represented by µ is calcu-

lating using arithmetic mean and the result from step 3.6. The
definition of C-mean is defined as follows (Fig. 1):

l ¼ �xþ a �x� vsð Þ
where; �x ¼ 1

n

Xn

i¼1

xi and vs ¼
X

við Þ2; a ¼ 0:267

Step 4: Two quantization levels higher c-mean (xH) and lower c-mean (xL) are
calculated. C-mean of those values (CH) which are greater than arithmetic
mean of a block is higher c-mean and c-mean of rest of the values (CL) of
that block is lower c-mean. C ¼ CH [ CL and CH \ CL ¼ /

xH ¼ cmean f xið Þ : f xið Þ�W; f xið Þ 2 Cf gð Þ ð7Þ

xL ¼ cmean f xið Þ : f xið Þ\W; f xið Þ 2 Cf gð Þ ð8Þ

where W ¼ cmean f xið Þ : f xið Þ 2 Cf gð Þ ð9Þ

Fig. 1 Block diagram to
generate vectors for c-mean
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Step 5: To encode a binary block represented by B assume a threshold Ψ. Ele-
ments of B are quantized as 1 if the element f(xi) in the block is greater
than quantized threshold Ψ otherwise 0. i.e.

B ¼ 1 f xið Þ�W

0 f xið Þ\W

(

ð10Þ

xH, xL and B these three are needed to reconstruct the image. During
transmission sender only send this three

Step 6: During reconstruction the decoder will replace “1” in place of xH and “0”
in place of xL

Z ¼ xL if B ¼ 0

xH if B ¼ 1

(

ð11Þ

Step 7: Marge three plane to produce compressed image.

4 Experimental Result

Our proposed method is tested on more than hundred color images of size
512 × 512, 8 bpp. For the sake of simplicity we are showing here only six color
images namely Airplane, Lena, Girl, Splash, Pepper and Sparsha. The proposed
method is also compared with color absolute moment block truncation coding
which is first order moment preserving technique. The comparisons are based on

Table 1 Comparative study
among AMBTC and
CICBTCCA

Images Parameters AMBTC CICBTCCA

Airplane PSNR 31.278437 31.476641

SSIM 0.986557 0.987114

Lena PSNR 31.986589 32.073399

SSIM 0.994937 0.995348

Girl PSNR 09.235195 33.849670

SSIM 0.026791 0.991850

Splash PSNR 34.910271 34.779186

SSIM 0.997406 0.997057

Pepper PSNR 31.464678 31.607178

SSIM 0.994786 0.994903

Sparsha PSNR 30.940117 31.013016

SSIM 0.99079 0.991158
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Fig. 2 Airplane a reference image; output of b AMBTC; c CICBTCCA

Fig. 3 Lena a reference image; output of b AMBTC; c CICBTCCA

Fig. 4 Girl a reference image; output of b AMBTC; c CICBTCCA
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Fig. 5 Splash a Reference image; output of b AMBTC; c CICBTCCA

Fig. 6 Pepper a reference Image; output of b AMBTC; c CICBTCCA

Fig. 7 Sparsha a reference image; output of b AMBTC; c CICBTCCA
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two parametric measures like PSNR and SSIM [1, 2, 12] for the clarity of image
and the structure of the image. The experimental results are tabulated in the Table 1
(Figs. 2, 3, 4, 5, 6, and 7).

5 Conclusion

The experimental result of our proposed method for color image compression based
on absolute block truncation coding and Clifford algebra has been shown in the
Table 1. Proposed method splits the color image into three color plane viz. red,
green and black. Each plane is divided into non-overlapping blocks of size 4 × 4.
We are using 512 × 512 color image where each pixel consist of three values ranges
from 0 to 255. We found that using our proposed method we have got better PSNR
and SSIM value rather than AMBTC method. The performance of our proposed
method has been compared with color AMBTC and is found better than this
method. The value of alpha is chosen so cleverly so that PSNR of the reconstructed
images give promising results. Using Clifford algebra in our method the pixel value
can reach more close to the original one.

Acknowledgment The author wishes to thanks the reviewer, whose comments have helped
improving the presentation of the paper.
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Performance Evaluation of Underground
Mine Communication and Monitoring
Devices: Case Studies

Alok Ranjan, H.B. Sahu and Prasant Misra

Abstract Communication and environmental monitoring play a major role in
underground mining both from production and safety point of view. However,
underground mining communication as well as monitoring devices encounter sev-
eral challenges because of the nature of underground features and characteristics.
Lack of real time information from underground workings may hamper production
and create serious safety risks. Proper communication and monitoring devices are
inevitable requirements for better production and improved safety. Communication
and environmental monitoring devices are basic element of underground mine
infrastructure. This paper describes the performance of communication and moni-
toring devices being used in underground mines. An attempt has been made to assess
the safety risks by these devices which may dictate future research directions.

Keywords Mine communications � Monitoring � Wireless communication �
Tracking � Safety � Ventilation on demand

1 Introduction

Mining has been considered as one of the oldest endeavours along with agriculture.
The mining industry is always considered to be very critical that sustain civilization
of any country. India is enriched with a number of mineral reserves and ranks
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among the top producers of coal, chromite, iron, etc. There are two types of mining
operation commonly practiced, viz. opencast and underground. Opencast operation
is involved in the mining of ore at surface level, whereas underground mining is for
minerals that occur at greater depth. In underground mining, mainly there are two
types of mining methods widely practiced to extract the ore body. These are board
and pillar also known as room and pillar, and longwall mining methods. In India,
majority of coal mines are practicing board and pillar mining method. However, the
percentage of ore extraction is lower than the longwall mining method. In under-
ground metal mines however, a number of methods are practiced, the common
methods being cut and fill, shrinkage and sub-level stopping. It is easier to com-
municate and carry out monitoring in opencast mines, since access to different
locations is comparatively easier and there is less hindrance in communications. In
a particular shift of operation, large numbers of miners are present inside a mine for
production and other activities. To this high number of mine personnel; safety is a
prime and critical concern for every mining industry [1]. Underground mine
environment poses a variety of challenges, because of the typical constructional
features and environmental conditions. The key hazardous parameters, viz. toxic
gases, humidity, dust, noise, temperature and vibrations are required to be moni-
tored. Among all hazardous parameters; toxic gases, humidity, noise, dusts and
temperature are major key parameters and need to be monitored continuously [2].
For coal mines, methane is a prime concern because of its explosive nature and
Carbon monoxide (CO) is also found occasionally which is a acutely poisonous
gas. In metal mines, noxious gases like SO2 and H2S are needed to be monitored for
better working environment. Therefore, continuous mine monitoring is very much
crucial and critical need for the mining industries. Apart from these hazardous
parameters, there is another unique set of characteristics in underground mines.
These are mainly discontinuities in ore body, water seepage, poor visibility, narrow
pathway, noise and rough surfaces. These set of unique features add additional
challenges to mining professionals and researchers. Risks and their mitigation
efforts to minimize the risks and improved safety in underground mines differs
perceptibility from normal industries. Communication and monitoring of mine
environment is very much required for any underground mine. It plays a significant
role for both safety and production. Communication is the only source inside the
mine working which uniquely contributes in emotional support among the miners.
Also, it is used for better work coordination among miners to manage the mining
operation efficiently. Presently, safe working operation is a prime concern for all
mining industries. In the past, a numbers of accidents have occurred due to different
hostile conditions present in underground mines. Any accident in underground
mine brings loss of not only human lives, but also damage to infrastructure and
causes problems in rescue and recovery work. On such occasions two way reliable
communication may help to save lives and properties through planned rescue and
escape operations [3]. There are mainly three kinds of communication techniques
used in underground mines namely through the earth (TTE), through the wire
(TTW), through the air (TTA). However, hybrid system is also in used and is
reliable. Hybrid system includes both the features of TTW and TTA [2]. In India,
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wired based infrastructure is mainly used for both communication and monitoring
purposes. However, recently few underground mines have attempted to install TTA
communication and monitoring systems. In this paper, an attempt has been made to
assess the safety and risks through present communication and monitoring devices.
The experiences gained from the visit of two underground metal mines and one coal
mines have been presented here. These studies have been carried out during the
month of February–March in the year of 2014. We studied the newly installed
communication and monitoring devices presently working in the visited mines.
This paper targets current researchers which are working and developing solutions
for the mining industries. Also, this paper will help researchers to understand and
formulation of problems in a better manner for future research. The paper has been
divided into four sections. In Sect. 2, we briefly share information about the visited
underground mines. Section 3, deals with the studies on the present communication
and monitoring devices. We have done performance assessment of the present
communication systems based on different considerations mainly the basic opera-
tion, coverage and survivability for each studied mine. The concluding remarks and
future research discussion is presented in Sect. 4. In Sect. 5 we ended up our studies
with conclusions.

2 Background of Studied Underground Mines

For our studies, we have selected both underground coal and metal mines. This is
because, we wanted to carry out analysis and assessment of both types of mines
which are mainly involved in underground mine operations. However, there are
other types of mines also there such as iron ore, manganese, limestone, etc. but
most of them are involved in open pit operations. We have given name to our
studied mine as Site A and Site B for the metal mines and Site C for the under-
ground coal mines. In the following paragraph, we briefly present the information
related to the studied mine site, i.e. A, B and C.

Site A: Site A, is a metal mines. This mine is involved in extraction of uranium
ore. The extracted ore is utilized in the power plant for India. This mine is one of
the most modernized mines of India and uses shaft sinking to access the ore body.
At present, the wired telephone system is mainly used for two way voice com-
munication purpose. There are approximately 650 mine personnel working per day.
In this site, we studied the present communication and tracking devices installed
and working inside mine tunnel. We further examined the operation and architec-
ture of the installed system. Although wired based telephone system is working
well, but with the vision of modernization in mining operation and improvement in
mine safety and production; hybrid system based communication and tracking
devices had been installed by the mine management. Therefore, we primarily
focused on our studies about the newly installed wireless based communication and
tracking devices for this mine.
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Site B: Site B, is also a metal mine and is involved in uranium productions for
India. This mine involves approximately 550 mine personnel per day. Entry to this
mine is with an inclined driven at 8° to the horizontal. Here also TTW commu-
nication technique is used for daily communications. We examined the ventilation
on demand system which is currently installed and working in the mines. This
system is also used for monitoring noxious gas concentration, i.e. CO and SO2. The
other objective of the ventilation management system than better ventilation support
is to save the energy consumptions by the ventilation fans.

Site C: Site C, is an underground coal mine. This mine uses board and pillar
method to extract the ores. Presently, only wired telephone system is used for
communication purposes. Communication is achieved with the help of central
dispatch centre (CDC) which is at the surface. This CDC works as an interface for
communication from surface to underground and vice versa.

3 Assessment of Present Communication and Monitoring
Devices

3.1 Site A: Communication and Tracking Systems

Basic Operation: Presently, the installed system targets to track the mine personnel
and mining equipment. The installed system is based on wireless local area network
architecture (WLAN) and is shown in Fig. 1. Internet protocol (IP) phones are used
for voice communication among mine personnel. Every IP phone is registered to
the access points. There are total nine phones working currently and registered to
the different access points. One person can have communication with the other who
is in the range of an access point to whom those IP phones are registered. Ethernet
is used as the backbone network. The access point is installed at different working
locations inside the mine workings. The data are transmitted over the Ethernet cable
to the server, which is installed in the underground control room. In the installed
network, Radio frequency identification (RFID) readers are used for reading the
passive tags mounted over the mine trucks and mine equipment. RFID readers are
installed at different locations and is connected through radio frequency cables.
When the tag comes under the range of RFID readers then it reads the tag id and
that information is passed through the RF cable to the control room. At control
room, the authorized person can see the location of mine trucks and equipment.
This help to manage the resources efficiently.

Coverage: Mining operations in an underground mine is carried out in a number
of levels occurring at different depths from the surface. The working area in each
level is again divided into a number of blocks or sections. These blocks or sections
are connected with the main access through drivers, cross-cuts and raises. Limited
line of sight is there for communication devices due to discontinuities in coal seams.
The overall coverage of the installed WLAN architecture was limited to those areas
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where access points were installed and the particular IP phone registered was
coming under the range of that particular installed access point. Furthermore, the IP
phone configuration to the access point was not dynamic means restricted to
accessibility to which it is associated. To expand coverage area additional infra-
structure would be required. The coverage of the present system installed is up to a
length of 100 m as pointed out by the mine management. But during our studies
40 m distance was achieved for two way voice communication. The mobility
support is limited to coverage area. Also dynamic configuration of the IP phone is
not available.

Survivability: Post-accident communication is one of the most demanded fea-
tures of communication and tracking devices to be installed in underground mines
[4]. Therefore, the survivability of communication and monitoring devices even
after catastrophic events, for example roof-falls, gas explosion, fire, collapse of the
side walls and inundation are very much critical. The communication device can get
damaged due to any of these events. This kind of uncertain condition present inside
mines, need a full proof component design that must be rigid and immune enough
to sustain in such environment. The current tracking and communication system is
using ethernet as a backbone network. The chances of damages in the network is

Fig. 1 Installed WLAN architecture
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still there. However, the system is cased and immune to dusts and humidity, the
ruggedness and shock resistivity is still have to be checked. In case any roof-falls or
collapse of side wall occurs then the network will get affected and may lead to
failure of communication. The system should be designed in such a way that the
survivability of installed device is maximum after any accident.

3.2 Site B: Ventilation Management

Basic Operation: The installed architecture is based on the wired infrastructure. In
the installed system, there are two major components; detector (transmitter) and
controller which work as receiver. Detector is responsible for sensing the noxious
gas concentration at working areas. The detectors are connected through fibre cable
to the controller. The sensed data from the detector is transmitted over the cable to
the controller. The controller further processes the sensed data on its own. The
controller is further connected to the switch using relay cable for on/off operation
for the ventilation fan. The maximum statutory limits for detector are 100 ppm for
CO and 5 ppm for SO2. After receiving the readings from transmitter i.e. detector,
the controller worked with the following algorithms;

i. Switched on the fan if any or both conditions CO > 30 ppm, SO2 > 1.5 ppm
exist.

ii. Switch off the fan if both conditions CO < 10 ppm and SO2 < 0.5 ppm exist.

The distance between a detector and the controller was 600 m (Fig. 2).
Coverage: To support better work environment, ventilation is vital inside

underground mines. The coverage of the installed ventilation management system is
limited to working areas where extraction of minerals is going on. To cover new
area with time, there is an obvious need of additional infrastructure support. This
may lead to chances of vulnerability in safety because the wired infrastructure may
get damaged. Also additional detectors and additional sink controllers will have to
be installed. Currently only one controller is there. To ensure reliability additional
or back up controller is still required.

Fig. 2 Ventilation management system at site B. a Controller. b Gas detectors
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Survivability: Environmental knowledge helps to improve the security measure
to minimize the risks. The mining industry now feels the need to adopt a reliable
and flexible communication technology to address different daily purposes. The
ventilation management system is well cased and immune enough to dusts,
humidity and explosions. The controller case is rugged and shock proof. Since, the
wired connection is very complex, the chances of damages cant be avoided. The
chances of damage may be caused due to movement of transportation systems,
drilling operation and general maintenance works. At present scenario, Indian
mines have mainly the wired infrastructure based monitoring devices. The disad-
vantage of having such infrastructure is that once the wired network has any
technical issues or is damaged due to any of the incidents like roof-falls, fire,
inundation and gas explosion then the entire system is affected and sometimes leads
to collapse of overall communication system. This can create havoc among miners
about their safety. At the very same time if any emergency occurs, then that may
lead to serious accidents. In addition, this may further affect the overall mine
production.

3.3 Site C: Present Communication System

Basic Operation: The studied site C, is currently using wired based infrastructure
for two way voice communication from surface to underground and vice versa. The
installed system is based on code system. There is one board at the CDC centre and
that board is connected through the twisted co-axial cable. The telephone set is
installed at prefixed known locations decided by the mine management at different
working levels. Communication takes place with the help of an operator at the
surface only. When a person working underground wants to talk with other mine
personnel either on the surface or underground, then the first call he has to make is
to the CDC. After receiving a call from underground working, the operator at the
surface first identifies that from which working level the call is. He then switches
the connection to the desired location demanded by the initial caller. The installed
and working system is shown in Fig. 3.

Coverage: Wired communication inside mine works in fixed point communi-
cation fashion because of poor mobility support. In the mine, the telephone sets
have been kept at prefixed locations. These locations are decided by the mine
management. This limited position of telephone systems restricts the accessibility of
the communication system. A person has to walk out for communicating to other
working levels or to the surface. Furthermore, the sound quality is not so good due
to additional noise in the network. Reliability of the overall network is adversely
affecting due to the additional noise in the transmitted signals.

Survivability: The mine layout can vary considerably from mine to mine. The
numbers of miners are grouped together in working section where ore is extracted.
Whereas, different group of mine personnel is present inside mine for daily activ-
ities like drilling, blasting, transportation, maintenance, safety check, constructional
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work and general maintenance. Every mine is involved in safety assessment on its
own level to maximize the efficiency of installed systems and survivability. The
communication system installed and working currently at site C, is a legacy system
which is functioning since decades. It needs a regular check. Since, the wired
connection is only the source of connection to different workings, the chances of
network failure is high. The telephone set installed is having issue. Wired con-
nection is done with the stitching in the side walls of the mine galleries. If any wire
cut occurs then that working level will go for obvious communication failure. In
such situation, the chances of risks can not be avoided. Also, the main circuit board
at surface is having complex topology arrangement and is very old. To provide a
secured environment for underground miners, it is also recommended that there
should be a redundant communication path for backup in case any emergency
occurs or the primary link fails.

4 Discussion

Operations involved in mining industries have been considered as a most hazardous
production activity due to various risks parameters like humidity, poor visibility,
toxic gas concentration, poor ventilation, potential rock falls, water seepage and
dusts [5]. The summarized studies of the studied communication systems presently
working in different mines is given in Table 1. The studied underground mines have
communication systems based on WLAN and TTW architecture. It was being noted
that however the communication system is working fine, but risks of failure of
devices are still a concern. The performance of the communication devices in
surface area found to be good but in case of underground mine workings their
performance was poor. Additional noise in the transmitted signal degrades the
signal quality at the receiver end. Scalability and accessibility of the devices are

Fig. 3 Communication system at site C. a Chord based communication board at surface.
b Telephone set
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found poor and needs to be researched in future. Wired based system is inconve-
nient to dispose in areas like narrow pathways and the area to be exploited. Also,
the coverage and maintenance problem is there with wired communication devices.
In view of the deployment cost, wired infrastructure is expensive and needs a
regular performance check. It can be analysed that post-accident, two way reliable
communication may help to save lives and properties through planned rescue and
escape operations [3]. In the current scenario in Indian mines, communication and
monitoring devices is limited to wired infrastructures, which is further restricted to
coverage, flexibility, reliability and scalability. Normally the mines have separate
communication and monitoring technologies. However, there may be some mines
which are satisfied with only one installed communication system, which can be
used for both monitoring and communication purposes, since, the installed devices
are packaged with proprietary protocols. Therefore, interoperability, and further
scalability of the network is another issue to be resolved. The opportunities with
wireless communication and tracking devices to be deployed in underground mines
are totally different than traditional wireless communication in normal industries.
Underground mines are highly prone to risks and continuous monitoring of mine
environment is complex and needs interdisciplinary research efforts. An improved
safety working environment not only boosts the confidence in miners, but also
indirectly helps in enhanced productivity. To support mobility, ease deployment,
easy maintenance and scalability; a robust and reliable wireless communication
technology may be best suited to such a hostile and dynamic environment. Wireless
infrastructure is very much capable to minimize these limitations moderately.
Having a wireless infrastructure inside mines, gives a number of advantages over
traditional wired network [6]. The necessity of wireless communication in under-
ground mines has evolved from maximization of productivity, tracking and mon-
itoring and also communication between miners for better coordination as well. The
complexity in maintenance and network scalability of wired infrastructure is giving
opportunities for new wireless technology to be deployed in underground mines in
the near future.

Table 1 Summarized studies on present communication and monitoring devices

Mine
site

Architecture Coverage Survivability Type Performance Maintenance

Site A WLAN Limited Poor Hybrid Good Complex

Site B Wired Moderate Poor Through
the wire
(TTW)

Good Complex

Site C Wired Limited
accessibility

Very poor Through
the wire
(TTW)

Poor Complex
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5 Conclusion

Most of the underground mines in India have wired systems for monitoring mine
environment and two way voice communications. It may be noted from the mines
studied in the paper that the communication devices had a limited to moderate
coverage area and their survivability is poor. It is also noted that the performance is
poor to satisfactory under normal conditions. However, in emergency situation
failure of these systems may lead to disastrous consequences. It is also noted from
studies that the maintenance of the systems are complex. As the mines are
becoming larger, the communication devices must have extended coverage area
which may require interoperability efforts by the researchers. A number of research
opportunities are available which can be achieved by means of new emerging
wireless communication technologies. However, one has to carry out research on
characteristics of the wireless channel inside underground mines. The present
communication scenario of the Indian mines implies that to enhance the safety
goals; research on reliable communication and monitoring system is still needed.
Since, the underground mine workings pose various safety risks; one has to ensure
that the developed system is intrinsically safe to avoid any dangerous occurrences.
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Fuzzy Goal Programming Approach
for Solving Congestion Management
Problem in Electrical Transmission
Network Using Genetic Algorithm

Bijay Baran Pal and Papun Biswas

Abstract This article presents an efficient genetic algorithm (GA) based fuzzy goal
programming (FGP) approach to solve Congestion Management (CM) problem in
electrical power transmission network by generation rescheduling or load shedding
of participating generators and loads. In the proposed approach, FGP and GA are
applied at two stages for model formulation and solving the problem of CM. The
proposed approach is tested on the standard IEEE 6-Generator 30-Bus System and
the model solution is compared with the solution obtained in a previous study.

Keywords Congestion management � Fuzzy goal programming � Genetic
algorithm � Load shedding � Membership function � Optimal power flow

1 Introduction

Demand of electric power has increased in an alarming rate in the recent years. The
demand is increasing at a faster rate as compared to the increase in transmission line
capacity. Congestion or overload [1] in transmission lines generally occur due to
the generation outages, sudden increase in load demand, or failure of some
equipments.

The mathematical programming approach for estimation of voltage drops and
line loadings for each network element out of service was first introduced in [2].
Thereafter, different classical optimization models based on load flow has been
developed in the past century for CM problem in [3, 4]. Congestion management in
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a real time operational environment is proposed in [5]. The AC-Optimal Power
Flow (OPF) based approach to congestion along with congestion cost allocation
is proposed by Rau [6]. The efficient model for location of unified power flow
controller (UPFC) for congestion management is proposed by Verma et al. [7].
Rodrigues and DaSilva proposed a minimum load curtailment problem, to manage
congestion problem is presented in [8]. A multiobjective OPF with voltage security
constraints considering transmission congestion using location marginal price is
presented in [9]. By using rescheduling of generation and loads for congestion
management with voltage security constraints is presented in [10]. A simple and
cost efficient method of generation rescheduling and load shedding for congestion
management is proposed in [11].

Recently, global optimization techniques with the use of heuristic methods have
been applied to solve the optimal CM problem [12, 13] with impressive success.
The approach based on fuzzy estimation for identification of collapse sequences is
used in CM problem in [14].

In this paper, a GA-based FGP approach is proposed to solve the CM problem.
The problem is formulated as an optimization problem with constraint functions. In
this study, the fuzzy representation of different objectives is considered such as
minimizing the overload alleviation and operation cost in the problem formulation
stage. The problem is solved with different selection and crossover function. The
proposed approach has been tested on the standard IEEE 6-Generator 30-bus test
system. The model solution is also compared with the approach studied in [12]
previously to expound the potential use of the approach.

Now, a CM problem is discussed in the Sect. 2.

2 CM Problem Description

In the case of a CM problem with transmission constraints and load characteristics,
two conflicting objective functions, alleviation of overload and cost of operation,
are generally involved [12] in the environment of making decision.

Now, the objectives and system constraints are introduced as follows:

2.1 Definitions of Objective Functions

Overload Alleviation Function The alleviation of overload in electric power
transmission system appears as:

F1 ¼
X

nl

i¼1

ðSi � Smax
i Þ2 ð1Þ
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where, F1 is the cumulative overload, nl is number of overloaded line, and where
Si and Smax

i are the MVA flow and MVA capacity of line i, respectively.
Operation Cost Function The total operational cost of a power plant in CM

problem is expressed as the sum of fuel cost and the cost of load shedding.
The total operation cost function can be expressed as:

F2 ¼
X

ng

i¼1

ðai þ biPgi þ ciP2giÞ þ
X

pl

k¼1

ða0k þ b0kLshd;k þ c0kL
2
shd;kÞ ð2Þ

where F2 is the total operating cost, ng is the number of participating generators, pl
represents number of participating loads, Pgi is the power generation from i-th
generator, Lshd,k is amount of load shedding at bus k, and where ai; bi; ci are the
cost coefficients associated with generation of power from generator gi, and
a0k; b

0
k; c

0
k are the cost coefficients of load shedding at bus k.

2.2 Description of System Constraints

The system constraints associated with generation of power are defined as follows:

Equality Constraints

Power Balance Constraint The power balance constraint can be express as

Pgi � Pdi ¼
X

j ¼ 1nb Vij j Vj

�

�

�

� Yij

�

�

�

� cosðdi � dj � hijÞ

Qgi � Qdi ¼
X

nb

j¼1

Vij j Vj
�

�

�

� Yij
�

�

�

� sinðdi � dj � hijÞ
ð3Þ

where
Pgi, Qgi real and reactive power generation at bus i;
Pdi, Qdi real and reactive power demand at bus i;
nb number of buses;
Yij self-admittance of node i;
di,dj bus voltage angle of bus i and bus j, respectively;
hij impedance angle of line between buses i and j.

Inequality Constraints

Generation Capacity and Voltage Constraint Following the conventional power
generation and dispatch system, the constraints on the generator outputs can be
considered as:
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Pmin
gi

� Pgi � Pmax
gi

;

Qmin
gi

�Qgi �Qmax
gi

; i ¼ 1; 2; . . .; N

Vmin
i

�Vi �Vmax
i

; i ¼ 1; 2; . . .; N

ð4Þ

where min and max stand for minimum and maximum values, respectively.
Now, the FGP model of the proposed CM problem is described in the Sect. 3.

3 FGP Model Formulation of the CM Problem

In the decision situation, the objectives in (1) and (2) can be defined as the fuzzy
goals by assigning imprecise aspiration levels to each of them.

The fuzzy goals of the objective functions take the form:

F1 ¼
X

nl

i¼1

ðSi � Smax
i Þ2 \ FA1 ; ð5Þ

F2 ¼
X

ng

i¼1

ðai þ biPgi þ ciP2giÞ þ
X

pl

k¼1

ða0
k þ b

0
kLshd;k þ c

0
kL

2
shd;kÞ \ FA2 ; ð6Þ

where FA
1 and FA

2 are the aspiration levels of the defined objective functions.
Now, considering FU

1 and FU
2 as the upper-tolerance limits of achieving the

respective fuzzy goals and where ‘\’ refers to the fuzziness of an aspiration level

and it is to be understood as ‘essentially less than’ [15].
Now, the fuzzy goals are characterized by the respective membership functions

for measuring their degree of achievements in a fuzzy decision environment.

3.1 Membership Function

The membership function representation of the fuzzy objective goals appear as:

l F1 F1½ � ¼
1 ; if F1 �FA

1
FU
1 �F1

FU
1 �FA

1
; if FA

1 \F1 �FU
1

0; if F1 [FU
1

8

>

<

>

:

ð7Þ

where ðFU
1 � FA

1 Þ is the tolerance range for achievement of the overload alleviation
goal.
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l F2 F2½ � ¼
1; if F2 �FA

2
FU
2 �F2

FU
2 �FA

2
; if FA

2 \F2 �FU
2

0; if F2 [FU
2

8

>

<

>

:

ð8Þ

where ðFU
2 � FA

2 Þ is the tolerance range for achievement of total operation cost
goal.

Note: l½ : � represents membership function.
Then, the minsum FGP model formulation for the defined membership functions

is presented in the Sect. 3.2.

3.2 Minsum FGP Model

In the process of formulating FGP model of the problem, the membership functions
are transformed into membership goals.

The minsum FGP model can be presented as [16]:
Find (Si; Pg;Lshd) so as to:

Minimize: Z ¼ P

2

k¼1
w�
k d

�
k

and satisfy

lF1 :
FU1 � F1
FU1 � FA1

þ d�1 � dþ1 ¼ 1;

lF2 :
FU2 � F2
FU2 � FA2

þ d�2 � dþ2 ¼ 1; ð9Þ

subject to the constraints defined in (3)–(4),
where d�k ; d

þ
k � 0, (k = 1, 2) represent the under- and over-deviational variables,

respectively, associated with the respective membership goals. Z represents goal
achievement function, w�

k [ 0, k = 1, 2 denote the relative numerical weights of
importance of achieving the aspired goal levels and can be determined as in [16]:

w�
k ¼

1
FU1 � FA1

for membership function in ð7Þ
1

FU2 � FA2
for membership function in ð8Þ

8

>

>

<

>

>

:

The GA scheme employed in the process of solving the problem is presented in
the Sect. 4.
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4 GA Scheme for CM Problem

In the literature of GAs, there are a number of schemes [17] for generation of new
populations. The fitness score of a chromosome v (say) in evaluating a function, say
eval (Ev), based on maximization or minimization of an objective function defined
on the basis of DM’s needs and desires in the decision making context.

The fitness function can be defined as:

eval Evð Þ ¼ Zð Þv¼
X

K

k¼1

fw�
k d

�
k gv; ð10Þ

where the subscript ‘v’ refers to the fitness value of the selected v-th chromosome,
v = 1, 2,…, pop_size. The best chromosome with largest fitness value at each
generation is determined as:

E� ¼ max eval Evð Þ jv ¼ 1; 2; . . .; pop sizef g

or

E� ¼ min eval Evð Þ jv ¼ 1; 2; . . .; pop sizef g; ð11Þ

which depends on searching of the maximum or minimum value of an objective
function, respectively.

Now, the executable model of the problem is demonstrated via a case example in
the Sect. 5.

5 A Demonstrative Case Example

The standard IEEE 30-bus 6-generator test system [11] is considered to illustrate the
potential use of the approach. The total system demand for the 21 load buses is
283.4 MW. The detailing of the simulation runs carried out in the test system is
given in Table 1. The data description of different types of power generation cost-
coefficients and load shedding cost-coefficients are presented in Tables 2 and 3,
respectively.

Table 1 Simulation runs

Run Different simulation cases

1 Overload simulation by reducing capacity of line 1–2 from 130 to 50 MW

2 Overload simulation by reducing capacity of line 1–3 and 2–4 from 130 to 50 MW and
65–15 MW

3 Overload simulation for outage of unit 3 at bus 5 and by reducing capacity of line 2–5
from 130 to 50 MW
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The GA is implemented using the Optimization Toolbox under MATLAB
(MATLAB R 2010a) at different stages for evaluation of the problem. The
parameter values with Roulette Wheel selection and Single Point crossover are
taken as follows:

Crossover probability = 0.8, Mutation Probability = 0.07, and Maximum Gen-
eration Number = 100.

The goal achievement function Z in (9) appears as the evaluation function in the
GA search process for solving the problem.

The simulated results of the Runs in the test system under smooth cost curves are
presented in Table 4.

Now, to show the potential use of the approach, the model solution is compared
with the solution obtained by using the Particle Swarm Optimization (PSO) method
in [12]. The solution achievement is presented in Table 5.

A comparison shows that the solution obtained by using the proposed GA based
FGP approach is superior over the PSO based method from the view point of
achieving a better decision for optimizing the objectives of the CM problem.

Table 2 Data description of
power generation
costs–coefficients

Type Max gen capacity
(MW)

a b c

T1 <25 0.0 2,025.00 1.500

T2 50 0.0 1,875.00 1.425

T3 100 0.0 1,800.00 1.350

T4 200 0.0 1,650.00 1.250

T5 250 0.0 1,575.00 1.500

T6 300 0.0 1,575.00 1.250

T7 350 0.0 1,500.00 1.350

T8 400 0.0 1,500.00 1.250

T9 500 0.0 1,200.00 1.500

T10 >500 0.0 1,200.00 1.000

Table 3 Data description of
load shedding
cost-coefficients

Amount of load in a bus (MW) a0k b0k c0k
≤10 0.0 1,200 1.00

≤20 0.0 1,200 1.50

≤30 0.0 1,500 1.25

≤40 0.0 1,500 1.35

≤50 0.0 1,575 1.25

≤60 0.0 1,575 1.5

≤75 0.0 1,650 1.25

≤100 0.0 1,800 1.35

≤125 0.0 1,875 1.425

>125 0.0 2,025 1.5
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6 Conclusions

In this paper, a GA based FGP approach is presented to solve the CM problem. The
main advantage of the proposed method is that a multiobjective optimization
problem can be converted into a goal oriented single objective optimization
problem, which leads to achieve a compromise solution of the problem with
multiplicity of conflicting objectives. Further, the computational load and approx-
imation error inherent to the use of conventional linearization approaches can be
avoided here with the use of the GA based solution method. Furthermore, the
proposed approach is flexible enough to accommodate different other restrictions as
and when needed in the decision making context. However, within the framework
of the proposed model, consideration of other objectives and constraints that are
concerned with power plant operations may be a problem in future study.

Finally, it is hoped that the solution approach presented here may lead to future
research for proper management of congestion problem in electric power trans-
mission environment.

Table 4 Simulation runs for the test system under proposed method

Run Overloaded condition Solution

Line/
unit

MVA
flow

MVA
capacity

MVA
flow

Png (ng = 1, 2, 5, 8,
11, 13)

Cost (Rs/h)

1 1–2 63.08 50 49.98 (84.99, 63.47, 57.08,
46.83, 0.00, 35.13)

539,166.93

2 1–3
and 2–4

38.94
23.72

50
15

30.89
14.78

(92.51, 33.92, 50.06,
53.59, 8.56, 48.87)

540,433.35

3 2–5 and
out of
unit 3

40.33 50 55.04
(5.04
MVA
Extra
Flow)

(83.07, 14.55, 0.00,
68.17, 60.71, 63.38)

559,643.46

47.36 (79.06, 4.69, 0.00,
68.16, 61.86, 63.05)
(12.2 MW load-
shaded)

536,047.13

Table 5 Simulated results of the runs in the test system under PSO method

Run Overloaded condition Solution

Line/unit MVA capacity MVA flow Cost (Rs/h)

1 1–2 50 49.16 541,171

2 1–3 and 2–4 50
15

12.31
14.99

542,465

3 2–5 and out of unit 3 50 49.88 565,979
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A Real-Time Machine Learning Approach
for Sentiment Analysis

Souvik Sarkar, Partho Mallick and Aiswaryya Banerjee

Abstract The rapid increase in data volume and human concern about quick
information mount the need for knowledge discovery with meager time span.
Discover facts (data) about real entity and derive conclusions (information) from
those facts and storing them for future use and reference (knowledge), is an art to
get the true feeling and sentiment. In recent trend, knowledge discovery and
knowledge management has been highly influenced by Sentiment Analysis. Sen-
timent Analysis provides contextual polarity of a document with respect to some
issues or some topic .This paper contributes a new approach of deploying Artificial
Neural Network and k-Mean algorithm for Sentiment Analysis. The approach
incorporate the linguistic analysis of different components of a sentence(Adverb,
Adjective, Noun, Verb) into a artificial neural network for supervised learning and
k-Mean algorithm for unsupervised learning and the output (five cluster repre-
senting strong like, weak like, doubtful, weak dislike and strong dislike) from the
network will not only simplify e-Discovery(rapid identification of potentially rel-
evant data) solutions and opinion analysis system but also shown significant
advancement from the previous research on this domain. The system not only
classify documents and provide a relevant information but also optimizes steps of
different techniques used for Sentiment Analysis and increases the performance
(reducing memory and processor utilization) by modifying the deployed algorithms.
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1 Introduction

E-Discovery or Electronic discovery is a process of retrieving and securing a
transparent view of the content of digital forensic evidence. The field of automatic
information extraction from existing documents is a part of the E-Discovery Ref-
erence Model [1]. E-Discovery includes data either in structured or unstructured
form. The utmost difficulty is faced in extracting information from unstructured data
which opened up new fields of mapping upon the clean semantics of structured
database. This process includes high expenses incurred over domain specific expert
analyzer and lead to introduction of sentiment analysis in the field of e-Discovery. It
is a field of computer science which deploys different machine learning and Natural
Language Processing Technique for deriving useful patterns from existing data
volume about various entities which is considered to be knowledge. This knowl-
edge is iteratively input for further knowledge discoveries. The concept deals with
the process of reverse engineering and is a vital step of software mining where
existing software can be studied to establish models like entity-relationship dia-
grams. So, it is of utmost importance to device a mechanism, where the true
sentiment of any sentence be correctly and efficiently evaluated, because knowledge
itself is based solely on evaluations from data. The basic task is automatically
extracting target text and classifying the polarity of the text, that is whether the
expressed opinion is positive, negative or neutral and also, by what extent. The
proposed system aims to determine the attitude of the document with near optimal,
processor and memory, utilization for each steps involved.

2 Previous Work

Some prior studies have been made on Sentiment Analysis to focus on the docu-
ment-level classification of sentiment [2, 3] where documents are incorporated with
single sentiment. Some other workers [4, 5] trusted on quantitative information
such as the frequencies of word associations or statistical predictions of favorability
to provide sentiment to words. In 1997, Hatzivassiloglou and McKeown come up
with an automatic acquisition of sentiment expressions, but they confined to
adjectives and only one sentiment could be assigned to every word. Kanayama
Hiroshi, Nasukawa Tetsuya And Watanabe Hideo introduces a method for trans-
lation from text documents to a set of sentiment units and remove two types of
errors out of the four claimed by Nasukawa and Yi (2003). In order to predict the
orientation of a document [2, 3] or the positive/negative/neutral polarity of an
opinion sentence within a document, Sentiment Analysis through light on assigning
a polarity or a strength to subjective expressions (words and phrases that express
opinions, emotions, sentiments, etc.) [6–8]. Subsequent work has been done to
focus on the strength of an opinion expression where each clause within a sentence
can have a neutral, low, medium or a high strength [9]. Adverbs are used for
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opinion mining in [10] where adjective phrases such as “excessively affluent” were
used to extract opinion carrying sentences. Yu and Hatzivassiloglou [8] uses sum
based scoring with manually scored adjectives and adverbs, while Chklovski [11]
uses a template based methods to map expressions of degree such as “sometimes”,
“very”, “not too”, “extremely very” to a [−2, 10] scale. Benamara et al. [12] shows
that using adverbs and Adverb Adjective Combination produces significantly
higher Pearson correlations (of opinion analysis algorithms vs. human subjects)
than these previously developed algorithms that did not use adverbs or Adverb
Adjective Combination. V.S. Subrahmaniam and Diego Reforgiato shows another
way to identify intensity of opinion on any topic by analyzing the sentiments
expressed by combinations of adjective, verb and Adverb [13]. Adverb-Adjective
Combination is very much important for opinion analysis but for achieving better
result we must take in consideration domain categorization of adverb and Adverb-
Adjective-Noun (AAN) combination [14] instead of only Adverb-Adjective
Combination. After this Adverb-Adjective-Noun-Verb [15] combination is pro-
posed for sentiment analysis merging previous research [14, 13]. But working with
real-time huge dataset, processor and memory utilization for those implementation,
absence of some parameter while decision making, instead of clustering of sen-
tences of a document for final decision just only depend on some score are some of
the issues that remain untouched till now. This paper has taken its initiative to
bridge these gaps.

3 SentiWordNet

WordNet is a large lexical database of English. Nouns, verbs, adjectives and adverbs
are grouped into sets of cognitive synonyms (synset), each expressing a distinct
concept. Synsets are interlinked by means of conceptual-semantic and lexical rela-
tions [16]. WordNet structure makes it a useful tool for computational linguistics and
natural language processing. A WordNet with subjectivity annotation will be
referred to as a SentiWordNet [17], a lexical resource in which each synsets of
WORDNET is associated to three numerical scores Obj, Pos and Neg describing
how Objective, Positive and Negative the terms contained in the synset are Each of
the three scores ranges from 0.0 to 1.0, and their sum is 1.0 for each synset.

3.1 Adverb Scoring

Adverbs in a sentence determine the intensity of an adjective. The adverb classi-
fication shown below is highly influenced by Benamara and her colleagues’
research [12]:
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Adverbs of affirmation: such as absolutely, certainly, exactly, totally, and so
on.
Adverbs of doubt: such as possibly, probably, roughly, apparently, seemingly
and so on.
Strong intensifying adverbs: such as astronomically, exceedingly, extremely,
immensely, and so on.
Weak intensifying adverbs: such as barely, scarcely, weakly, slightly, and so
on.
Negation and Minimizers: such as not, hardly -these somewhat different than
the preceding four categories as they usually negate sentiments.

The adverb scoring methodology takes the help of SentiWordNet for scoring
these adverbs between 0 and 1 depending upon its intensity of modifying adjective.
Assigning a score of 1 to an adverb indicate that it completely affirms an adjective,
whereas a −1 score signifies that the adverb has opposite impact on an adjective.
For example “He is not a good boy”. The word “not” just reverses the meaning of
the adjective “good”.

Scoring adverbð Þ ¼
P

PScoreð Þ �P

NScoreð Þ
n

ð1Þ

PScore Positive Score of a sense of a word obtained from SentiWordnet
NScore Negative Score of a sense of a word obtained from SentiWordnet
n is the no. of Sense obtained for that word in Adverb domain of

SentiWordNet.

3.2 Adjective Scoring

An adjective is a part of a sentence that quantifies a noun. As discussed in previous
section we can deduce the scoring of adjective of a sentence with the help of
SentiWordNet in a similar manner. The scoring of adjective lies in the range from
+1 to −1.

Scoring adjectiveð Þ ¼
P

PScoreð Þ �P

NScoreð Þ
n

ð2Þ

PScore Positive Score of a sense of a word obtained from SentiWordnet
NScore Negative Score of a sense of a word obtained from SentiWordnet
n is the no. of Sense obtained for that word in Adjective domain of

SentiWordNet.
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3.3 Noun Scoring

Only abstract class of noun are useful in opinion analysis. Abstract noun can be
classified into two sets:

• Positive Abstract Noun such as joy, victory, faith and so on. Positively reinforce
an opinion.

• Negative Abstract Noun such as destruction, sorrow, stupidity, pain, failure,
hatred, sadness and so on. Negatively reinforce an opinion.

Since a noun just makes a 180� change of the sentence, scoring of Noun will be
either +1 or −1 depending upon SentiWordnet positive and negative polarity
decision. For example “acute pain”, the adjective “acute” have some intensity may
be positive or negative. But the noun “pain” is negative means it will have a score
of of −1. If “acute” is positive the noun “pain” will reverse the polarity of the
sentence with same intensity as that of the adjective “acute”. Similarly, if “acute” is
negative the noun “pain” will reverse the polarity of the sentence to positive with
same intensity as that of the adjective “acute”.

aScore nounð Þ ¼
P

PScoreð Þ �P

NScoreð Þ
n

ð3Þ

PScore Positive Score of a sense of a word obtained from SentiWordnet
NScore Negative Score of a sense of a word obtained from SentiWordnet
n is the no of Sense obtained for that word in Noun domain of SentiWordNet

Since we are considering abstract noun, it cannot have a neutral score i.e. 0. So
we have not considered that condition in the final scoring of noun as follow:

Scoring nounð Þ ¼ 1 Score nounð Þ[ 0
�1 Score nounð Þ\0

�

: ð4Þ

3.4 Verb Scoring

Verb can be categorized in two, Auxiliary Verb (can, could, may, must, should,
will, be, have, do, etc.) and Main Verb (it conveys a real meaning and doesn’t
depend on another verb) of which only Main Verb are useful in opinion analysis.
Scoring of verb of a sentence with the help of SentiWordNet is workout in a similar
manner. The scoring of Verb lies in the range from +1 to −1.
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Scoring Verbð Þ ¼
P

PScoreð Þ �P

NScoreð Þ
n

ð5Þ

PScore Positive Score of a sense of a word obtained from SentiWordnet
NScore Negative Score of a sense of a word obtained from SentiWordnet
n is the no of Sense obtained for that word in Verb domain of SentiWordNet.

4 AANV Axioms

Assuming AFF, DOUBT, WEAK, STRONG and MIN respectively be the sets of
adverbs of affirmation, adverbs of doubt, adverbs of weak intensity, adverbs of
strong intensity and minimizers. Suppose fSense is AANV(Adverb-Adjective-
Noun-Verb) [15] scoring function that takes as input, one adverb, one adjective, one
noun and one verb and returns a number between −1 and +1. After bringing
modification in the process of scoring different parts of the sentences (Adverb,
Adjective, Noun and Verb) the axioms are as follows:

1. If adv € AFF U STRONG & scoringðadjÞ < 0, then

fSense adv; adj; noun; verbð Þ
¼ sc verbð Þ þ sc adjð Þ � 1� sc adjð Þð Þ � 1� sc verbð Þð Þ � sc advð Þð Þ
� sc nounð Þ

ð6Þ

If adv € AFF U STRONG & scoringðadjÞ > 0, then

fSense adv; adj; noun; verbð Þ
¼ Scoring verbð Þ þ Scoring adjð Þ þ 1� Scoring adjð Þð Þð
� 1� Scoring verbð Þð Þ � Scoring advð ÞÞ � Scoring nounð Þ

ð7Þ

2. If adv € WEAK U DOUBT & scðadjÞ > 0, then:

fSense adv;adj;noun;verbð Þ
¼ Scoring verbð ÞþScoring adjð Þ� 1�Scoring adjð Þð Þ� 1�Scoring verbð Þð Þð
�Scoring nounð Þ ð8Þ
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If adv € WEAK U DOUBT & ScoringðadjÞ < 0, then:

fSense adv; adj; noun; verbð Þ
¼ Scoring verbð Þ þ Scoring adjð Þ þ 1� Scoring adjð Þð Þð
� 1� Scoring verbð Þð Þ � Scoring advð ÞÞ � Scoring nounð Þ

ð9Þ

3. If adv € MIN, then:

fSense adv; adj; noun; verbð Þ ¼ �Scoring adjð Þ � Scoring verbð Þ � Scoring nounð Þ
ð10Þ

In case a blog or an article consist of more than one sentence we consider two
cases

Case 1 If Standard Deviation of fSense scores for all these sentences is above a
certain threshold value. Then, Geometric Mean of fSense scores for all
these sentences is taken as final Sentiment scoring of that blog or article.

Case 2 If Standard Deviation of fSense scores for all these sentences is below that
threshold value. Then, Arithmetic Mean of fSense scores for all these
sentences is taken as final Sentiment scoring of that blog or article.

5 Deploying Artificial Neural Network

Artificial Neural Network is a mathematical model inspired by biological neural
network to work on complex dataset, perform non-linear task and failure of one
element does not hampers the total network. All these features are needed while
working in Sentiment Analysis field. All the dataset in this field will be very
complex and also huge in volume. Since this paper takes its focus on different parts
of a sentence (Adverb, Adjective, Noun and Verb), the dataset will contain data
with missing part of sentence (a sentence may not contain an adverb or an adjective
or a noun or even a verb also especially while working with blogs data). So absence
of anyone will not hamper the system to deduce a decision. Also we have the
benefits of non-linear programming while clustering, since there will be different
non-linear constraints. Generalized parameters for Artificial Neural Network are
denoted in the Table 1 and overview of the system in the Fig. 1.

In our problem statement (Fig. 1) we will have four input neurons, one hidden
neuron and one output neuron. Four input neuron will be representing Adverb,
Adjective, Noun and Verb. Activation signal d xið Þ is representing the presence (1)
or absence (0) of any one of Adverb, Adjective, Noun and Verb in the sentence.
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d xið Þ ¼ 1 for presence
0 for absence

�

where i ¼ 1; 2; 3; 4 and x1 ¼ adverb; x2 ¼ adjective; x3 ¼ noun; x4 ¼ verb:

ð11Þ

The weight or the contribution of anyone of the part of sentence wih for making
the final decision is given by their individual scoring obtained in the previous
sections (Sects. IV, V, VI, and VII).

w1h ¼ Scoring advð Þ; w2h

w3h ¼ Scoring verbð Þ; w4h

The activation zh for the one hidden neuron is given by

zh ¼
X

n

i¼0

wihd xið Þ ð12Þ

Table 1 Parameters for
artificial neural network Input Hidden Output

Number of neuron n + 1 q + 1 p

Neuron index range i ¼ 0. . .4 h ¼ 0. . .q j ¼ 1. . .p

Activation xi zh yj
Signal d xið Þ d zhð Þ d yj

� �

Weights ! wih ! ! whj !

Fig. 1 Artificial neural network representing our sentiment analysis system
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and its activation signal d zhð Þ is calculated using the help of the fSense Axioms
defined in Sect. VIII.

d zhð Þ ¼ fSenseðadv; adj; noun; verbÞ
Axiom1
Axiom2
Axiom3
Axiom4

�

�

�

�

�

�

�

�

8

>

>

<

>

>

:

ð13Þ

The activation yj for the one output neuron is given by

yj ¼
X

q

h¼0

whodðzhÞ where who ¼ 1 ð14Þ

who is the weight from hidden to output neuron and is always equals 1 for the
proposed application. The activation signal d yj

� �

is represented by

d yj
� � ¼

1; 1� yj [ 0:6
2; 0:6� yj [ 0:2
3; 0:2� yj [ � 0:2
4; �0:2� yj [ � 0:6
5; �0:6� yj � � 1

8

>

>

>

>

<

>

>

>

>

:

ð15Þ

The output will cluster all the dataset into five clusters strong Like(1), weak Like
(2), doubtful(3), weak dislike(4), strong Dislike(5).

6 Deploying K-Mean

Clustering, an unsupervised learning problem, deals with organizing objects into
groups by finding a structure in a collection of unlabeled data. The k-mean algo-
rithm is known to be the most efficient of converging to numerous local minima
depends upon selection of initial seeds since selecting an outlier (they are away
from normal samples) as initial seed will increases the number of iterations for
convergence and also lead to bad solutions. While working in the field of sentiment
analysis we cannot effort such dependency (clustering algorithm for a large data set.
But its efficiency high CPU and memory utilization) since in each iteration of the
algorithm the system may deal with more than lakhs of data points(sentences in a
blog or report). Before going through this problem the basic steps of k-Mean
algorithm is shown in Fig. 2.
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6.1 Problem Definition:. Cluster a Set X of N Points in D
Dimensional Space into C Clusters

X: set of n points
X = x1; x2; . . .; xnf g

xi ¼ xi1; xi2; . . .; xidf g for i ¼ 1; 2; . . .n: ð16:1Þ

V: set of c cluster centers
V = v1; v2; . . .; vcf g

vj ¼ vj1; vj2; . . .; vjd
� �

for j ¼ 1; 2; . . .; c ð16:2Þ

Initialization: Select randomly chosen c points from the data as the initial
centers.

vj ¼ xk where k ¼ rand 1. . .n½ �½ �ð Þ for j ¼ 1; 2; . . .; c: ð17Þ

Clustering: Assign xk ! Cluster j such that xk is closest to vj

Fig. 2 K-mean algorithm flowchart
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d xk; vj
� � ¼ min d xk; vj

� �

for j ¼ 1; 2; . . .; c:
d xk; vj
� � ¼ xk � vj

�

�

�

�: ðEuclidianDistanceÞ
Output: ni ¼ number of points in cluster i ¼ 1; 2; . . .; c:

xij ¼ the jth point in cluster i; i ¼ 1; 2; . . .c:

Update: Compute new cluster center as the centroid of the points assigned to the
cluster.

v�i ¼ 1=nið Þ
X

xij for i ¼ 1; 2; . . .; c ð18Þ

Loop or Terminate: Terminate if there is no/negligible change in centroids.
If v�i ¼ vi for i ¼ 1; 2; . . .; c ! terminate
Otherwise go to Clustering Step.
Objective Function: Minimizes J, the mean squared error

J ¼
XX

d2 x jk; vj
� �

; j ¼ 1; 2; . . .; c and k ¼ 1; 2; . . .; nj ð19Þ

For avoiding selection of initial seed as outlier, we start with multiple starting
point sets as initial seed. After first iteration depending upon the outcomes, on
polling basis we will decide one of the processes to complete the clustering. And
also a near optimal solution is far more cost effective than an optimal solution so we
also modified the termination conditions as explained below:

6.2 Problem Definition: Cluster a Set X of n Points in d
Dimensional Space into c Clusters

X: set of n points with each point representing each sentence of a document or a
blog.

X = x1; x2; . . .; xnf g
d: Four features or attributes are identified for clustering the data points or sen-

tences: scoring of adverb, scoring of adjective, scoring of noun and scoring of verb.

xi ¼ xi1; xi2; . . .; xidf g for i ¼ 1; 2; . . .n and d ¼ 1; 2; 3; 4: ð20Þ

V: set of c cluster centers.
c: Five clusters are identified as Strong Like, Weak Like, Doubtful, Weak

Dislike, Strong Dislike.
v ¼ v1; v2; . . .; vcf gwhere c ¼ 5

vj ¼ vj1; vj2; . . .; vjd
� �

for j ¼ 1; 2; . . .; c ð21Þ
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Initialization: Select randomly seven sets (denoted by t)of c points from the data
as the initial centers.

vtj ¼ xk where k ¼ r and 1. . .n½ �ð Þ for j ¼ 1; 2; . . .; c and t ¼ 1; 2; . . .; 7: ð21Þ

Clustering: Start with seven parallel clustering:
Assign xk ! Cluster j such that xk is closest to vtj

d xk; vtj
	 


¼ min d xk; vtj
	 


for j ¼ 1; 2; . . .; c:

d xk; vtj
	 


¼ xk � vtj

�

�

�

�

�

�
: ðEuclidian DistanceÞ

Output: nit ¼ number of points in cluster i for set t; where i ¼ 1; 2; . . .; c and
t ¼ 1; 2; 3; . . .; 7: xij ¼ the jth point in cluster i; i ¼ 1; 2; . . .c:
Update: Compute new cluster center as the centroid of the points assigned to the

cluster

mt�i ¼ 1=nitð Þ
X

xitj for i ¼ 1; 2; . . .; c: ð22Þ

Now all these 35 centroids is taken as input for AANV axioms and fSense score
is calculated. Now Euclidian distance of all the fSense score is calculated from
midpoint of different threshold defined for Strong Like(1 <>0.6), Weak Like
(0.6 <>0.2), Doubtful(0.2 <>−0.2), Weak Dislike(−0.2 <>−0.6), Strong Dislike
(−0.6 <>−1) i.e. Strong Like (0.8), Weak Like(0.4), Doubtful(0), Weak Dislike
(-0.4), Strong Dislike(-0.8). Now five centroids are selected whichever a closest
fSense score with respect to the five threshold values has defined. Now with these
five centroids as initial seed for k-Mean algorithm, the clustering process is com-
pleted with modified termination conditions as follows:

• no changes in groups
• a threshold number of iteration is over (a threshold value is obtained by sta-

tistical analysis on k-mean algorithm)
• a near optimal solution is reached or a negligible changes of groups.
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Benchmark Function Analysis of Cuckoo
Search Algorithm

Joyita Basak, Sangita Roy and Sheli Sinha Chaudhuri

Abstract Cuckoo Search (CS), has been developed by Yang and Deb [1] is one of
the newly added bio inspired algorithm which is mostly used to solve optimization
problems. This is based on metaheuristic search algorithm. Cuckoo Search is named
as its principle is based on reproduction strategy of Cuckoo bird. In this paper a
comparative analysis is implemented on the algorithm with using five standard
benchmark functions and experiment results can be used for better performances on
optimization.

Keywords Cuckoo search �Metaheuristic optimization � Levy flight � Benchmark
function

1 Introduction

1.1 Cuckoo Breeding Behavior

Cuckoo birds attract attention not only for their beautiful voice but their engagement
in brood parasitism. This aggressive reproduction strategy is followed by different
species of Cuckoos.

Cuckoo birds cannot build their nests but they lay eggs in the nest of other host
birds. Firstly, here two instances may be occurred. (i) Host birds egg may be
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destroyed by the parasitic cuckoo bird to increase hatching probability of its own
egg, (ii) Host birds, which may be of different species, when discover that those eggs
are not their own, then they either destroy the eggs or leave the nest all together. So
get an identical look, genetically evolution make a mimic look to the cuckoo eggs
with host eggs. So that most host birds cannot identify the parasitic eggs.

Secondly, cuckoo chicks are hatched slightly earlier than host chicks. When the
first cuckoo chick is hatched, they blindly propelled the host eggs out of the nest.
As a result they can be offered more food by host birds.

Thirdly, it has been observed that the cuckoo chicks can mimic the voice of host
chicks; as a result they can get same feeding opportunity with host chicks.

2 Metaheuristic Optimization

A metaheuristic [2] is a method that guides to find, generate and also to select a
lower-level procedure i.e. heuristic which may gives a better solution for optimi-
zation [3] problems, especially with limited information or incomplete computation
capacity. Metaheuristics also make some assumptions about the optimization
problem being solved, and so this can be useful for solving a variety of problem.

The properties that characterize most metaheuristics:

• Metaheuristics are such a method that guides the search process.
• The objective is to efficiently explore the search space in order to find near–

optimal solutions.
• Metaheuristic algorithms constitute some techniques which are used for simple

local search procedures to complex learning procedures.
• These are usually non-deterministic and hold approximate value.
• This procedure is not problem-specific.

3 Levy Flight

Levy flight named [4] according to the name of French Mathematician Paul Pierre
Levy. Levy flight [5, 6] is one type of random work which can be observed as an
optimal search technique, it is adapted by many animals and insects. While moving
or flying, they follow the path of long trajectories with sudden right angle turns
combined with random, sort movements. It describes foraging patterns in natural
systems, such as systems of ants, bees, zooplanktons, bumbles etc.

Mathematical formulation of Levy flight is widely used in simulations of random
and pseudo-random phenomena which is observed nature. These flights can also be
noticed in the movements of turbulent fluids. Levy-style search behavior [7] and
random search in general has been applied to optimization and implemented in many
search algorithms [8, 9]. One of such algorithms is Cuckoo Search Algorithm [10].
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A new solution x(t + 1), can be generated using a Levy flight for cuckoo i,
according to the following equation (Fig. 1):

xi t þ 1ð Þ ¼ xi tð Þ þ aLeavyðkÞ ð1Þ

According to [11] the power law behavior of the Levy distribution has some
advantage due to:

(i) Reduced probability of returning to previously visited sites in the problem
search space;

(ii) Effective and efficient exploration of the far-off regions of the function
landscape.

The second property helps an optimization algorithm to escape from a local
minimum or minima when the function has deep and wide basins.

4 Levy Flight Based Cuckoo Search Algorithm

Cuckoo Search Algorithm is proposed [1, 10] to solve stochastic global optimi-
zation problems which is based on breeding behavior of certain species of cuckoos.

There are following three idealized rules:

1. Each Cuckoo lays one egg and dumps it in a randomly selected nest. Here eggs
represent a set of solution coordinates, at a time.

2. A fraction of the nests containing the best eggs, represents as solutions, will be
carried over to the next generation.

Fig. 1 Example of Levy
Flight starting at (0,0) [13]
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3. The number of nests is fixed but there is a probability that a host can discover an
alien egg. If this occurs, the host can either destroy the egg or the nest and these
results in building a new nest in a new location.

Algorithm for Cuckoo Search 

Begin

Objectivefunction f(x),x=(x1,x2,………xd)
r

Generate initialpopulationof
A hostnestsxi(i=1,2,3……,n)

While(l <Maxgeneration) or (stopcriterion) Get a cuckoo randomlybyLevy 
Flights

Evaluate itsquality/fitness Fi Choose anestamong 

n(say,j)randomly if(Fi> Fj),
Replace j by thenewsolution;

End.

Afunction(pa)of worse nests

Areabandoned and new onesarebuilt;

Keep the best solutions
(ornestswithquality solutions);
Rank the solutions and findthecurrent best

Endwhile

Post process results and visualization
End

In real world, this is to point out that if a cuckoo’s egg is very similar to a host’s
eggs, then this cuckoo’s egg is very difficult to be discovered by the host bird, thus
the fitness should be related to the difference in solutions. Therefore, it is a better
idea to do a random walk in such a way with some random step sizes [1].
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5 Benchmark Functions

These test functions [12] which are used here as the fitness functions for solving
global optimization problems.

Here are some functions, which are helpful to evaluate characteristics of opti-
mization algorithms,

(a) Velocity of convergence.
(b) Robustness.
(c) Precision.

Benchmark functions are mostly used in evaluating performance of popular
benchmark methods. There are two types of benchmark functions:

(i) Unimodal and
(ii) Multimodal

Unimodal functions are those which have only one optimum position and
multimodal functions have two or more local optima. Here, we used the following
functions:

• Ackley
• Griewank
• Beale
• Rosenbrock
• Booth.

6 Experiments

For testing the performance of Cuckoo Search algorithm, five well known bench-
mark functions are used here and compared with the optimal value.

Pseudo-code for Cuckoo Search

1. Initialize n nests
2. Repeat till stopping criteria is met

(a) Randomly select a cuckoo using levy flight
(b) Calculate its fitness
(c) Randomly select a nest
(d) Calculate its fitness
(e) If (Fc < Fn) then Replace the nest with the cuckoo
(f) A fraction pa of nest are replaced by new nests
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(g)

(i) Calculate fitness
(ii) Calculate best nests by Standard Benchmark function [(1) Ackley,

(2) Griewank, (3) Beale, (4) Roosenbrock, (5) Booth]

(h) Store the best nest as optimal fitness value

3. Post process will be the best nest position

Authors use following functions to observe our algorithm performance.

6.1 Ackley Function

(i) Ackley function is a multimodal continuous function with a cosine wave of
moderate amplitude.

(ii) This function is widely used for testing optimization algorithms.
(iii) In its two-dimensional form, (shown in below) it is characterized by a large

hole at the centre and nearly smooth outer region.
(iv) It has a large number of local minima but only one global minimum.
(v) The function poses a risk for optimization algorithms, particularly hill-

climbing algorithms, to be trapped in one of its many local minima.

Ackley function is defined by

f xð Þ ¼ �a exp �b

ffiffiffi
1
d

r
Xd

i¼1

x2i

 !

� exp
1
d

Xd

i¼1

cos cxið Þ
 !

þ aþ exp 1ð Þ ð2Þ

Search domain: −15 ≤ xi ≤ 30, i = 1, 2, …, n.
Here, X is in interval of [−15, 30]. For this function, the global minimum value

is 0 and the corresponding global optimum solution is xopt ¼ x1; x2; . . .xnð Þ ¼
ð0; 0; . . .; 0Þ (Fig. 2).

6.2 Griewank Function

(i) The Griewank function comprehensively used to test the convergence of
optimization functions.

(ii) It has many widespread local minima. However, the location of the minima is
regularly distributed.

(iii) When its number of dimensions increases, it can be observed that its number
of minima grows exponentially.

Griewank function is defined by
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fn x1; . . .; xnð Þ ¼ 1þ 1
4;000

Xn

i¼1

x2i �
Yn

i¼1

cosð xiffiffi
i

p Þ ð3Þ

Search domain: −600 ≤ xi ≤ 600, i = 1, 2, …, n.
Here, X is in the interval of [−600, 600]. For this function, the global minimum

value is 0 and the corresponding global optimum solution is xopt ¼ x1; x2; . . .; xnð Þ ¼
ð100; 100; . . .; 100Þ (Fig. 3).

6.3 Beale Function

(i) The Beale function is multimodal.
(ii) It has sharp peaks at the corners of the input domain.
(iii) This test function is used to evaluate the performance of optimization

algorithms.
(iv) The function is usually evaluated on the square xi ∈ [−4.5, 4.5], for all i = 1, 2.

Beale function definition:

f x; yð Þ ¼ ð1:5� xþ xyÞ2 þ ð2:25� xþ xy2Þ2 þ ð2:625� xþ xy3Þ2 ð4Þ

Search domain: −4.5 ≤ xi ≤ 4.5, i = 1, 2.
For this function, there is a global minimum at (3,0.5) (Fig. 4).

Fig. 2 Surface plot for Ackley function [13]
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Fig. 3 Surface plot for Griewank function [13]

Fig. 4 Surface plot for Beale function [13]
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6.4 Rosenbrock Function

(i) Rosenbrock function is used for gradient-based optimization algorithms.
(ii) This function is unimodal, and non-convex.
(iii) The global optimum is inside a parabolic shaped flat valley.
(iv) In 1960, Howard H. Rosenbrock introduce with this function.
(v) It is also known as Rosenbrock’s valley, is a classic optimization problem,

also known as Banana function.

Rosenbrock function definition:

f xð Þ ¼
Xn�1

i¼1

½100 xiþ1 � x2i
� �2þðxi � 1Þ2� ð5Þ

Search domain: −5 ≤ xi ≤ 10, i = 1, 2, …, n.
For this function, a unique global minimum value is 0 which lies at (1, 1)

(Fig. 5).

Fig. 5 Surface plot for Rosenbrock function [13]
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6.5 Booth Function

(i) This function is continuous and unimodal.
(ii) Booth function is usually evaluated on the square xi ∈ [−10, 10], for all i = 1, 2.
(iii) This is used to evaluate the performance of optimization algorithms.

Function definition:

f x; yð Þ ¼ ðxþ 2y� 7Þ2 þ ð2xþ y� 5Þ2: ð6Þ

Search domain: −10 ≤ xi ≤ 10, i = 1, 2 (Fig. 6).

7 Output

Each function is simulated twenty times. Maximum, minimum, mean and standard
deviation of each function is evaluated. Here for a finite set of numbers, the
Standard Deviation (SD) is found, by taking the square root of the mean (i.e.
average) of the squared differences of the values from their average value. SD
indicated the amount of deviation from the mean value. The above SDs show that
Ackley is least deviated and Beale is the widely diverged (Table 1).

Fig. 6 Surface plot for Booth function [13]
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System Support: These evaluation processes of each test function are practically
instantaneous with a 1 GB RAM, Pentium 4 processor and 3 GHz desktop
(personal) computer.

8 Conclusion

In this paper authors have make a survey on several well known benchmark object
functions applied on the cuckoo search algorithm. Maximum, minimum, mean and
SD of five well known benchmark functions are simulated. These results demon-
strate the efficiency for optimizing complex multimodal problems. Here authors
observed that CS performs best using Ackley among five standard Benchmark
functions.
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Study of NLFSR and Reasonable Security
Improvement on Trivium Cipher

Subhrajyoti Deb, Bhaskar Biswas and Nirmalya Kar

Abstract The decision regarding widely acceptable stream cipher for hardware
security is one of the challenging assignment. Trivium cipher is ironed out most of
the weakness of the other stream ciphers. Beside this, our paper presents the
security analysis of Trivium and some modification of cipher which gives better
security level. Our primary focus is finding some particular biases of output and
reasonable algebraic attack with some guessing approach. More specifically, we
show some modifications which can increase its security level without changing its
internal structure. For this cipher finally we obtain some new cryptanalytic result
and the next part of the paper we study some algebraic analysis of Trivium cipher
and we try to show that it is vulnerable to different types of attacks and try to
recover the overall internal state of the stream cipher.

Keywords Cryptanalysis � Trivium cipher � Stream cipher � Algebraic attack �
Non-linear feedback shift register � Linear equation

1 Introduction

In the literature review of symmetric key cryptology, the stream ciphers are observe
that to be one of the most important primitives. So far, stream cipher that has some
kind of internal state which is regularly updated [1]. For instance there length is
n bits, then the function [2] f can be defined as
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f : GF ð2Þn ! GF ð2Þ

The Trivium stream cipher was originally proposed by De Canniere and Preneel
[1]. In data encryption primitives Trivium stream cipher is widely applicable both in
hardware and in software level. This stream cipher is a hardware-oriented syn-
chronous stream cipher, which claimed a key size of 80 bits and an initialization
vector (IV) size of 80 bits and it remain consistent when it was submitted. In that
approach, it presented in [3], Trivium stream cipher is algebraic in nature. Attacking
on Trivium are propose by Babbage in [3], that evidence is given that internal state
bits of Trivium can be protect with a time complexity c283:5. The study and analysis
of Trivium literature proposed mainly the algebraic structure of the cipher which
has the propensity basis on guess and determine types of attack or it may recover
the internal state bits of the Trivium cipher which can be mounted and resist by
algebraic attack [4]. We try to modify the literature structure of Trivium so that its
appropriate structure can be used to provide a improve security. This modified
version of Trivium relay the better security to the internal state recovery of that
cipher attack.

1.1 Description of the Cipher

Trivium consists two processes that concentrate the values of 15 specific state bits
and uses them both to update 3 bits of the internal state. Let s1, s2, …, s288 be the
288 internal bits and the key stream generated at a particular time i (i = 0, 1, …, n).
This process is repeated for 4 * 288 = 1,152 times. So it can be summarized by the
following generation of pseudo code [5] represent in Algorithm 1.

t = 1 n
s1 s2 s93 K1 K2 K80

s94 s95 s177 IV1 IV2 IV80

s178 s179 s288
t1 s66 ⊕ s93
t2 s162 ⊕ s177
t3 s243 ⊕ s288
zi t1 ⊕ t2 ⊕ t3
t1 t1 ⊕ s91 s92 ⊕ s171
t2 t2 ⊕ s175 s176 ⊕ s264
t3 t3 ⊕ s286 s287 ⊕ s69
s1 s2 s93 t3 s1 s92
s94 s95 s177 t1 s94 s176
s178 s179 s288 t2 s178 s176
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In each round of Trivium cipher a single bit include linear function of six state
bits. Generally this key-stream process repeated until N � 264 bits of key-stream
generated. Each state bits are rotated, and as well as the process is repeats in the
same manner. The generation of key stream is described by the following pseudo-
code [5] represent in Algorithm 2.

t = 1 n
t1 s66 ⊕ s93
t2 s162 ⊕ s177
t3 s243 ⊕ s288
zi t1 ⊕ t2 ⊕ t3
t1 t1 ⊕ s91 s92 ⊕ s171
t2 t2 ⊕ s175 s176 ⊕ s264
t3 t3 ⊕ s286 s287 ⊕ s69
s1 s2 s93 t3 s1 s92
s94 s95 s177 t1 s94 s176
s178 s179 s288 t2 s178 s176

2 Study of Non-linear Feedback Shift Register

2.1 Structure of Non-linear Feedback Shift Register

A non-linear feedback shift register (NLFSR) works as same as a linear feedback
shift register (LFSR) but there is some difference between them, in linear feedback
shift register the feedback function is linear, that is it is only the combination of
contents of L stages for a L length linear feedback shift register [4]. In non-linear
feedback shift register feedback function is not linear, a non-linear feedback shift
register is a combination of L stages of a L-length NLFSR [2, 6–8]. In non-linear
contents are produced by adding a stage content to feedback (Fig. 1).

Fig. 1 A NLFSR structure of length L
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The feedback function of NLFSR can be defined as

sj ¼ f sL�1; sL�2; . . .; s0ð Þ where j ¼ L; Lþ 1; Lþ 2. . .ð Þ:

2.2 Non-linear Combination Generator

Non-linear combination generator is another type of a linear feedback shift register.
More then one linear feedback shift register is used and each linear feedback shift
register where output is a key bit. Output of these linear feedback shift register are
combined for producing a final output bit [4, 7, 8]. Each output bit of each lin-
ear feedback shift register are combined non-linearly for producing a non-linear
output bit.

A Non-linear feedback shift register state variables can be represented as x ¼
ðx0; x1; . . .xl�1Þ which denote the state variable s ¼ s0; s1; . . .sl�1ð Þ e 0; 1ð Þl:

3 Implementation Details on Trivium Cipher

The linear correlations between key stream bits and internal state recovery bits are
simple to compute due to the reason of Zi is simply describe to be equal to s66 � s93
� s162 � s177 � s243 � s288. Trivium stream cipher state evolves in a non linear way
i.e. not easy for an attacker to add these equations in order to efficiently recover the
internal state [9]. 288-bit nonlinear feedback shift register are uses in Trivium.
Trivium cipher uses nonlinear state-update three bits of the internal state and
keystream bits are represented as a linear combination of the contents of six stages
of its internal state.

This paper we try to describe the algebraic representation of Trivium. In that
section we briefly explain some differential fault analysis of Trivium stream cipher
and try to generate some the polynomial equation system that represent the inner
state of Trivium cipher. Our attack description and the results are presented in next
section respectively.

3.1 Proposed Work

In this paper we analyse the biases of Trivium cipher. As a case-study of Trivium
cipher, we present a new method of finding linear feedback bits and the linear
combination of keystream bits of the cipher. Our approach is to change some
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particular state bits without changing the elegant structure of stream cipher and
compare the output with the original one. So far, our proposed method confined that
some modification of statebits increases security level without changing internal
structure of the cipher. We are able to show that statebit stream and generated new
bit stream variables has a significant impact on the success of our algebraic attack
on Trivium cipher.

3.2 Performance Analysis

The hardware testing eStream framework determined five conditions of perfor-
mance based on power consumption, area compactness, throughput, simplicity and
flexibility. Trivium cipher feedback can be allowing more than one bit to be per
cycle processed. Our implemented testing key and IV performance result are
described in Table 1 and testing stream encryption speed performance result
described in Table 2.

4 Analysis of Different Attacks on Trivium Cipher

Out of two variants of attacks state recovering attack is the first variant which tries
to guess some state bits value. In that case it reduces the linear equations which can
be implemented based on the elimination process. Another form of attack is known
as distinguishing attack. This attack procedure collects information on keystream
generation process and creates a distinguisher. Main focus stays only on state
recovery attack [2]. As a polynomial expression F(K, IV) = Y, where K is the secret
key of n bits (x1, x2 …., xn) and IV is known publicly initialization vector (IV) of m
bits (v1, v2 ….., vm).

We use the expression Fi(K, IV) = Yi is to represent the polynomial expression
for the ith output bit of Trivium cipher [10]. Our main approach of this attack is to
combine the equations in K but randomly representation of IV in such a manner
which is low degree equations in the variable K [11]. The chosen IV s can be

Table 1 Testing key and IV
setup speed No. of keys Total time Key setup speed

9,000 202.67 usec 45.10 cycles/byte

700 223.14 usec 638.50 cycles/byte

Table 2 Testing stream
encryption speed No. of encrypted blocks Total time Encryption speed

22 blocks 242.15 usec 5.38 cycles/byte
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chosen in such a way that linear equations of unknowing bits in K can be obtained.
In fact internal statebits of Trivium consists of 288 bits which are set in 3 shift
registers respectively [11]. In generally some primitive polynomials can be deter-
mined to use to create an LFSR. This LFSR has the degree of the polynomial that
will cycle over all non-zero states in Trivium [10, 12, 13]. The pseudo number
generation in n bit shift registers are randomly scrolls between (2n − 1) values. This
process quickly computes using less number of combinational logic. So basically
when it reaches its final state, it tries to traverse the sequence exactly as before [9].
This External LFSR is one way of implementing i.e. all XOR gates are sequentially
into one another and ends up as the input to the least or most significant bit of the
LFSR [11]. So XORs are external form of the shift register and in internal structure
of LFSR XOR gates are not sequential [11]. Recall that if f(X) e Fp½X� is a poly-
nomial of n degree such that f(0) 6¼ 0, then there is positive integer / � qn−1 such
that f(X) divides X/ − 1. The least such / is called the order of f(X) and is denoted
by f(X). If f(X) is any nonzero polynomial in Fp½X�, then we can write f(X) = X1 g
(X), where 1 � 0 and g(X) e Fp½X�.

In Raddum’s approach the key stream generation procedure of Trivium takes
one linear combination of 6 sequence bits and 2 sequence bits from A, B and C
registers. The key stream bits are represented in following way [14, 15].

z66 ¼ A93 � A66 � B81 � B66 � C111 � C66

z69 ¼ A96 � A69 � B84 � B69 � C113 � C68

4.1 Reasonable Degree Changes in Trivium Cipher

In our paper, Trivium reasonable modification is easy and elegant structure. The
proposed modification is minimizing the number of linear equations that appears
during the previous clock bits [12, 13]. In Trivium, our proposed modified equa-
tions forms a higher degree than the original structure. In our paper we try to
compare with original algebraic structure of Trivium and modified structure of
Trivium. In linear equations and other lower degree polynomial equations can be
guessed and finally the remaining secret bits can be recovered. The proposed idea of
modification tries to discard this simple recovery of bits even some bits which are
guessing bit position [10–12]. So this approach may be determined if feedback of
the product term comes in the output bits in prior manner. This modify key gen-
eration process is described by the following Algorithm 3.
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t = 1 n
t1 s33 ⊕ s93
t2 s173 ⊕ s177
t3 s209 ⊕ s288
zi t1 ⊕ t2 ⊕ t3
t1 t1 ⊕ s91 s92 ⊕ s143
t2 t2 ⊕ s175 s176 ⊕ s243
t3 t3 ⊕ s286 s287 ⊕ s67
s1 s2 s93 t3 s1 s92
s94 s95 s177 t1 s94 s176
s178 s179 s288 t2 s178 s287

In that section we try to get linear equations comparison with of the original
structure and of Trivium cipher [9]. As we mentioned previously, the feedback
product of the cipher comes first in output prior to the original structure [11, 13].
Consequently s1, s94 and s178 are replaced by t3, t1, and t2 respectively. After 65
clocks with update of s1, s94 or s178 in such a manner. The Trivium cipher modi-
fication approach does not induced any extra logic gate except a reasonable change
in the position of the feedback function. This procedure is to reduce the number of
linear equations of the cipher. The difference between the degrees of algebraic
structure of cipher with the original version of the cipher is described in Fig. 2.

Fig. 2 Comparison of degree of trivium equation with algebraic attack
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After the reasonable changes we get first 33 linear equations which is same as
original cipher. As we compare with 66 linear equations of the original cipher, some
degrees are reasonably changed step by step. Finally we compare our version with
the original one, we get some reasonable high degrees rather than the original
version is described in Fig. 3. The sequential guessing bits are not ideal only the
reason of product terms of sequential bits [13, 16]. Trivium structure has three
registers which is updating the feedback variables of the three registers and it
becomes mutually dependent based on the degrees of equations.

5 Conclusion and Future Work

In this paper we try to present some weakness of Trivium stream cipher which
provide random sequence generators through non-linear shift registers. Several
research problems on Trivium is till remain unanswered like patterns of behavior,
algebraic attack, lengths, weak keys etc. So questions arises basis on its bits security
level which can be rapidly increase with equal number of statebits. Under this design
paradigm, we present reduced variant sized modifications of that stream generator,
which increases the bit security level of Trivium cipher. We speculate the properties
identified in the reduced sized model would remain invariant in the original ones and
it would be worthwhile to innovate a new framework of Trivium cipher.

Fig. 3 Comparison between modified structure of trivium with algebraic attack
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A No Reference Image Authentication
Scheme Based on Digital Watermark

Sukalyan Som, Suman Mahapatra and Sayani Sen

Abstract A no reference approach based on digital watermarking is proposed for
the authentication purpose of images undergoing some malicious or non-malicious
attacks. It is no reference in the sense that it neither requires a reference image nor
an external watermark. This feature makes the scheme attractive for situations
where authentication of an image must be done without having an access to the
original image or the reference watermark. The watermark is constructed from the
image itself and is embedded as a robust signature in the image. The Discrete
Wavelet Transform (DWT) is used to separate the approximation and detail regions
of the image. The watermark is constructed from the low frequency region and
embedded into the spatial domain by modifying the Least Significant Bits (LSBs) of
each pixel. Upon comparison, based on metrices like Peak Signal to Noise Ratio
(PSNR) and Structural Similarity Index (SSIM), authentication is ensured.
Exhaustive simulations on the images from a well-known image database have been
carried out to demonstrate the performance of the proposed approach.
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1 Introduction

Presently we are breathing in an age where we are exposed to a remarkable
explosion of visual imagery. Although we had confidence in the integrity of such
visual imagery in the days of yore, today’s emergence of the digital technology has
begun to erode this confidence. Overwhelming growth in the frequency and
sophistication of image processing softwares are becoming the concern behind the
security, authentication and integrity of digital images and videos. Over the past
few years, digital watermarking based approaches have become a popular means to
facilitate authentication and content-integrity verification of multimedia contents.
Blind or no-reference image authentication techniques, where the receiver has
neither the original image nor the tracer watermark, forms an important field of
current research [1–3]. On the contrary, with-reference approaches relies on the fact
that embedding of an extraneous, imperceptible or perceptible watermark, known as
the tracer watermark, in the original image is done and the tracer watermark is made
available to the receiver. Extraction of embedded watermark is made from the
received image by the receiver and he then estimates the extent of degradation with
reference to the tracer one [4]. A major pitfall of such with-reference approaches is
that the tracer watermark must be known to the user and hence must be sent through
a secure channel separately. An important contribution of the proposed scheme is
that it eliminates such dependence by generating the watermark from the image
itself and further still, forming a reliable estimate of the reference watermark from
the received image.

In the proposed scheme, generation of watermark is done using Discrete Wavelet
Transform (DWT) coefficients of an image. Choice of DWT can be justified by the
useful properties. Firstly, it has multiresolution capability. Secondly, it has better
space frequency localization over their counterparts like Discrete Cosine Transform
(DCT). Thirdly, wavelet transform decomposes an image into three spatial direc-
tions, like horizontal, vertical and diagonal that reflect the anisotrophic properties of
Human Visual System (HVS) based image representation. Finally, blocking arti-
facts are not observable in DWT based image modifications. The watermark is
constructed from the image itself and is embedded as a robust signature in the
image. The Discrete Wavelet Transform (DWT) is used to separate the approxi-
mation and detail regions of the image. The watermark is constructed from the low
frequency region by applying Canny edge detector. The binary watermark is
embedded into the LSBs of each of the pixels of the image. To authenticate a
received image the watermark is generated from the image itself and compared with
the extracted one.

The rest of the paper is organized as follows. In Sect. 2 proposed scheme has
been stated. Performance of the proposed method is evaluated in Sect. 3. To prove
the superiority of the scheme, comparison with existing state-of-the-art is stated in
Sect. 4. Conclusions and scope for future directions of work are drawn in Sect. 5.

742 S. Som et al.



2 Proposed Scheme

2.1 Image Feature Extraction

A two-level Wavelet Transform (WT) of the grayscale image is performed. For the
sake of simplicity, the most common form of DWT, Haar Wavelet is adopted for the
said purpose in the literature. More specifically, a single WT of an image A of size
M � N yields the matrices cA1 (corresponding to the first level approximation of A)
and cH1, cV1, cD1 corresponding to the horizontal, vertical and diagonal details of A,
each of sizeM=2� N=2. The edges of an image represent the boundaries between the
areas having uniform intensity and texture. This edgemap is used to form the feature
map of the image that has to be embedded as the watermark. In this literature, binary
edge image is computed by using Canny edge detector from the coefficients in cA1.

2.2 Watermark Embedding

The watermark is embedded in the spatial domain directly by modifying the LSBs
of the image pixels. The procedure to embed the watermark is as follows:

• A two-level DWT is applied on the original image, say Iorg of size 2n � 2n;
n 2 N; n[ 0. It divides the image into 4 sub-bands cA1, cH1, cV1 and cD1.

• A binary edge map is generated by applying Canny edge detector on the
coefficients of cA1 which has to be embedded as the binary watermark. The
binary watermark WGen is of size 2n�1 � 2n�1.

• To embed the watermark in Iorg, it is sub-divided into 4 equal and disjoint blocks
of size 2n�1 � 2n�1, say B1, B2, B3, B4.

• Each watermark bit is substituted in the LSBs of the binary values of each of the
pixels of the sub-images Bi, i ¼ 1; 2; 3; 4 simultaneously.

• The watermarked image IWorg is formed by concatenating each of the water-
marked blocks Bi, i ¼ 1; 2; 3; 4.

2.3 Watermark Extraction

Thewatermarked image IWorgmay encounter degradation due tomalicious (intentional)
or non-malicious (unintentional) attacks. Let the received watermarked image
be denoted by IWrec. To extract the watermark from the received image, it is first
sub-divided in 4 equal and disjoint blocks as done during watermark embedding.
A watermark of size 2n�1 � 2n�1, sayWEx is extracted from either one of the 4 blocks
chosen randomly. To authenticate an image extracted watermark, say WEx is com-
pared with the generated watermark, say WGen afresh from the received image by
using the watermark generation technique already stated above.
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In Fig. 1a we present a grayscale image of Lena of size 512� 512 on which 2D
DWT using Haar wavelet is applied. We consider approximation coefficients in cA1

to generate binary watermark of size 256� 256 by applying Canny edge detection
algorithm. The generated binary watermark is shown is Fig. 1c and the water-
marked image is shown in Fig. 1d.

3 Experimental Results

The proposed algorithm has been exhaustively simulated and their performance has
been tested over commonly used and widely accepted USC-SIPI [5] image data-
base, maintained by Signal and Image Processing Institute, University of Southern
California. The misc volume of the database has been chosen in this literature to
prove the efficacy of the proposed scheme. The proposed scheme and the existing
state-of-the-art, considered for comparison, have been implemented using Matlab
7.10.0.4(R2010a) on a system running with Windows 7 (32 bit) with Intel Core i5
CPU and 4 GB DDR3 RAM. In Fig. 2 a thumbnail view of the images considered
from the misc volume of the database is shown.

Fig. 1 a A grayscale image Lena, b 2D DWT using Haar Wavelet on image (a), Watermark
generated from cA1 of (b) using Canny edge detector, d Watermarked image of Lena in (a)

Fig. 2 A thumbnail view of the misc volume of USC-SIPI image database
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The performance of the proposed method is measured by the Peak Signal-to-
Noise Ratio (PSNR) and Structural SIMilarly (SSIM) index [6]. Let I1ði; jÞ and
I2ði; jÞ be the gray level intensities of the pixels at the ith row and jth column of two
images of size M � N respectively. The MSE between these two images is defined
in Eq. (1), PSNR is defined in Eq. (2).

MSE ¼ 1
M � N

X

M�1

i¼0

X

N�1

j¼0

jI1ði; jÞ � I2ði; jÞj2 ð1Þ

PSNR ¼ 20 � log10
255

sqrtðMSEÞ
� �

ð2Þ

The SSIM index between two images I1 and I2 as described in [6] is computed
using Eq. (3).

SSIMðI1; I2Þ ¼
ð2lI1lI2 þ C1Þð2rI1I2 þ C2Þ

ðl2I1 þ l2I2 þ C1Þðr2I1 þ r2I2 þ C2Þ ð3Þ

where l, r, r2 denote average, variance, covariance respectively and C1 and C2 are
constants as described in detail in [6]. An image with a PSNR value of 35 dB or
more and SSIM close to unity is widely accepted as an image of good quality.

3.1 Imperceptibility of Watermark

A digital watermark is called imperceptible if the original cover signal and the
marked signal are perceptually indistinguishable. Relatively high value of PSNR (in
dB) and SSIM indicate that better imperceptibility of watermark is achieved by the
proposed technique. In the proposed scheme, the average PSNR between the ori-
ginal and their watermarked versions over the images in the database considered is
51:1201 dB and SSIM evaluated for the same is 0:9980 which indicates that the
robustness of the method is preserved. In Table 1, the MSE, PSNR, SD and SSIM

Table 1 Imperceptibility of
the watermark: MSE, PSNR,
SD and SSIM of original and
watermarked images

Image MSE PSNR SD SSIM

Baboon 0.4996 51.1448 42.3215 0.9991

Lena 0.5012 51.1305 47.8619 0.9975

Airplane 0.4981 51.1580 46.4165 0.9973

Sailboat 0.4988 51.1519 65.5884 0.9981

Peppers 0.4983 51.1560 53.8834 0.9976

Boat 0.5146 51.0163 46.6800 0.9983

Elaine 0.5067 51.0832 46.0663 0.9981

Average 0.5025 51.1201 49.8311 0.9980
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between some sample images, chosen from the database, and their watermarked
versions are presented.

3.2 Watermark Payload

A watermark of size 2n�1 � 2n�1 is embedded in an image of size 2n � 2n by sub-
dividing the image into four equal and disjoint blocks by substituting the LSBs of each
pixel. Therefore, the payload of the proposed scheme is 2n�1 � 2n�1 bits per byte.

3.3 Performance Under Various Attacks

To evaluate the effectiveness of the proposed scheme against tampering, various
types of malicious and non-malicious attacks are applied viz. (1) Salt-and-Pepper
noise, (2) Average white gaussian noise, (3) Speckle noise, (4) JPEG compression,
(5) Median filtering, (6) Histogram Equalization and (7) Cropping pixel values. In
Table 2, a summary of the results obtained in terms of PSNR and SSIM between the

Table 2 Quality evaluation of proposed scheme under various attacks

Attacks PSNR (dB) SSIM

Adding noise Salt and pepper 0.001 69.4962 0.9998

Salt and pepper 0.05 58.5938 0.9978

Salt and pepper 0.9 51.3267 0.9849

AWGN 0.001 51.1336 0.9665

AWGN 0.05 51.0639 0.9685

AWGN 0.9 51.0681 0.9786

Speckle noise 0.001 51.1580 0.9667

Speckle noise 0.01 51.1332 0.9665

Speckle noise 0.5 50.8934 0.9702

JPEG compression 90 % 51.1472 0.9665

70 % 51.1420 0.9663

50 % 51.5194 0.9704

20 % 51.1424 0.9599

10 % 54.0263 0.9850

Median filtering 3 × 3 mask 58.1272 0.9977

5 × 5 mask 57.4660 0.9971

Histogram equalization 50.7641 0.9469

Cropping 10 % 63.8284 0.9989

20 % 61.9723 0.9982

50 % 61.4323 0.9979

90 % 64.7389 0.9994
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extracted and the generated watermark from the received watermarked image is
presented. From the results we observe the following:

Simulation results against JPEG compression attack show that a decrease in
quality factor decreases the imperceptibility of watermarked image but increases the
robustness of watermark. The high value of Similarity Ratio indicates that the
proposed method is able to withstand such kind of attacks. The watermarked image
is attacked with salt and pepper noise, AWGN and Speckle noise with different
mean and standard deviation and/or densities and observed a moderate PNSR value,
with a high similarity ratio. Experimental results against cropping attacks disclose
that the robustness of watermark is high with an acceptable PSNR value.

In Fig. 3 we present the watermarked image of Lena and some of the attacks and
their effects on the watermarked image.

4 Comparison with Existing State-of-the-Art

To prove the superiority of the algorithm, we compare the results with some of the
existing state-of-the-art. From Table 3 we can conclude that proposed scheme

Fig. 3 Effect of appyling different attacks: a watermarked image of Lena, applying AWGN with
l ¼ 0 and r ¼b 0.001, c 0.05, d 0.9, Applying Salt and Pepper noise with l ¼ 0 and r ¼ e 0.001,
f 0.05, g 0.9, applying speckle noise with h 0.01, i 0.5, Applying median filtering with masks
j 3� 3, k 5� 5, l Applying histogram equalization, Applying JPEG compression with QF m 70,
n 50, o Applying cropping attack of 50 at center
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provides moderate imperceptibility as compared to the related ones already avail-
able in terms of PSNR and offers highest similarity index measured in terms of
SSIM.

5 Conclusion

A No Reference Image Authentication Scheme based on DWT based digital
watermark has been proposed that embeds and extracts the watermark information
effectively. In this method, the low frequency subband of wavelet domain is used to
construct the content based watermark and the watermark pattern is embedded in
the spatial domain, by sub-dividing the image into four equal and disjoint blocks,
by substituting the LSBs. This watermarking scheme deals with the extraction of
the watermark information in the absence of original image and authenticates an
image in absence of the tracer watermark, hence the no reference scheme was
obtained. The performance of the watermarking scheme is evaluated with content
preserving common image processing attacks and content altering intentional
attacks. Experimental results demonstrate that the proposed scheme guarantee the
safety of the watermark, and identifies malicious attacks while tolerating Filtering
operations, JPEG compression, Geometric distortions, Image adjustment and his-
togram equalization. Hence the proposed technique is effective for image authen-
tication. Improve the performance of the proposed scheme for the situations where
very small areas are tampered and developing a threshold to determine whether the
tamper is malicious or non-malicious would be of future concern.
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Energy Efficient Routing Approaches
in Ad hoc Networks: A Survey

Jenish Gandhi and Rutvij Jhaveri

Abstract Mobile Ad hoc Network (MANET) is a form of short term based
network that contains multidimensional nodes having major concern such as battery
power resources. Energy is playing as consequential undertakings in MANET.
Limited power of network causes many effects on the performance of the networks.
Lack of energy factor may break the connection which can mess the network or
routing process. Routing process requires efficient utilization of battery power or
energy to maintain the network condition so that packet can be transferred without
any obstacle in the performance. As well as, network life or life of node is pro-
portional to battery life which is powered by limited capacity. The meaning of
energy-efficient is not about consuming less energy but to increase the time duration
to maintain the network performance level. Routing performances can differ
depending upon the network parameters. In order to reduce the usage of energy and
to increase the life span of battery, several others Ad hoc routing protocols are
reviewed with their novel conceptions and optimization techniques over the main
routing protocols.

Keywords Mobile Ad hoc network � Energy efficiency � Network lifetime �
Energy-efficient routing approaches

1 Introduction

Networking is the process of sharing the resources or communication between two
or more parties {source, destination}. Infrastructure network (i.e. Cellular Network)
and infrastructureless network (i.e. MANET, VANET and so on.) is the type of
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wireless network [1]. Infrastructure based network is not a “peer-to-peer”
connection similar to Ad hoc network. It is roundabout connection between two or
more network points which is able to get to be through fixed wireless access point
called as central administrator. While in infrastructureless network, all nodes in
network act as a router.

Meaning of Ad hoc is “for this” and “for this situation” comes from Latin.
American uses word “Ad hoc” for immediate and special purpose. It means Ad hoc
word use for temporary basis. Same thing, Mobile Ad hoc network (MANET) is
temporary based network in which physical network layout will change frequently
as network point is moving. Due to this dynamic topology, MANET has need of
more system resources such as efficient power supply or energy, network
throughput, network lifetime. MANET have a many key challenges [2, 3] such as
limited power support, limited bandwidth, network lifetime, end-to-end delay,
Quality of Service (QoS), network security.

The Major end, purpose of the MANET is to maximize the throughput, improve
the life span of the network and minimize the delay time. Throughput can be
measured through Packet Delivery Ratio (PDR). Routing is the process of selecting
the best path through which it forwards the traffic over a network. All network
points in MANET are dependent on battery power, in other words, network points
are battery driven. Flooding the packet often may cause connection failure. Reason
for connection failure is:

• Energy exhaustion by single dead node
• Node is moving out-of range of its close-by node

The rest of this paper is organized as follows. The energy-efficient issue is
presented in Sect. 2. In Sect. 3, we provides summary of literature available on
traditional routing protocols. Finally we conclude the paper in Sect. 4 with future
research opportunities on energy-efficient.

2 Energy Efficiency Issues

The energy-efficient routing is voluminous concern in the MANET. All nodes are
battery-driven, powered by constrained battery capacity. Due to the lack of energy,
Node cannot communicate efficiently with another node. It is obligatory to take
action to ameliorate the energy of node. This paper defines sundry efficiency
routing protocol to solve the energy related problem. The parameters or process
define as below in which node consuming more Energy.

• During transmit the packets
• On receiving the packets
• In a idle mode
• In a slumber mode
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The various energy challenges are define as below:

1. Limited Bandwidth: Basically, Limited bandwidth in wireless network refers
to packet connection’s capacity and round-trip delay time (RTD) or round-trip
time (RTT). It means Circumscribed bandwidth affects the network during the
traversal of packets because of length of time taken for a request and reply.

2. Battery Constraint: Battery power is paramount concern into the Ad hoc
network. Each node in wireless Ad hoc network is operates on battery potency.
Less energy can affect the communication of the network.

3. Packet losses due to transmission errors: Certain connection may break due to
the dynamic deportment of the node. The physical network topology often
changes when node moves. In an astronomically immense network, a dead node
exhausts all energy can cause the transmission error.

4. Security threats: Security is big challenge in terms of secure communication in
Ad hoc network. The several security threats affect the network due to limited
cryptographic measure, node traverse without adequate protection and static
topology which is not adequate in dynamic comportment. As a result node grabs
more battery power which affects the overall performance of the network.

5. Mobility-induced route changes: Ad hoc wireless network is dynamic topol-
ogy. Certain connection may be break frequently due to the node movement
during perpetual session of the network.

6. Routing Overhead: In wireless network, nodes are changing its location fre-
quently. As a result, stale entry in obtained in routing table that increase the
routing overhead.

3 Related Work

Energy saving is big concern in wireless Ad hoc network. In recent past years,
many researchers have addressed energy-efficiency related issue and innovate
incipient conceptions and novel techniques. Below shows few algorithm based on
Energy efficiency mechanism.

Zhao and Tong [4] proposed EAGER protocol which includes proactive and
reactive approaches based on traffic and mobility conditions. EAGER divides the
network into equipollent size cell. It works based on two routing protocol: Intra-cell
proactive routing and another Inter-cell reactive routing protocol. EAGER culls the
optimal peripheral area that can be used to minimize the node in a traversal process.

Kim et al. [5], in this, LRCA is utilized to change the route if a node is dead or
have a less-battery life by broadcasting the HELP and OK message.

Shin et al. [6], modified the conventional routing protocol with the avail of
K-hop PRREQ message. K-hop PRREQ message used to reduce the number of
broadcasting of route request (RREQ) message. K-hop PRREQ is use by sender to
broadcast with hope with the use of Time To Live (TTL) field.
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Loganathan and Ramamoorthy [7], describe comparison between the pristine
DSDV and modified DSDV with the use of cost parameter assign for link and path
of the Ad hoc network The cost parameter include parameters such as hop count
(h), total inference (I), Node link delay (d), Residual energy of a node (R), node
transmission power (T). The cost parameter is cummulate with different optimi-
zation function and for optimal path MAX/MIN Energy-Half-Interference Hop
multicast algorithm in utilization.

Karuppanan and Mahalaksmi [8], in this, MANET is a subset of VANET. OLSR
include data such as broken link information which leads the vagueness. Fuzzy
Rough-OLSR (FR-OLSR) reduces the force of uncertainty in the dataset and
produces the optimal path for packet traversal. FR-OLSR based on Fussy Rough set
theory. FR based theory obviate the problem that is incapable to defense. FR
defines the degree of kindred attribute between two objects which measured in 0–1
interval.

Kim et al. [9], proposed, TEES is based on DSR, use to reduce the control packet
overhead and increase the amount of packet delivery ratio. TEES find the optimal
path based on two levels LB (Lower Bound) and UB (Upper Bound). The energy
value is compared with LB and UB to compute the case LC (Low Case), MC
(Middle Case) and HC (High Case).

Shivashankar et al. [10], Described conventional the power aware algorithm. In
DSR, the routing packet load increases the time for a multipath. DSR cull the path
which have minimum number of hops. EPAR (Efficient Power Routing Protocol)
select the path with the maximum lowest hop energy. DSR performance is ineffi-
cient in terms of medium and large size networks. For this, EPAR, MTPR is proved
to be preponderant. EPAR in terms of throughput provide a preponderant result.

De Rango et al. [11], proposed EE-OLSR which is the modification of OLSR
protocol to reduce the battery consumption. EE-OLSR is work on two methodol-
ogies, one is, EA-Willingness Setting and another one is Overhearing Exclusion.
The willingness of node can be described by two steps or metrics: (1) Battery
capacity and, (2) Predicted lifetime.

Sheng et al. [12], an energy-efficient protocol NCE-DSR (Number of times
nodes send Constraint Energy DSR) based on DSR. NCE-DSR considers the two
domain value MAX and AVE value that is added to datagram to record the mean
value and the maximum value of the number of times node sending messages are
protected or chosen for route selection.

Vazifehdan et al. [13], In this, two novel energy aware routing algorithm is
proposed in which Reliable Minimum Energy Cost Routing (RMECR) is used to
elongating the operational lifetime of the network while RMER reducing the
consuming energy during end-to end packet traversal.

Fahrnv et al. [14], proposed, Predictive Energy Efficient Bee Routing (PEEBR)
is a swarm based optimization algorithm that work on two phases: (a) node level
and (b) network level.
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Rekha et al. [15], GFSR is a grid based protocol used to exchange the control
message and data packet by selecting the good candidate called the gateway. Grid
includes the gateway and gateway is the node that used to forward the packet.
GFSR chooses the best path by observing the node during transmission and checks
whether it’s gateway or not. Nearest node to the virtual grids is good candidate call
gateway.

Ur Rahman Khan et al. [16], in this, the higher rate of mobility degrade the
performance of network and maximize the packet delivery ratio. As a result, stale
routes are updated into the routing table. DSDV uses stale route it signifies not a
valid route to destination. Eff-DSDV utilizes the stale routes in case of broken link.
In case of broken link, Eff-DSDV engenders the temporary link by sending one-hop
packet to the destination.

Chettibi and Chikhi [17], the paper utilizes the Zero-order Sugeno Fuzzy Logic
System adjust the willingness parameter into the OLSR protocol. FLS check the
willingness of node by considering two parameters such as RE (Remaining Energy)
and ERL (Expected Residual Lifetime).

Roy et al. [18], SEEC (Signal and Energy Efficient Clustering) play conse-
quential role while cluster dies. It considers the second node as a cluster head while
cluster head’s power level goes below to the certain threshold value.

Mangai and Tamilarasi [19], the ILCRP (Improved Location aided Cluster based
Routing Protocol) used to maintain the nodes location by utilizing the GPS. Due to
the advantages of system, ILCRP used to reduce the control overhead. ILCRP
works on three phases: cluster formation, route maintenance, route discovery.

Sharma et al. [20], proposed, new algorithm MCGCR (Modified Cluster Head
Gateway Switch Routing Protocol) combining the two approaches: proactive and
reactive approach. MCGCR ameliorate the routing performance by utilizing the
cluster heads and gateways.

Verma [21], the main three areas that consume more power, namely, radio
frequency, nodes processing unit and energy consume by nodes. To calculate the
energy consumption by node, ZRP with anycast is use. Anycast is use while node is
consuming more energy in receiving and sending the packet. The total energy
calculated by sum of receiving and sending packet process.

SreeRangaRaju and Mungara [22], ZRP utilizes the query methodology target-
ing the peripheral nodes which is more efficient than the flooding process. It is
possible that the neighbour receive the packet multiple times. It is obligatory to
reduce the control overhead. The query control mechanism used to reduce the delay
in which detection mechanism include source node’s id and query id pair. In this,
node sends the packet to the peripheral node. It may transpire that packet may
receive multiple times through peripheral node. At this time, query bordercasting
approach is use.

Table 1 describes the survey on various traditional routing protocols with their
novel conception and optimization techniques.
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4 Conclusion and Future Scope

To evaluate the energy consumption, this paper surveys various routing protocols
with their novel conceptions and optimization techniques over the pristine routing
protocols. Paper also describes the erudition of conventional routing protocol
briefly. Maintaining the energy level and network life is voluminous concern in Ad
hoc network. For that, efficient routing protocols are required to discover the routes
which facilitate the secure and reliable communication.

It is infeasible to compare the routing protocols with one another because pro-
tocols are dependent on network parameters or each protocol has a different goal
with different postulation. The network parameters affect the overall performance of
the protocol in the network. As well as, each modified routing protocols perform
independently in case of energy cognate issue. Due to this reasons, Results cannot
be compared with one another.

We surveys several routing protocols utilizing a single-hop and multi-hop
routing process. But there are many open questions in case of maintaining the
energy level such as QoS guarantees, adaptability, and security. QoS and adapt-
ability is most crucial during communication process in Ad hoc network which are
found missing in most of the routing protocol being proposed. Therefore, new
optimization techniques or energy-efficient routing protocol that address QoS and
adaptability need to be developed.
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Construction of Co-expression
and Co-regulation Network
with Differentially Expressed Genes
in Bone Marrow Stem Cell
Microarray Data
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Abstract It is important to understand the interaction mechanism among
co-expressed and co-regulated genes in stem cell to restrict the abnormal growth of
cell tissues (tumor) which may lead to cancer. In this article, differentially co-
expressed and co-regulated genes exist in normal stem cells and stem cell derived
tumors are identified from sample Bone Marrow microarray data. By performing
statistical t-test between sample groups, first we have identified differentially
expressed genes (DEG). Then up-regulated (UR) and down-regulated (DR) genes
are separated by setting a p-value cutoff at 0.001. After identifying the differentially
expressed genes, distinguished co-expressed up-regulated and down-regulated
genes are found. Subsequently, we have constructed pair-wise co-expression net-
works with the co-expressed genes. Finally, we have studied the significance of co-
expressed genes with gene ontology (GO) and we have found significant GO-ids.
This study is expected to lead to finding of pathways for diseases.
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1 Introduction

Stem cells [1] have remarkable potential i.e. atypical characteristics to develop into
many different cell types in the body during growth of early life. Sometimes, the
unrestricted growth of stem cells or the abnormal growth of cell tissue causes
cancer. Stem cells are distinguished from other cell types by two important char-
acteristics. First, they are unspecialized cells capable of renewing themselves
through cell division or sometimes after long periods of inactivity. Second, under
certain physiologic or experimental conditions, they can be induced to become
tissue or organ-specific cells with special functions. Researchers primarily worked
with two kinds of stem cells: embryonic stem cells and non-embryonic “somatic” or
“adult” stem cells. The induced pluripotent stem cells (iPSCs) [2–4] are some
specialized adult cells which “reprogrammed” genetically to assume a stem cell like
state in special condition. This property is unique property of stem cell it can be
explored by gene expression analysis. Microarray gene expression data to predict
and analysis of cancer disease becomes very important. These data can be char-
acterized by genome variables and with their corresponding observations (experi-
ments) in a experimental limitations [5]. To discover co-regulated genes, analysis of
gene expression data [6] is required. Previously, it has been assumed that similar
patterns in gene expression profiles usually suggest relationships between the genes.
Now it is proved genes targeted by same transcription factors, tend to show similar
expression patterns along time. Analyzing expression profiles of genes, targeted by
same transcription factors revealed complex relationships between co-regulated
gene pairs and it also includes co-expression relationships. In this article, we
developed a simple algorithm to find differentially co-expressed and co-regulated
genes, and then, to construct pairwise co-expression network. We applied the
algorithm on sample gene expression microarray data of normal stem cells (nscr),
stem cells derive tumors cells (scdtr) and patch tumor cells (ptr).

2 Materials and Methods

For finding and analyzing the relationship between differentially co-expressed
genes (DCEG), many techniques have been developed in the literature. Here, we
applied statistical t-test [7, 8] and Benjamini Hochberg method [9] to identify
differentially expressed genes (DEG) [10] within sample groups of nscr and scdtr,
nscr and ptr (http://www.ncbi.nlm.nih.gov/GSE20948). In addition to this, we have
studied the significance of up-regulated and down-regulated genes. We code the
algorithms with using Matlab. The main steps of proposed algorithms are discussed
in the following subsections.
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2.1 Preprocessing of the Dataset

Our sample Bon Marrow microarray gene expression data is in normalized form.
Normalized data for each gene is typically known as an ʻexpression ratio’ or as the
logarithm of expression ratio. We have done data preprocessing with filtered out
low expressed values and null values from the datasets.

2.2 Identification of Differentially Co-expressed Genes

In this section, we discuss the steps to identify DEG. First, a standard statistical
t-test is performed for detecting significant changes between measurements of genes
in sample microarray groups. It may occurs two types of errors, 1: a false positive
by declaring that a gene is differentially expressed when it is not, and 2: a false
negative when the test fails to identify a truly differentially expressed gene. Second,
Benjamini Hochberg method [9] is used for choosing significantly differentially
expressed genes. It is done by the following equation:

P� y � a
m
; ð1Þ

where P is the largest p-value called significant, y is the number of genes called
significant and m is the total number of genes tested, a is false discovery rate (FDR)
[11, 12], defined as the expected ratio of the number of false positives to the total
number of positive calls in a differential expression analysis between two sample
groups [11]. FDR can be measured [11] as,

FDR ¼ Err
F

F þ T

� �

¼ Err
n0 � ½1� specificity�

n0 � ½1� specificity� þ n1 � sensitivity
� �

; ð2Þ

where F is the number of false positives, T is the number of true positives, and S is
the total number of features called significant. Also, n, number of p-values is seen
more clearly, n0 is the number of truly null features in the study, and n1 ¼ n� n0 is
the number of truly alternative features. Regardless of whether the p-value
threshold is fixed or data-dependent, the quantities F, T and S are random variables.
Therefore, it is common statistical practice to write the overall error measure in
terms of an expected value, which we denote by Err [11].

2.3 Proposed Algorithm

Input: phenotype1: gene expression values of normal stem cell (nscr),
phenotype2: gene expression values of stem cell derive tumor (scdtr),
phenotype3: gene expression values of patched tumor (ptr).
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Output: All differentially expressed genes.
Step1: Perform two-sample t-test to evaluate differential expression of genes

from phenotype1 and phenotype2. Their p-values and t-scores are
stored.

Step2: Perform a permutation t-test to compute the p-values of 10,000
permutations by permuting the columns of the gene expression data
matrix of phenotype1 and phenotype2.

Step3: Determine the number of genes considered to have statistical signifi-
cance at the p-value ʻcutoff’ of 0.001.

Step4: Estimate FDR for the genes with statistically significant p-values.
Step5: Create a scatter plot of gene expression data, plotting significance versus

fold change of gene expression ratios of phenotype1 and phenotype2.

2.4 Separation of Up-regulated and Down-regulated Genes

We plot the volcano plot of identified all differentially expressed genes as volcano
plot (Fig. 4) of two phenotypes returns a structure containing information for genes
that are considered to be both statistically significant and significantly differentially
expressed. This information helps us to identify co-regulated genes, specially
up-regulated and down-regulated genes. Now based on cutoff value (0.001),
up-regulated and down-regulated genes are separated from the total set of differ-
entially co-expressed genes.

2.5 Extraction of Co-expressed and Co-regulated Genes

To separate co-expressed and co-regulated genes from the identified DEG, we
generate a algorithm and code the algorithm with using Matlab. DEGs which have
the same p-value are called co-expressed genes. Up-regulated and down-regulated
genes with similar p-values are known as co-expressed and co-regulated genes. Our
proposed algorithm is as follows:

Algorithm

Input: Exp: differentially expressed genes or up-regulated or down-regulated
genes.

Output: All Co-expressed and Co-regulated genes.
Step1: Each distinct p-value of Exp and its respective position are stored in

separate data vector and index vector.
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Step2: These data vector p-values are compared with the p-values of the
original data, and if they match then their corresponding information is
extracted from Exp with the help of the index vectors.

Step3: The process is repeated until all distinct data vector p-values are
compared.

2.6 Visualization of Differentially Co-expression
and Co-regulation Network

We constructed pair-wise co-expression network to understand the relationship
among co-expressed and co-regulated genes. Co-expression networks are built
depending on their corresponding p-values. We have used cytoscape software to
visualize the pair-wise network. The genes having same p-value construct a paired
structure.

3 Results and Discussion

The Bon Marrow microarray data consists of 45,101 genes with having normal
stem cell tissue (nscr) responses (5no.), stem cell derived tumor tissue (scdtr)
responses (5no.) and patched tumor cell tissue (ptr) responses (4no.) are taken for
the study. After analysis, we considered only the genes having p-value � 0.001 as
significant genes (Figs. 1 and 2). Out of 45,101 genes from the dataset, 2,325 genes
for sample first group (nscr–scdtr), 2,056 genes for sample second group (nscr–ptr)
of data have been extracted on the basis of p-value which is approximately 5 % of
total number of genes. Now, estimated false discovery rate (FDR) for statistically
significant p-values are computed by using Eq. 2. As a result, we get 1,110, 792

Fig. 1 a Histogram plot of sample group nscr and scdtr. b Histogram plot of sample group nscr
and ptr
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up-regulated and 1,215, 1,264 down-regulated genes for two sample groups (Figs. 3
and 4) respectively. It implies that 2–3 % genes of total 45,101 genes are up-
regulated and down-regulated.
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Further, with finding similar p-values co-expressed and co-regulated genes are
extracted from all differentially co-expressed genes (DCEG), up-regulated (UR) and
down-regulated (DR) genes. We get 8, 4 numbers of up-regulated and down-
regulated genes for group1 i.e. approximately 0.01 and 0.008 % of total 45,401
genes. Again we get 6, 14 numbers of up-regulated and down-regulated genes for
group2 i.e. approximately 0.01 and 0.03 % of the total 45,101 genes. It is shown in
the Table 1. The interaction among co-expressed and co-regulated genes depending
on corresponding p-values, 6 paired networks are developed (Figs. 5 and 6).

Table 1 The table shows resulting differentially expressed and co-expressed genes of all sample
groups

Samples DEG DCEG UR-DEG UR-DCEG DR-DEG DR-DCEG

nscr and scdtr 2,326 20 pairs 1,110 4 pairs 1,215 2 pairs

nscr and ptr 2,056 21 pairs 792 3 pairs 1,264 7 pairs

Polr2a Tet1 Nlrp4b Psme4 Lrrc40 Ceacam11 Wasl

2.3635E−41.6068E−4

Xpot

1.799E−4 7.9096E−5 7.586E−4

Tomm22 Mut Ube2k Tex22 Fancm Cpsf6 Erlec1 Pex1
2810416A17Rik

4.0113E−44.4105E−45.4858E−4

Nol8

4.663E−44.8194E−4

Coq6Cpne4

7.7162E−4

Pcdh20Flywch2

9.6005E−4

1.9934E−42.2979E−43.1859E−43.3867E−43.8228E−4

Kbtbd11Fezf2Armc5Ank2
6230400D17Rik

Diablo Slc37a3EnsaFoxj3

5.8349E−45.911E−4

Fzr1Cdadc1Plcd3

7.2972E−4

Pbx2Mks1 Ero1l

6.1847E−4

Tom1l2

4.5868E−4

Fbxo21Tpcn2 Siah1a

9.9532E−4

Prkci

3.8248E−4

Ssr1Fhl2

8.1185E−49.3785E−4

Ints10 Serpinh1 Api5

5.022E−4

Abcd3 Clcn5

4.9223E−4

2.3059E−4

Npff

1.3249E−4

Zfp248

Slc38a3 E130114P18Rik

9.2127E−4

1.5644E−4

2.2366E−4

Orc1 LOC100505274

1.673E−4

Agpat1Mobp

2.5122E−4

Sec61a1

6.8737E−4

Slamf7

1.8678E−51.2225E−41.2948E−4

Sh2d4b Morc2a

Fam63a

2200001I15Rik
Arhgef19Stk3Panx3Serpina6Fam163aAbcg4

4933430H15Rik
Tcte2F5

7.846E−4

Xkr6 Ppp3cb

3.7711E−4

Fndc3a Tnpo1

2310079N02Rik

(a) (b)

Fig. 5 a Pairwise network of differentially co-expressed genes of sample group nscr and scdtr.
b Pairwise network of differentially co-expressed genes of sample group nscr and ptr
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Fig. 6 a Pairwise network of differentially co-expressed up-regulated genes of sample group nscr
and scdtr. b Pairwise network of differentially co-expressed up-regulated genes of sample group
nscr and ptr. c Pairwise network of differentially co-expressed down-regulated genes of sample
group nscr and scdtr. d Pairwise network of differentially co-expressed down-regulated genes of
sample group nscr and ptr
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The significance of the identified DEG are studied and analyzed with Gene
Ontology (GO). We have listed it in Fig. 7.

4 Conclusion

In this paper, we first found DEG and then found correlations between gene-pairs
for construction of co-expressed and co-regulated networks under diseased condi-
tions that assist the interpretability of network. We also generated pairwise differ-
entially co-expression network and constructed the same for differentially
co-expressed and co-regulated genes of Bone Marrow stem cell microarray data.
We also analyze the significance of DEG for the same microarray data. From our

Fig. 7 Significant genes analyzed with gene ontology
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sample data we found 82 significantly co-expressed genes and 30 co-expressed and
co-regulated genes. In future study, we can apply artificial intelligence based
sophisticated techniques (fuzzy logic, neural networks, evolutionary computation)
for better construction of cancer-specific regulatory networks.
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Identifying Two of Tomatoes Leaf Viruses
Using Support Vector Machine

Usama Mokhtar, Mona A.S. Ali, Aboul Ella Hassanien
and Hesham Hefny

Abstract One of the most harmful viruses is Tomato yellow leaf curl virus
(TYLCV), which is widespread over the world with tomato yellow leaf curl disease
(TYLCD). It causes some symptoms to tomato leaf such as upward curling and
yellowing. This paper introduces an efficient approach to detect and identify
infected tomato leaves with these two viruses. The proposed approach consists of
four main phases, namely pre-processing, image segmentation, feature extraction,
and classification phases. Each input image is segmented and descriptor created for
each segment. Some geometric measurements are employed to identify an optimal
feature subset. Support vector machine (SVM) algorithm with different kernel
functions is used for classification. The datasets of a total of 200 infected tomato
leaf images with TSWV and TYLCV were used for both training and testing phase.
N-fold cross-validation technique is used to evaluate the performance of the pre-
sented approach. Experimental results showed that the proposed classification
approach obtained accuracy of 90 % in average and 92 % based on the quadratic
kernel function.
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1 Introduction

Agriculture is one of the most serious for national income for most countries.
Tomatoes are one of the most widely cultivated food crops throughout the world
due to its high nutritive value. It contains a lot of vitamins and nutrients such that
vitamin C. It occupies the fourth level between word vegetables. Egypt is one of the
famous countries that interested in tomatoes cultivation. It ranked fifth among
leader countries in the world [1].

Although farmers do great effort in selecting good seeds of plants and creating
suitable environment for plants growing, there are a lot of diseases that effect on
plants. There are many factors that cause plant diseases: Plant pathogens such as
(fungi, Bacteria, and Virus diseases) are the principal reasons for plant disease.
Also, there are some insect that feed on the parts of plant such as (sucking insect
pests), and plant nutrition such as (lack of micro elements) also, have critical effect
on plant growing [2]. Viral diseases are the most common diseases of tomatoes. The
amount of damage they cause varies, depending on the particular virus or combi-
nation of viruses present, the virulence of the virus strains, the susceptibility of the
variety, the timing of infection, the abundance of insect vectors, and environmental
conditions [3].

Now a days, Automatic detection of plant diseases attracts a lot of researcher
in different domains because of there great benefits in monitoring large fields of
crops, and thus automatically detect the symptoms of diseases as soon as they
appear on plant leaves [4, 5]. Several approaches have been already introduced
for image segmentation. K-means algorithm [6–8] is the most popular method
for image segmentation because of its ability to cluster huge data points very
quickly [9].

In [10], a new hybrid approach for image segmentation proposed for the auto-
matic classification of leaf diseases based on high resolution multispectral and
stereo images. They used Leaves of sugar beet for evaluating their approach. In
[11], authors used computer image processing technique to introduce fast and
accurate new method for grading of plant diseases. At the beginning, leaf region
was segmented by using Otsu method [12, 13]. To detect the disease spot edges the
disease spot regions were segmented by using Sobel operator. Finally, plant dis-
eases are graded by calculating the quotient of disease spot and leaf areas.

Machine learning methods can successfully be applied as an efficient approach
for disease detection. Many of these methods have been applied in agricultural
researches. For example: Artificial Neural Networks (ANNs), Decision Trees,
K-means, k-nearest neighbors. Support Vector Machines (SVMs) one of these
approach that have been used extensively in this field. For example, in [14] authors
used SVMs to identify visual symptoms of cotton diseases. In [6] authors presented
an image recognition approach for wheat diseases detection using multi-class
support vector machines (SVMs) after calculating features of diseased image
regions of wheat disease was proposed. After calculating leaf image, image samples
are trained and recognized using multi-class RBF SVM. In [15] authors employed
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the same classifier that trained and tested with some texture statistics features that
have been computed for the useful segments.

In [1], an automated system has been developed to classify the leaf brown spot
and the leaf blast diseases of rice plant based on the morphological changes of the
plants caused by the diseases. Radial distribution of the hue from the center to the
boundary of the spot images has been used as features to classify the diseases by
Bayes’ and SVM Classifier. In [16] author try to solve the difficulty of parameter
determination in the original support vector machine (SVM) by using the genetic
algorithm (GA) to select the parameters of the SVM automatically and the
orthogonal method is utilized to determine the best GA parameters. In [17] Auto-
mated detection using vision system and pattern recognition are implemented to
detect the symptoms of nutrient diseases and also to classify the disease group.
In this paper, Support Vector Machine (SVM) is evaluated as classifier with four
different kernels namely linear kernel, polynomial kernel with soft margin and
polynomial kernel with hard margin.

This research aimed to develop a method that detect and identify type of virus
that has infected tomato leaves. In order to decide if the infected tomatoes leaf is
with TSWV or TYLCV image processing techniques have been used. The proposed
approach is consisted of three main stages, image clustering, feature extraction and
feature classification. To evaluate these results N-fold cross-validation has been
used.

The remainder of this paper is ordered as follows. Section 2 review the basic
conc algorithm. Section 3 shows the proposed new neutrosophic set. Section 3
describes the different phases of the proposed identifying two of tomatoes leaf
viruses. Section 4 shows the experimental results and analysis. Finally, Conclusion
and future work are discussed in Sect. 5.

2 Preliminaries

2.1 K-Means Clustering Algorithm

Image Segmentation is considered as one of the most important techniques for
image analysis as well as in high-level image understanding images and extracting
the information from them that can be used for different tasks such that robot vision,
object recognition, and medical imaging. The goal of image segmentation is to
partition an image into a set of disjoint regions with uniform and homogeneous
attributes such as intensity, colour, tone or texture, etc. The image segmentation
approaches can be divided into four categories: thresholding, clustering, edge
detection and region extraction [18]. K-means clustering algorithm is the most
popular method for image segmentation. K-Means algorithm is an unsupervised
clustering algorithm that can use for classifying the input data into K groups that
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called clusters. These clusters are non-hierarchical and they do not overlap. Every
member of a cluster is closer to its cluster than any other cluster.

2.2 The Support Vector Machine

The support vector machine (SVM) is a type of classifier that is originally a binary
Classification method developed by Vapnik and colleagues at Bell laboratories
[19, 20]. The main advantages of SVM are: It can obtain current optimal solution
under finite samples; it can obtain the global optimal solution without falling into
local optimums that normal algorithms have; it transforms nonlinear problems into
linear problems in a higher dimension space, and the algorithm complexity is
irrelated with space dimension [21]. To explain idea of SVM we will discuss the
following two cases.

The Separable Case
Fully Linearly Separable For a binary classification problem with input space X and
binary class Y where y 2 f�1; 1g. There may exist many separating hyper-planes
that correctly classify the data. The goal of SVM is selecting between them the one
that maximizes the distance between the separating hyper-planes. The goal of SVM
is to search for the optimal

w � xþ b ¼ 0 ð1Þ

where w is normal to the hyperplane. Since SVM search for the separating
hyperplane with largest margin. This can be formulated as follows:

yi xi � w þ bð Þ � 1� 0 8 i ð2Þ

Not Fully Linearly Separable
In order to extend the SVM methodology to handle data that is not fully linearly
separable, we relax the constraint 2 slightly to allow for misclassified points as
follow:

yi xi � w þ bð Þ � 1� 0 þ 2i where 2 � 0 8 i ð3Þ

3 The proposed identifying of tomatoes leaf viruses

In general, most computer vision algorithms share a common Framework. Figure 1
depicts the layout structure of a common image processing-based disease detection
algorithm.
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The algorithm begins with acquiring and collecting digital images from suitable
environment. To prepare the acquired images to next step, image-processing
techniques are applied such that image transformation, image resizing, image
filtering etc. the next step is to segment image using a suitable image segmentation
technique such that Clustering, edge detection, region growing to extract the
infected part of leaf image. Then we extract useful features that are necessary for
further analysis using suitable feature extraction techniques. These features may be
color, shape texture features. After that, several analytical discriminating techniques
are used to classify the images according to the specific problem. Figure 2 shows
the overall architecture of the proposed identifying two of tomatoes leaf viruses
using Support Vector Machine.

3.1 Image Acquisition

The first stage of this approach is the image acquisition stage. This phase plays an
important role in any image classification system. We must select these images
carefully to achieve the intended task in this approach. Science, the aim of this
article is to distinguish between two types of virus, TSWV and TYLCV that infect
tomatoes leaves, for this work we collected different specimens of infected tomatoes
leaves for each type of virus from the enternet [22]. Since, some of these images
contain more than one tomato leaves, therefore we addressed this issue in the
preprocessing stage, for more details see the next section at the end of this phase we
have 200 image of infected tomato leaves 100 for each virus type.

Fig. 1 Over all system structure
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3.2 Pre-processing

To increase the efficiency of the classification and prediction process, a pre-
processing phase should be considered to enhance the quality of the input tomato
leaves images and to make the feature extraction phase more reliable. it can be
decomposed into the follow two steps:

Extracting image of tomato leaves from the acquired images
As we mention before, most of acquired images have more than one leaf image and
may be other things, since the aim of this research is to identify type of virus that
affect tomato leaf, we need to deal with single tomato leaf at time. In order to
achieve that, these image have been manually cropped to extract a single leaf that
saved in jpeg format.

Image Resizing
In this work, all images must be with the same size and equal dimensions. So, the
gray image should be resized to equal dimensions.

Fig. 2 The layout structure of the proposed system
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3.3 Image segmentation phase

In this paper, in order to extract regions of interest, we have selected the most
frequently used K-Mean clustering algorithm. Since it is challenging to visually
distinguish between colors of leaf images, we have been used The L * a * b color
space that also known as CIELAB or CIE L * a * b hence, it enables us to quantify
these visual differences. The L * a * b color space is derived from the CIE XYZ tris-
timulus values. The L * a * b space consists of a luminosity L* or brightness layer,
chromaticity layer a* indicating where color falls along the red-green axis, and
chromaticity layer b* indicating where the color falls along the blue-yellow
axis [23].

3.4 Feature Extraction Phase

After the leaf image has been segmented and isolated the infected parts of leaf, the
next step is to extract some useful features. The purpose of feature extraction is to
reduce the original dataset by measuring certain features or properties of each image
such as texture, color and shape. In the proposed approach, we measure two types
of features, geometric features and histogram feature to be later use for
classification.

Geometric Features
At this stage, we need to calculate some geometric features (refer to [24]).

– Image Length: The total length of infected part of leaf is calculated.
– Image Area: Compute area of infected part of leaf.
– Image Area Estimate: Compute area of infected part of leaf with respect to edges

and corners.
– Image Perimeter: Compute perimeter of infected part of leaf.
– Euler number: In this stage, we compute the Euler number, or Euler Poincare

characteristic, of a infected part of image that correspond to the number of
connected components in the image.

Histogram Feature
In this step we calculate histogram to image in HSV color space. So we first convert
image from RGB color V color space. Then image must be quantized in 8 * 2 * 2
equal bins.
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3.5 Classification Phase

The final step of this work is a classification phase, in this approach, SVM tech-
nique has been applied for classification of tomato leaf image to any of the fol-
lowing states, infected with TSWV or with TYLCV. The inputs of this stage are
training dataset feature vectors and their corresponding classes, whereas the outputs
are the decision that determines type of virus that infected tomato leaf. To achieve
good results, SVM was trained and tested using different kernel functions that are:
Linear kernel, radial basis function (RBF) kernel, QP kernel, Multi-Layer Percep-
tron (MLP) kernel and Polynomial kernel [25, 26].

For the process of evaluating the results, we used N-fold cross-validation
technique [27] with N = 10, firstly, dataset is divided into equally (or nearly
equally) N-subsets. Then the cross-validation process is performed N times with
each sub-set being once the test dataset and all the others being the training dataset.
This process is repeated N times. Hence we take the average of performance of N
runs. The algorithm performance measure can be calculated as the average of the
performances of 50 runs.

4 Experimental Results

As we mention before the aim of this work is to detect and identify type of virus
that infected tomato leaves. here we focus on two types of virus TSWV and
TYLCV. Tomato spotted wilt is caused by a virus that is usually spread by thrips.
Tomato plants that infected with spotted wilt become stunted and often die. Ini-
tially, leaves in the terminal part of the plant stop growing, become distorted, and
turn pale green. In young leaves, veins thicken and turn purple, causing the leaves
to appear bronze. Necrotic spots, or ring spots, are frequently present on infected
leaves and stems often have purplish-brown streaks [28]. Figure 3 illustrates an
example of tomato plant image infected with TSWV.

Tomato yellow leaf curl disease (TYLCV) caused by the whitey-transmitted
begomovirus (genus Begomovirus, family Geminiviridae) is one of the most
damaging diseases of tomato. [29] If virus infected tomato plants at a young stage,
tomato plants can be severely stunted and will not produce fruit. Foliage shows an
upright or erect growth habit, leaves curl upwards and may be crumpled. Interveinal
chlorosis is also observed in the leaves. Figure 4 illustrates an example of tomato
plant image infected with TYLCV.

After we collected some prototypes of infected tomato leaves for each type of
virus, we cropped them to extract single tomato leaf for each image. K-mean
clustering algorithm has been employed to extract regions of interest. Figure 5
demonstrates sample resultant images before and after the segmentation.
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After preprocessing phase is done, we calculated some geometric features and
histogram as we mention before that constrict feature vectors. The last phase is the
classification and prediction of new objects, it is dependent on the support vector
machine (SVM). SVM was trained and tested using different kernel functions that
are: (Linear kernel, (RBF) kernel, QP kernel, (MLP) kernel and Polynomial kernel).
Figure 6 shows the overall accuracy of the classification based on different SVM
kernel functions. The Quadratic (QP) kernel function shows the better accuracy
classification accuracy.

Fig. 4 Yellow, distorted
tomato foliage caused by
Tomato yellow leaf curl virus

Fig. 3 Leaf lesions due to
Tomato spotted wilt virus on
tomato
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Fig. 5 9-a, 9-b are samples of
Leaf infected with TSWV
before and after clustering,
9-c, 9-d are samples of Leaf
infected with TYLCV before
and after clustering

Fig. 6 Results for different
SVM kernel functions

780 U. Mokhtar et al.



5 Conclusions and Future Works

Support vector machine (SVM) algorithm with different kernel functions is used for
classification and identifying two of tomatoes leaf viruses. The datasets of total 200
infected tomato leaf images with TSWV and TYLCV were used for both training
and testing phase. N-fold cross-validation technique is used to evaluate the per-
formance of the presented approach. Experimental results showed that the proposed
classification approach has obtained with accuracy of 90 % in general and the
highest classification accuracy of 91.5 % has been achieved using Quardratic kernel
function. Our future works will focus on detection and identification other types of
virus that infect tomato plants.
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A Hierarchical Convex Polygonal
Decomposition Framework for Automated
Shape Retrieval

Sourav Saha, Jayanta Basak and Priya Ranjan Sinha Mahapatra

Abstract With the increasing number of images generated every day, textual
annotation of images becomes impractical and inefficient. Thus, content-based
image retrieval (CBIR) has received considerable interest in recent years. Keeping it
as the primary motivational focus, we propose a method which exploits different
degrees of convexity of an object’s contour using a multi-level tree structured
representation called Hierarchical Convex Polygonal Decomposition (HCPD) tree
and the method also uses a special spiral-chain-code to encode the polygonal
representation of decomposed shape at every node. The performance of the pro-
posed scheme is reasonably good and comparable with existing state-of-the-art
algorithms.

Keywords Convex polygon � Content based shape retrieval � Shape representation

1 Introduction

Due to the recent developments in digital imaging technologies, an increasing
number of images are generated every day. In today’s tech-savvy world, internet
boom is continually driving interest in people to retrieve images of their interest
from large data-pool. In order to achieve this task, images have to be represented by
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specific features. Early attempts tried to use textual annotation of images and then
search images using their annotations. Clearly, this method is not practical for large
databases. In addition, the textual annotation of image content by itself is a difficult
and subjective process. Therefore, searching images using generic features has
received considerable attention in recent years. Shape is considered the most
promising for the identification of entities in an image. It can be argued that most
real subjects are easily identified using only their silhouettes. A user survey in [1]
indicated that 71 % of the users were interested in retrieval by shape. Shape is a
concept which is widely understood yet difficult to define formally. The human
perception of shapes is a high-level concept whereas mathematical definitions tend
to describe shape with low-level features. However, for 2-D objects, Marshall [2]
tried to define shape as a function of position and direction of simply connected
curves within the two-dimensional field. Shape is important visual information that
has received much attention from researchers in pattern recognition and computer
vision in the past few decades. Most existing techniques for shape analysis and
recognition are concerned with single-object shapes, i.e. the silhouette of an object.
The main motivation of this research work is to focus on the geometric information,
including shape and topology, for content-based image retrieval.

1.1 Related Work

In the past, contour and skeleton were usually used to analyze and represent the
shape of objects. Contour-based is an important aspect of human visual perception.
Polygonal approximation has been a very popular shape representation technique. It
not only satisfactorily represents a shape, but also significantly reduces the amount
of processing data for further applications. Therefore, many shape recognition
(matching) methods through polygonal approximation [3] have been proposed.
However, some conventional methods are somewhat sensitive to non-consistent
results of polygonal approximation. Latrcki and Lakamper [4] proposed a convexity
rule for shape decomposition based on discrete contour evolution. They concentrate
some of decomposition of 2D objects into meaningful visual parts and proposed a
contour evaluation method for identifying the visual part whether it is a significant
convex part or not. The skeleton is another important method for object repre-
sentation and recognition. Skeleton-based representations are the abstractions of
objects, which contains both shape features and topological structures of original
objects. Many researchers have made efforts to recognize the generic shape by
matching skeleton structures represented by graphs or trees [5]. Unfortunately,
these approaches have only demonstrated the applicability to objects with simple
and distinctive shapes, and therefore, cannot be applied to more complex shapes
like shapes in a MPEG-7 data set [6]. In this paper, we propose a method which
exploits the different degrees of convex properties of contour curvature using multi-
level tree structured representation called Hierarchical Convex Polygonal Decom-
position (HCPD).
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2 Proposed Scheme

The main objective of this research is to develop, implement and evaluate a pro-
totype system for multi-level shape matching and retrieval. We model shape of
image objects using a tree structured representation called Hierarchical Convex
Polygonal Decomposition (HCPD). The hierarchy of the HCPD reflects the
inclusion relationships between the objects’ various curvatures along the boundary.
To facilitate shape-based matching, a new spiral-chain code for each convex
polygon is stored at the corresponding node in the HCPD. The similarity between
two HCPD s is measured based on the maximum similarity at every level of the
HDPD-tree, where a one-to-one correspondence is established between the nodes of
the two trees. An effective string matching algorithm, called Fuzzy Levenshtein edit
distance [7], is used to measure the similarity between the shape-attributed nodes’
spiral-chain code representation of a polygon (Fig. 1).

Fig. 1 Hierarchical convex polygonal decomposition
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2.1 Hierarchical Convex Polygonal Decomposition

Given a binary image, our proposed method hierarchically decomposes the shape
into several disconnected convex and non-convex sub-shapes by forming convex-
polygon of the input shape. As shown in figure, shaded regions represent decom-
posed sub-shapes which are further decomposed at next lower levels. At first level,
the convex polygon <P1, P2, P3, P4> results in two sub-shapes, namely S11 and
S12. At second level, S11 is further decomposed into S111 and S112 based on
convex polygon <P2, P3, P5, P6>. As long as convex-polygonal boundary of a
shape results in significant non-convex regions, the decomposition operation con-
tinues down the tree levels. Therefore, we have not decomposed S12, S111 and
S112 further. Notably, we obtain convex-polygon for every decomposed shape
generated as child node during hierarchical-tree structured decomposition process
as shown in figure and encode each of them with a unique spiral chain directional
encoding scheme as illustrated in subsequent section. The formal algorithm is
presented below.

2.2 Boundary Point Tracing

Boundary point tracing is one of many preprocessing techniques performed on
digital images in order to extract information about their general shape. In our
proposed work, we followed Moore’s neighborhood contour tracing strategy [8] to
extract boundary points in a specific order (counter-clockwise) to decide which of
them form convex-polygon of the object. The boundary point selection criteria
examines eight-neighborhood of a point, P, namely locations P1, P2, P3, P4, P5,
P6, P7 and P8 as shown in Fig. 2 in counter-clockwise direction. The general idea
of Moore’s neighborhood contour tracing technique is that every time the counter-
clockwise scanning hits an object pixel-point, P, backtrack i.e. trace back to the

Algorithm: DecomposeShape(Shape S){
Input: Binary Object Shape S
Output: Hierarchical Tree of convex-polygons and their 
corresponding spiral-chain-code
1 L <-FindBoundaryPoint(S);
2 FindConvexPolygon(L);
3 Determine & save Spiral-chain code of the polygon for 
respective tree-node. 
4 Determine non-convex regions;
5 for(each non-convex region: Si) do{
6 DecomposeShape(Si)}
7 }
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neighbor pixel from where the object pixel-point P’s location was entered and
go around pixel P in anti-clockwise direction, visiting each pixel in its 8-neigh-
borhood, until a new object pixel-point is encountered. The algorithm terminates
when the start pixel is visited for a second time.

2.3 Convex Polygonal Approximation

Our convex polygonal covering of a shape is primarily inspired by Graham’s scan
algorithm [9] for determining convex hull of an object. Given a digital object, the
idea is to detect three successive boundary points in counter-clockwise direction to
form a ordered triplet-points <p1, p2, p3> as a candidate and attempt to single out a
point from the ordered triplet that needs either to be discarded or picked up for the
convex-polygon. The point selection or elimination is based on whether these three
points make a left turn or right at position p2. The equation as stated below helps us
in deciding the turn-direction as it yields non-negative value for left turn but a right
turn produces negative value. In case p1, p2, p3 forms a left turn, we may consider
boundary point p1 as convex-polygonal point and the remaining points p2, p3 are
set as first and second element for the next candidate triplet-points. On the other
hand, a right turn implies that p2 cannot be on convex-polygon of the object and in
that case p1, p3 are set as first and second element for our next candidate triplet-
points. Subsequently, another boundary point (P4) in counter-clockwise direction is
detected and added as the last point of our next candidate triplet-points. Once again
we repeat the same procedure to find out the point from the ordered triplet that
needs either to be discarded or picked up based on the above mentioned convexity
analysis of point p2. Our approach deviates from Gram’s scan algorithm with
regards to that fact that it considers only boundary points in counter-clockwise
direction instead of every object points and discards inclusion of a point if the
triangular area generated by the triplet <p1, p2, p3> falls below an empirically
selected threshold value. Thus the modified algorithm basically results in an
approximated convex-polygon covering the boundary of the input object (Fig. 3).

Fig. 2 Boundary point tracing
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fðp1; p2; p3Þ ¼ ðp2:x �p1:xÞ � ðp3:y �p1:yÞ � ðp3:x �p1:xÞ � ðp2:y �p1:yÞ
ð1Þ

2.4 Convex Polygon Spiral-Chain-Code

In our proposed scheme, we have developed a new spiral chain-code to encode a
convex polygon. The idea behind the scheme is to arrange the sides in descending
order of their length and consider the largest side as the first reference base. Sub-
sequently, repeatedly we pick up the next available largest un-encoded side from
the ordered list and the chain code for the newly chosen side is determined based on
the direction of the vector drawn from the mid-point of the last chosen side to the

Fig. 3 Convex polygon vertex selection

Algorithm: FindApproximateConvexPolygon {
Input: Boundary point-list: L
Output: Convex Polygonal Approximation

1 p1 <- first point in Boundary point-list: L;
2 p2 <- second point in Boundary point-list: L;
3 p3 <- third point in Boundary point-list: L;
4 while(p3 != first point of Boundary point-list: L){
5 if( p1, p2, p3 form a left turn){
6 if(the triangular area generated with p1, p2, p3 

> AreaThreshold){
7 add p1 to convex polygon point list.}
8 p1<-p2;
9 p2<-p3;
10 p3 <- next point in Boundary point-list: L;}
11 else {
12 p2<-p3;
13 p3 <- next point in Boundary point-list: L;}
14 }}
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mid-point of the newly chosen side. The chain code as shown in Fig. 4 which is
used to encode the direction assumes last selected side as X-axis with its counter-
clockwise direction (i.e. from node i to node i + 1) as positive direction. For
example, the sides of the convex polygon shown in Fig. 4 are assumed to be
ordered as {(4, 5), (1, 2), (5, 6), (6, 1), (2, 3), (3, 4)} based on their length arranged
from largest to shortest. The spiral-chain code for the polygon is {4, 4, 2, 2, 2}.

3 Experimental Results

To evaluate the performance of the proposed shape retrieval system, experiments
have been conducted based on the MPEG-7 test database [6]. The dataset consists
of 1,400 shapes grouped into 70 classes, each class containing 20 similar objects.
Some of the shapes have experienced a number of transformations, such as scales,
cuts and rotations and also the image resolution is not constant among them.
Figure 5 presents a set of sample images from MPEG-7 test database.

3.1 Performance Evaluation Metric

Evaluation of retrieval performance is a crucial problem in content-based image
retrieval, mainly due to the subjectivity of the human similarity judgment. The
evaluation of a shape retrieval system depends on the application domain. However,
many different methods for measuring the performance of a system have been
created and used by researchers. Perhaps the most widely used measure, for
retrieval effectiveness; in the literature is the “Bull’s eyes test” [6]. This frequently

Fig. 4 Convex polygon spiral-chain-coding
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used test in shape retrieval enables the comparison of our approach against other
performing shape retrieval techniques. Every shape in the dataset is compared to all
other shapes, and the number of shapes retrieved from the same class among the top
40 retrieved similar shapes based on the applied algorithm is reported. Ideally the
bull’s eye retrieval rate for a query image is the ratio of the total number of retrieved
shapes from the same class to the highest possible number which is 20 on MPEG-7.
Thus the overall Bulls Eye Percentage (BEP) can be calculated taking average over
individual BEP score for every query image from the data set.

3.2 Results

The following table presents the performance of our proposed algorithm for the
sample data set shown in Fig. 2 as compared to popular Rammer’s Polygonal Shape
Chain-Code [3]. As described in previous section, every class of image data set
contains 20 samples and relevant retrievals are the images belonging to the class to
which the query image is ideally included. One of the interesting observations
during experimentation is that as the number of sides in the polygonal shape-
representation of an image increases, the performance of retrieval rate falls down.
However, on the average the new proposed algorithm resulted in 83.5 % on Bull’s
eyes test, which seems reasonably good and comparable with existing 7 state-of-
the-art algorithms (Table 1).

1 2 3 4 

5 6 7 8 

9 10 11 12 

13 14 15 16

Fig. 5 Image sample data set (MPEG-7 database)
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4 Conclusion

A novel framework is proposed for CBIR which exploits different degrees of
convexity of an object’s contour using a multi-level tree structured representation
and the method also uses a special spiral-chain-code to encode the polygonal
representation of decomposed shape at every node. The performance of the pro-
posed scheme is reasonably good and comparable with existing state-of-the-art
algorithms. However, we need to further investigate the performance issues based
on complexity of contour curvature as well as various effective shape decomposi-
tion tree matching schemes.
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A Selective Bitplane Based Encryption
of Grayscale Images with Tamper
Detection, Localization and Recovery
Based on Watermark

Sukalyan Som, Sayani Sen, Suman Mahapatra and Sarbani Palit

Abstract Ciphered data need an additional level of protection in order to safeguard
them from being tampered after the decryption phase. Ciphered data, upon being
deciphered by the intended receiver, is unprotected and it can be easily doctored by
ever-developing, sophisticated image processing softwares. In the proposed
scheme, we introduce a selective bitplane based encryption of grayscale images
coupled with the facility of tamper detection, localization and restoration based on
DWT based digital watermark. The original image is first sub-divided into blocks
where Discrete Wavelet Transform (DWT) is applied to generate the watermark.
This is embedded in four disjoint portions of the image to increase the probability of
restoration of the tampered image from tampers. To add another level of security to
the transmission of the watermarked image a selective bitplane based encryption
based on chaos is applied. The watermarked image is first partitioned into its
constituent bitplanes and then first four bitplanes from Most Significant Bitplane
(MSB) is encrypted by a chaos based pseudorandom binary number generator
(PRBG). The enciphered bitplanes are concatenated with unencrypted ones to
produce the cipher watermarked image. The validity and novelty of the proposed
scheme is verified through exhaustive simulations using different images of two
well-known image databases.

S. Som (&)
Department of Computer Science, Barrackpore Rastraguru Surendranath College,
Barrackpore, Kolkata, India
e-mail: sukalyan.s@gmail.com

S. Sen � S. Mahapatra
Department of Computer Science and Engineering, University of Kalyani, Kalyani, India
e-mail: sumancse19@gmail.com

S. Mahapatra
e-mail: sayani.sen@gmail.com

S. Palit
CVPR Unit, Indian Statistical Institute, Kolkata, India
e-mail: sarbanip@isical.ac.in

© Springer India 2015
J.K. Mandal et al. (eds.), Information Systems Design and Intelligent Applications,
Advances in Intelligent Systems and Computing 339,
DOI 10.1007/978-81-322-2250-7_79

793



Keywords Discrete wavelet transform � Chaos � Cryptography � 1D logistic map �
Information entropy � Peak-signal-to-noise-ratio (PSNR)

1 Introduction

Visual information in the form of images and videos has become an inevitable part
of modern civilization with the advent of sophistications in transmission of them
through internet. Transmitted images may have different applications viz. com-
mercial, military and medical applications. So it is necessary to encrypt image data
before transmission over the network to preserve its security and prevent unau-
thorized access. In recent years number of different image encryption schemes has
been proposed in order to overcome image encryption problems. The chaos-based
encryption has suggested a new and efficient way to deal with the intractable
problem of fast and highly secure image encryption [1–5]. Since the last decade a
different approach for content protection has gained attention of researchers. To
overcome the computational complexity, reduce the cost of encrypting digital
images and to facilitate real time transmission with lesser bandwidth requirement
the idea of encrypting only portion of data, termed as partial encryption in many
occasions, is preferred. Selective bitplane based encryption of digital images may
refer to partial encryption where only some bitplanes are encrypted depending their
relevance and significance. In [6] an analysis of the security of the selective bit-
planes based encryption is performed. It has been demonstrated that, when more
than the MSB is selected for the ciphering procedure, the reconstructed image,
obtained by replacement attack, is severely affected. While cryptographic measures
are employed to protect the privacy of the information during transmission,
watermarking techniques are suitable for copyright protection. Tampering of digital
media and its detection has been an interesting problem since long. Digital
watermarks are used not only to protect authentication of digital data but also to
provide means to localize the tamper made and attempt to restore as close as
possible to the original one. Recent research has started focusing on the possibility
of providing both the security services simultaneously as encrypted data becomes
vulnerable for being tampered by the fraudulent receiver after decrypting it. Despite
the difficulties of realizing effective algorithm that combine simultaneously
watermarking and selective bitplane based encryption, some solutions have been
proposed [7–10].

In this communication, an attempt is made to propose a selective bitplane based
encryption of grayscale images coupled with the facility of tamper detection,
tamper localization and restoration by DWT based digital watermark. The original
image is first sub-divided into non-overlapping blocks of size 2� 2 where 1 level
2D DWT is applied to generate the watermark which is then embedded in four
disjoint portions of the image to increase the probability of restoration of the
tampered image. To add another level of security to the transmission of the
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watermarked image a symmetric key selective bitplane driven encryption based on
chaos is applied. The watermarked image is first partitioned into its constituent
binary bitplanes and then first four bitplanes from Most Significant Bitplane (MSB)
is encrypted by a chaotic PRBG formed by the use of 1D Logistic maps. The
enciphered bitplanes are concatenated with unencrypted ones to produce the cipher
watermarked image.

The rest of the paper is organized as follows: In Sect. 2, the proposed scheme
is explained with experimental results and their analysis being done in Sect. 3.
Section 3 presents the comparison of the scheme with existing State-of-art. Finally,
conclusions are drawn in Sect. 4 where future directions of work is also mentioned.

2 Proposed Scheme

An encrypted image becomes vulnerable for being tampered after being decrypted
at the receiver end. Thus to preserve the authenticity of an image being transmitted
in encrypted form is preserved by embedding a watermark, generated from the
image itself, before encryption. The watermark is used for tamper detection,
localization and restoration up to a great extent. Thus the proposed scheme consists
of two parts—watermark embedding and encryption (sender), decryption and
watermark extraction: tamper detection, localization and restoration (receiver).

2.1 Watermark Generation and Embedding

• An image Iorg of size 2n � 2n, n 2 N and n� 2 is sub-divided into non-over-
lapping 2� 2 sized blocks.

• A look-up table constructed using Eq. (1) that holds the mapping address of
each block in Iorg.

X 0 ¼ ½f ðxÞ ¼ ðk � XÞ mod N� þ 1 ð1Þ

where X;X 0ð2 ½0;N � 1�Þ the block number, kða prime and 2 Z � ffactors
of NgÞ a secret key and Nð2 Z � f0gÞ the total number of blocks in the image.

• A push-aside operation modifies the lookup table by pushing right the columns
belonging to the left half and viceversa.

• 2-D DWT is applied on each block using the Haar wavelet. The approximation
coefficient matrix LL1 and detail matrices HL1, LH1 and HH1 are produced. The
watermark is generated from LL1 sub-band coefficient.

• Iorg is divided horizontally and vertically into four disjoint and equal parts. A
block (say, A) and its partner block (say, C) can be located at the same positions
of two parts situated at opposite angles.
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• The 12-bit watermark for block A and its partner block C is constructed by
combining five MSBs of LL1 sub-band coefficient of the block A, five MSBs of
LL1 sub-band coefficient of its partner block C, in–block parity–check bit p and
its complementary bit t.

• The 12-bit watermark generated from a block (A) and its partner block (C) is
embedded into their mapping blocks (�A and �C). The 3 LSBs of each of the 4
pixels of a mapping block are replaced by the 12-bit watermark.

2.2 Image Encryption

• Each pixel of watermarked image IWorg is decomposed into its corresponding 8 bit
binary equivalent and thus 8 bit-planes BPiðx; yÞ8i ¼ 1; 2; . . .; 8 are formed.

• Keys for diffusing the significant bitplanes are generated using 1D Logistic map
based PRNG with chosen values of the triplet ðx0; y0; lÞ. The PRBG is based on
two 1D Logitic maps stated in Eq. (2)

xnþ1 ¼ lxnð1� xnÞ and ynþ1 ¼ lynð1� ynÞ ð2Þ

where x 2 ½0; 1� and l 2 ð3:57; 4�. The bit sequence is generated by comparing
the outputs of both the maps as in Eq. (3)

gðxnþ1; ynþ1Þ ¼ 1; if xnþ1 � ynþ1

¼ 0; if xnþ1\ynþ1
ð3Þ

• The first four bitplanes considered as the significant ones, are encrypted as
CBPj ¼ BPj � Kj 8j ¼ 1; . . .; 4. The cipher bit planes CBPj and the unencrypted
bitplanes BPi are combined together to form the cipher image as Ciðx; yÞ ¼
CBPj þ BPk 8i ¼ 1; 2; . . .; 8; j ¼ 1; . . .; 4 and k ¼ 5; . . .; 8 where þ is used to
denote concatenation.

2.3 Image Decryption

Upon receiving the encrypted image along with the key ðx0; y0;lÞ one will perform
decryption in a manner reverse to that outlined in Sect. 2.2 to get the decrypted
image.
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2.4 Watermark Extraction: Tamper Localization
and Restoration

The embedded watermark has to be extracted in order to detect and localize tamper
and restore from it. Three types of tamper has been considered in this literature—
Direct Cropping, Object Insertion and Object manipulation. The procedure is stated
below. A 3-level hierarchical tamper detection and localization is performed, the
algorithm for which is described below.

Tamper detection and localization In level 1, for each block B

• Retrieve the 12-bit watermark from B.
• Get the parity-check bits p and v respectively from the 11th and 12th bits of the

watermark.
• Perform XOR operation on the 10 LSBs of the 12-bit watermark, resulting in p0.
• If p ¼ p0 and p 6¼ t, mark block B valid, else invalid.

In Level 2, for each block B marked valid after Level 1 detection

• If at least one of the four triples (N, NE, E), (E, SE, S), (S, SW, W), (W, NW, N)
of the 3� 3 neighborhood of block B has all of its blocks marked invalid, mark
block B invalid.

In Level 3, for each block B marked valid after level 2 detection

• If at least five of the 3� 3 neighboring blocks of block B are marked invalid,
mark block B invalid.

Restoration of image from tamper A two-stage restoration scheme is applied
for recovering the invalid blocks.

In Stage 1: For each nonoverlapping block B of size 2� 2 pixels marked invalid

• Find the mapping block B0 of B from the look-up table.
• If B0 is valid then B0 is the candidate block, go to the last step here.
• Find the mapping block of B0 ’s partner-block B00.
• If B00 is valid then B00 is the candidate block; otherwise stop, leave block B alone.
• Retrieve the 12-bit watermark from the candidate block.
• If block B is located in the upper left or lower right quarter of the image, the 5-

bit representative information of block B starts from the 1st bit (MSB) of the 12-
bit watermark; otherwise, it starts from the 6th bit.

• Pad four 0s (as LSBs) to the 5-bit representative information to form a new 9-bit
coefficient.

• Perform the inverse DWT operation based on this coefficient as the approxi-
mation coefficient resulting in a new block of size 2� 2.

• Replace block B with this new block and mark block B as valid.
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In stage 2 After stage 1 recovery

• Recover the remaining invalid blocks from the pixels of the neighboring blocks
represented as directional triples (N, NE, E), (E, SE, S), (S, SW, W) and
(W, NW, N) surrounding them.

• Finally, the lost blocks are generated by interpolating pixel values.

3 Experimental Results, Tests and Analysis

The proposed algorithm has been exhaustively simulated and its performance has
been tested over commonly used and widely accepted USC-SIPI [11] image
database, maintained by Signal and Image Processing Institute, University of
Southern California. The misc volume of the database has been chosen in this
literature to prove the efficacy of the proposed scheme. The proposed scheme and
the existing state-of-the-art, considered for comparison, have been implemented
using Matlab 7.10.0.4 (R2010a) on a system running with Windows 7 (32 bit) with
Intel Core i5 CPU and 4 GB DDR3 RAM. In Fig. 1 a thumbnail view of the images
considered from the misc volume of the database is shown. In Fig. 2 an original
image of Lena, its watermarked image, the ciphered watermarked image, and the
decrypted image are shown. To prove the efficacy of the proposed algorithm tests
has been performed on the encrypted image and the decrypted image (watermarked)
separately.

3.1 Tests on Encryption

Histogram Analysis In order to have a perfect ciphered image the histogram of the
image must exhibit uniformity of distribution of pixels against the intensity values.

Fig. 1 A thumbnail view of the misc volume of USC-SIPI image database
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The histograms of original and encrypted images have been analysed. In Fig. 2e, f
the histograms of the watermarked image of Lena of size 512� 512 and corre-
sponding cipher image has been presented which depicts that the histograms of
plain image has certain pattern where as that of the cipher image are uniformly
distributed.

Correlation Coefficient Analysis It is observed that there exists high correlation
among adjacent pixels in an original image but poor correlation between the
neighbouring pixels of corresponding cipher image. Karl Pearson’s Product
Moment correlation coefficient is used to find the correlation of horizontally, ver-
tically and diagonally adjacent pixels of both the plain and cipher image and the
correlation between the plain image and cipher image pixels. The average values of
correlation coefficient of the horizontally adjacent pixels in watermarked and cipher
image are 0.9804 and 0.0018 where as that the same in vertically adjacent pixels are
0.9725 and 0.0008 respectively. The correlation coefficient between the water-
marked image and their ciphered image is 0.0008.

Key sensitivity and key space analysis A good cryptosystem should be sen-
sitive to a small change in secret keys i.e. a small change in secret keys in
encryption process results into a completely different encrypted image and in the
decryption process original image is not found. A good encryption scheme must
have a large key space to make brute force attack infeasible. In the proposed
algorithm, the initial conditions and the system parameters of the chaotic maps i.e.
the triplet ðx0; y0; lÞ forms the symmetric key. Considering the precision of

(a) (b) (c)

(d) (e) (f)

Fig. 2 a Original image, b watermarked image, c encrypted watermarked image, d decrypted
image, e Histogram of (b), f histogram of (c)
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calculation as 10�14 the key space for the proposed scheme is 1014 � 1014 �
1014 ¼ 1042 which is reasonably large enough to resist the exhaustive attack.

Information Entropy Test It is well known that the entropy H(s) of a message
source s can be calculated as:

HðsÞ ¼
X2N�1

i¼1

pðSiÞ � log2
1

pðSiÞ ð4Þ

where pðSiÞ is the probability of symbol Si and the entropy is expressed in bits.
When the messages are encrypted, their entropy should ideally be 8. If the output of
such a cipher emits symbols with entropy less than 8, there exists certain degree of
predictability, which threatens its security. In our algorithm the average of entropy
of the cipher images is 7.9997 which is close to ideal value.

3.2 Use of Watermark: Tamper Detection, Localization
and Recovery

Measurement of watermark and encryption Quality To measure the imper-
ceptibility of watermark and encryption quality well known metrics viz. PSNR and
SSIM is used. For an encrypted image smaller PSNR and SSIM is expected where
as for the watermarked image to be imperceptible a PSNR greater than 35 dB and
SSIM close to unity exhibits better image quality. The average PSNR and SSIM of
the watermarked image is 41.5 and 0.97 dB respectively where as the PSNR for
encrypted version of the watermarked image is dB.

Performance against tampering To evaluate the effectiveness of the proposed
scheme against tampering, localize the tampers, and restore them back as close as
possible to the original, the decrypted watermarked images went through different
types of tampers—Direct Cropping, Object Insertion and Object manipulation. An
watermarked image cropped at different positions ranging from as small as 5 % to
as large as 95 % with the PSNR of restored image from 42.05 to 19.87 dB. The
average PSNR of restored image is 31.5 dB. One of the most common image
tampering attack is insertion of objects is by copying regions of the watermarked
image and pasting them into somewhere else in that image. The proposed water-
marking system detects, localizes, and recovers the tampered regions of the images
tampered by inserting small, medium, and large objects. The proposed scheme is
capable of restoring an attacked image by removing, destroying, or changing
specific regions or objects in it. In Fig. 3 the results of tamper detection, localization
and restoration is presented.
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4 Conclusion and Future Scope

Our results show that encrypting only a part of the image is sufficient to conceal
significant information while reducing the complexity of encrypting the entire
image. Embedding a DWT based watermark, generated from the image itself
provides a solution to detect and localize tampers done in the decrypted image
while providing the option to restore it as close as possible to the original one.
Further research will be carried out to improve the performance for situations where
very small areas are tampered.
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An Incremental Feature Reordering (IFR)
Algorithm to Classify Eye State
Identification Using EEG

Mridu Sahu, N.K. Nagwani, Shrish Verma and Saransh Shirke

Abstract In this work investigation of eye state identification is performed using
EEG system. Binary classifications developed to categories the eye state in the
classes open and closed. Feature subset selection is one of the important steps in
classification. The present work is for finding feature subset selection named as
Incremental Feature Reordering (IFR), it gives most non dominant feature (MND)
for Electroencephalography (EEG) signal corpus and create reorder set. The
removal of MND gives optimal subset feature and it increases the classifier accu-
racy and efficiency. The data structure used here is a two way doubly linked list, it
creates dynamic environment for reordering the ordered set.

Keywords EEG � Binary classification � Incremental feature reordering � MND

1 Introduction

Feature ordering is a process of ordering the feature based on their correlation found
in feature vector. Various methods present for feature ordering in different area of
Bio-Medical, Bio-Informatics, and Bio-Science etc. The proposed method is based
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on Incremental Feature Reordering (IFR), which is suitable for finding most non
dominant (MND) features from large features set. The literatures show that “the m
best features are not the best m features” [1–4], and reversal of this is “the m worst
features are not the worst m features”, so the proposed work is applicable for
finding which features are more non dominant then others. In Machine learning
literature is says that minimum feature subset selection is NP-Hard problem [5], IFR
is a method which will remove the MND features from feature set and removal of
those from feature set increase the accuracy and decreases the memory requirement
of feature space. This method is applied in Electroencephalography (EEG) system.

EEG is a device for measuring the brain waves. A German scientist named Hans
Berger, who invented EEG about more than 80 years ago. EEG signals are
applicables in computer game [6], track emotion [7], for handicapped person to
control devices [8], for military scenario [9]. EEG signals also used in stress fea-
tures identification [10]. In proposed work EEG signals are used as input for eye
state classification.

Classification is one of the major tasks of data mining tool, which place similar
patterns in similar group. For classification, a feature subset selection is used as a
pre-processing step in machine learning [11], where relevant features are identified
and selected. IFR is a preprocessed state for eye state identification whether it is
open or closed. Different approaches to feature subset selections [12–15] found that
the subset of individually good features does not necessarily lead to good classi-
fication accuracy. The proposed method is using greedy paradigm for finding the
reordered set, it is a method for creating a MND feature header linked list, for
feature subset selection. Many classification algorithms is proposed in the area of
Bio-Medical device [16], the literature shows that instance based classifier is
performing well as compare to others like tree based, SVM based etc. [17].
K* classifier which is a kind of instance based classifier is used in presented work
[18].

2 K-Star Instance Based Classifier (K*)

The K-Star algorithm is an instance based classifier like IBL (Instance Based
Learner); an instance based classifier is a type of classifier that it works with
unknown to the known according to some proximity based measures such as
similarity or distance functions [19]. It uses the entropy distance measure for
selecting value for the classifier parameters. Entropy is a measure of uncertainty of a
random variable [20]. The performance of K-star classifier on EEG signal classi-
fication is compared with different classifier shown in Fig. 1.
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3 Electroencephalography System (EEG)

The EEG is the kind of Bio-Medical device it is measurable by connecting elec-
trodes known as Electroencephalography [21]. The system having 16 (F7, F3, F4,
FC6, T8, P8, O2, CMS as eye open state and AF3, AF4, FC5, F8, T7, P7, O1, DRL
as eye closed state), shown in Fig. 2. Eye state identification is applicable in the area
of infant sleep walking state identification [22], driving drowsiness detection [23],
epileptic seizure detection [24], classification of bipolar mood disorder (BMD) and
attention deficit hyperactivity disorder (ADHD) patients [25], stress features iden-
tification [10], human eye blinking detection [26].

Fig. 1 Classifiers accuracy graph
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4 Corpus (EEG)

The Corpus consists of 14,980 instances with 15 features each (14 features repre-
senting the values of Electrodes and one as eye state (Boolean Variable)). Statistical
Evaluation finds outlier detections in the present corpus because three instances
(899, 10,387, and 11,510) declared as extreme values in this, removal of it makes
new corpus and it is having 14,977 instances. The corpus is taken from the link
http://suendermann.com/corpus/EEG_Eyes.arff.gz. EEG eye state dataset was
donated by Rosler and Suendermann from Baden-Wuerttemberg Cooperative State
University (DHBW), Stuttgart, Germany [17]. The output of the corpus “1” indi-
cates the eye-closed and “0” indicates the eye-open state.

5 Proposed Method

The proposed method is named as Incremental Feature Reordering (IFR) its input is
a corpus of EEG sensor data set then step by step procedure is performed for pre-
processing then dividing the preprocessed corpus into training, testing and vali-
dation (60, 20 and 20 %) datasets. The corpus having the class labels as C = {0, 1}
and it is kind of binary class labels. The output of the algorithm is MND feature set;
the removal of it from feature set could not affect the accuracy of instance based
classifier.

Fig. 2 Emotive device
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Algorithm for Finding MND Feature from Feature Set
Step 1 Take input as corpus.
Step 2 Find outliers present in corpus and removal of this from corpus.
Step 3 Create three sets training, testing, validation.
Step 4 Create Feature ordered set from different Feature ordering Algorithm:

4.1 BestFirst and CfsSubsetEval
4.2 Ranker and CorrelationAttributeEval
4.3 Ranker and GainRatioAttributeEval
4.4 Ranker and InfoGainAttributeEval
4.5 Ranker and OneRAttributeEval
4.6 Ranker and ReliefFAttributeEval
4.7 Ranker and SymmetricalUncertAttributeEval
4.8 GreedyStepwise and CfsSubsetEval
4.9 RerankingSearch and CfsSubsetEval

Step 5 Create an N number of Two Way Header Linked list.
Step 6 Apply searching for last most element from each header node.
Step 7 Push it into stack.
Step 8 Repeat Step 6 and 7 until last two way header linked list.
Step 9 Pop one by one element from stack until stack is empty.
Step 10 Apply K-star classification technique after popping one element.
Step 11 Store accuracy and popped element in two dimensional arrays.
Step 12 Repeat Step 10 and 11 for node until N header node is not obtained.
Step 13 Search maximum accuracy from two dimensional array.
Step 14 Declare this feature as MND feature.
Step 15 Create new corpus which does not have MND features.

The Algorithm steps shows, getting of most non dominant feature set. These are
pre-processing stapes for K* classifier. The data structure two way header linked
list is used in proposed methodology it is better choice for storing the reordered set,
it gives dynamic memory allocation for allocating the header node with specified
ordered list generated from various ordering algorithms shown in Table 1.

6 Result Analysis

During the Experiment nine different ordering algorithms taken. Then K* classi-
fication accuracy measures shown in Table 1, it is ordered set have minimal features
giving very less accuracy in EEG corpus. Method selects only those ordered set
giving more accuracy, 95.01 % accuracy is highest and it is present in six different
set obtained by different ordering algorithm, but the ordered set is different from
each others. Each algorithm declared MND different from others but this is an
observation that MND must be present in all last valued dataset from different
algorithm. Hear it is {T7, F7, F3, F7, P8, F3} the set having repetitive MNDs so
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eliminate this, then the new set obtained by this is {T7, F7, F3, P8}. It is an optimal
set which gives MND for the corpus. The removal of one feature from two way
header list and classification accuracy is mapped in Table 2, it is showing that
removal of P8, gives more accuracy then others and it is also present in MND set.

Table 1 Classification accuracy of K-star with feature ordering

Serial
Number

Feature ordering algorithm OrderedFeatureVector K* (%)
accuracy

1. BestFirst and CfsSubsetEval AF3, P7, O1, P8, AF4. 77.40

2. Ranker and
CorrelationAttributeEval

AF4, F7, F8, F4, T8, AF3, FC6,
P7, P8, FC5, F3, O2, O1, T7

95.01

3. Ranker and
GainRatioAttributeEval

P8, AF3, O1, FC6, P7, AF4, F8,
T8, T7, F4, FC5, O2, F3, F7

95.01

4. Ranker and
InfoGainAttributeEval

O1, P7, AF3, AF4, F8, F4, P8,
FC6, T8, O2, T7, FC5, F7, F3

95.01

5. Ranker and OneRAttributeEval O1, P7, AF3, AF4, F8, P8, F3,
T7, T8, FC5, O2, F4, FC6, F7

95.01

6. Ranker and
ReliefFAttributeEval

F7, O1, P7, F8, FC6,AF4, AF3,
T7, FC5, T8, F3, O2, F4, P8.

95.01

7. Ranker and
SymmetricalUncertAttributeEval

AF3, O1, P7, AF4, P8, F8, FC6,
F4, T8, T7, FC5, O2, F7, F3.

95.01

8. GreedyStepwise and
CfsSubsetEval

AF3, P7, O1, P8, AF4. 77.40

9. RerankingSearch and
CfsSubsetEval

AF3, P7, O1, P8, AF4 77.40

Table 2 Classification accuracy of K-star after feature removal with global blend value = 20

Attributes
removal

TPR FPR Precision Recall FMeasure MCC ROC
Area

PRC
Area

Accuracy ER

Attributes
selected(14)

0.95 0.051 0.95 0.95 0.95 0.899 0.989 0.989 95.26 4.74

F3 0.95 0.053 0.95 0.95 0.95 0.898 0.991 0.991 94.96 5.04

F7 0.942 0.063 0.942 0.942 0.942 0.883 0.987 0.987 94.19 5.81

FC5 0.946 0.057 0.946 0.946 0.946 0.891 0.989 0.989 94.59 5.41

T7 0.942 0.061 0.942 0.942 0.942 0.882 0.988 0.989 94.16 5.84

O2 0.948 0.056 0.948 0.948 0.948 0.895 0.99 0.991 94.79 5.21

T8 0.942 0.061 0.942 0.942 0.942 0.882 0.988 0.989 94.16 5.84

FC6 0.938 0.065 0.938 0.938 0.938 0.875 0.986 0.987 93.83 6.17

P8 0.955 0.047 0.955 0.955 0.955 0.909 0.991 0.991 95.49 4.51

F4 0.944 0.059 0.944 0.944 0.944 0.886 0.989 0.989 94.39 5.61

F8 0.94 0.063 0.94 0.94 0.94 0.878 0.988 0.988 93.99 6.01

AF4 0.943 0.061 0.943 0.943 0.943 0.884 0.988 0.989 94.26 5.74

AF3 0.944 0.058 0.944 0.944 0.944 0.887 0.988 0.988 94.43 5.57

P7 0.942 0.061 0.942 0.942 0.942 0.882 0.988 0.988 94.19 5.81

O1 0.935 0.069 0.935 0.935 0.935 0.869 0.982 0.983 93.52 6.48

808 M. Sahu et al.



Classification accuracy is measured by using K* classifier with global blend as
default value 20.

The best MND comes with “Ranker and ReliefFAttributeEval” and for proposed
work it is declared as best ordering algorithm for EEG corpus to classify of eye
states. Performance of IFR algorithm is compared with 26 different well known
classification algorithms and it is shows in Fig. 1.

Then Experiment is to find which global blend is most appropriate for proposed
work because the default blend (20) in weka is not global blend for EEG eye state
classification. It is evaluated in different values of blend ranging from 20 to 50, and
then calculates accuracy of K* classifier, the best result comes with 42 and 39
shown in Fig. 3. Here 39 is declared as global blend for EEG corpus. Classification
accuracy is increased by 0.74 % which is a relative to when blend value is default
setting with 20.

7 Conclusion

In this proposed work, an IFR approach based K-star classification is applicable in
area of EEG eye state identification. The approach is unique in a way that it firstly
find the order set generated from different algorithms and then it will stored in a
new order set for selecting the feature which is most non dominant feature, and
removal of this improves the efficiency of classifier with minimum error rate. The
experiment result shows many ordering algorithms are not giving a proper order set
for EEG eye state identification. The proposed approach performing well and it is
compared with well known classifiers and found that it require less space and less
time to identify the eye state, it uses greedy paradigms to create a set of optimal non
dominant feature order. The data structure used in proposed approach is two way

Fig. 3 Accuracy rate versus
global blend value
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header linked list. It provides dynamic environment for node creations and giving
runtime memory management for reorder set. In future, some issues remain as open
topic for further research, is any algorithm for creating an optimal algorithm with
polynomial time complexity to find MND set for high dimensional datasets and
those dataset having variable dimensionality.
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Wireless Body Area Networks: A Review
with Intelligent Sensor Network-Based
Emerging Technology

Shabana Mehfuz, Shabana Urooj and Shivaji Sinha

Abstract The increasing interest and the constant miniaturization of intelligent
wireless sensor based devices have empowered the development of Wireless Body
Area Networks (WBANs). Recent evolution in wearable and implantable sensors
and rapid growth in the low power, energy efficient and short range wireless
communication technologies are enabling the implementation of WBANs. The
design of these networks requires the new protocols with respect to those used in
general purpose wireless sensor networks. This survey paper aims at reporting an
overview of the concept of WBANs with applications, characteristics, hardware
design issues and supporting short range radio technologies and standards. A brief
overview of the existing and past projects is also discussed. Finally, this article
highlights some of the design challenges and open research issues that still need to
be addressed to make WBANs truly ubiquitous for a wide range of applications.

Keywords Body sensors � Health care � On body communication � Propagation
channel � Ultra wide band (UWB) � Wireless body area networks

1 Introduction

Body area networks (BANs) are a new kind of personal area communication net-
works consists of smart sensors placed inside, on or around the human body,
typically consists of a collection of low-power, miniaturized, lightweight devices
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with wireless communication capabilities. WBANs enable different applications,
especially in healthcare monitoring and hence new possible market with respect to
Wireless Sensor Networks (WSNs). On the other hand, their design issues are
affected by several challenges for new paradigms and protocols in the proximity of
a human body [1].

Body Area Network is formally defined by IEEE 802.15 as, “a communication
standard, optimized for low power devices and operation in the vicinity of or inside
a human body to serve a variety of applications including medical, consumer
electronics or personal entertainment and other”. It focuses on communication in
the human body area that is the immediate environment around the human body
which includes the nearest objects that may be part of the body [2]. Basic
requirements of a WBAN are listed below

• Limited coverage range (<0.01–2 m).
• Extremely low power consumption in sleep mode.
• Support of dynamic data rate ranging from 1 Kb/s to several Mb/s.
• QoS support for critical physiological data.
• Low latency over multi-hop network architecture.

2 Application of WBAN in Health Care

There are different categorizations for application and usage models of body area
networks. WBANs will play an important role in real time monitoring enabling
ubiquitous:

• Medical health care services, e.g. Medical check-up
• Physical rehabilitations
• Physiological monitoring of vital parameters.

The tiny biosensors can collect various real time vital health parameters
including blood pressure, SpO2, electroencephalogram (EEG), electrocardiogram
(ECG), carotid pulse, glucose rate, body temperature. The BAN is also used in other
non-medical areas such as military, sport, and entertainment. IEEE 802.15.6 cate-
gorizes WBAN applications in medical and non-medical (Consumer Electronics) as
can be seen in Fig. 1. The WBAN can also be used in entertainment applications
such as microphones, MP3-players, cameras, head-mounted displays and advanced
computer appliances. They can be used in virtual reality and gaming purposes,
personal item tracking, exchanging digital profile or business card and consumer
electronics [3].
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3 Characteristics of WBAN

Unlike conventional wireless sensor networks (WSNs) and Adhoc networks,
WBANs have their own typical characteristics. The following points distinguish
WBANs from Wireless Sensor Networks (WSNs) and also create new technical
challenges [3].

3.1 Architecture

A WBAN consists of only two categories of nodes; sensors in or on a human body
and router nodes around WBAN wearers or second tier radio devices equipped on
the wearers, functioning as an infrastructure for relaying data [4].

3.2 Density

When more nodes are required for a specific application, they are added accordingly
in Body Area Networks. So the density of nodes is low in WBAN as compared to
Wireless Sensor Networks (WSN).

3.3 Data Rate

Since WBAN is a heterogeneous network, which requires monitoring of periodical
physiological activities, so require relatively stable data rate.

Fig. 1 BAN application
categorization
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3.4 Power Supply and Demand

For the data acquiring, processing, and further transmission, WBAN requires
suitable energy supplies. Implanted body sensor devices in the human body are
powered by batteries, which are sometimes not possible to replace; thus, techniques
like Wireless RF energy harvesting or body motion based energy harvesting must
be required.

3.5 Latency, Reliability and Security

Because the medical information possesses confidential character, high reliability,
low delay and stringent security mechanisms are required in WBANs mechanisms
are required in WBAN to protect patient information.

3.6 Network Topology

In WBAN, it is more variable due to body motion, while very likely to be static in
WSN.

4 Wireless Body Area Networks Architecture

The Body Area Network (WBAN) is a human centered communication network as
shown in Fig. 2. The network consists of three types of nodes. The Sensor nodes
consist of implanted and body surface nodes. These nodes collect vital parameters
of the human body, such as ECG, EEG and EMG [5].

This information is transmitted to either intermediate router node or to an
external coordinator node. The intermediate router node exchanges the data and
control messages between the sensor and coordinator node. The Coordinator node
is an external node which acts as a gateway for higher layer applications [3].

5 Hardware and Devices

A body sensor node consists of two parts; the physiological sensor and the radio
platform as shown in Fig. 3.

The function of body sensor is to convert human’s physiological energy to
analog signals. Sensors are in direct contact with the human body surface or even

816 S. Mehfuz et al.



implanted inside the body, their size, quality of materials and physical compatibility
is very important to human tissues. Short range radio technologies transmit the
sensed data. The Table 1 compares the different radio interfaces in which overall
IEEE 802.15.4 is widely adopted [2].

Fig. 2 WBAN application architecture of medical healthcare

Fig. 3 Modules of sensor node platform

Table 1 Comparison of body sensor wireless platforms

Model Wireless
standard

Frequency
(GHz)

Data rate
(Kbps)

Outdoor
range (m)

UWB IEEE 802.15.6 3.1–10.6 10,000 <30

MicAz IEEE 802.15.4 2.4 250 75–100

Imote2 Bluetooth 2.4–2.4835 250 30

ZigBit IEEE 802.15.4 2.4–2.4835 250 3,700

BT node Bluetooth 2.4 300 50

Mica2 IEEE 802.15.4 0.868/0.916 38.4 >100
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6 Frequency Dependent Characteristics of Body

When the human body is exposed to an electromagnetic field, its characteristics are
treated at the tissue level. Electrical properties of the human body are characterized
by the cell membrane and the conductive intracellular fluid at the tissue level. When
the human body is exposed to an electromagnetic field, its characteristics are treated
at the tissue level. The human body has very unusual electromagnetic property
values. The properties, electric permittivity and electric conductivity are not well
known and depend on the activity of the person. These properties have been
extensively studied in the last fifty years from 10 Hz to almost 10 GHz [6]. Since
biological tissues, mainly consist of water, they behave neither as a conductor nor a
dielectric, but as a dielectric with losses. The attenuation of transmitting power in
the human body is due to absorption by body tissue, which is frequency dependent.
At low frequency, the skin depth is large and therefore the electromagnetic wave
can go into the depth of the human body.

Figure 4 shows the variation of electromagnetic properties for three represen-
tative tissues in the range 10 kHz to 1 GHz, blood (very high water content), muscle
(high water content) and fat (low water content). Compared to classical dialectical
materials, the dielectric permittivity is high. It is found that at 1 kHz, the relative
permittivity of the blood is 435,000. With an increase in frequency, relative per-
mittivity decreases. In the same way, the conductivity of the muscle varies from
0.3211 to 0.9982 in the 1 kHz to 1 GHz frequency band. The wetter a tissue is, the
lossy it is; the drier it is, the less lossy it is. On the other hand, the permeability of
biological tissues is that of free space [7].

Fig. 4 Variation of electric properties with frequency for blood, fat and muscle tissues
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7 Channel Modelling and IEEE 802.15.6 Physical Layer

In the past few years, researchers have characterized and model the propagation
channel inside and on the body surface both through the measurement and simu-
lation. Channel model is important for the development of

• More effective antenna with Low SAR with efficient coupling for to the dom-
inant mode propagation

• Prediction of link performance for PHY layer.

WBAN is greatly affected by the amount of path loss that occurs due to different
body channel impairments. It was found that the path loss depends on the separation
between transmitter and receiver, location and height of antennas, propagation
medium such as moist or dry air [12]. Equation (1) Suggests the path loss (PL) in
[4, 8]

PLðdÞ ¼ PLðdoÞ þ 10n log10
d
do

� �

þ rs ð1Þ

where, do is the path loss at a reference distance do, n is the path loss exponent, (n =
2 for free space) and rs is the standard deviation. Equation (2) gives the dependence
of path loss of distance do as well as frequency f.

PL ¼ 20 log10
4pdf
c

� �

ð2Þ

where c is the light velocity.
The propagation of electromagnetic (EM) energy on the surface of the body or

inside the human body has been investigated in [7]. The propagation around the
human body is divided into

• Direct line of sight (LOS)
• Indirect or non-line of sight (NLOS).

In the former, the curvature effects on the body are not taken into account. While
in the later, the effects of propagation from the front of the body to the side or the
back of the body are evaluated. The simulation and experimental conclusions for
propagation along the human body in the line of sight (LOS) channel model was
studied in [7]. The studies were done for both narrowband and UWB signals.
The path loss exponent n is calculated between 3 and 4, depending on the position
of the nodes. The study in [9] shows that the antenna height impact on the path loss.
The closer the antenna is to the body, the higher the path loss and a difference of
more than 20 dB is observed for an antenna placed at 5 mm and 5 cm. The small
size sensors and antennas will be close to the body which will result in a higher path
loss [10, 11].
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According to the Federal Communications Commission (FCC), Ultra Wide
Band (UWB) technology has emerged as a solution for the wireless BANs. UWB
refers to any radio technology having a transmission bandwidth exceeding the
lesser of 500 MHz or 20 % of the center frequency. Due to low power spectral
density emission and license free use in the 3.1–10.6 GHz frequency band, UWB is
suitable for short range, RF emissions sensitive (e.g., in a hospital) indoor envi-
ronment [13]. UWB transmitters are designed using simple techniques, although
UWB receivers require complex hardware design techniques. It also consumes
comparatively higher power. In order to achieve reliable, low power radio com-
munication, a sensor node can be constructed using a UWB transmitter and a
narrow band receiver.

Narrowband UWB pulses do not cause significant interference to other systems
operating in the vicinity and do not represent a threat to patients’ safety.

8 Research Challenges and Conclusion

In this survey paper, a comprehensive review of WBANs in terms of its applica-
tions, characteristics, network architecture, hardware requirement, physical layer
modeling and recent low power, short range technologies is presented. As a
complement to existing wireless technologies, the WBAN plays a very important
role in interdisciplinary research and development. We truly believe that this survey
can be considered as a source of inspiration for future research directions. Several
open issues like Physical characteristics of sensors and effect of RF circuits, Bio-
compatibility, Security, Authentication and Privacy, Routing protocols still need to
be addressed. In particular, for life-saving applications, thorough studies and tests
should be conducted before WBANs can be widely applied to humans.
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Flow Regime Prediction Using Artificial
Neural Networks for Air-Water Flow
Through 1–5 mm Tubes in Horizontal
Plane

Nirjhar Bar, Manindra Nath Biswas and Sudip Kumar Das

Abstract Artificial Neural Network (ANN) based techniques for the classifications
of flow regimes in air-water flow through 1–5 mm tubes are presented. 218 data
points are based on the experimental investigation in 3 and 4 mm tubes and 2114
data points from various experimental results from the published literature for air-
water two-phase flow in small diameter tubes have been used. Five different well
known artificial neural network models have been used to predict the flow regime.
The ANN model based on Radial Basis Function and Principal Component
Analysis gives better predictability over the other networks used.

Keywords Flow regime � Multilayer perceptron (MLP) � Radial basis function �
Support vector machine � Principal component analysis
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1 Introduction

Gas-liquid two-phase flow widely exists in industrial processes, such as, power
generation, thermal engineering, chemical processes, petroleum refineries and
petrochemical industries, nuclear industry and many other heat transfer equipment
with phase change. In the two-phase gas-liquid flow the hydrodynamics, heat
transfer and mass transfer characteristics are largely influenced by the flow regimes.
In many industrial systems like power generation, nuclear reactors, petroleum and
biochemical processing systems, it is necessary to monitor the flow regimes during
normal and also transient operation conditions for the safety and overall perfor-
mance. So the accurate prediction of the flow regime is an important task.

Gas–liquid two-phase flow patterns in small channels have been investigated
extensively in the past [1–14]. Definitions of flow regime are generally based on the
description and graphical illustrations. The visual flow pattern classification is
based on visual observation, which probably varies for different viewers, particu-
larly in the transition from one flow regime to another. Many literatures are
available on the development of different techniques, such as conductivity probe,
radiation attenuation, hot wire anemometer etc. for flow regime identification. Early
work on the empirical flow regime map developed by Baker [15] and other
researchers [16–19] attempts to develop a generalized flow regime map. Taitel and
Dukler [17] proposed a flow regime map containing predominant four flow regimes
namely, stratified, intermittent, bubble and annular with superficial gas velocity and
superficial liquid velocity as co-ordinates and also propose physical based criteria
for the transition from one regime to the next. Taitel [19] proposed a unified model
for the prediction of flow regime transitions in channels of any orientation based on
simple physical criteria using the well known two-phase dimensionless group,
Froude number (Fr), the parameter T which relates the liquid pressure drop to
buoyancy, and Lockhart-Martinelli parameter, X. They also developed the regime
transition criteria that gives the distinction between the flow regimes that are driven
by surface tension, e.g., bubble and intermittent flow and the flow regimes that are
driven by shear force, e.g., stratified and annular flow.

The present study aims to develop an objective flow pattern indicator for air-
water flow in small diameter horizontal tubes. This indicator should be capable of
predicting the flow regimes as well as the transition zones and also the uses of easily
measurable input parameters such as velocities of gas and liquid, physical prop-
erties of fluids and tube diameters. The artificial neural network (ANN) approach
can solve this problem. Himmelblau [20] and Cong et al. [21] reported some ANN
applications in the multiphase flow system and it has also been proved to be able to
solve complex tasks in a number of practical applications. Cai et al. [22] used self
Kohonen self-organizing feature map model to classify the flow regimes of air-
water two-phase horizontal flow. Recently Bar and Das [14] successfully predicted
flow regimes related to air-water flow in micro channels using three different ANN
structures i.e., two types of Multilayer Perceptrons (MLP) trained with Back-
propagation (BP) algorithm and Levenberg Marquardt (LM) algorithm respectively
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and Support Vector Machine (SVM) of diameters ranging from 0.05–0.6 mm in
horizontal plane.

The present study deals with the creation of data bank from the flow regime
studies conducted by various researchers [2, 7–9, 11–13] and our own experimental
data [23]. Five different ANN structures are used for the flow pattern prediction and
these are two types of Multilayer Perceptrons (MLP) trained with Backpropagation
(BP) algorithm and Levenberg Marquardt (LM) algorithm, Radial Basis Function
(RBF), Support Vector Machine (SVM) and Principal Component Analysis (PCA).

2 The Neural Network

The following neural network models are used for this analysis,

(i) Multilayer Perceptron with Backpropagation algorithm (MLP BP)
(ii) Multilayer Perceptron with Levenberg-Marquardt algorithm (MLP LM)
(iii) Radial Basis Function (RBF)
(iv) Principal Component Analysis (PCA)
(v) Support Vector Machines (SVM)

All the models of neural network used for this analysis had been discussed
thoroughly in our previous publications [14, 23–27].

3 Data Collection

The total 2,332 data are collected from the experimental investigation [23] and also
from the literature [2, 7–9, 11–13] to predict the different flow regimes for air-water
gas-liquid flow through 1–5 mm diameter horizontal tubes through ANN. Given
below are the inputs parameters and their range:

1. Gas flow rate,Ug varies from a minimum of 0.016 m/s to a maximum of 98.3 m/s;
2. Liquid flow rate Ul varies from a minimum of 0.00155 m/s to a maximum of

9.64 m/s;
3. Diameter of the tube, D varies from a minimum of 0.001 m to a maximum of

0.005 m.

Table 1 summarizes the data used for ANN studies. Table 1 consists of the 15
different types of flow regimes presented by the various authors. The flow regimes
such as Annular (A), Slug-Annular (SA) and Wavy Annular (WA) as described by
various authors in their individual papers are taken as Annular flow regime (A) for
this study. The Bubble or Bubbly flow regime (B), Dispersed Bubbly flow regime
(DB or DiB) and Bubble-train Slug flow regime (BTS) as described by various
authors in their individual papers are taken as Bubbly flow regime (B) for this
study. Intermittent flow regime (I), Slug flow regime (Sl), Plug flow regime (P) and
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Elongated Bubble flow regime (EB) as described by various authors in their indi-
vidual papers are taken as Intermittent flow regime (I) for this study. Stratified
Wavy flow regime (SW) and Stratified Smooth flow regime (SS) as described by
various authors in their individual papers are taken as Stratified flow regime (S) for
this study. The Churn flow regime (C), Dispersed flow regime (Di) and Wavy flow
regime (W) are left as it is without any change for this study. Therefore for this
study the 15 types of flow regimes are modified to 7 to reduce the complexity, i.e.,
duration of training for the ANN analysis.

In general, researchers use either normalized data or raw data for ANN analysis.
From our previous experience here only the raw data is used for ANN analysis
[23–27]. All the data is first randomized into five different samples to eliminate any
sampling error that may arise. Then they are individually analyzed (training, cross-
validation and final prediction) using all the networks separately. The output is
presented with 7 columns corresponding to 7 flow regimes. The output is then
translated into numerical data from symbolic data, i.e., into 7 columns consisting of
0 and 1, where each row of the input corresponding to a unique set of air velocity,
water velocity and tube diameter is represented in the output by 6 values of numeric
0 and one value of numeric 1. The row having number 1 indicates a flow regime
associated with that unique set of inputs.

A Neurosolution 5.07 software is used for this analysis.
For the analysis of the ANN the following are considered,

1. Air-water flow only
2. Circular tubes having diameter ranging from 1–5 mm kept horizontally
3. Normalization of the data is not consider
4. MLPs, RBF and PCA having only one hidden layer
5. Hyperbolic tangent function used in all the hidden and output layers of

respective ANNs

Table 1 Description of data collected from literature for air-water flow

Authors Diameters
used (mm)

Number of
data points

Flow regimes
(as per authors)

Flow Regimes
(as per present study)

Barnea et al. [2] 4 171 DB, EB, Sl, WA,
SW, SS, A

B, I, A, S,

Triplett et al. [7] 1.097, 1.45 480 B, Sl, C, SA, A B, C, I, A

Coleman and
Garimella [8]

1.3, 1.75, 2.6 295 B, Di, A, WA, P,
Sl

B, Di, A, I,

Yang and Shieh
[9]

1, 2, 3 355 B, Di, A, SA, W,
Sl, P

B, Di, A, I, W

Chen et al. [11] 1 125 C, BTS, Sl, A B, C, I, A

Ide et al. [12] 1, 2.4, 4.9 179 B, I, A, B, I, A,

Venkatesan
et al. [13]

1.2, 1.7, 2.6,
3.4

509 B, DiB, SA, Sl,
A, S, WA

B, I, A, S,

Bar et al. [23] 3, 4 218 I, A, Di, W I, A, Di, W
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6. The processing element numbers vary from 1 to 25 in all analysis
7. Similar percentage of data for training, cross-validation and prediction are used

for all cases

4 ANN Methodology

2,332 data points are used for ANN analysis, out of which 1,981 data points for
training, 234 data points for cross-validation and 117 data points are used for final
prediction.

The total data was first randomized for five different samples to eliminate
sampling error. Then each of these five samples was analyzed (training, cross-
validation and final prediction) for all five different neural networks, i.e., two
Multilayer Perceptrons, Radial Basis Function, Support Vector Machine and
Principal Component Analysis network.

The minimum value of Mean Squared Error (MSE) for all the networks are
shown in Table 2. The criterion to stop training was MSE value of 0.01 and Table 2
clearly indicated that it never reached throughout the training for all algorithm. The
network model having the number of processing elements in the hidden layer for
which the minimum value of cross-validation MSE is reached, are then used to get
the final result related to prediction. This procedure of training and cross-validation
is followed for all the five different samples.

The optimum number of processing elements that are used in the hidden layer
for Multilayer Perceptrons, Radial Basis Function and Principal Component
Analysis network during training are shown in Table 3.

Maximum of 32,000 epochs, learning rate 1 and momentum coefficient 0.7 for
hidden layer, learning rate 0.1 and momentum coefficient 0.7 for output layer are
used for training of MLP network with BP algorithm. However, the training has
been set to stop after 10,000 consecutive epochs when no improvement is observed
for cross-validation MSE. It took a minimum of 16 h 28 min to a maximum of 18 h
32 min to train the five samples using MLP network trained with BP algorithm.

The MLP network with LM algorithm is trained with a maximum of 1,000
epochs. The initial value of damping factor (λ) was 0.01. However, the training has

Table 2 Minimum value of
MSE for cross-validation
reached during training for all
five different ANNs

Sample
number

Minimum value of MSE for cross-validation

MLP RBF PCA SVM

BP LM

1 0.0823 0.0961 0.0561 0.0555 0.0929

2 0.0789 0.0913 0.0621 0.0559 0.0939

3 0.0662 0.0807 0.0448 0.0371 0.0791

4 0.0817 0.0877 0.0551 0.0547 0.0797

5 0.0887 0.0978 0.0611 0.0609 0.0908
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been set to stop after 100 consecutive epochs when no improvement is observed for
cross-validation MSE. It took a minimum of 11 h to a maximum of 12 h 7 min to
train the five samples using MLP network trained with LM algorithm.

For the training of RBF network 1,000 epochs for unsupervised learning and
maximum of 1,000 epochs for supervised learning were used. The numbers of
clusters were kept at 15. However the training has been set to stop after 100
consecutive epochs during supervised learning phase when no improvement is
observed for cross-validation MSE. It took a minimum of 77 h 51 min to a max-
imum of 89 h 19 min to train the five samples using RBF network.

There are 3 principal components kept for this analysis. For training of PCA
network with three principal components, 1,000 epochs have been used for unsu-
pervised learning and also 1,000 epochs for supervised learning. However the
training has been set to stop after 100 consecutive epochs during supervised
learning phase when no improvement is observed for cross-validation MSE. For the
supervised learning LM algorithm was used for updating the weights. It took a
minimum of 21 h 57 min to a maximum of 31 h 15 min to train the five samples
using PCA network.

For the training with SVM network 1,000 epochs are used. However, the
training has been set to stop after 100 consecutive epochs when no improvement is
observed for cross-validation MSE. It took a minimum of 34 min to a maximum of
2 h 15 min to train the five samples using SVM network.

5 Results and Discussion

The final result related to flow regime was identified by observing the predicted
value which is closest to 1. Table 4 presents the final performance of the predicted
flow patterns.

The perfection of final result may be due to the following reasons:

1. Overlapping of data points as indicated by the experimental observations outside
the region marked by the boundary lines.

2. Some data points that lay on the boundary lines of the different flow regimes as
observed by the researchers and represented in the graph.

Table 3 Optimum number of
processing elements in the
hidden layer during training
for four different ANNs

Sample number MLP RBF PCA

BP LM

1 24 25 20 25

2 23 21 22 24

3 25 20 23 22

4 24 18 24 24

5 24 20 23 25

828 N. Bar et al.



From the mean calculated in Table 4, it is clear that the Radial Basis Function
gives slightly better predictability over the other networks. But time may be a factor
as it is clearly seen that for the prediction using PCA network time is approximately
3 times lesser than that of the training with RBF network, which is an advantage
where the analysis is done in a computer with lesser speed.

6 Conclusions

Experimental data of flow regime for two-phase air-water flow through 1–5 mm
horizontal tubes are collected from literature and ANN predictability is tested using
five well known different models using Neurosolution 5.07 software. The ANN
model based Radial Basis Function and Principal Component Analysis gives good
predictability over the other networks.
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Study of Wireless Communication
Through Coal Using Dielectric Constant

Aindrila Bhattacherjee, Sourav Roy, Sayan Chakraborty,
Amartya Mukherjee and Soumya Kanti Bhattacharya

Abstract Dielectric constant is an important parameter having a wide range of
applications in satellite and terrestrial communication, wireless communication
especially for GPS, environmental monitoring and ground penetrating radar (GPR)
surveys. It controls vertical and horizontal imaging, resolution, propagation velocity
of electromagnetic waves through material, and reflection coefficients across
interfaces of different materials. Although the communication process gets dis-
rupted due to lower penetration ability of Electromagnetic Wave. High dielectric
constant of the medium, low frequency and attenuation constant of EM wave etc.
are main culprits of this disruption. Hence, in order to find a solution to this
problem, four modeled coal samples of variable porosity, mineralogy, and satura-
tion are taken. It is observed that the bulk dielectric constant generally varies from 2
to 38 in the materials modeled. The decrease in dielectric constant with increase in
frequency is mainly due to polarization of polar molecule and non-polar molecule
of coal under the influence of extra electric field. Hence, in order to receive the
reflected EM waves above background noise, the dielectric constant of the material
medium must be greater than 2.
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1 Introduction

Dielectric permittivity refers to a complex function [1] that has both real and
imaginary components. The imaginary component of dielectric permittivity [2–4] is
generally expressed as dielectric loss, which represents dispersion and attenuation.
The real component of dielectric permittivity is generally denoted by dielectric
constant (er), which is the ratio of the capacity of a material to store electric-field in
any medium to that of free space. Dielectric loss is insignificant [2] if the con-
ductivity of a material is lesser than 10 milliSiemens/meter (mS/m). Thus, dielectric
constant [5, 6] is naturally the main component of dielectric permittivity. Magnetic
permeability is generally represented by the product of the permeability of free
space (m0) and relative magnetic permeability (mr). The effect of magnetic per-
meability on Ground Penetrating Radar (GPR) response is insignificant for mate-
rials having unity relative magnetic permeability (mr = 1). Dielectric constant [3]
usually decreases with increasing frequency, while dielectric loss and conductivity
increase with increasing frequency. The relative permittivity of a material is the
ratio of its dielectric permittivity and vacuum permittivity which [7] can be
expressed as the property of the material which defines the force between two point
charges in the material. When the material is placed between two conducting plates,
permittivity is the amount of energy stored in the material per unit voltage applied
to the electrodes. Relative permittivity is typically denoted by er wð Þ (sometimes κ
or K) and is defined as:

er wð Þ ¼ eðwÞ
e0

ð1Þ

where, eðwÞ is the complex frequency-reliant absolute permittivity [8] of the
material, and e0 is the vacuum permittivity. The relative static permittivity, er can be
calculated:

er ¼ Cr

C0
ð2Þ

Earlier, various research works have been done to study the importance of
dielectric constant in the field of Wireless Communication [4]. The role of skin
depth in communication has also been discussed in detail which will help in getting
a brief idea of the material which must be chosen for establishing a better com-
munication network.

832 A. Bhattacherjee et al.



2 Methodology

Dielectric constant [9] is calculated by the use of an LCR meter. The model of LCR
meter used is Agilent E4980A. 16451B is also used in the measurement. The
16451B is a test fixture for measuring disc and film dielectric materials when
connected to Agilent’s LCR meters or impedance analyzers, and is usable up to
15 MHz. The 16451B provides the fixture assembly, four interchangeable Guarded/
Guard electrodes and accessories. The name and description of the fixture assembly
are listed in the following table.

(a) Unguarded electrode—This electrode is connected to the HC (High current)
and Hp (High potential) terminal of the instrument.

(b) Guarded/Guard Electrode—This electrode is combined by a Guarded electrode
and a Guard electrode. The guarded electrode is connected to the LC (Low
current) and Lp (Low potential) terminals of the instrument. The guard elec-
trode is connected to the guard terminal. This electrode is interchangeable and
is movable using the knobs on the micrometer.

(c) Guarded/Guard Electrode attachment Screw—This screw secures the Guarded/
Guard electrode.

(d) Micrometer—The micrometer is used to adjust the distance between elec-
trodes. Do not use this to measure thickness the of test material.

(e) Adjustment knob—This knob should be used for coarse adjustment of elec-
trode distance. Do not use the large knob to bring the Guarded/Guard electrode
into contact with the Unguarded electrode or test material.

The dielectric constant [10], a fundamental parameter of insulating or dielectric
materials, is calculated from the capacitance value when the material is used as the
dielectric. A practical measurement procedure is described in “Typical Measure-
ment Procedure by the Measurement Methods”. For the dielectric constant calcu-
lation, a solid material is considered which is shaped into a disc. The dielectric
constant can be obtained using the following equation:

e ¼ er � e0 ¼ t
A
Cp ð3Þ

where, e = Dielectric constant (permittivity) [F/m] e0 = Space permittiv-
ity = 8.854 × 10−12 [F/m]; er = Relative dielectric constant (Relative permittivity) of
test material; Cp = Equivalent parallel capacitance value [F]; t = Thickness of test
material [m]; A =Area of electrode [m2]. Thus, the relative dielectric constant [11, 12]
(generally called the dielectric constant) of the test material, er was obtained by
measuring the capacitance value and calculating using the following equation:

er ¼ t � Cp

A� e0
¼ t � Cp

p� ðd2Þ2 � e0
ð4Þ
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where, d = Diameter of electrode[m]. The dielectric dissipation factor (=tan d; loss
tangent) of test material Dr can be obtained directly by measuring the dissipation
factor.

3 Proposed Method

3.1 Electrode Method

This method uses rigid electrodes which make contact directly with the surface of
the test material. This method is applicable for thick, smoother, slightly com-
pressible materials. The merits of this method are (i) procedure to measure
capacitance is simple, (ii) it is not necessary to apply thin film electrodes, (iii)
equations to obtain dielectric constant are simple. The main disadvantage or
demerits of this method is air film (error caused by air gap between electrodes and
surface of the test material) causes error.

3.2 Procedure

The following algorithm has been developed for this work.

4 Electromagnetic Waves in Dielectric Media

In a “simple” material, the electric field satisfies equation

r2~E � le~E ¼ 0 ð5Þ

connect the 16451B to the Agilent E4980A.
set up Agilent E4980A to measure capacitance (CP). 

set the test material between the electrodes.
measure the capacitance (CP) and calculating the dielectric constant.

end

begin
prepare test material so that 16451B can measure it.
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Similarly, the magnetic field satisfies equation:

r2~B� le~B ¼ 0 ð6Þ

These are the equations for wave traveling with speed v, given by:

v ¼ 1
ffiffiffiffiffi
le

p ð7Þ

Experimentally, it has been found that v is the speed of light in the material. In a
vacuum, the speed of wave is c, is given by:

c ¼ 1
ffiffiffiffiffi
le

p ð8Þ

Light is an electromagnetic wave. The wave equation is solved by:

~E ~r; tð Þ ¼ ~E0 cosðwt �~k �~r þ /0Þ ð9Þ

where~E0 and~k are constant vectors, and w and /0 are constant scalars. The fact that
only a single frequency is present in the wave means that the wave is monochro-
matic [6]. This field equation is the valid solution of the wave equation if ~k and
w satisfies:

w2

~k2
¼ v2 ¼ 1

ffiffiffiffiffi
le

p ð10Þ

This equation is known as Dispersion relation: it relates the frequency of the
wave w to the wave factor~k. The behavior of the wave at the boundary between two
media depends on the ratio of the electric field ~E to the magnetic intensity ~H. The
ratio of the amplitudes of the electric field to the amplitude of the magnetic intensity
is called the impedance Z of the medium. In free space,

Z0 ¼ E0

H0
¼

ffiffiffiffiffi
l0
e0

r

ð11Þ

where, B0 ¼ l0H0½ �.
The impedance of free space Z0, is a physical constant with value: Z0 � 376:7 X.

The refractive index n of a material is defined as the ratio of the speed of elec-
tromagnetic waves in vacuum to the speed of electromagnetic waves in the material:

n ¼ c
v
¼

ffiffiffiffiffi
le

p
ffiffiffiffiffiffiffiffiffi
l0e0

p ¼ ffiffiffiffiffiffiffiffi
lrer

p ð12Þ
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For most transparent materials, lr � 1. Now in this case:

n � ffiffiffiffi
er

p ð13Þ

Electromagnetic waves carry energy. The energy density in electric field is
given by:

UE ¼ 1
2
e E2
�! ð14Þ

The energy density in magnetic field is given by:

UH ¼ 1
2
lH2
�! ð15Þ

The energy flux (energy crossing unit area per unit time) is given by the
Pointing vector:

~S ¼ ~E � ~H ð16Þ

The propagation velocity of electromagnetic waves through a material and
reflection coefficients is controlled by Dielectric constant. In the infinite homoge-
neous semi-conductive medium, the propagation of electro-magnetic waves is

�E ¼ �E0e
�bre�jar ð17Þ

where, E0 is a constant vector. The r is propagation direction of the radius vector.
As shown in Eq. (17) the amplitude is attenuated along the propagation direction of
electromagnetic waves by e the exponential, in which

a ¼ x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

le
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ r
xe

� �2
þ1

r !v
u
u
t ð18Þ

and

b ¼ x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

le
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ r
xe

� �2
�1

r !v
u
u
t ð19Þ

lðH=mÞ for the magnetic permeability, eðF=mÞ as the dielectric constant,
rðS=mÞ for the conductivity, x(rad/s) sent waves of angular frequency. The depth at
which the amplitude of the wave is reduced to about 0.37 compared to the
amplitude at the surface is called the “skin depth”. Skin depth and wavelength will
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depend on frequency and coal parameters, r = soil conductivity and e = permittivity
or dielectric constant. Skin depth in an arbitrary material is given by:

d ¼
ffiffiffi
2

p

x
ffiffiffiffiffi
le

p
� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ r
xe

� �2
r

� 1

" #�1=2

ð20Þ

where, d = skin or penetration depth, x ¼ 2pf , f = frequency, r = conductivity
[Siemens/meter, S/m], l ¼ lr � l0 = permeability, l0 = permeability of vac-
uum = p × 10−7 [H/m], lr = relative permeability, e ¼ er � e0 = permittivity,
e0 = permittivity of vacuum = 8.854 × 10−12 [F/m], er = relative permittivity. In coal
mine communication medium is semi conductive. Hence, in order to decrease the
attenuation of electromagnetic waves in their transmittance, lower frequency should
be used. In the large semi-conductive medium, to meet the r � xe, r=xe � 1, a, b
expression can be simplified as:

a � b �
ffiffiffiffiffiffiffiffiffiffi
plrf

p
ð21Þ

At a distance, and if the fields decay to the original e−1, then the distance called
the penetration depth of field δ.

d � 1
b
� 1

ffiffiffiffiffiffiffiffiffiffi
plrf

p ð22Þ

5 Results and Discussion

The resistivity and conductivity can be calculated using the following formulae:

q ¼ R
l
A

ð23Þ

and

r ¼ 1
q

ð24Þ

The dielectric constant, resistance, resistivity and conductivity of the four
samples has been calculated using the thickness and capacitance of the material,
displayed in Agilent E4980A. The dielectric constant [12–14] of the samples has
been calculated for a frequency ranging from 1 to 300 kHz which is shown in
Table 1.

Table 1 shows dielectric constant at different frequencies. At 50–100 kHz, the
resistance and resistivity of the coal samples have decreased effectively whereas
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their conductivity has increased. From 200 kHz onwards, the dielectric constant
decreases slowly with the increase in frequency.

Figure 2 illustrates that the skin depth decreases exponentially with the increase
in frequency. At higher frequency the media conductivity becomes higher which

Table 1 Dielectric constant at different frequencies

Sample
name

Thickness
(in mm)

CP

(in pF)
er Resistance

(R)
Resistivity
ðqÞ

Conductivity
ðrÞ

Dielectric constant at 1 kHz

U 10 17.25 7.91 4.98 MΩ 1,148,781.42 8.70 × 10−7

A 8.1425 70.8 26.46 1.47 MΩ 398,704.19 2.50 × 10−6

B 7.1 50.38 16.42 736.7 KΩ 137,558.5 7.26 × 10−6

III B 9.185 23.4 9.86 3.56 MΩ 861,539.38 1.16 × 10−6

Dielectric constant at 50 kHz

U 10 6.49 2.9789 97.14 22,408.15 4.46 × 10−5

A 8.1425 16.73 6.2526 55.85 15,241.06 6.56 × 10−5

B 7.1 19.41 6.3255 38.9 7,263.5 1.37 × 10−4

III B 9.185 8.01 3.3765 86.87 21,011.56 4.75 × 10−5

Dielectric constant at 100 kHz

U 10 6.07 2.7861 42.45 9,792.32 1.02 × 10−4

A 8.1425 14.97 5.5948 27.61 7,534.57 1.32 × 10−4

B 7.1 20.55 6.6970 21.6 4,033.2 2.47 × 10−4

III B 9.185 7.42 3.1282 40.06 9,689.46 1.03 × 10−4

Dielectric constant at 150 kHz

U 10 5.87 2.6943 26.16 1,354.08 7.38 × 10−4

A 8.1425 13.91 5.1987 18.10 3,795.93 2.63 × 10−4

B 7.1 19.04 6.2049 15.23 3,555.19 2.81 × 10−4

III B 9.185 7.16 3.0185 25.31 1,731.8 5.77 × 10−4

Dielectric constant at 200 kHz

U 10 5.74 2.6346 18.60 1,324.09 7.55 × 10−4

A 8.1425 13.62 5.09 13.37 3,716.80 2.69 × 10−4

B 7.1 18.13 5.9083 11.79 3,385.27 2.95 × 10−4

III B 9.185 6.91 2.91 18.25 1,671.3 5.98 × 10−4

Dielectric constant at 250 kHz

U 10 5.641 2.5892 14.3 3,298.7 3.03 × 10−4

A 8.1425 13.15 4.9146 10.56 2,881.74 3.47 × 10−4

B 7.1 17.191 5.6023 9.64 1,808.80 5.55 × 10−4

III B 9.185 6.8 2.866 14.15 3,422.51 2.92 × 10−4

Dielectric constant at 300 kHz

U 10 5.59 2.5658 11.54 2,662.03 3.75 × 10−4

A 8.1425 12.92 4.8287 8.7 2,374.16 4.21 × 10−4

B 7.1 17.3 5.6378 8.17 1,525.52 6.55 × 10−4

III B 9.185 6.64 2.7990 11.5 2,781.54 3.59 × 10−4

838 A. Bhattacherjee et al.



results in severe attenuation and hence causes a weaker penetration effect. Hence, it
is better to reduce the operating frequency to Very Low Frequency (VLF). Finally,
Table 1 also shows that the dielectric constant is the lowest at the highest frequency.
The skin depth, resistance and resistivity of the material also decrease with sudden
increase in frequency. But the conductivity increases in parallel to the increase in
frequency. Figure 1 shows the relation between the dielectric constant and

Fig. 1 Dielectric constant
versus frequency

Fig. 2 Skin depth versus
frequency
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frequency of four coal samples. It is clearly seen that the dielectric constant
decreases with the increase in frequency and hence causes a better penetration effect
for the communication purpose. The graph shown in Fig. 1 deals with the relation
between dielectric constant and frequency of the four coal samples. Visual obser-
vation of Fig. 2 proves that the skin depth decreases exponentially with the increase
in frequency and hence results in establishment of a better communication network.

6 Conclusion

The work presented in this paper and the results shown previously, describes that
dielectric constant decreases with increase in frequency and tend to attain stability
at higher test frequency. The changes happened mainly due to polarization of polar
molecule and non-polar molecule of coal under the influence of extra electric field.
The action time of alternative electric field on coal lasted for a comparatively short
period in the same direction under circumstances of high test frequency. Hence, it is
hard to change direction for polar molecule. Therefore, the dielectric constant
measured at higher test frequency was smaller than the value measured at lower
frequency. The increase in attenuation constant (a) may cause lower penetration
ability of Electromagnetic Wave. Skin depth got decreased exponentially with
increase in frequency. The higher the frequency f , or the greater the media con-
ductivity σ, the more severe attenuation of radio waves occurs because the medium
more readily absorbs the higher energies of the upper harmonics. This might be
related to the stiffness or elasticity of the medium, and hence results in weaker
penetration ability. Therefore, the operating frequency will be reduced to Very Low
Frequency (VLF) to a certain degree of penetration. This played an important role
while choosing VLF for this work. This work can be further extended in near future
overcoming the weaknesses of this method.
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Performance Evaluation of Heuristic
Algorithms for Optimal Location
of Controllers in Wireless Networks

Dac-Nhuong Le

Abstract In this paper, we have presented the new Ant Colony Optimization
scheme for the optimal location of controllers in wireless networks, which is an
important problem in the process of designing cellular mobile networks. Our
objective functions are determined by the total distance based on pheromone matrix
of ants satisfies capacity constraints to find good approximate solutions. Our pro-
posed algorithms may give feasible solutions to this problem based on the global
search for high quality feasible solutions. The experimental results show that our
pro-posed algorithm has achieved a much better performance than the previous
approaches based on heuristic and evolution algorithms.

Keywords Base station controller � Wireless networks � Heuristic � Ant colony
optimization

1 Introduction

The size and complexity of computer networks have been growing very fast in the
last decade. In the past, a computer network usually only served a small number of
devices. Nowadays, it is common to find a computer network that serves hundreds
of even thousands of devices. It seems they this incredible growth will continue as
the customers needs and the telecommunication technology keep growing. As the
size and complexity of computer networks grow, so too does the need for good
design strategies. Optimal the placement of base stations in the designing of a
wireless network is very important for a cheaper and better customer service. This
issue is related to the problems of location of devices [1, 2]. The objective of
Terminal Assignment (TA) problem [3] involves with determining minimum cost
links to form a network by connecting a given collection of terminals to a given
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collection of concentrators. The capacity requirement of each terminal is known and
may vary from one terminal to another. The capacity of concentrators is known.
The cost of the link from each terminal to each concentrator is also known. The
problem is now to identify for each terminal the concentrator to which it should be
assigned, under two constraints: Each terminal must be connected to one and only
one of the concentrators, and the aggregate capacity requirement of the terminals
connected to any concentrator must not exceed the capacity of that concentrator.
The assignment of BTSs to switches problem introduced in [4]. In which it is
considered that both the BTSs and controllers of the network are already positioned,
and its objective is to assign each BTSs to a controller, in such a way that a capacity
constraint has to be fulfilled. The objective function in this case is then formed by
two terms: the sum of the distances from BTSs to the switches must be minimized,
and also there is another term related to handovers, between cells assigned to
different switches which must be minimized.

2 Problem Formulation

Let us consider a mobile communication network formed by N nodes (BTSs), where
a set of M controllers must be positioning in order to manage the network traffic. It
is always fulfilled that M � N, and in the majority of cases. We start from the
premise that the existing BTSs infrastructure must be used to locate the switches,
since it saves costs. The complete optimal location of controller problem (OLCP)
has to deal with two issues in Fig. 1. First, the selection of the N controllers in
M nodes, second for each selection, an associated TA problem [5].

Let l1; l2; . . .; lN is set of N Base Stations (BTSs), w1;w2; . . .;wN is the weight
requirement of BTS, lj1; lj2

� �

is the coordinates of BTS lj8j ¼ 1. . .N on the Euclidean
grid; Let r1; r2; . . .; rM is set of Base Station Controllers (BSCs) should be estab-
lished, p1; p2; . . .; pM is the capacity can satisfy of BSC ri, ri1; ri2ð Þ is the coordinates
of BSC ri; 8i ¼ 1. . .M on the Euclidean grid. The weights and capacity are positive
integers and wi\min p1; p2; . . .; pMf g; 8i ¼ 1; 2. . .;N. Assign each BTS to one of
BSC such that no BSC exceeds its capacity. Let ~x ¼ ~x1;~x2; . . .;~xMf g be a vector such
that means that BTS lj has been assigned to BSC ri, with is an integer such that ~xj ¼ i.

Fig. 1 Optimal location of controller problem model
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Capacity of each BSC must be satisfied
P

j2Ri
wj\pi; i ¼ 1. . .M where,

Ri ¼ jj~xj ¼ i
� �

, i.e., Ri represents the BTSs that are assigned to BSC ri. Let X ¼
xij

� �

M� N�Mð Þ is a binary matrix describes the connection between the BTS lj to BSC

ri. Such that, xij ¼ 1 means that BTS lj has been connected to BSC ri, and otherwise.
The objective of optimal location of controller problem is minimize the total con-
nectivity costs between ðN �MÞBTSs toM BSCs. The cost of connection from BTS

lj to BSC ri is calculated by cost tij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðlj1 � ri1Þ2 þ ðlj2 � ri2Þ2
q

. The problem can be

defined as follows:

f ~xð Þ ¼
X

M

i¼1

X

N�M

j¼1

cost tijxij ! min ð1Þ

Subject to:

X

M

i¼1

xij ¼ 1; 8j ¼ 1. . .N �M ð2Þ

X

N�M

i¼j

wjxij � pi; 8i ¼ 1. . .M ð3Þ

3 Related Works and Our Works

Both TA and OCLP are NP-complete combinatorial optimization problems [1, 6, 7],
so heuristic approach is a good choice [8]. All the previous work on the TA provides
powerful approaches when the cost of assigning a single terminal to a given con-
centrator is known before running the algorithms. The cost function is the Euclidean
distance between a terminal and its associated concentrator [1]. A Greedy is the first
algorithm proposed by Abuali et al. in [3] for solving the TA. Khuri and Chui
proposed a GA (Genetic Algorithm) with a penalty function as an alternative method
for solving the TA [4]. They showed its performance by means of the comparison
with the greedy algorithmGA-Greedy proposed in [3]. The improved GA is proposed
include: GENEsYs (Genetic Search) [7], LibGA [9], and GGA (Group Genetic
Algorithm) [10]. In [5], Sanz et al. introduced a hybrid heuristic consisting of SA
(Simulated Annealing) and a Greedy algorithm for solving the OLCP problem is
called by SA-Greedy algorithm. An improvement of SA-Greedy is LB-Greedy
algorithm [11], the lower bound comes from the solution obtained by assigning each
BTS lj to the nearest BSC ri. A hybrid neural-GA in which aHopfield neural network
[12] manages the problems constraints and a GA searches for high quality solutions
with the minimum possible cost called by Hybrid I, Hybrid II proposed in [5, 13].
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In the latest works on the OCLP, we proposed GA-BSC [14], Particle Swarm
Optimization (PSO-BSC) [15] and Ant Colony Optimization (ACO-BSC1) [16]
algorithms.

4 Our Proposed

In this section, we propose a new ACO algorithm combined Local search to
improve the speed and quality of solution. The ACO algorithm is originated from
ant behavior in the food searching. When an ant travels through paths, from nest
food location, it drops pheromone. According to the pheromone concentration the
other ants choose appropriate path. The paths with the greatest pheromone con-
centration are the shortest ways to the food [17].

Ant Encoding: We consider that configurations are sets of M nodes which will
be evaluated as BSCs for the network. The encoding of the ant k configuration is by
means of binary string of length N, say k ¼ x1; x2; . . .xNf g where xi ¼ 1 in the
binary string means that the corresponding node has been selected to be a con-
troller, whereas a 0 in the binary string means that the corresponding node is not a
BSC, but serve as BTS. We must select N nodes to be the controllers of the
network. We use fully random initialization in order to initialize the ant population.
After that, the ant k will have p 1 s, we use Ant_Repair function to ensure that all
binary strings of ants have exactly M 1 s.

Algorithm 1 Ant repair
Input: The ant k = {x1,x2,...x N} has p 1s
Output: The ant k will have exactly M 1s
BEGIN

IF p < M THEN Adds (M − p) 1s in random positions;
ELSE Select (p − M) 1s randomly and removes them from the binary string;

END.

The pheromone matrix is generated with matrix elements that represent a
location for ant movement, and in the same time it is possible receiver location.
Each ant k has exactly M 1 s representing M BSCs is associated to one matrix. We
use real encoding to express an element of matrix AM�N (where N, M are the
number of BTSs, and BSCs). We construct a transport network G ¼ I; J;Eð Þ where
I ¼ 1; 2; . . .;Mf g is the set of BSCs, J ¼ 1; 2; . . .;N �Mf g is the set of BTSs and
E is the set of edge connections between BSC ri and the BTS lj. We adding two
vertices S (Source) and D (Destination) is shown in Fig. 2.

Construct Ant Solutions: Each ant can move to any location according to the
transition probability defined by:
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pkij ¼
sij
� �a

gij
� �b

P

l2Nk
i

sij
� �a

gij
� �b

ð4Þ

in which, sij is the pheromone content of the path from BSC ri to BTS lj, Nk
i is the

neighborhood includes only locations that have not been visited by ant k when it is
at BSC ri, gij is the desirability of BTS lj, and it depends of optimization goal so it
can be our cost function. The influence of the pheromone concentration to the
probability value is presented by the constant α, while constant β do the same for
the desirability. These constants are determined empirically and our values are
a ¼ 1, b ¼ 10. The ants deposit pheromone on the locations they visited according
to the relation.

snewj ¼ scurrentj þ Dskj or sij ¼ 1� qð Þsij þ qDsij ð5Þ

where Dskj ¼ 1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðri1�lj1Þ2þðri2�lj2Þ2
p is the amount of pheromone that ant k exudes to the

BTS lj when it is going from BSC ri to BTS lj. The cost function for the ant k is the
total distance between BSCs to BTSs is given by (1). The stop condition we used in
this paper is defined as the maximum number of interaction Nmax. The pseudo-code
of ACO-BSC1 algorithm to solving OCLP as follows:

Algorithm 2 MMAS algortihm to optimizing QoS for multimedia services
BEGIN

Generating the pheromone matrix for the Ant k;
Update the pheromone values and set x∗ = k; i =1 ;
REPEAT

FOR k = 1 TO K DO
Computing the cost function for the ant k by the formula (1);
Computing probability move of ant individual by the formula (4);
IF f(k) < f(x∗) THEN

Update the pheromone values by the formula (5);
Set x∗ = k;

ENDIF
ENDFOR

UNTIL (i > N Max) or (an acceptable solution is found);
END.

Fig. 2 The transport network
G ¼ I; J;Eð Þ

Performance Evaluation of Heuristic Algorithms … 847



ACO-BSC1 algorithm combined with local search is called by ACO-BSC2. The
local search algorithm described as follows:

Algorithm 3 Local Search
BEGIN

c1 = randomly select a BSC in solutions;
c2 = randomly select a BSC in solutions;
S = {candidatei} by swapping a BTS between BSC c1 and BSC c2;
CurentSolution = candidate1;
FOR EACH candidatei in S DO

IF f(CurentSolution ) > f(candidatei) THEN CurentSolution = candidatei;
END.

5 Experiments and Results

In our experiments, we have already defined parameters for our algorithms: ant
population size K ¼ 100, Maximum number of interaction NMax ¼ 500, parameter
a ¼ 1; b ¼ 10. In order to test the performance of our algorithm, we tackle a set of
TA and OCLP instances of different difficulties in 3 case studies. We present the
results we have obtained followed by an analysis.

Case study 1: We experiment on 13 test cases in [3]. The coordinates of terminals
and concentrators have been randomly obtained in a 100 grid, whereas the weights
associated with each terminal were randomly generated wj 2 1; 6½ �; 8j ¼ 1. . .N. The
capacities of each concentrator assigned fixed pi ¼ 12; 8i ¼ 1. . .M. Table 1 shows
the comparison of the best objective function of ACO-BSC1, ACO-BSC2, Greedy,
GENEsYs, LibGA,GGA algorithms. The results listed under theGreedy algorithm are

Table 1 Performance evaluation of the best solution of algorithms in Case study 1

Test N M Greedy GENEsYs LibGA GGA ACO-
BSC1

ACO-
BSC2

Improved
(%)

#1 100 32 1203 1153 1138 1115 1115 1115 0.88

#2 100 32 1253 1180 1159 1166 1166 1159 0.94

#3 100 31 1274 1216 1181 1170 1170 1170 1.04

#4 100 33 1438 1394 1344 1359 1344 1303 1.35

#5 100 27 1600 1540 1500 1469 1469 1423 1.77

#6 100 27 1446 1393 1373 1388 1388 1373 0.73

#7 100 31 1961 1917 1838 1863 1838 1725 2.36

#8 100 27 1865 1803 1702 1781 1630 1615 2.50

#9 100 31 1564 1492 1425 1412 1412 1394 1.70

#10 100 31 1367 1251 1216 1225 1225 1182 1.85

#11 200 93 2002 1939 1898 1919 1769 1721 2.81

#12 300 96 2673 2607 2579 2595 2369 2213 4.60

#13 400 128 3432 3327 3282 3316 3168 2775 6.57
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the best solutions yielded by the implementation after 100 executions in each case.
We force Greedy algorithm to stop after 10,000 iterations in order to make a com-
parison with the GENEsYs, LibGA, GGA algorithms which also iterate for 10,000
generations.We use the same population size is 500 and the same crossover rate is 0.6
in the three genetic algorithms. The experiment results show that our approach are
useful to reach the feasible regions very fast more than the three genetic algorithms.
The GENEsYs, LibGA, GGA algorithms may have to wander for a large of genera-
tions in the search space before the feasible regions can be identified. The Greedy
algorithm is the fast algorithm, but it does not always produce near optimal solutions,
and theGENEsYs does not perform aswell as the LibGA,GGA algorithms in all cases.
While, our proposed algorithms run very efficiently and yields feasible solutions
consistently based on the heuristic information.

Case study 2: Table 2 summarize the results of executing the Hybrid I, Hybrid
II, ACO-BSC1 and ACO-BSC2 algorithms in the best and average cases on 15 test
cases after 100 executions in each case. The 15 TA test cases of different sizes, the
difficulty increases with the problem size in [5]. The coordinates of terminals and
concentrators have been randomly obtained in a 100 grid, whereas the weights
associated with each terminal were randomly generated. The capacities of each
concentrator vary from one problem to another, being in a range. Experimental
results show that the proposed algorithms are found to be optimal solution in the
best case similar to the Hybrid II algorithm. However, the performance of ACO-
BSC1, ACO-BSC2 algorithms equally or better than the Hybrid I and Hybrid II
algorithms in all cases. The discovery of the ACO-BSC2 algorithm are better
demonstrat-ed in the average objective function.

Case study 3: We experiment on 10 OCLP instances of different sizes, the
difficulty increases with the problem size. The coordinates of terminals and con-
centrators have been randomly obtained in Table 3, whereas the weights associated
with each terminal were randomly generated wj 2 1; 30½ �; 8j ¼ 1. . .N. The capac-
ities of each concentrator vary from one problem to another, being in a range
pi 2 50; 150½ �; 8i ¼ 1. . .M. We compare the results obtained by the objective
function of the SA, SA-Greedy, LB-Greedy, GA-Greedy, GA-BSC, PSO-BSC, ACO-
BSC1 and ACO-BSC2 algorithms in the best and average cases. All experiment are
independent of all others, the results listed in Table 4 is the best solutions and
average solutions after 100 executions in each case. The experimental results show
that the objective function of our algorithms has achieved a much better perfor-
mance than other algorithms. In the small grid size and small number of nodes such
as problem #29, #30 and #31, all algorithms has approximate results both the best
solutions and the average solutions. However, when the problem size is large, the
experimental results are considerable different such as problem #34, #35, #36, #37
and #38. In some cases, all algorithms choose the same set of nodes to be BSCs, but
the objective function results of the ACO-BSC2 algorithm are much better.

Table 5 shows the computational time of the seven algorithms. The computation
time of the GA-BSC, PSO-BSC is smaller than the SA, SA-Greedy and LB-Greedy
algorithm, however it is larger than the ACO-BSC1 and ACO-BSC2 algorithms
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Table 3 Main features of OCLP problems tackled

Test Number of
BTSs (N)

Number of
BSCs (M)

Grid size Rwjðj ¼ 1. . .NÞ Rpiði ¼ 1. . .MÞ

#29 10 2 100 × 100 174 195

#30 15 3 100 × 100 298 324

#31 20 4 100 × 100 381 413

#32 40 6 200 × 200 527 638

#33 60 8 200 × 200 962 1150

#34 80 10 400 × 400 1258 1435

#35 100 15 600 × 600 1479 1612

#36 120 20 800 × 800 1581 1835

#37 150 25 1000 × 1000 1793 1908

#38 200 50 1500 × 1500 2384 2571

Table 4 Comparison of the results obtained by the difference algorithms considered

Test SA SA-Greedy LB-Greedy ACO-BSC1

Best Average Best Average Best Average Best Average

#29 187.4 196.3 187.4 192.6 187.4 189.1 187.4 187.4

#30 315.0 347.6 315.0 328.5 315.0 335.4 315.0 315.0

#31 428.3 431.5 427.2 429.8 419.6 428.7 418.7 419.1

#32 1784.7 1826.3 1798.5 1818.9 1658.2 1735.4 1615.3 1631.5

#33 2091.3 2135.9 1996.7 2215.1 1954.7 1976.3 1916.6 1945.2

#34 4625.6 4863.2 4612.4 4863.2 4531.8 4627.5 4518.1 4557.4

#35 7346.4 7955.6 7536.5 8027.2 7213.7 7371.9 7136.5 7182.9

#36 12863.7 14769.6 13753.8 14176.8 10863.7 11325.7 9578.4 9621.7

#37 23638.6 24518.2 26624.3 26875.1 19569.2 18423.6 16874.7 17934.5

#38 157894.2 167452.1 168253.7 172147.5 143665.4 151763.9 141257.2 14855.8

Test GA-BSC GA-Greedy PSO-BSC ACO-BSC2

Best Average Best Average Best Average Best Average

#29 187.4 191.4 187.4 190.7 187.4 188.5 187.4 188.2

#30 315.0 328.3 315.0 329.1 315.0 327.6 315.0 323.4

#31 415.4 425.6 417.3 428.5 412.7 416.8 412.7 416.8

#32 1615.3 1637.2 1615.3 1639.5 1615.3 1631.9 1615.3 1628.7

#33 1910.6 2027.4 1927.3 2105.8 1911.9 2012.7 1910.6 1934.1

#34 4507.8 4623.9 4539.3 4681.7 4503.4 4572.8 4503.4 4543.9

#35 7144.1 7352.4 7156.3 7320.2 7137.1 7217.3 7136.5 7161.8

#36 9584.3 10625.1 9632.5 11150.5 9563.6 97121.4 9563.6 9611.2

#37 16896.7 16912.5 16861.3 16894.8 16861.3 16878.1 16861.3 16872.2

#38 141276.9 141362.8 141335.2 141374.1 141235.8 141272.8 141235.8 141257.7

Performance Evaluation of Heuristic Algorithms … 851



compared. The ACO-BSC2 algorithm is able to obtain much better solutions than
the ACO-BSC1 algorithm, which is a reasonable computation time. The ACO-BSC2
is the fastest algorithm, as expected in almost cases.

6 Conclusion and Future Works

In this paper, we have presented the new ACO scheme for the optimal location of
controllers in wireless networks. The proposed algorithms overcomes the disad-
vantages of previous approaches based on Greedy heuristics are no longer valid,
and blind algorithms are necessary for achieving high quality solutions to the
problem. Our algorithms may give feasible solutions to this problem based on the
global search for high quality feasible solutions. The experimental results show that
our proposed algorithms have achieved a much better performance than previous
heuristic algorithms. Optimizing location of controllers in wireless networks with
profit, coverage area and throughput maximization is our next research goal.
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MECAR: Maximal Energy Conserved
and Aware Routing in Ad hoc Networks

Podoli V.S. Sriniva, Maddhi Sunitha and Temberveni Venugopal

Abstract Ad hoc wireless networks are power constrained since nodes operate
with limited battery energy. To maximize the lifetime of these networks, network-
related transactions through each mobile node must be controlled such that the
power dissipation rates of all nodes are nearly the same. Assuming that all nodes
start with a finite amount of battery capacity and that the energy dissipation per bit
of data and control packet transmission or reception is known, in this regard our
earlier work devised a novel routing protocol referred as Maximal Power Con-
served and Battery Life Aware Routing (MPC-BLAR). The other significant QoS
factor in route selection is that establishing a route by nodes with sufficient battery
life. This paper explored a novel hop level energy availability measurement and
applied on MPC-BLAR. Simulation results show that the proposed power aware
source routing protocol called Maximal Energy Conserved and Aware Routing
(MECAR) has a higher performance Power preservation in wireless ad hoc net-
works is a decisive factor as energy resources are inadequate at the electronic
devices in use. Power-aware routing strategies are fundamentally route selection
strategies built on accessible ad hoc routing protocols. This paper proposed a new
Maximal Power Conserved and Battery Life Aware Routing (MPC-BLAR)
topology for mobile ad hoc networks that enhances the network life span.
Simulation results prove that the projected protocol has a higher performance other
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minimal energy usage, energy level aware and energy conserving routing protocols
such as MTPR, MMBCR and CMMBCR.

Keywords Mobile ad hoc network � Power-aware � Overhearing � Battery
capacity aware � Minimum total transmission power

1 Introduction

Networks are shaped in a dynamic manner of computer or communication nodes
loosely connected to assist the forwarding of information between nodes by
relaying packets through hop level nodes are referred as ad hoc networks. Each
node under ad hoc networks connects to their hop level nodes and maintain con-
nection to any other node by discovering multi hop level connectivity. Building an
ad hoc network is a base requirement in situations like military and rescue opera-
tions. Hence the ad hoc network augments in situations like, transmitting data/
message between any two nodes of the network with no base station support. Due
to constrained infrastructure, dynamic connectivity and multi hop level relay based
communication, achieving quality of service in an ad hoc network is a noteworthy
practical confront, especially in ensuring the lifespan of the network, since the
resources and energy levels of the nodes are constrained to finite level, wireless
connectivity and mobility are other factors. These distinctiveness [1] oblige
restrictions on connectivity and packet transmissions between nodes of the ad hoc
network. Out of all these issues the limited lifetime of the battery that provides
energy to nodes can be considered as a critical and significant issue since if battery
with no energy levels downs the node that partitions the network. Hence the energy
conservation techniques are in need to enhance the battery lifetime. It is apparent
that energy competent routing topologies should be implemented in place of the
traditional routing strategies. All of these conventional routing strategies establish
routing paths in the aim of shortest path and neglects the desired proportionality
between energy levels required and available, consequently fallout in a quick
exhaustion of the battery capacity of the nodes due to routes that are used extremely
high in the network. In this regard, to preserve battery lifespan of the nodes, a
variety of routing schemes labeled as power aware routing protocols have been
designed to select substitute routes. These power aware routing strategies selects
routes such that packet routes through paths that justify the proportionality between
energy levels required to route and energy levels available at nodes. The underlying
process of route discovery and optimal path selection in power-conscious routing
protocols are capable of the absorption of the emerging routing topologies such as
DSR [2], TORA [3], and AODV [4].
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2 Related Work

The superior degree of power consumption at hop level nodes in a shortest path
based routing is the severe topic that attracts current research. In this regard several
power aware routing solutions proposed. The superior degree of power consumption
is proportionate to distance between nodes. In this regard Wu et al. [5] anticipated a
new mechanism to lessen power consumption while escalating channel use. The
approach is considered the RTS/CTS packet transmissions to measure the battery
lifespan used to forward data packets by a node to its target hop level neighbor node,
considering this and attempted to generalize the proportionality between battery
lifespan is used and relative distance to the target node. Singh and Raghavendra [6]
projected the PAMAS protocol, a new channel admission topology for ad hoc
networks that aims to avoid the wastage of the battery lifespan during idle time of the
node. In this regard the PAMAS uses two distinct data and signaling channels. The
signaling channel observes the idle time of the nodes and alerts them such that they
shut down their RF devices. In addition, Wan et al. [7] proposed a routing solution
for lowest energy usage broadcasting that committed to fixed MANETs. Laura
Feeney offered in [8] a blend of simulation and experimental outcomes showing that
energy and bandwidth are considerably divergent metrics and that resource usage in
routing protocols is not completely addressed by bandwidth-centric investigation. In
recent times, a few routing protocols boarding proficient power consumption have
been projected. Our proposed routing model called MECAR concerned with power-
aware route selection mechanisms for MANET routing protocols.

The Minimum Total Transmission Power Routing (MTPR) [9] was originally
developed to reduce the total transmission power use of the nodes contributing in
the attained route. According to Rappaport [10], the obligatory transmission power
is proportional to da, where ‘d’ represents the distance between any two consec-
utive hop level nodes and ‘a’ value is in the range of 2–4. This concludes that the
route discovery process of the MTPR opts more hop level nodes with low trans-
mission distances compared to fewer hops with high transmission distances. But in
contrast to the advantage of minimum total transmission power usage, increase in
the hop level node count of selected routing paths can augment the end-to-end
delay. Moreover MTPR is not considering the proportionality between the power
available at the nodes and the power required, hence the selected routing path often
experience the breakage due to nodes with no energy. In the context of the limits
observed in power aware routing models such as MTPR, Singh et al. [11] intro-
duced routing model labeled “Min-Max Battery Cost Routing (MMBCR)” that
considers proportionality between battery levels available at nodes and battery
levels required as a metric and discovers the routing paths with extended lifetime. In
the aim of selecting routing paths with extended lifetime, the MMBCR is not
considering the objective of energy levels saving with minimum total transmission
power. This limits the performance of MMBCR in cases such as all nodes with
maximum battery capacities. In this regard Toh [12] introduced a hybrid protocol
called “Conditional Min-Max Battery Capacity Routing” that adapts to MTPR if all

MECAR: Maximal Energy Conserved and Aware Routing … 857



nodes with maximal battery levels otherwise to MMBCR. Apart from transmission
distance and battery ware routing strategies [9, 11, 12], the energy conservation
based techniques such as (i) Scheduling the node to sleep during idle time and
scheduling awake when required, (ii) Proportioning the transmission power and
distance between nodes. Due to the difficulties and implementation issues these
models are impractical. The sleep/awake scheduling models required additional
hardware with transmission scheduling requirements loaded [13]. Scheduling
transmission power that based on distance between nodes is inaccurate due to the
issues in determining the distances between nodes, in particular if the nodes are
having mobility then additional hardware like GPS receivers required or distance
measuring algorithm must be location aware [14].

In regard to overcome the limits explored about routing strategies [9–14] cited
most frequently in literature, we devised a novel routing strategy called Maximal
Power Conserved and Aware Routing (MPC-BLAR) [15] in our earlier work.

Research in this arena of power aware routing has been focusing on explaining
routing protocols that works on less battery resource usage techniques. The energy
estimation of the selected route is impractical since they do not take into consid-
eration the amount of power needed and the power level that is available, which is
the main drawback in all these models. All these protocols only consider the highest
power level that exists and quantity, which is needed to perform the routing. The
actual consumption of energy in the context of conflict nodes and coding awareness
is not considered during the process of measuring a node lifetime. A model devised
in [15] details that the left over energy in the nodes taking part in path involving the
start and end is piled and sent to RREQ message-making use of a novel field added
to the RREQ message. In this scenario a RREP reply will not be given by the
destination node for the RREQ to come in first. In turn it will wait for
3*NODE_TRAVERSAL_TIME and gets RREQ meant for the node and appends
energy of those nodes taking part in the path. The mean energy of the network that
takes part on the path is got by separating the entire energy separated into the
number of nodes taking part in the network.

Here in this paper, our proposed routing Strategy called Maximal Energy
Conserved and Aware Routing (MECAR) devised an effective hop level available
energy measuring strategy (AEMS).

3 MECAR: Maximal Energy Conserved and Aware
Routing

The available energy at hop level node is a significant metric of QoS. Henceforth an
optimal mechanism is essential to determine the hop level node energy resources in
regard to transmit the data. The existing models are finding the energy required to
transmit the data is available at each hop level node or not. This measuring process
is suboptimal since none of the existing models are considering the energy
consumption rate in regard to conflict nodes. Here we devise a routing strategy
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called MECAR, which is an extension to MPC-BLAR [15]. The MECAR explores
the actual energy levels possible to utilize at a hop level node, which become
practical due to considering the energy sharing between conflict nodes.

3.1 Route Request

The Route Request Strategy that we devised under MPC-BLAR [15] is the same,
which we adapt for MECAR.

3.2 Route Response Process

Route response process, as like as MPC-BLAR [15] here also RREP carries the hop
level distances and signal to noise ratio of the current response path, and also carries
the conflict nodes and their energy requirements at every hop level node of the
current response path. The conflict nodes can be defined as follows:

Let hi+1 found to be hop level node to hi in the path towards target node. Then
the other nodes that are connected to hi+1 and using it for transmission services are
referred as conflict nodes.

The route response strategy is as like as that opted for MPC-BLAR, but the
packet structure is revised and the structure of RREP at a hop level node hi revised
and is as follows:

hl ¼ fh1; h2; . . .hi�3; hi�2; hi�1; hi; hiþ1; hiþ2. . .hm;ndg
dl ¼ fdðhm!ndÞ; dðhm�1!hmÞ; . . .; dðhi!hiþ1Þg
sl ¼ fsnrðhm!ndÞ; snrðhm�1!hmÞ; . . .; snrðhi!hiþ1Þg

cner ¼ c1; er1h i; c2; er2h i � � � cn; ernh i
cnl ¼ fcnerðhm!nd Þ

; cnerðhm�1!nmÞ ; . . .; cnerðhi!niþ1Þ
g

RREP ¼ idðndÞ; idðnsÞ; hl; dl; sl; cnlh i

Here

‘hl’ Is a list of nodes used by RREQ to reach the destination node nd from the
source node ‘ns’.
‘dl’ Is a list of distances between each two consecutive hop level neighbor nodes
that belongs to ‘hl’.
‘sl’ Is a list of signal to noise ratios between each two consecutive hop level
neighbor nodes that belongs to ‘hl’ and measured using the approach discussed
in MPC-BLAR.
‘cner’ Is the list of conflict nodes and their energy requirements at hop level
node.
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‘cnl’ Is the list of ‘cner’ of all hop level nodes of the current response path.

Once RREP reaches the source node ns, then the source node registers the path
used by RREP into the optimal paths list.

3.3 Route Selection Process

The Route Selection process is also similar to that opted by MPC-BLAR [15]. In
addition here in MECAR we use hop level available energy measuring strategy
(AEMS) to filter optimal paths that described below.
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Further the optimal path can be choose from the ‘rpl’. MECAR adopts the
similar strategy that opted by MPC-BLAR [15] .

Each path Pi will be ranked based on ‘snrδ(pi)’ such that the path with lowest
‘snrδ(pi)’ value will be ranked as high. If more than one path is conflicting on same
rank then those paths will be ranked based on ‘dτ(pi)’ such that the path with lowest
‘dτ(pi)’ value will be ranked as high.

4 Simulations and Results Discussion

4.1 Experimental Setup

The experiments were conducted using NS 2. We build a simulation network with
hops under mobility and count of 50–200. The simulation parameters described in
Table 1. The simulation model aimed to compare MPC-BLAR [15] and MECAR.
The performance check of these two protocols carried out against to the QOS
metrics describe in following section.

4.2 Results Discussion

Figure 1a indicates a MECAR advantage over MPC-BLAR in Path optimality in
the context of route lifespan. The average additional 15 % of route survivability has
been observed for MECAR than MPC-BLAR, it has happened since MECAR is
considering the leap nodes with higher energy, but in the case of MPC-BLAR, it
considers average signal-to-noise ratio required and minimum battery capacity of

Table 1 Simulation parameters that we considered for experiments

Node count Range of 50–200

Network area 1,500 × 300 m dimensions

Radio frequency Range of 250 m

Number of source and destination node sets 20

Data pattern for each source node per second 4 packets

Payload of the data per packet 512 bytes

Data-load used In the range of 128–512 kbps

Bandwidth used at physical link 2 Mbps

Timeout set for the primary route request in seconds 2

Utmost timeout set for the route request in seconds 40

Maximum number of routes can be cached 32

Caching policy First-In-First-Out
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the hop level nodes between the source and destination nodes as metrics during
route discovery.

MECAR is found similar to MPC-BLAR in packet overhead during route dis-
covery and data transmission. The observed overhead is due to conditional
broadcasting used in route discovery phase of both routing topologies and the
process of path selection that selects the path with fewer signal-to-noise ratios. The
proposed MECAR protocol is indicating the slightly high MAC load overhead as
like as MPC-BLAR, which is due to the process of determining the signal-to-noise
ratio required between any two consecutive hop level nodes.

The impact of average route survivability against increased end-to-end delay
observed in MECAR is significantly high that compared to the survivability of the
route against end-to-end delay in MPC-BLAR. This is due to the consideration of
leap node life span during optimal path selection in MECAR. The minimal hop
count is not playing any role in optimal path selection process of the both routing
protocols MECAR and MPC-BLAR. The high hop count leads to the higher value
of ‘snrδ’ that indicates the low optimality of the path. Hence the optimal path that
selected in MECAR is possible with less number of hop.

Fig. 1 Evaluation report on
MECAR performance over
MPC-BLAR. a Path
optimality of MPC-BLAR
and MECAR. b Comparison
between MECAR and
MPC-BLAR as a function of
the delay time and additional
lifespan of route
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5 Conclusion

This paper was presented an evaluation of power aware routing protocols [5–14],
and described their limits that can be subtle and difficult to discover by informal
reasoning about the properties of the protocols. In this regard we devised a novel
power aware routing strategy that referred as MPC-BLAR [15]. With motivation
gained from empirical analysis and simulation studies conducted on MPC-BLAR,
here we proposed a novel Maximal Energy Conserved and aware routing (ME-
CAR) strategy that is an extension to our earlier work [15]. The proposed MECAR
protocol applies conditional broadcasting to avoid the verification of battery
capacity while choosing the optimal path from the paths selected by route discovery
phase, which similar to MPC-BLAR. Unlike MPC-BLAR [15], the MECAR
explores leap node level energy availability measurement in addition to MPC-
BLAR strategy. Simulation results show that the proposed power aware source
routing protocol called Maximal Energy Conserved and Aware Routing (MECAR)
has a higher optimality towards the survivability of the routes than state of the art
power aware routing protocols, which includes MPC-BLAR.
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Raga Classification for Carnatic Music

S.M. Suma and Shashidhar G. Koolagudi

Abstract In this work, an effort has been made to identify raga of given piece of
Carnatic music. In the proposed method, direct raga classification without the use
of note sequence has been performed using pitch as the primary feature. The
primitive features that are extracted from the probability density function (pdf) of
the pitch contour are used for classification. A feature vector of 36 dimension is
obtained by extracting some parameters from the pdf. Since non-sequential features
are extracted from the signal, artificial neural network (ANN) is used as a classifier.
The database used for validating the system consists of 162 songs from 12 ragas.
The average classification accuracy is found to be 89.5 %.

Keywords Carnatic music � Raga �Machine learning � Artificial neural network �
Pitch

1 Introduction

Computational Musicology is an emerging field that includes the study of techniques
for analyzing various kinds of music. It helps to study science behind music and
develops a scientific framework for this art. The analysis of music helps to under-
stand the culture and the heritage of the society the music is evolved in. Most of the
studies in this area are dedicated to Western Music whereas very fewer studies have
tried to explore Indian Classical Music (ICM) [1, 2]. ICM is broadly classified into
Hindustani and Carnatic music. Though these two music types have same base and
similar framework, they differ in many factors. ICM is characterized by two basic
elements—it should follow a specific note sequence known as raga and a specific
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rhythm known as Taal [3]. Raga is considered to be the backbone of ICM. In a
broader sense, raga can be understood as the framework that tells all the protocols
that should be followed while rendering the piece of music. Since raga is the crucial
element in the melodic framework of ICM, automatic raga identification is one of
the important steps in Computational Musicology as far as ICM is considered. Some
of the applications of automatic raga identification are: development of music
recommendation systems, automatic note transcription, music indexing, on-line
teaching and learning of music and so on. It may be considered as the first logical
step in the process of creating computational methods for ICM.

Some of the characteristics of raga are swara (notes), arohana-avarohana
pattern and characteristic phrases. Technically, a note can be defined as an iden-
tifiable fundamental frequency component (pitch) of a singer with a beginning and
an ending time, of a duration determined by these [2]. The ratio of the fundamental
frequencies of two notes is referred to as an interval [2]. The notes are categorised
as Shadja (Sa), Rishaba (Ri), Gandhara (Ga), Madhyama (Ma), Panchama (Pa),
Dhaivatha (Da) and Nishadha (Ni). These seven notes are further classified into
different types based on the interval system (scale) used. There are three kinds of
scales that are generally used in Carnatic and Hindustani music theory: a 12-note
scale, a 16-note scale and the scale which contains 22 microtones. Each raga is
defined using unique sequence of notes that is used in rendering the music clip. Few
ragas share same set of notes, but they differ in the melody because of different
arohana-avarohana pattern and characteristic phrases. Arohana-avarohana pattern
refers to ascending and descending progression of notes. This tells about the
transition between the notes that can occur in a given raga. Characteristic phrase is
defined as a condensed version of the characteristic arrangement of notes, peculiar
to each raga, which when repeated in a recital enables a listener to identify the raga
being played [3]. Other than these important features, raga is also characterised by
the relative position, strength and duration of notes and also gamakas. Gamakas are
the beautification elements that tell about the dynamics of the pitch contour.

Unlike western music where the frequency of notes is fixed, ICM gives liberty of
choosing the frequency of base note to the artists while performing. Western clas-
sical music uses equal tempered notes whereas just-intoned notes are used in ICM. In
equal tempered scale all notes are equally spaced i.e. all notes have the same fre-
quency ratio with respect to its previous note. But in just-intonation scale the notes
are not equally spaced. In ICM, no two performances of the same raga by the same
singer would be same. ICM is relatively unexplored because of its complicated
grammars, extensive use of gamaka and the liberty given to singer for improvising
while performing. All these complexities in analysing ICM, left it as relatively less
explored computational musicology. In ICM, the sequential note information plays
an important role in construction of melody unlike chords and rhythm which play an
important role in western music. Hence, many of the methods proposed in the past
[3–5] have used Hidden Markov Model (HMM) for identification of ragas.

In this work, an effort has been made to identify raga without the knowledge of
the scale using low-level features. Pitch and its derivatives are used as features for
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identification of the raga. Various kinds of musical clips from both Janaka (ragas
with all 7 notes) and Janya ragas (ragas having 5 or 6 notes) are used for the study.

The paper is organised as follows. A review of related work is given in Sect. 2.
Section 3 explains the proposed method. Experimentation and results along with
explanation of database are given in Sects. 4 and 5 concludes the work with some
further research directions.

2 Literature Review

Since raga gives melodic framework attained through pitch manipulation, many
research contributions use pitch and its derivatives as the major features for the task
of raga identification. Some of the works [6, 7] have also used timbre and other
features along with pitch derivatives. The literature can be broadly classified into
two categories. The first, the works that have used note information explicitly for
identification of raga and the second, the works that have not used note information.
We discuss both kinds of work in this section. One of the main challenges in
reviewing the works is lack of standard corpora of ICM. The works that have been
carried out are evaluated using different databases collected by the researchers.
Hence while reviewing the work the databases considered are also discussed.

In the work [3], HMM is used for the identification of Hindustani ragas. The
method proposed in this work uses note sequence as a feature. Two heuristics
namely Hillpeak heuristics and Note duration heuristics are proposed for note
transcription. Many micro-tonal variations present in the ICM makes the note
transcription a challenging task even for a monophonic piece of music. The heu-
ristics proposed in this method tries to overcome these variations. Hillpeak heu-
ristics considers the changes in the sign of the slope of the pitch contour for
identification of presence of a note. Note duration heuristics assumes that a note
sustains for the period of at least 25 ms and estimates the note for every 25 ms.
Another main contribution of this work is characteristic phrase analysis. A n-gram
model is proposed for identification of repetitive sequence of notes and based on
this raga is identified. The overall raga identification accuracy is claimed to be
77 %. The main drawback of the work is limited data set and accuracy of note
transcription. Only two ragas are used for validating the system. The database has
many limitations such as the musical notes in arohana-avarohana sequence are
sung externally, the piece of music should be in G-sharp scale. The accuracy of note
transcription is not appreciably high even after lot of constraints on the dataset.
Similar work has been carried out by Arindam et al. [4]. The note transcription of
the given musical piece is manually performed and this sequence is used for
evaluating HMM. It is observed that HMM is 100 % accurate in identifying ragas if
correct note sequence is given as input. However, it is difficult to achieve high
accuracy in ICM transcription because of the micro-tonal variations and improvi-
sations. Rajeswari et al. [8] have used tala information to identify the number of
notes in the given musical piece, further this is used for identification of ragas.
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Surendra et al. [9] have used similar method of identifying the raga in Carnatic
music using the note sequence information. Since the data set is restricted to single
scale identifying the notes is simpler task. The features extracted are the notes
present, number of notes present and type of arohana-avarohana sequence.
Arohana-avarohana patterns are classified as linear or nonlinear based on the pair
of notes present in the sequence. They have used ANN as a classifier. The system is
tested using 20 ragas with 3–5 songs in each raga. The paper has claimed 95 % of
accuracy in raga identification. Ranjani et al. [10] have proposed a method for
identification of tonic and other notes which leads to identification of raga from the
Carnatic music. The property of the tonic note with pitch of highest mean and least
variation shown in pitch histogram, is used for identification of tonic pitch value.
This method estimates the probability density function (pdf) from the pitch contour.
Using Semi-Continuous Gaussian Mixture Model (SC-GMM), tonic frequency and
raga of the musical piece are identified. The data set used for this experiment
consisted of 5 Sampurna ragas which is the major limitation. This paper has
claimed 86.3 % of accuracy in raga identification. However, the experiments
conducted were limited only to arohana-avarohana sequences. The main drawback
of the method that use note information explicitly is that any error in identification
of notes, contributes to the error in identification of raga as well.

The works that do not consider note information, mainly concentrate on varia-
tions in pitch histogram for raga classification. The pitch histograms give better
results for stable regions of smaller input clips compared to longer duration inputs.
In [11], spectrally derived tone profiles are used as features. A tone profile is a
histogram of note values weighted by duration [11]. The tone profile is obtained by
taking the DFT of the segment and summing up the energies of the bins sur-
rounding the note centers. It is further normalised using tonic frequency. The music
clips were classified using k-NN algorithm. This paper has claimed 100 % of
accuracy in Hindustani raga identification. However this method cannot be gen-
eralised because the data set consisted of very few ragas and the music clips were
rendered by single artist. Parag et al. in [12] have used Pitch Class Distribution
(PCD) and Pitch Class Dyad Distribution (PCDD) as features. PCD is obtained
directly from the pitch histograms, that is normalised using the input tonic value
and folded into one octave. PCDD is a note bi-gram which is called dyads in
musical terms. Dyads are calculated from rough estimation of notes using pitch
onsets. This paper has claimed 97 % raga recognition accuracy. The system is
tested using the data set consisting of instrumental music clips played by a single
artist in 17 ragas. In the work of Koduri et al. [13], the predominant pitch from
vocal region of polyphonic music is used for identification of ragas from Carnatic
music. The raga classification is performed using pitch histogram weighted by
duration and frequency of occurrence as the features. The raga classification is
performed using k-NN classifier. The experiment is performed on the data set
consisting of 176 tunes from 10 ragas consisting of both vocal and instrumental
music. This method is claimed to give 75.6 % accuracy. Pranay et al. [6] have used
the concept of vadi swara (the dominant note for the raga) for identification of raga
in Hindustani music. From the studies, it is shown that Hindustani note intervals are
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nearer to equal tempered than just intonation intervals [14]. In [6], ICM notes are
associated with Western note intervals for extracting features. This method uses
chromagram features along with MFCCs and timbre features for identification of
raga. A chromagram is a visual representation of energies in the 12 semitones (or
chromas). The most repeating frequency component or semitone is assumed as the
vadi. The classification is performed using HMM and GMM. 97 % accuracy is
claimed using this method. Even though the results are promising, it cannot be
generalised since the system is evaluated using only 4 ragas. The vadi swara for
different ragas cannot be unique when a larger data set with more than 20 ragas is
considered.

In this work, an effort has been made to overcome some of the limitations that
exist in the past methods. The proposed method considers a comprehensive data set
consisting of variety of music clips from different kinds of ragas. We try to
eliminate the explicit note identification and scale dependency (tonic identification).

3 Proposed Method

In the proposed method pitch and its derivatives are used as features for identifi-
cation of raga since melody is the result of variations in the pitch. From [7], it is
evident that the pitch histogram for different ragas differ. Hence in this study we
use some of the parameters obtained from the pdf of pitch contour for identification
of raga. The flow diagram of the proposed system is shown in Fig. 1. In training
phase, the extracted features and corresponding raga labels are used to construct a
ANN model for classification. In testing phase, the feature vectors are fed to trained
ANN model for obtaining the raga labels. The accuracy of the system is obtained
by comparing them against the actual raga labels.

Fig. 1 Flow diagram of the proposed system
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3.1 Feature Extraction

The pitch contour is extracted from the input signal (piece of music) using auto-
correlation method [15]. The average pitch values are obtained for the frame of
every 50 ms with 50 % overlapping to avoid transition cliques. The pitch contour of
arohana-avarohana sequence is shown in Fig. 2b. Different pitch values corre-
sponding to different notes are rendered in the piece of music. A sharp rise and fall
in the contour is observed when the transition from a note to another takes place.
From the pitch values, pdf is obtained using kernel density estimation method
(Gaussian kernel is assumed). Bandwidth range is taken into account from mini-
mum and maximum pitch values. The pdf obtained is shown in Fig. 2c. One can
observe that the prominent peaks correspond to the notes present in the raga. Even
though Carnatic music is defined using 16-note interval system, only 12 distinct
frequency components are present [14]. Each raga is defined using 5, 6 or 7 note
combination. Hence from the pdf curve, parameters of the 12 prominent peaks are
considered for characterizing the raga. From the pdf, frequency of 12 peaks are
obtained and their mean (height of the peaks in pdf) and variances are calculated.
Variance of the peak is calculated by considering 20 frequency values on both side
of the peak frequency. Since the database consists of clips rendered by different
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Fig. 2 Feature extraction for raga Ananda Bhairavi. a A music piece rendered in raga Ananda
Bhairavi. b Pitch contour of the input music clip. c Peak selection from the pdf of pitch contour
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singers in different scale, there is a need to normalise the frequencies of peaks. The
frequency that lies in between 100 and 200 Hz having the highest mean is used as a
normalising factor. For some clips played by instruments, all the frequency com-
ponents lie above 200 Hz. In such cases, the frequency having highest mean is used
as a normalising factor. All 12 prominent frequencies are divided by the normal-
ising frequency. The peaks and mean values extracted are illustrated in Fig. 2c.

The feature vector obtained using the above procedure is of 36 dimensions
(12 normalised frequency values, 12 mean values of the peak frequency and 12
variances). Features 1–12 are the normalised prominent pitch values, features 13–24
are the height of the corresponding peaks and the features 25–36 are the variance of
the corresponding peaks. This is illustrated in the Fig. 2c.

3.2 Raga Identification Model

ANN consists of number of simple processing elements, called neurons, that are
interconnected to each other [16]. A typical multilayer network, consists of a
number of layers namely input layer, output layer. One single neuron makes the
simple operation of a weighted sum of the incoming signals and a bias term (or
threshold), fed through an activation function resulting in the output value of the
neuron [16].

In the proposed system, ANN with feed-forward backdrop learning algorithm is
used as a classifier (shown in Fig. 3a). It consists of 1 hidden layer. The input layer
consists of 36 neurons which is equals to the size of feature vector. The number of
neurons in the hidden layer is taken as 40. This number is chosen after experi-
menting with various number of neurons ranging from 20 to 50. The accuracy of
the system is maximum when the number is 40. The number of neurons in the

Fig. 3 Raga classification model. a Architecture of ANN. b Error vector calculation and
validation
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output layer is fixed as 1. Activation function for hidden and output layers is chosen
as tan-sigmoid and pure-line respectively. For each raga different value is expected
as an output. For example, if 2 ragas are considered for classification, if input is
raga 1, then 1 is expected as outcome and if input is raga 2, then 2 is expected as
output value. ANN is trained accordingly with different labels for different ragas.
During testing, the raga label obtained from the system (output label) is validated
using the actual raga labels (target labels refer Fig. 3b). The difference between
system output and actual output is calculated resulting in the error vector. If the
error value is strictly less than 0.5, then the input is considered to be correctly
classified. This process is illustrated in Fig. 3b. The gray marked values in error
vector indicates mis-classification.

4 Result and Analysis

4.1 Database

Monophonic and polyphonic clips from 12 ragas listed in the Table 1 are con-
sidered to form a database. Ragas are chosen in such a way that database includes
all notes that are present in Carnatic Music. Particularly, Kalyani and Shankarab-
haranam both ragas are included because Kalyani when perceived in a different
tonic becomes Shankarabharanam. There is high chance of mutual mis-classifi-
cation between these two ragas if the identification is highly tonic dependent. The
proposed method is tonic independent and hence the classification of Kalyani and
Shankarabharanam is crucial aspect of this work. In the same way, we also include
the ragas which share the same set of notes such as Ananda Bhairavi and
Reethigowlai (These two ragas share same set of notes), as there is high level of
mis-classification between them if set of notes is used for classification. The

Table 1 Database: Ragas
used and number of clips S. No. Raga name Number of clips

1 Abhogi 16

2 Harikhambojhi 11

3 Kalyani 13

4 Malayamarutha 10

5 Mayamalavagowla 14

6 Hindolam 17

7 Mohanam 12

8 Hamsadwani 12

9 Nattai 13

10 Shankarabharanam 13

11 Ananda Bhairavi 16

12 Reethigowlai 15

872 S.M. Suma and S.G. Koolagudi



polyphonic music clips consist of vocals accompanied by Tambura or Tabla. The
database is made rich in variety by including arohana-avarohana, krutis, alapanas
from different ragas rendered by instruments and different singers including both
male and female. We have also included both Janaka and Janya ragas in our
database. Janaka ragas (Sampurna ragas) contain all seven notes whereas Janya
ragas contain fewer than seven notes.

4.2 Performance Evaluation

The experiment is performed using different number of neurons in the hidden layer.
Considering 40 number of neurons in the hidden layer yielded the best results. The
system is validated using three experiments. Initially the raga identification system
is developed with 131 music clips from the first 10 ragas of the Table 1, using 70 %
of them for training and 30 % for testing. The average raga recognition accuracy is
found to be 91.5 %. The accuracy of recognition for each raga in this experiment is
given in Table 2. In the second experiment, the system is tested to verify if the
features are able to distinguish between ragas that are composed using the same set
of notes (Ananda Bhairavi and Reethigowlai). The system is validated using only
these two ragas. Using 21 clips for training and 10 clips for testing the accuracy of
classification in this experiment is found to be 80 %. This can be justified using the
normalisation performed using the pitch value having highest mean and the other
parameters such as mean and variances. This either corresponds to tonic or highly
repeating note which is called Jeeva Swara in Carnatic music. Jeeva Swara is
different for different ragas when they are composed of same notes. If normalisation

Table 2 Accuracy of the raga classification

S.No. Raga name Classification accuracy (in percentage)

Training and testing with
first ten ragas

Training and testing with
twelve ragas

1 Abhogi 100.0 100.00

2 Harikhambojhi 100.0 100.00

3 Kalyani 80.00 92.30

4 Malayamarutha 100.00 90.00

5 Mayamalavagowla 80.00 85.71

6 Hindolam 100.00 100.00

7 Mohanam 100.0 91.67

8 Hamsadwani 100.0 91.67

9 Nattai 80.00 84.61

10 Shankarabharanam 80.00 84.61

11 Ananda Bhairavi NA 80.00

12 Reethigowlai NA 80.00
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factor is tonic, then the means and variances of the peaks differ because the
importance given for various notes is different in different ragas. Hence classifica-
tion of raga becomes efficient using the proposed features.

In the third experiment, the raga recognition system is validated using 5-fold
validation method. Complete database consisting of 162 clips from 12 ragas is
divided into 5 sets, each set consisted of songs from all ragas. From these sets, 4 are
used for training the network and the remaining one is used for testing. The
experiment is repeated for 5 times so that the system is validated against each set.
The average result of 5 experiment for each raga is listed in Table 2. The average
classification accuracy is 89.51 %.

5 Conclusion and Future Scope

In this work, a system for direct raga classification without use of explicit note
sequence is proposed. Set of low-level features obtained from the signal are used as
features. A comprehensive data set consisting of variety of music clips is used for
validating the proposed method. An effort has been made to come up with a raga
classification system that is independent of tonic note information. From the study,
it is evident that pdf and primitive features give good accuracy even for ragas
composed of same set of notes. The accuracy of the system clearly demonstrates
that the features capture more details about raga rather than just the set of notes.

As a future work, the system shall be tested with larger database having hetero-
phonic music clips (composed of more than one melody such as vocal accompanied
by violin) and also film songs that are composed based on ragas. The proposed
features shall be tested with other classifiers as well. Further, the raga information
shall be used for developing systems for transcription of notes, music recommen-
dation based on raga information and so on.
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A Novel Approach for Feature Selection

Ch. Swetha Swapna, V. Vijaya Kumar and J.V.R. Murthy

Abstract Clustering problem suffers from the curse of dimensionality.Dimensionality
reduction of a feature set refers to the problem of selecting relevant features which
produce the most predictive outcome and similarity functions that use all input features
with equal relevance may not be effective. We introduce an algorithm that discovers
clusters by different combinations of dimensions via local weightings of features.
This approach avoids the risk of loss of information encountered in global dimen-
sionality reduction techniques, and does not assume any data distribution model. Our
method associates to each cluster aweight vector,whose values capture the relevance of
features within the corresponding cluster. To judge the efficiency of the proposed
method the results are experimentally compared with other optimization methods such
as Genetic Algorithm (GA), Particle Swarm Optimization (PSO) and Differential
Evolution (DE) for feature selection.

Keywords Feature selection � DE � PSO � GA

1 Introduction

The main goal of feature selection is to find a minimal feature subset from a
problem domain with high accuracy in representing the original features [1]. In real
world problems feature selection is an important process must due to the abundance
of noisy, irrelevant or misleading features. An extensive method may be used for
this purpose, it is quite impractical for most datasets. Usually feature selection
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algorithms involve heuristic or random search strategies in an attempt to avoid this
prohibitive complexity. However, the degree of optimality of the final feature
subset is often reduced.

The problem of feature selection has been widely investigated due to its
importance to a number of disciplines such as pattern recognition and knowledge
discovery. Feature selection allows the reduction of feature space, which is crucial
in reducing the training time and improving the prediction accuracy. This is
achieved by removing irrelevant, redundant, and noisy features (i.e., selecting the
subset of features that can achieve the best performance in terms of accuracy and
computational time). As described in paper [1] the most existing feature selection
algorithms consist of the following four components:

• Starting point in the feature space. The search for feature subsets could start
with (i) no features, (ii) all features, or (iii) random subset of features.

• Search procedure. Ideally, the best subset of features can be found by evalu-
ating all the possible subsets, which is known as exhaustive search. However,
this becomes prohibitive as the number of features increases, where there are 2N

possible combinations for N features. Accordingly, several search procedures
have been developed that are more practical to implement, but they are not
guaranteed to find the optimal subset of features. These search procedures differ
in their computational cost and the optimality of the subsets they find.

• Evaluation function. The existing feature selection evaluation functions can be
divided into two main groups: filters and wrappers. Filters operate indepen-
dently of any learning algorithm, where undesirable features are filtered out of
the data before learning begins [2]. On the other hand, performance of classi-
fication algorithms is used to select features for wrapper methods [3].

• Criterion for stopping the search. Feature selection methods must decide when
to stop searching through the space of feature subsets. Some of the methods ask
the user to predefine the number of selected features. Other methods are based
on the evaluation function, like whether addition/deletion of any feature does
not produce a better subset.

These limitations of dimensionality reduction techniques suggest that, to capture
the local correlations of data, a proper feature selection procedure should operate
locally in the input space. Local feature selection allows different distance measures to
be embedded in different regions of the input space such distance metrics reflect local
correlations of data. In this paper we propose a soft feature selection procedure that
assigns (local) weights to features according to the local correlations of data along
each dimension. Dimensions along which data are loosely correlated receive a small
weight that has the effect of elongating distances along that dimension. Features that
correlate strongly with data receive a large weight, which has the effect of constricting
distances along that dimension. The rest of this paper is structured as follows.
Section 2 presents the K-means clustering algorithm. Section 3 presents the Concepts
of proposed novel method for feature selection. Section 4 details the experimentation
carried out and presents the discovered results. The paper concludes with a discussion
on the observations and highlights the scope for future work in this area in Sect. 5.
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2 K-Means Clustering Algorithm

One of the most important components of a clustering algorithm is the measure of
similarity used to determine how close two patterns are to one another. K-means
clustering groups data vectors into a predefined number of clusters, based on
Euclidean distance as similarity measure. Data vectors within a cluster have small
Euclidean distances from one another, and are associated with one centroid vector,
which represents the “midpoint” of that cluster. The centroid vector is the mean of
the data vectors that belong to the corresponding cluster.

For the purpose of this paper, the following symbols are defined:

• Nd denotes the input dimension, i.e. the number of parameters of each data
vector

• N0 denotes the number of data vectors to be clustered
• Nc denotes the number of cluster centroids (as provided by the user), i.e. the

number of clusters to be formed
• zp denotes the p-th data vector
• mj denotes the centroid vector of cluster j
• nj, is the number of data vectors in cluster j
• Cj, is the subset of data vectors that form cluster

Using the above notation the standard K-means algorithm is summarized as

1. Randomly initialize the Nc cluster centroid vectors
2. Repeat

(a) For each data vector, assign the vector to the class with the closest centroid
vector, where the distance to the centroid is determined using

d zp � mj
� � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

Nd

k¼1

zpk � mjk
� �2

v

u

u

t : ð1Þ

where k subscripts the dimension.
(b) Recalculate the cluster centroid vectors, using

mj ¼ 1
nj

X

8zp2Cj
zp: ð2Þ

until a stopping criterion is satisfied.

The K-means clustering process can be stopped when any one of the following
criteria are satisfied: when the maximum number of iterations has been exceeded,
when there is little change in the centroid vectors over a number of iterations or
when there are no cluster membership changes.
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3 Proposed Method for Feature Selection

Consider a set S of N data points in some space of dimension D. Here cluster C is a
subset of data points, together with a vector of weights W ¼ ðw1;w2; . . .;wDÞ, such
that the points in C are closely clustered according to the weighted Euclidean
distance measure using w. The component wj measures the degree of correlation of
points in C along feature j. Depending upon the degree of correlation of points in C
along feature, we calculate more relevant feature corresponding to that cluster. After
finding relevant features corresponding to each cluster we can find all relevant
features of data set for clustering. Now our problem is how to estimate the weight
vector W for each cluster in the data set.

Definition Given a set S of N points x in the D-dimensional Euclidean space, a set of k
centers c1; c2; . . .; ckf g; cj 2 RD; j ¼ 1; 2; . . .; k, coupled with a set of corresponding
weight vectors w1;w2; . . .;wkf g; wj 2 RD; j ¼ 1; 2; . . .; k, partition S into k

sets A1;A2; . . .;Akf g : Aj ¼ x
PD

i¼1 wji xi � cji
� �2

� �1=2
\

PD
i¼1 wli xi � clið Þ2

� �1=2
; 8l 6¼ j

�

�

�

�

� 	

where wji and cji represent the ith components of vectors wj and cj respectively. The
set of centers and weights is optimal with respect to the Euclidean norm, if they
minimize the error measure: E1 C;Wð Þ ¼ Pk

j¼1

PD
i¼1 wjie�Xji subject to constraints

PD
i¼1 w

2
ji ¼ 1 6¼ j:C and W are (D� kÞmatrices whose column vectors are cj and wj

respectively, i.e. C ¼ c1 . . . ck½ � and W ¼ w1 . . .wk½ �. Xji represents the average
distance from the centroid cj of points in cluster j along dimension i, and is defined as

Xji ¼ 1
Ajj j

P

x2Aj
ðcji � xiÞ2, where Aj

�

�

�

� is the cardinality of set Aj. The exponential

function E1 has the effect of making the weights wji more sensitive to changes in Xji

and therefore to changes in local feature relevance.

Algorithm We start with well-scattered points in S as the k centroids: we choose the
first centroids in such a way that they are far from one another. This can be done
either in random or using any clustering algorithm. Here we have used K-means
clustering for finding cluster center for clusters. We initially set all weights to 1

ffiffiffi

D
p :

Given the initial centroids cj; for j ¼ 1; . . .; k;we compute the corresponding sets Aj

as given in the definition above. We then compute the average distance along each
dimension from the points in Aj to cj. Let Xji denote this average distance along
dimension i. The smaller Xji is, the larger is the correlation of points along dimen-
sions i. We use the value Xji in an exponential weighting scheme to credit weights to

features (and to clusters): wji ¼ exp �h� Xji
� �

=ðPD
l¼1ðexp �h� 2� Xjl

� �ÞÞ1=2
where h is a parameter that can be chosen to maximize (minimize) the influence of
Xji on wji. We empirically determine the value of h through cross-validation in our
experiments with simulated data. The exponential weighting is more sensitive to
changes in local feature relevance [4] and gives rise to better performance
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improvement. Note that the technique is centroid-based because weightings depend
on the centroid. The computed weights are used to update the sets Aj, and therefore
the centroids’ coordinates. The procedure is iterated until convergence is reached,
i.e. no change in centers’ coordinates is observed. After convergence we will check
weight vectors fw1;w2; . . .;wkg and determine relevant features corresponding to
each cluster and then relevant features of dataset for clustering. The resulting
algorithm is summarized in the following

Input: N points x 2 RN , k and h

1. Using K-Means clustering algorithm determine k initial centroids c1; c2; . . .; ck;
2. Set wji ¼ 1

ffiffiffi

D
p ; for each centroid cj; j ¼ 1; . . . ; k and each feature i = 1, 2, 3,

…, D.

3. For each centroid cj; for each point x set Aj ¼ x
PD

i¼1 wji xi � cji
� �2

� �1=2
�

�

�

�

�

\
PD

i¼1 wli xi � clið Þ2
� �1=2

; 8l 6¼ j:g
4. For each centroid cj, and for each feature i:

• Set Xji ¼ 1
Sjj j
P

x2Sj cji � xi
� �2

• Set wji ¼ exp �h� Xji
� �

=ðPD
l¼1ðexp �h� 2� Xjl

� �ÞÞ1=2

5. For each centroid cj, and for each point x:

• Recompute

Aj ¼ x
PD

i¼1 wjiðxi � cjiÞ2
� �1=2

\
PD

i¼1 wliðxi � cliÞ2
� �1=2

; 8l 6¼ j

�

�

�

�

� 	

6. Set cj ¼
P

x
x1Aj xð Þ

P

x
1Aj xð Þ

, for each j = 1, 2, …, k where 1AjðÞ is the indicator function of

set A
7. Iterate 3, 4, 5, 6 until convergence
8. Determine relevant feature corresponding to each cluster:

• ith feature is more relevant to jth cluster if wji [ 1
ffiffiffi

D
p

9. Determine relevant features of data set for clustering:

• ith feature is more relevant to dataset for clustering if ith feature shows for
more period of its relevance with clusters.
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4 Experiment and Results

We run the RoughGA, RoughPSO, RoughDE and the proposed novel dimen-
sionality reduction technique to reduce the dataset as lower dimensional dataset.
The detailed description of RoughGA, RoughPSO and RoughDE algorithm are
given in paper [5].

4.1 Experimental Setup

The parameters of the algorithms RoughGA, RoughPSO and RoughDE are defined
and taken from [5]. The size of the population in GA, swarm size in PSO and
particle size in DE are set to (int)(10 + 2*sqrt(D)), where D is the dimension of the
position, i.e., the number of condition attributes. Each experiment (for each algo-
rithm) was repeated 3 times with different random seeds with number of fitness
function evaluation is 600. The proposed algorithm is run 10 times and taken mean
for solution as a result.

4.2 Datasets Used

The following real-life data sets are used in this paper which is taken from UCI
Machine Repository and from websites http://www.ailab.si/orange/datasets.asp.
Here, N is the number of data points, D is the number of features, and K is the
number of clusters.

• Iris plants database (N = 150, D = 4, K = 3): This is a well-known database with
4 inputs, 3 classes, and 150 data vectors. The data set consists of three different
species of iris flower: Iris setosa, Iris virginica, and Iris versicolour. For each
species, 50 samples with four features each (sepal length, sepal width, petal
length, and petal width) were collected. The number of objects that belong to
each cluster is 50.

• Glass (N = 214, D = 9, K = 6): The data were sampled from six different types
of glass: (1) building windows float processed (70 objects); (2) building win-
dows nonfloat processed (76 objects); (3) vehicle windows float processed
(17 objects); (4) containers (13 objects); (5) tableware (9 objects); and (6)
headlamps (29 objects). Each type has nine features: (1) refractive index; (2)
sodium; (3) magnesium; (4) aluminum; (5) silicon; (6) potassium; (7) calcium;
(8) barium; and (9) iron.

• Wisconsin breast cancer data set (N = 683, D = 9, K = 2): TheWisconsin breast
cancer database contains nine relevant features: (1) clump thickness; (2) cell
size uniformity; (3) cell shape uniformity; (4) marginal adhesion; (5) single
epithelial cell size; (6) bare nuclei; (7) bland chromatin; (8) normal nucleoli; and

882 Ch. Swetha Swapna et al.

http://www.ailab.si/orange/datasets.asp


(9) mitoses. The data set has two classes. The objective is to classify each data
vector into benign (239 objects) or malignant tumors (444 objects).

• Wine (N = 178, D = 13, K = 3): This is a classification problem with “well-
behaved” class structures. There are 13 features, three classes, and 178 data
vectors.

• Vowel data set (N = 871, D = 3, K = 6): This data set consists of 871 Indian
Telugu vowel sounds. The data set has three features, namely F1, F2, and F3,
corresponding to the first, second and, third vowel frequencies, and six over-
lapping classes {d (72 objects), a (89 objects), i (172 objects), u (151 objects),
e (207 objects), o (180 objects)}.

• Pima Diabates data (N = 768, D = 8, K = 2): This data set consists of 768 data
vectors, 8 features and 2 classes.

• Haberman’s Survival Data Set (N = 306, D = 3, K = 2): This data set consists
of 306 data vectors, 3 features and 2 classes.

• Zoo (N = 100, D = 13, K = 7).
• Shuttle-landing control (N = 253, D = 6, K = 2).
• Monks (N = 432, D = 6, K = 2).
• Lung cancer (N = 32, D = 56, K = 3).
• Hayes roth (N = 160, D = 4, K = 3).
• Ionosphere (N = 351, D = 32, K = 2).
• Balance scale (N = 625, D = 4, K = 2).
• E. coli (N = 336, D = 7, K = 8).
• Vehicle (N = 846, D = 18, K = 4).

4.3 Simulation Strategy

All the experiment codes are implemented in MATLAB 7. The experiments are
conducted on a Pentium 4, 1 GB RAM, and the system is Windows XP
Professional.

4.4 Experimental Results

To judge the accuracy of the proposed algorithm, the algorithm runs for 10 times
and then taken the mean of number of features found. For other algorithms the
results are directly taken from paper [5] and given in Table 1.

It is clearly evident from the Table that the proposed method performs equally
well with other methods in all investigated datasets except Zoo dataset. Particularly
with Lung cancer data and Hayes roth dataset it excels in finding optimal number of
features compared to other three methods.
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5 Conclusion

In this paper, we have investigated the problem of finding optimal number of
features using a novel feature selection technique. The proposed approach dis-
covered the best feature combinations in an efficient way. We evaluated the per-
formance of the proposed algorithm with RoughGA, RoughPSO and RoughDE.
The results indicate that proposed technique gives equally and better results than
RoughGA, RoughPSO and RoughDE, specially for large scale problems, although
its stability needs to be improved in further research. The proposed algorithm could
be an ideal approach for solving the reduction problem when other algorithms failed
to give a better solution.
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in Intelligent Systems and Computing 339,
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• Page: 512. The following sentence is required to be added at the end of para-
graph 1 in Sect. 1.

“Some results of simple graphs with L(4, 3, 2, 1) labeling can be found in [9]”.

• Page: 513. “Theorem 1” should be read as “Theorem 1 [6]”.
• Page: 514. “Theorem 2” should be read as “Theorem 2 [6]”.
• Page: 515. The Lemma 1 along with its proof in Sect. 3.3 should be read as:

Lemma 1 For a path Pn on n vertices with n � 7, the minimal L(4, 3, 2, 1)-
labeling number kðPnÞ is at most 13.
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Proof A labeling pattern ff ðv1Þ; f ðv2Þ; . . .; f ðv7Þg ¼ f5; 9; 13; 3; 7; 11; 1g exists
for n = 7. Hence the lemma follows. h

Page: 515. The Theorem 3 and its proof for Case-IV and Case-V in Sect. 3.3
should be read as:

Theorem 3 For a path, Pn on n vertices, the minimal L(4, 3, 2, 1)-labeling number
kðPnÞ is

kðPnÞ ¼

1 if n = 1
5 if n = 2
8 if n = 3
9 if n = 4
11 if n ¼ 5; 6; 7

8
>>>><

>>>>:

Proof

Case-IV: n ¼ 4:
The labeling pattern f6; 1; 9; 4g shows that kðPnÞ� 9 if n ¼ 4. Let
VðPnÞ ¼ fv1; v2; v3; v4g. VðPnÞ has two vertices of degree 2 and other two vertices
of degree 1. If either f ðv2Þ or f ðv3Þ is 1 then either f ðv4Þ or f ðv1Þ will be at least 12,
which is a contradiction. Similar contradiction will arrive if either f ðv1Þ or f ðv4Þ is
set to 1.
Case-V: n ¼ 5; 6; 7:
Since 9 a labeling f8; 3; 11; 6; 1; 9; 4g, we can assume that kðPnÞ� 11 for
n ¼ 5; 6; 7. Let f ðviÞ ¼ 1 and either viþ1, viþ2 or vi�1, vi�2 exist. Now kðP3Þ ¼ 8
implies that f ðviþ1Þ is either 5, 6, 7 or 8. For L(3, 2, 1)-labeling [6], note that the
possibilities for f ðviþ1Þ is either 5, 6, 7 or 8. Therfore, the similar approach in [6]
can be used to handle this case. h

• Page: 517. The Claim 1 is not correct and hence the last line of the “Abstract”
should be read as “This paper also presents an L(4, 3, 2, 1)-labeling algorithm
for path.”
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