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Abstract Offline Handwritten Character Recognition of Malayalam scripts have
gained remarkable attention in the past few years. The complicated writing style of
Malayalam characters with loops and curves make the recognition process highly
challenging. This paper presents a comparative study of Malayalam character
recognition using 4 different feature sets—Zonal features, Projection histograms,
Chain code histograms and Histogram of Oriented Gradients. The performance of
these features for isolated Malayalam vowels and 5 consonants are evaluated in this
study using feedforward neural networks as classifier. The final recognition results
were computed using a 5 fold cross validation scheme. The best recognition
accuracy of 94.23 % was obtained in this study using Histogram of Oriented
Gradients features.
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1 Introduction

Offline character recognition is the process of translating handwritten text from
scanned, digitized or photographed images into a machine editable format. Com-
pared to online recognition, offline recognition is a much more challenging task due
the lack of temporal and spatial information. Character recognition research has
gained immense popularity because of its potential applications in the areas of
postal automation, bank check processing, number plate recognition etc. Even
though ambient studies have been performed in foreign languages [1], only very
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few works exist in the Malayalam character recognition domain. This is mainly due
to its extremely large character set and complicated writing style with loops curves
and holes.

Some of the major works reported in the Malayalam character recognition
domain are as follows: Lajish [2] proposed the first work in Malayalam OCR using
fuzzy zoning and normalized vector distances. 1D wavelet transform of vertical and
horizontal projection profiles were used in [3] for the recognition of Malayalam
characters. The performance of wavelet transform of projection profiles using 12
different wavelet filters were analyzed in [4]. In [5], recognition of Malayalam
vowels was done using chain code histogram and image centroid. They have also
proposed another method for Malayalam character recognition using Haar wavelet
transform and SVM classifier [6]. Moni and Raju used Modified Quadratic Clas-
sifier and 12 directional gradient features for handwritten Malayalam character
recognition [7]. Here gradient directions were computed using Sobel operators and
were mapped into 12 directional codes. Recently, Jomy John proposed another
approach for offline Malayalam recognition using gradient and curvature calcula-
tion and dimensionality reduction using Principal Component Analysis (PCA) [8].
A detailed survey on Malayalam character recognition is presented in [9].

A general handwritten character recognition system consists of mainly 4
phases—Preprocessing, Feature Extraction, Classification and Postprocessing.
Among these, feature extraction is an important phase that determines the recog-
nition performance of the system. To get an idea of recognition results of different
feature extraction techniques in Malayalam character recognition, we have per-
formed a comparative study using 4 different features—Zonal features, projection
histograms, chain codes and Histogram of Oriented Gradients (HOG) features. The
performance of these four feature sets are analyzed by using a two layer feedfor-
ward neural network as classifier.

The paper is structured as follows: Sect. 2 presents the data collection method
used and the sequence of preprocessing steps done. Section 3 describes the feature
extraction procedure for the four feature sets. The classifier used is introduced in
Sect. 4. Section 5 presents the experimental results and discussions and finally
conclusion is presented in Sect. 6.

2 Data Collection and Preprocessing

Malayalam belongs to the Dravidian family of languages which has official lan-
guage status in Kerala. The complete character set of Malayalam consists of 15
vowels, 36 consonants, 5 chillu, 9 vowel signs, 3 consonant signs, 3 special
characters and 57 conjunct consonants. Since a benchmarking database is not
available for Malayalam, we have created a database of 260 samples for the isolated
Malayalam vowels and 5 consonants (‘ka’,‘cha’,‘tta’,‘tha’ and ‘pa’). For this 13
class recognition problem, we have collected handwritten samples from 20 people
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belonging to different age groups and professions. Each of these 13 characters are
assigned class-ids. The scanned images were then subjected to preprocessing.
Figure 1 shows sample characters of the database.

2.1 Preprocessing

Preprocessing steps are carried out to reduce variations in the writing style of
different people. The sequences of preprocessing steps (Fig. 2) carried out are as
follows: Here, scanned images are binarized using Otsu’s method of global thres-
holding. This method is based on finding the threshold that minimizes the
intra-class variance. A large amount of noise such as salt and pepper noise may
exist in the image acquired by scanning. So in order to reduce this noise to some
extent, we have applied a 3 × 3 median filter. In the segmentation process, the

Fig. 1 Samples of handwritten Malayalam characters

Fig. 2 Preprocessing steps.
a Scanned image. b Binarized
image. c Size normalized
image
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character images are separated into individual text lines from which characters are
isolated using connected component labeling. Finally, the images are resized to
256 × 256 using bicubic interpolation techniques. This operation ensures that all
characters have a predefined height and width.

3 Feature Extraction

The performance of an HCR system depends to a great extent on the extracted
features. Over the years, many feature extraction techniques have been proposed for
character recognition. A survey of feature extraction techniques is presented in [10].
In this study, we have used 4 sets of features for comparing the performance of the
character recognition system: Zonal features, Projection histograms, Chain code
histograms and Histogram of Oriented Gradients.

3.1 Zoning

Zoning is a popular method used in character recognition tasks. In this method, the
character images are divided into zones of predefined sizes and then features are
computed for each of these zones. Zoning obtains local characteristics of an image.
Here, we have divided the preprocessed character images into 16 zones (4 × 4) as in
and then pixel density features were computed for each of the zones (Fig. 3). The
average pixel density was calculated by dividing the number of foreground pixels
by the total number of pixels in each zone i.

dðiÞ ¼ Number of foreground pixels in zone i
Total number of pixels in zone i

ð1Þ

Fig. 3 4 × 4 zoning
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Thus we have obtained 16 density features which are used as input to the
classifier.

3.2 Projection Profile

Projection profile is an accumulation of black pixels along rows or columns of an
image. The discriminating power of horizontal and vertical projection profiles make
them well suitable for the recognition of a complex language like Malayalam.
Projection profiles have been successfully applied for Malayalam character rec-
ognition [3, 4].

In this study, we have extracted both vertical and horizontal projection profiles
by counting the pixels column wise and row wise respectively which together forms
a 512 dimension feature vector (Fig. 4 shows the vertical and horizontal projection
histogram for a Malayalam character ‘tha’).

Since, the size of the feature vector is too large, we have applied Principal
Component Analysis (PCA) to reduce the dimensionality of the feature set. PCA is
a technique that reduces the dimensionality of the data while retaining as much
variations as possible in the original dataset. Using PCA, we have reduced the
dimension of the feature vector from 512 to 260.

3.3 Chain Code Features

The chain code approach proposed by Freeman [11] is a compact way to represent
the contour of an object. The chain codes are computed by moving along the
boundary of the character in clockwise/anticlockwise direction and assigning each

Fig. 4 Projection histogram of character ‘tha’. a Horizontal projection histogram. b Vertical
projection histogram
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pixel along the contour a direction code (0–7) that indicates the direction of next
pixel along the contour till the starting point is revisited. Here, we have used
freeman chain code of eight directions (Fig. 5). Chain code and image centroid have
been successfully applied for Malayalam vowel recognition in [5, 14].

Since the size of the chain code varies for different characters, we normalize it as
follows: The frequency of each direction code is computed to form a chain code
histogram (CCH). Figure 6 shows the chain code histogram of Malayalam character
‘tha’. Image centroid is also used as an additional feature here. Thus we get a
feature vector of size 10.

3.4 Histogram of Oriented Gradients

Histograms of Oriented Gradients are feature descriptors that are computed by
counting the occurrences of gradient orientations in localized parts of an image. For
computing these features, the image is divided into cells and histograms of gradient

Fig. 5 8 directional chain
codes

Fig. 6 Chain code histogram
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directions are formed for each of these cells. These histogram forms the descriptor.
HOG features have been successfully implemented for other applications such as
human detection [12], pedestrian detection [13] etc. Recently, it has also been
implemented for character recognition in Hindi. However these features have not
been explored for Malayalam character recognition.

In this method, the image was divided into 9 overlapping rectangular cells and
for each of these cells, gradient directions were computed. Based on the gradient
directions, each pixel within a cell casts a weighted vote to form an orientation
based histogram channel of 9 bins. The gradient strength of each cell were nor-
malized according to L2-norm. Thus the 9 histograms with 9 bins are concatenated
to form an 81 dimensional feature vector [13] which is fed as input to the classifier.

4 Classification

Classification is the final stage of character recognition task in which character
images are assigned unique labels based on the extracted features. In this study, we
have used neural networks for comparing the performance of different feature sets.
The principal advantage of neural networks is that they can learn automatically
from examples. Here, we have used a two layer feedforward neural network con-
sisting of a single hidden layer (Fig. 7). The input to the neural network consists of
each of the feature sets that we have extracted. Thus the number of nodes in the
input layer is equal to the size of the feature set that we use in each case. The output
layer contains one node for each of the output classes, i.e., here we have 13 nodes in
the output layer. We have used the number of hidden layer neurons to be 20 for our
experiment.

5 Experimental Results and Discussions

In this section, the results of different feature sets for offline Malayalam character
recognition are presented. The implementation of the system was carried out using
Matlab R2013a. The results have been computed using a 5 fold cross validation

Fig. 7 Neural network model
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technique. In a five-fold cross validation scheme, the entire dataset is divided into 5
subsets. During each fold, one of the subset is used for testing the classifier and the
rest are used for training. The recognition rates from the test set in each fold are
averaged to obtain the final accuracy of the classifier.

Table 1 summarizes the overall accuracy of the system with each of the four
feature sets. A graphical representation of the recognition results is also shown
(Fig. 8). From the experiment, the best recognition rate of 94.23 % was obtained for
the histogram of oriented gradients features. The next highest accuracy was
obtained for projection histograms with PCA. But compared to other feature sets,
they need feature vectors of larger size (260). The density based features also
provide good recognition accuracy with a relatively small feature vector size of 16.
The chain code histogram feature gave the lowest recognition results among all the
features used in this study. The recognition rate of 78.8 % was obtained using this
chain code histogram feature.

From the confusion matrix obtained for each of the feature sets, we calculate
precision and recall values. The plot of precision and recall values for each of the
four feature sets are shown in Figs. 9 and 10 respectively. From the graphs, we
noted that the HOG features achieved the highest average precision and recall
values of 0.9423 and 0.9449 respectively. The lowest precision and recall values of
0.8026 and 0.7924 were shown by chain code histogram features. The average

Table 1 Recognition results
of different feature sets Feature set Feature

size
Accuracy
(%)

Zonal density 16 84.6

Projection histograms + PCA 260 88.07

Chaincode histogram + centroid 10 78.8

HOG 81 94.23

Fig. 8 Recognition accuracy
of different features

16 A.M.M.O. Chacko and P.M. Dhanya



precision values for the zonal density features and projection features were 0.8423
and 0.8808 respectively. The average recall values for these features were 0.8614
and 0.8904 respectively.

6 Conclusion

The work presented in this paper analyses the performance of offline Malayalam
character recognition using 4 feature sets—zone density features, projection his-
tograms, chain code histograms and histogram of oriented gradient features. These
features were classified using a two layer feedforward neural network. A five fold
cross validation scheme was applied to measure the performance of the system. We
have obtained the best recognition accuracy of 94.23 % using histogram of oriented
gradient features. This accuracy can be further improved by using a larger dataset

Fig. 9 Precision versus
classes

Fig. 10 Recall versus classes

A Comparative Study of Different Feature Extraction Techniques … 17



for training. Also post processing approaches for identifying similar shaped char-
acters can further improve the recognition rate. The authors hope that this paper aids
researchers who are working on Malayalam character recognition domain in their
future works.
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